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Preface 

The Third International Workshop on Hybrid Artificial Intelligence Systems (HAIS 
2008) presented the most recent developments in the dynamically expanding realm of 
symbolic and sub-symbolic techniques aimed at the construction of highly robust and 
reliable problem-solving techniques. Hybrid intelligent systems have become increas-
ingly popular given their capabilities to handle a broad spectrum of real-world com-
plex problems which come with inherent imprecision, uncertainty and vagueness, 
high-dimensionality, and non stationarity. These systems provide us with the opportu-
nity to exploit existing domain knowledge as well as raw data to come up with promis-
ing solutions in an effective manner. Being truly multidisciplinary, the series of HAIS 
workshops offers a unique research forum to present and discuss the latest theoretical 
advances and real-world applications in this exciting research field. 

This volume of Lecture Notes on Artificial Intelligence (LNAI) includes accepted 
papers presented at HAIS 2008 held in University of Burgos, Burgos, Spain, Septem-
ber 2008  

The global purpose of HAIS conferences has been to form a broad and interdisci-
plinary forum for hybrid artificial intelligence systems and associated learning para-
digms, which are playing increasingly important roles in a large number of application 
areas.  

Since its first edition in Brazil in 2006, HAIS has become an important forum for 
researchers working on fundamental and theoretical aspects of hybrid artificial intelli-
gence systems based on the use of agents and multiagent systems, bioinformatics and 
bio-inspired models, fuzzy systems, artificial vision, artificial neural networks, optimi-
zation models and alike.  

This conference featured a number of special sessions: Hybrid Systems Based on 
Negotiation and Social Network Modelling, Real-World Applications of HAIS Under 
Uncertainty, Hybrid Intelligent Systems for Multi-robot and Multi-agent Systems, 
Genetic Fuzzy Systems: Novel Approaches and Applications of Hybrid Artificial 
Intelligence in Bioinformatics. 

HAIS 2008 received over 280 technical submissions. After a through peer-review 
process, the International Program Committee selected 93 papers which are published 
in this conference proceedings. The large number of submissions is certainly not only 
a testimony of the vitality and attractiveness of the field but an indicator of the interest 
in the HAIS conferences themselves. 

As a follow-up of the conference, we anticipate further publication of selected pa-
pers in special issues scheduled for the journal of Information Sciences, Elsevier Sci-
ences, The Netherlands and the International Journal On Computational Intelligence 
Research (IJCIR).We would like to express our thanks to the Program Committee 
whose members did an outstanding job under a very tight schedule. Our thanks go to 
the keynote speakers: Bogdan Gabrys from Bournemouth University (UK), Francisco 
Herrera from the University of Granada (Spain), Xindong Wu from the University of 
Vermont (USA), and Hujun Yin from the University of Manchester (UK). 
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Alejandra Rodŕıguez, Iciar Carricajo, Minia Manteiga,
Carlos Dafonte, and Bernardino Arcay

Spatio-temporal Road Condition Forecasting with Markov Chains and
Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Konsta Sirvio and Jaakko Hollmén

Parameter Extraction from RVS Stellar Spectra by Means of Artificial
Neural Networks and Spectral Density Analysis . . . . . . . . . . . . . . . . . . . . . . 212

Diego Ordóñez, Carlos Dafonte, Minia Manteiga, and
Bernardino Arcay

Supervised Classification Fuzzy Growing Hierarchical SOM . . . . . . . . . . . . 220
Rafael del-Hoyo, Nicolás Medrano, Bonifacio Mart́ın-del-Brio, and
Francisco José Lacueva-Pérez
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José M. Chaves-González, Marisa da Silva Maximiano,
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Pablo G. Rodŕıguez, and Andrés Caro

Object Tracking Using Grayscale Appearance Models and Swarm
Based Particle Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Bogdan Kwolek

Extraction of Geometrical Features in 3D Environments for Service
Robotic Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441

Paloma de la Puente, Diego Rodŕıguez-Losada, Raul López, and
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Abstract. Data mining, or knowledge discovery in databases (KDD), is an in-
terdisciplinary field that integrates techniques from several research areas in-
cluding machine learning, statistics, database systems, and pattern recognition, 
for the analysis of large volumes of possibly complex, highly-distributed and 
poorly-organized data.  The prosperity of the data mining field may attribute to 
two essential reasons. Firstly, a huge amount of data is collected and stored eve-
ryday.  On the one hand, along with the continuing development of advanced 
technologies in many domains, data is generated at enormous speeds. For 
examples, purchases data at department/grocery stores, bank/credit card trans-
action data, e-commerce data, Internet traffic data that describes the browsing 
history of Web users, remote sensor data from agricultural satellites, and gene  
expression data from microarray technology. On the other hand, the progress 
made in hardware technology allows today's computer systems to store very 
large amounts of data. Secondly, with these large volumes of data at hand, the 
data owners have an imminent intent to turn them into useful knowledge. From 
a commercial viewpoint, the ultimate goal of the data owners is to gain more 
and pay less for their business activities. Under the competition pressure, they 
want to enhance their services, develop cost-effective strategies, and target the 
right group of potential customers.  From a scientific viewpoint, when tradi-
tional techniques are infeasible in dealing with the raw data, data mining may 
help scientists in many ways, such as classifying and segmenting data. By ap-
plying the knowledge extracted from data mining, the business analyst may rate 
customers by their propensity to respond to an offer, the doctor may estimate 
the probability of an illness re-occurrence, the website publisher may display 
customized Web pages to individual Web users according to their browsing 
habit, and the geneticist may discover novel gene-gene interaction patterns. In 
this talk, we aim to provide a general picture for important data mining steps, 
topics, algorithms and challenges. 
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Abstract. Rapid development in computer and sensor technology not only used 
for highly specialised applications but widespread and pervasive across a wide 
range of business and industry has facilitated easy capture and storage of im-
mense amounts of data. Examples of such data collection include medical his-
tory data in health care, financial data in banking, point of sale data in retail, 
plant monitoring data based on instant availability of various sensor readings in 
various industries, or airborne hyperspectral imaging data in natural resources 
identification to mention only a few. However, with an increasing computer 
power available at affordable prices and the availability of vast amount of data 
there is an increasing need for robust methods and systems, which can take ad-
vantage of all available information. In essence there is a need for intelligent 
and smart adaptive methods but do they really exist? Are there any existing in-
telligent techniques which are more suitable for certain type of problems than 
others? How do we select those methods and can we be sure that the method of 
choice is the best for solving our problem? Do we need a combination of meth-
ods and if so then how to best combine them for different purposes? Are there 
any generic frameworks and requirements which would be highly desirable for 
solving data intensive and unstationary problems? All these questions and many 
others have been the focus of research vigorously pursued in many disciplines 
and some of them will be discussed in the talk and have been addressed in 
greater detail in our recently compiled book with the same title: "Do Smart 
Adaptive Systems Exist?". One of the more promising approaches to construct-
ing smart adaptive systems is based on intelligent technologies including artifi-
cial neural networks, fuzzy systems, methods from machine learning, parts of 
learning theory and evolutionary computing which have been especially suc-
cessful in applications where input-output data can be collected but the underly-
ing physical model is unknown. The incorporation of intelligent technologies 
has been used in the conception and design of complex systems in which ana-
lytical and expert systems techniques are used in combination. Viewed from a 
much broader perspective, the above mentioned intelligent technologies  
are constituents of a very active research area known under the names of soft 
computing, computational intelligence or hybrid intelligent systems. However, 
hybrid soft computing frameworks are relatively young, even comparing to  
the individual constituent technologies, and a lot of research is required to  
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understand their strengths and weaknesses. Nevertheless hybridization and 
combination of intelligent technologies within a flexible open framework seem 
to be the most promising direction in achieving the truly smart and adaptive 
systems today. Despite all the challenges it is unquestionable that smart adap-
tive intelligent systems and intelligent technology have started to have a huge 
impact on our everyday life and many applications can already be found in 
various commercially available products as illustrated in the recent report com-
piled by one of the world's leading think tank advanced technology organisa-
tions and very suggestively titled: "Get smart: How intelligent technology will 
enhance our world". 
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E.T.S.I. Informática, 18071 Granada, Spain

{salvagl,herrera}@decsai.ugr.es

Abstract. The experimental analysis on the performance of a proposed
method is a crucial and necessary task to carry out in a research. In this
contribution we focus on the use of statistical inference for analyzing the
results obtained in a design of experiment within the field of computa-
tional intelligence. We present some studies involving a set of techniques
in different topics which can be used for doing a rigorous comparison
among the algorithms studied in an experimental comparison.

Particularly, we study whether the sample of results from multiple
trials obtained by the run of several algorithms checks the required con-
ditions for being analyzed through parametric tests. In most of the cases,
the results indicate that the fulfillment of these conditions are problem
dependent and indefinite, which justifies the need of using nonparametric
statistics in the experimental analysis. We show a case study which illus-
trates the use of nonparametric tests and finally we give some guidelines
on the use of nonparametric statistical tests.

1 Introduction

It is not possible to find one algorithm being better in behaviour for any problem,
as the ”no free lunch” theorem suggests [17,18]. On the other hand, we know that
we dispose of several degrees of knowledge associated with the problem which
we expect to solve, and this is not the same to work without knowledge on the
problem than to work with partial knowledge on the problem. This knowledge
allows us to design algorithms with specific properties that can make them more
suitable to the solution of the problem.

Having the previous premise in mind, the question about deciding when an al-
gorithm is better than other one is suggested. This fact has recently conditioned
the growing interest in the analysis of experiments in the field of computational
intelligence. This interest has brought the use of statistical inference in the anal-
ysis of empirical results obtained by the algorithms. Inferential statistics provide
of how well a sample of results supports a certain hypothesis and whether the
conclusions achieved could be generalized beyond what was tested.

Statistical analysis is highly demanded in any research work and thus we
can find recent studies that propose some methods for conducting comparisons
among various approaches [8,7,10]. Mainly, two types of statistical tests exist
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in the literature: parametric tests and nonparametric tests. The decision on the
use of the former or the latter may depend on the properties of the sample of
results to be analyzed. The use of parametric tests is only adequate when the
sample of results fulfills three required conditions: independency, normality and
homoscedasticity [15]. In this contribution we will show that these conditions
are usually not checked by the parametric statistical procedures.

The analysis of results can be done following two alternatives: single-problem
analysis and multiple-problem analysis. The first one corresponds to the study of
the performance of several algorithms over a unique problem. The second one will
suppose the study of several algorithms over more than one problem simultane-
ously, assimilating the fact that each problem has a degree of difficulty and that
the results obtained among different problems are not comparable. The single-
problem analysis is well-known and is usually found in specialized literature [8].
Although the required conditions for using parametric statistics are usually not
fulfilled, a parametric statistical study could obtain similar conclusions to a non-
parametric one. However, in a multiple-problem analysis, a parametric test may
reach erroneous conclusions.

This paper is interested in the study of the most appropriate statistical
techniques for analyzing a comparison among several computational intelligence
algorithms. We will center on the study of the fulfillment of the required con-
ditions for a safe usage of parametric tests and then we will present some non-
parametric statistical procedures for making pairwise comparisons and multiple
comparisons of algorithms. This study will be illustrated by three case studies:
analysis of Genetics-Based Machine Learning (GBML) algorithms’ performance
in classification, analysis of the behaviour of some Neural Networks (NNs) [13]
in classification and analysis of real parameters Evolutionary Algorithms (EAs)
[5,6] for continuous optimization.

In order to achieve this objective, the contribution is organized as follows.
Section 2 presents the required conditions for a safe use of parametric tests and
conducts an empirical study involving the three case studies mentioned above.
Some case studies for explaining the use of nonparametric are depicted in Section
3. Section 4 enumerates several considerations to take into account on the use
of nonparametric test. Finally, the conclusions are remarked in Section 5.

2 Previous Conditions for a Safe Usage of Parametric
Tests

In this section, we will describe and analyze the conditions that must be satis-
fied for the safe usage of parametric tests (Subsection 2.1). In the analysis, we
will show some case studies collecting the overall set of results obtained by an
EA for continuous optimization (BLX-MA [11]), a NN for classification (Radial
Basis Function Network, RBFN [13]) and a GBML method for classification
(XCS [16]). With them, we will firstly analyze the indicated conditions over the
complete sample of results for each function / data set, in a single-problem anal-
ysis (see Subsection 2.2). Finally, we will consider the average results for each
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function / data set to composite a sample of results for each one of the three
algorithms. Finally, with the EA for continuos optimization, we will check again
the required conditions for the safe use of parametric test in a multiple-problem
scheme (see Subsection 2.3).

2.1 Conditions for the Safe Use of Parametric Tests

In [15], the distinction between parametric and nonparametric tests is based on
the level of measure represented by the data which will be analyzed. In this way,
a parametric test uses data composed by real values.

The latter does not imply that when we always dispose of this type of data,
we should use a parametric test. There are other initial assumptions for a safe
usage of parametric tests. The non fulfillment of these conditions might cause a
statistical analysis to lose credibility.

In order to use the parametric tests, it is necessary to check the following
conditions [15,20]:

– Independence: In statistics, two events are independent when the fact that
one occurs does not modify the probability of the other one occurring.

– Normality: An observation is normal when its behaviour follows a normal
or Gauss distribution with a certain value of average µ and variance σ. A
normality test applied over a sample can indicate the presence or absence of
this condition in observed data. We will use D’Agostino-Pearson’s normality
test: It first computes the skewness and kurtosis to quantify how far from
Gaussian the distribution is in terms of asymmetry and shape. It then cal-
culates how far each of these values differs from the value expected with a
Gaussian distribution, and computes a single p-value from the sum of these
discrepancies.

– Heteroscedasticity: This property indicates the existence of a violation of the
hypothesis of equality of variances. Levene’s test is used for checking whether
or not k samples present this homogeneity of variances (homoscedasticity).

In our case, it is obvious the independence of the events given that they
are independent runs of the algorithm with randomly generated initial seeds.
In the following, we will show some case studies of the normality analysis on
single-problem and multiple-problem analysis, and heteroscedasticity analysis
by means of Levene’s test.

2.2 On the Study of the Required Conditions over Single-Problem
Analysis

With the samples of results obtained from running 25 times the algorithm BLX-
MA for each function, we can apply statistical tests for determining whether it
checks or not the normality and homoscedasticity properties. We have seen before
that the independence condition is easily satisfied in this type of experiments [10].

All the tests used in this section will obtain the p-value associated, which
represents the dissimilarity of the sample of results with respect to the normal
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Table 1. Test of Normality of D’Agostino-Pearson

f1 f2 f3 f4 f5 f6 f7 f8 f9

BLX-MA * (.00) * (.00) (.22) * (.00) * (.00) * (.00) (.19) (.12) * (.00)

f10 f11 f12 f13 f14 f15 f16 f17 f18

BLX-MA (.89) * (.00) * (.03) (.38) (.16) * (.00) (.21) (.54) * (.04)

f19 f20 f21 f22 f23 f24 f25
BLX-MA * (.00) * (.00) (.25) * (.00) * (.00) * (.00) (.20)

shape. Hence, a low p-value points out a non-normal distribution. In this study,
we will consider a level of significance α = 0.05, so a p-value greater than α
indicates that the condition of normality is fulfilled. All the computations have
been performed by the statistical software package SPSS.

Table 1 shows the results where the symbol “*” indicates that the normality
is not satisfied and the p-value in brackets.

In addition to this particular study, we show the sample distribution in three
cases, with the objective of illustrating representative cases in which the nor-
mality tests obtain different results.

From Figure 1 to Figure 3, different examples of graphical representations of
histograms and Q-Q graphics are shown. A histogram represents a statistical vari-
able by using bars, so that the area of each bar is proportional to the frequency
of the represented values. A Q-Q graphic represents a confrontation between the
quartiles from data observed and those from the normal distributions.

In Figure 1 we can observe a general case in which the property of abnormality
is clearly presented in the case study of EAs for continuos optimization. Figures
2 and 3 illustrate similar cases of abnormality presented in the classification field,
employing different evaluation measures (accuracy in the first case and Cohen’s
Kappa [3] in the second case).

With respect to the study of homoscedasticity property, Table 2 shows the
results by applying Levene’s test, where the symbol “*” indicates that the vari-
ances of the distributions of the different algorithms for a certain function are not

Fig. 1. Example of non-normal distribution: Function f20 and BLX-MA algorithm:
Histogram and Q-Q Graphic
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Fig. 2. Results of RBFN over crx data set using Hold-out Validation: Histogram and
Q-Q Graphic
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Fig. 3. Results of XCS over monks data set using 10-fold cross validation: Histogram
and Q-Q Graphic

Table 2. Test of Heteroscedasticity of Levene (based on means)

.

f1 f2 f3 f4 f5 f6 f7 f8 f9

LEVENE (.07) (.07) * (.00) * (.04) * (.00) * (.00) * (.00) (.41) * (.00)

f10 f11 f12 f13 f14 f15 f16 f17 f18

LEVENE (.99) * (.00) (.98) (.18) (.87) * (.00) * (.00) (.24) (.21)

f19 f20 f21 f22 f23 f24 f25
LEVENE * (.01) * (.00) * (.01) (.47) (.28) * (.00) * (.00)

homogeneities (we reject the null hypothesis at a level of significance α = 0.05).
The use of Levene’s test requires at least two algorithms, so we show a case
studied in [10] where two algorithms are studied.

Clearly, in both cases, the non fulfillment of the normality and homoscedas-
ticity conditions is perfectible. In [10], we can find a complete experimental
study on the CEC’2005 Special Session of Evolutionary Algorithms for Real
Parameters Optimization, in which the statistical properties and some guide-
lines to use nonparametric test are given.
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2.3 On the Study of the Required Conditions over Multiple-Problem
Analysis

When tackling a multiple-problem analysis, the data to be used is an aggregation
of results obtained from individual algorithms’ runs. In this aggregation, there
must be only a result representing a problem. This result could be obtained
through averaging results for all runs or something similar, but the procedure
followed must be the same for each problem; i.e., in this paper we have used the
average of the 25 runs of an EA in each function. The size of the sample of results
to be analyzed, for each algorithm, is equal to the number of problems. In this
way, a multiple-problem analysis allows us to compare two or more algorithms
over a set of problems simultaneously.

In the case study of EAs for continuos optimization, we can use the results
published in the CEC’2005 Special Session to perform a multiple-problem anal-
ysis. Indeed, we will follow the same procedure as the previous subsection. We
will analyze the required conditions for the safe usage of parametric tests over
the sample of results obtained by averaging the error rate on each function.

D’Agostino Pearson’s test indicates us the absence of normality over the sam-
ple of results obtained by by BLX-MA with a p = 0.00. Figure 4 represents the
histograms and Q-Q plots for such sample.
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Fig. 4. BLX-MA algorithm: Histogram and Q-Q Graphic

As we can see, the normality condition is not satisfied because the sample
of results is composed by 25 average error rates computed in 25 different prob-
lems. This fact may induce us to using nonparametric statistics for analyzing
the results in multiple-problems. Nonparametric statistics do not need prior as-
sumptions related to the sample of data for being analyzed and, in the example
shown in this section, we have seen that they could obtain reliable results.

3 Using Nonparametric Tests: Two Case Studies

This section presents two case studies on the use of Wilcoxon’s test as a pairwise
comparison nonparametric test and Friedman’s test and post-hoc procedures
as multiple comparison nonparametric tests. The description of these tests is
available in [7,10].
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Firstly, we will perform the statistical analysis by means of pairwise compar-
isons by using the results of performance based on accuracy obtained by several
GBML algorithms (Pitts-GIRLA [4], XCS [16], GASSIST-ADI [2], HIDER [1])
over 14 classification data sets.

In order to compare the results between two algorithms and to stipulate which
one is the best, we can perform Wilcoxon signed-rank test for detecting differ-
ences in both means. This statement must be enclosed by a probability of error,
that is the complement of the probability of reporting that two systems are the
same, called the p-value [20]. The computation of the p-value in Wilcoxon’s dis-
tribution could be carried out by computing a normal approximation [15]. This
test is well known and it is usually included in standard statistics packages (such
as SPSS, R, SAS, etc.).

Table 3 shows the results obtained in all possible comparisons among the
GBML algorithms in accuracy. We stress in bold the winner algorithm in each
row when the p-value associated is below 0.05.

Table 3. Wilcoxon’s test applied over the all possible comparisons between the 4
algorithms in accuracy

Classification rate

Comparison R+ R− p-value

Pitts-GIRLA - XCS 0.5 104.5 0.001
Pitts-GIRLA - GASSIST-ADI 2 103 0.002
Pitts-GIRLA - HIDER 1 104 0.001
XCS - GASSIST-ADI 81 24 0.074
XCS - HIDER 53 52 0.975
GASSIST-ADI - HIDER 13 92 0.013

In order to illustrate the use of the Friedman test, we resort to the results
offered by NN methods in classification. In this case study, 16 classification data
sets have been used for comparing 7 NN algorithms (C-SVM, NU-SVM [9],
RBFN, RBFN Decremental, RBFN Incremental, MLP and LVQ [13]). In Table
4 we show the results of applying the tests of Friedman and Iman-Davenport
in order to detect whether differences in the results exist. In bold appears the
highest value of the compared ones, and if it is the corresponding statistical
(column named ”Friedman Value” or ”Iman-Davenport Value”), then the null
hypothesis is rejected. In case contrary, the null hypothesis is not rejected, so
the results are not significantly different. Both test are applied with a level of
confidence α = 0.05.

In our case, both Friedman’s and Iman-Davenport’s tests indicate that sig-
nificant differences in the results are found. Due to these results, a post-hoc

Table 4. Results for Friedman and Iman-Davenport tests

Partitioning procedure Friedman Value Value of χ2 Iman-Davenport Value FF Value

Hold-Out Validation 21.609 12.592 4.357 2.201
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Table 5. Adjusted p-values in Hold-Out Validation in NN algorithms (C-SVM is the
control)

i algorithm unadjusted p pBonf pHolm pHoch

1 RBFN Dec. 2.505 · 10−5 1.503 · 10−4 1.503 · 10−4 1.503 · 10−4

2 LVQ 9.191 · 10−4 0.00551 0.0046 0.0046
3 RBFN 0.00475 0.02853 0.01902 0.01902
4 MLP 0.01578 0.09466 0.04733 0.04733
5 NU-SVM 0.07181 0.43088 0.14363 0.07851
6 RBFN Inc. 0.07851 0.47108 0.14363 0.07851

statistical analysis is required. In this analysis, we choose the best performing
method, C-SVM, as the control method for being compared with the rest of
algorithms.

We will apply basic , such as Bonferroni-Dunn, and advanced procedures, such
as Holm’s and Hochbergs’s, for comparing the control algorithm with the rest
of algorithms. Table 5 shows all the adjusted p-values [19] for each comparison
which involves the control algorithm. The p-value is indicated in each comparison
and we stress in bold the algorithms which are worse than the control, considering
a level of significance α = 0.05.

4 Considerations on the Use of Nonparametric Tests in
Computational Intelligence

In this section, we suggest some aspects and details about the use of nonpara-
metric statistical techniques:

– A multiple comparison of various algorithms must be carried out first by
using a statistical method for testing the differences among the related sam-
ples means, that is, the results obtained by each algorithm. Once this test
rejects the hypothesis of equivalence of means, the detection of the concrete
differences among the algorithms can be done with the application of post-
hoc statistical procedures, which are methods used for comparing a control
algorithm with two or more algorithms.

– Holm’s procedure can always be considered better than Bonferroni-Dunn’s
one, because it appropriately controls the Family Wise Error Rate (FWER)
[14] and it is more powerful than the Bonferroni-Dunn’s. We strongly recom-
mend the use of Holm’s method in a rigorous comparison. Nevertheless, the
results offered by the Bonferroni-Dunn’s test are suitable to be visualized in
graphical representations.

– Hochberg’s procedure is more powerful than Holm’s. The differences reported
between it and Holm’s procedure are in practice rather small, but in this
paper, we have shown a case in which Hochberg’s method obtains lower p-
values than Holm’s (see Table 4). We recommend the use of this test together
with Holm’s method.
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– Although Wilcoxon’s test and the remaining post-hoc tests for multiple com-
parisons belong to the nonparametric statistical tests, they operate in a
different way. The main difference lies in the computation of the ranking.
Wilcoxon’s test computes a ranking based on differences between functions
independently, whereas Friedman and derivative procedures compute the
ranking between algorithms.

– In relation to the sample size (numberof problemswhenperformingWilcoxon’s
or Friedman’s tests in multiple-problem analysis), there are two main aspects
to be determined. Firstly, the minimum sample considered acceptable for each
test needs to be stipulated. There is no established agreement about this spec-
ification. Statisticians have studied the minimum sample size when a certain
power of the statistical test is expected [12]. In our case, the employment of a, as
large as possible, sample size is preferable, because the power of the statistical
tests (defined as the probability that the test will reject a false null hypothesis)
will increase. Moreover, in a multiple-problem analysis, the increasing of the
sample size depends on the availability of new instances of the problem (which
should be well-known in the problem in question). Secondly, we have to study
how the results are expected to vary if there was a larger sample size available.
In all statistical tests used for comparing two or more samples, the increasing
of the sample size benefits the power of the test. In the following items, we will
state that Wilcoxon’s test is less influenced by this factor than Friedman’s test.
Finally, as a rule of thumb, the number of problems (N) in a study should be
N = a · k, where k is the number of algorithms to be compared and a ≥ 2.

– Taking into account the previous observation and knowing the operations
performed by the nonparametric tests, we can deduce that Wilcoxon’s test
is influenced by the number of problems used. On the other hand, both the
number of algorithms and problems are crucial when we refer to the mul-
tiple comparisons tests (such as Friedman’s test), given that all the critical
values depend on the value of N . However, the increasing / decreasing of
the number of problems rarely affects in the computation of the ranking. In
these procedures, the number of problems used is an important factor to be
considered when we want to control the FWER.

– An appropriate number of algorithms in contrast with an appropriate num-
ber of problems are needed to be used in order to employ each type of test.
The number of algorithms used in multiple comparisons procedures must be
lower than the number of problems. In the study of the CEC’2005 Special
Session, we can appreciate the effect of the number of functions used whereas
the number of algorithms stays constant [10]. See, for instance, the p-value
obtained when considering the f15-f25 group and all functions. In the latter
case, p-values obtained are always lower than in the first one, for each testing
procedure. In general, p-values are lower agreeing with the increasing of the
number of functions used in multiple comparison procedures; therefore, the
differences among the algorithms are more detectable.

– The previous statement may not be true in Wilcoxon’s test. The influence
of the number of problems used is more noticeable in multiple comparisons
procedures than in Wilcoxon’s test.
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5 Concluding Remarks

The present work studies the use of statistical techniques for analyzing some
cases of computational intelligence algorithms in continuous optimization and
classifications problems.

The need for using nonparametric tests for results’s analysis is very clear, since
the initial conditions required for obtaining safe conclusions from parametric
tests are not met.

On the use of nonparametric tests, we have shown an example of performing
pairwise comparisons with the Wilcoxon test and multiple comparisons with the
Friedman test and post-hoc procedures. Some recommendations on the use of
these statistical procedures in computational intelligence studies are given.
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Abstract. Dimension reduction has long been associated with retinotopic map-
ping for understanding cortical maps. Multisensory information is processed, 
fused, fed and mapped to a 2-D cortex in a near-optimal information preserving 
manner. Data projection and visualization, inspired by this mechanism, are 
playing an increasingly important role in many computational applications such 
as cluster analysis, classification, data mining, knowledge management and re-
trieval, decision support, marketing, image processing and analysis. Such tasks 
involving either visual and spatial analysis or reduction of features or volume of 
the data are essential in many fields from biology, neuroscience, decision sup-
port, to management science. The topic has recently attracted a great deal of at-
tention. There have been considerable advances in methodology and techniques 
for extracting nonlinear manifold as to reduce data dimensionality and a number 
of novel methods have been proposed from statistics, geometry theory and 
adaptive neural networks. Typical approaches include multidimensional scaling, 
nonlinear PCA and principal curve/surface. This paper provides an overview on 
this challenging and emerging topic. It discusses various recent methods such as 
self-organizing maps, kernel PCA, principal manifold, isomap, local linear em-
bedding, Laplacian eigenmap and spectral clustering, and many of them can be 
seen as a combined, adaptive learning framework. Their usefulness and poten-
tials will be presented and illustrated in various applications. 

1   Introduction 

Many computational intelligence tasks involve analysis and exploration of a vast 
amount of data in order to extract useful information and discover meaningful pat-
terns and rules. Clustering the data sets and projecting them onto a lower dimensional 
space are common practices. Dimensionality reduction has long been associated with 
retinotopic mapping for understanding cortical maps [10]. Multisensory information 
is processed, fused, fed and mapped to a 2-D cortex in a near-optimal information 
preserving manner. There exists an increasing demand in an increasing number of 
fields for dimensionality reduction, range from high-throughput bioinformatics and 
neuroinformatics, web information science, data mining, knowledge management and 
retrieval, decision support, marketing, to computer vision and image processing. 
Seeking a suitable, smaller and featured representation of a raw data set can make 
data analysis and pattern recognition easier and efficient. Projecting and abstracting 
the data onto their underlying or principal subspaces can help reduce the number of 
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features, identify latent variables, detect intrinsic structures, and facilitate visualiza-
tion of variable interactions. With the ever fast increasing data quantity, complexity 
and dimensionality in many computational tasks, more sophisticated methods are 
required and being developed. A great deal of research has been devoted to this 
emerging topic on improving and extending the classic methods such as principal 
component analysis (PCA) and multidimensional scaling (MDS) [58, 16]. 

PCA projects data set onto its principal directions represented by the orthogonal 
eigenvectors of the covariance matrix of the data. It has long been used in reducing 
the number of variables and visualizing data in scatter plots or linear subspaces. Sin-
gular value decomposition and factor analysis are adopted to perform the task due to 
various advantages such as direct operation on a data matrix, stable results even when 
the data matrix is ill-conditioned, and decomposition at both feature and data levels. 
The linearity of PCA, however, limits its power for practical, increasingly large and 
complex data sets, because it cannot capture nonlinear relationships defined by be-
yond second order statistics. Extension to nonlinear projection, in principle, can tackle 
practical problems better; yet a unique solution is still to be defined [35]. Various 
nonlinear methods along this line have been proposed, such as the auto-associative 
networks [28], generalized PCA [22], kernel PCA [47], principal curve and surface 
[19] and local linear embedding (LLE) [44]. 

MDS is another popular methodology that projects high dimensional data points 
onto a low (often two) dimensional plane by preserving as close as possible the inter-
point distances (or pair-wise dissimilarities) [8]. Metric MDS generalises classical 
MDS by minimizing a stress function. The mapping is generally nonlinear and can 
reveal the overall structure of the data. Sammon mapping [45] is a widely known 
example. In contrast to metric MDS, nonmetric MDS finds a monotonic relationship 
(instead of metric ones) between the dissimilarities of the data points in the data space 
and those of their corresponding coordinates in the projected space. More general 
weighting schemes have been proposed recently and the resulting MDS is called gen-
eralized MDS [6]. Isomap [49] applies scaling on geodesic instead of Euclidean dis-
tances. MDS methods are generally point-to-point mappings and do not provide a 
generalizing mapping function or a generative manifold.  

Adaptive neural networks present alternative approaches to nonlinear data projec-
tion and dimension reduction. They can provide (implicit) generalizing mapping func-
tions. Early examples include feed-forward neural network based mapping [36] and 
radial-basis-function based MDS [32]. The self-organizing map (SOM) [24, 27] has 
become a widely used method for data visualization. Self-organization is a fundamen-
tal pattern recognition process, in which intrinsic inter- and intra-pattern relationships 
within the sensory data are learnt. Kohonen’s SOM is a simplified, abstracted version 
of Willshaw and von der Malsburg’s retinotopic mapping model [52]. Modelling and 
analyzing such mappings are important to understanding how the brain perceives, 
encodes, recognizes, and processes the patterns it receives and thus, if somewhat 
indirectly, are beneficial to machine-based pattern recognition. The SOM is topology-
preserving vector quantization. The topology-preserving property is utilized to extract 
and visualize relative mutual relationships among the data. Many variants and exten-
sions have since been proposed, including the visualization induced SOM (ViSOM) 
[54]. The ViSOM regularizes the inter-neuron distances within a neighbourhood so to 
preserve (local) distances on the map. The SOM and some variants have been linked 



 Nonlinear Principal Manifolds – Adaptive Hybrid Learning Approaches 17 

with principal curve and surface (e.g. [43]; [55]). It has also been widely observed 
that SOMs produce a similar effect to MDS. In fact it has been argued that the SOM 
is closer to MDS than to principal curve/surface [42]. However, the exact connection 
between SOMs and MDS has not been established. Further analysis has shown the 
exact connections [58, 59]. A growing variant of metric preserving ViSOM has been 
proposed for embedding nonlinear manifolds.  

The paper is organized as follows. Section 2 provides a review on existing ap-
proaches on nonlinearlizing PCA. Section 3 describes MDS and recent related ap-
proaches. Principal manifold (curve and surface) is explained in the next section. 
Section 5 focuses on SOM, its variants and related adaptive approaches in providing 
nonlinear, generative manifolds of data sets, as well as their relationship with the 
previous approaches. Section 6 wraps up with a set of various computational applica-
tions and potentials of these methods, followed by a brief conclusion.  

2   Nonlinear PCA Approaches  

PCA is a classic linear projection aiming at finding orthogonal, principal directions of 
a data set, along which the data exhibits the largest variances. PCA is obtained by 
solving an eigenvalue problem of the covariance matrix C of the data set, λV=CV, 
where columns of V are eigen vectors. By discarding the minor components, PCA can 
effectively reduce the number of variables and display the dominant ones in a linear, 
low dimensional subspace. It is the optimal linear projection in the sense of the mean-
square error between original points and projected ones, i.e. 
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where x∈Rn is the n-dimensional data and {qj, j=1,2, …m, m≤n} are orthogonal ei-
genvectors representing principal directions. They are the first m principal eigenvec-
tors of the covariance matrix of the data set. The second term in the above bracket is 
the reconstruction or projection of x on these eigenvectors. The term qj

Tx represents 
the projection of x onto the j-th principal dimension. Efficient and robust statistical 
methods exist for solving eigenvector problems. Several adaptive learning algorithms 
have also been proposed for performing PCA such as, the subspace network [41] and 
the generalized Hebbian algorithm [46]. The limitation of linear PCA is obvious, as it 
cannot capture nonlinear relationships defined by higher than the second order statis-
tics. If the input dimension is much higher than two, the projection onto linear princi-
pal plane will provide limited visualization power. 

Nonlinear extension of PCA can be intuitively approached using combined or 
piecewise local PCA models. That is, the entire input space is segmented (e.g. using a 
clustering algorithm) into non-overlapping regions and a local PCA can be formed in 
each region. However, the extension to nonlinear PCA is not unique due to the lack of 
a unified mathematical structure and an efficient and reliable algorithm, and in some 
cases due to excessive freedom in selection of representative basis functions [35][22]. 
Existing methods include the five-layer feedforward associative network [28] and 
kernel PCA [47]. The first three layers of the associative network project the original 
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data on to a curve or surface, providing an activation value for the bottleneck node. 
The last three layers define the curve and surface. The weights of the associative net-
work are determined by minimizing the following objective function, 
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where f: R1→ Rn (or R2→ Rn), the function modelled by the last three layers, defines 
a curve (or a surface), sf: Rn→ R1 (or Rn→ R2), the function modelled by the first 
three layers, defines the projection index. 

The kernel-based PCA uses nonlinear mapping and kernel functions to generalise 
PCA to nonlinear. The nonlinear function Φ(x) maps data onto high-dimensional 
feature space, where the standard linear PCA can be performed via kernel functions: 
k(x, y)=(Φ(x)٠Φ(y)). The projected covariance matrix is then, 
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The standard linear eigenvalue problem can now be written as λV=KV, where the 
columns of V are the eigenvectors and K is a N×N matrix with elements as kernels 
Kij:=k(xi, xj)=(Φ(xi)٠Φ(xj)). 

Local linear embedding (LLE) [44] is another way of forming nonlinear principal 
subspace. The local linearity is defined on a local neighbourhood, ε ball or k nearest 
neighbors. Then the linear contributions or weightings, Wij, of these neighboring 
points are calculated through, 
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The embedding is computed via, 
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where Y is the embedding coordinates. Both steps can be solved by the least square 
method or eigen problems. 

Recent Laplacian eigenmap [3] forms a local linear mapping by converting the 
problem to a generalized eigen problem and the solution becomes easily traceable. 
First, the weightings (of local neighboring points) or heat kernels are constructed, 
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Then the embedding is computed via the generalized eigen problem, 

ff DL λ=  (7) 

where ∑=
j jiii WD  and WDL −= . 
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The data is then projected to the subspace spanned by the principal eigen functions 
(f1, f2, …, fm). This approach is also related to spectral clustering [51]. 

These nonlinear PCA methods, though with different approaches, have many com-
mon characters. They are all defined on a local neighbourhood so transforming global 
structure to local linear structures. That is, the manifold is constructed on local (lin-
ear) graphs. It has been shown that these methods are closely related [18], or they can 
be described under the regularization theory [48]. 

3   Multidimensional Scaling Approaches 

Multidimensional scaling (MDS) is a traditional subject related to dimension reduc-
tion and data visualization. MDS aims to project or embed high dimensional data 
points onto a low dimensional (often 2- or 3-D) plane by preserving as closely as 
possible inter-point metrics [8]. The projection is generally nonlinear and can reveal 
the overall structure of the data. Let δij denote the dissimilarity between data points xi 
and xj. δij is often calculated (but not necessarily) by the Euclidean distance of data 
vectors δij=||xi-xj||. Let yi and yj are mapped points or coordinates of points i and j in 
the visual space, then the distance between mapped points is dij=||yi-yj||. 

There are three types of MDS for different purposes and effects, classical, metric 
and nonmetric MDS. Classical MDS looks for a configuration so that the distances 
between projected points match the original dissimilarities, i.e. jid ijij ,,∀= δ . Metric 

MDS seeks that dissimilarities are proportional to the distances of projected points, 
jifd ijij ,),( ∀= δ ; where f is a continuous, monotonic function, or a metric transfor-

mation function, that transforms dissimilarities to distance metrics. In practice, exact 
dissimilarity-distance matches may not be possible due to data noise and imprecision, 
the equality is replaced by approximation, i.e. “≈”, meaning “as equal as possible” [5]. 

An MDS configuration is often sought by minimising the following general cost, or 
the raw Stress, function, 
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where f is the metric transformation function. In some cases, the above raw stress is 

normalised by ∑ ji ijd
,

2  or ∑ ji ij,

2δ  to give a relative reading of the overall stress. 

Other normalisation scheme is also available. For example, In Sammon mapping [45] 
intermediate normalisation (pair-wise distance of original space) is used to preserve 
good local distributions and at the same time maintain a global structure. The Newton 
optimisation method is used to recursively solve the optimal configuration. 

For general metric MDS, especially when original dissimilarities need to be trans-
formed to a distance like form, f is a monotonic transformation function, e.g. a linear 
function. For classical MDS and many cases of metric MDS, f is simply the identify 
function, the stress becomes, 
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That is, metric MDS configuration tries to preserves, as well as possible, the pair-wise 
distances of original data points on the projected space. 

Nonmetric MDS deals with rank order of the dissimilarities and seeks a configura-
tion such that distances between pairs of mapped points match order-wise “as well as 
possible” the original dissimilarities. That is, a nonmetric MDS looks for projection 
function f that is a monotonic function and satisfies, 

lkjiddif klijklij ,,,  ,     then,  ∀≤≤ δδ  (10) 

Nonmetric MDS produces an ordinal scaling rather than a metric one. 
MDS relies on an optimization algorithm to search for a configuration that gives as 

low stress as possible. Inevitably, various computational problems such as local min-
ima and divergence may occur to the process. The methods are often computationally 
intensive, especially with large number of data points. The final solution depends on 
the starting configuration and parameters used in the algorithm.  

Another major drawback of MDS is the lack of an explicit projection function, as 
MDS is usually a point-to-point mapping and cannot naturally accommodate new 
data points. Thus for any new input data, the mapping has to be recalculated based on 
all available data. Although some methods have been proposed to accommodate the 
new arrivals using triangulation [31][9], the methods are generally not adaptive.  

However, such drawbacks can be overcome by implementing or parametrizing MDS 
using neural networks. In [36], a feed-forward network is used to to parametrize the 
Sammon mapping and a unsupervised training methods has been derived to train the net-
work. The derivation is similar to the back-propagation algorithm, by minimizing the 
Sammon stress instead of the total errors between desired and actual output. The network 
takes a pair of input points at each time in training. An evaluation has to be carried out, 
using all the data points, after a fixed number of iterations. In [32] a radial basis function 
(RBF) network is used to minimize a simple stress function, so to perform MDS. In [49], 
Isomap was proposed to use geodesic (curvature) distance for better scaling of nonlinear 
manifolds. Instead of the direct Euclidean distance, the geodesic distance along the mani-
fold is calculated (or cumulated) via neighborhood graphs or neighboring points. Selecting 
a suitable neighborhood size can be a difficult task and often needs cross-validation proce-
dure. The Isomap has been reported being unstable [1]. 

It is worth noting that while MDS general minimizes the difference or squared dif-
ference between the dissimilarities in the original and mapped spaces, the c measure 
proposed as a unified objective for topographic mapping [15] maximizes the correla-
tion between the two. One can argue that when the dissimilarities are normalized, the 
two are equivalent. 

4   Principal Curve and Surface 

The principal curve and surface [19][30][50] are the principled nonlinear extension of 
PCA. The principal curve is defined as a smooth and self-consistency curve, which 
does not intersect itself, passing through the middle of the data. Denote x as a random 
vector in Rn with density p and finite second moment. Let f(·) be a smooth unit-speed 
curve in Rn, parameterized by the arc length ρ (from one end of the curve) over Λ∈R, 
a closed interval. 
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For a data point x, its projection index on f is defined as, 
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The curve is called self-consistent principal curve of ρ if,  
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The principal component is a special case of the principal curves if the distribution 
is ellipsoidal. Although principal curves have been mainly studied, extension to 
higher dimension, e.g. principal surfaces or manifolds is feasible in principle. How-
ever, in practice, a good implementation of principal curves/surfaces relies on an 
effective and efficient algorithm. The principal curves/surfaces are more of a concept 
and practical algorithms are needed for implementation. The HS algorithm is a non-
parametric method [19] that directly iterates the two steps of the above definition. It is 
similar to the standard VQ algorithm combined with some smoothing techniques 
when only a finite data set is available: 

• Initialization: Choose the first linear principal component as the initial curve, 
f(0)(x). 

• Projection: Project the data points onto the current curve and calculate the 
projections index, i.e. ρ(t)(x)=ρf(t)(x). 

• Expectation: For each index, take the mean of data points projected onto it as 
the new curve point, i.e., f(t+1)(ρ)=E[X|ρf(t)(X)=ρ]. 

 
The projection and expectation steps are repeated until a convergence criterion is met, 
for instance, when the change of the curve between iterations is below a threshold. 

For a finite data set, the density is often unknown; the above expectation is replaced 
by a smoothing method such as the locally weighted running-line smoother or 
smoothing splines. For kernel regression, the smoother is, 
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The arc length is simply computed from the line segments. There are no proofs of 
convergence of the algorithm, but no convergence problems have been reported, 
though the algorithm is biased in some cases [19]. In [2] a modified HS algorithm was 
proposed by taking the expectation of the residual of the projections in order to reduce 
the bias. An incremental principal curve was proposed in [22]. It is an incremental, or 
segment by segment, and arc length constrained method for practical construction of 
principal curves. 

In [50] a semi-parametric model for the principal curve was introduced. A mixture 
model was used to estimate the noise along the curve; and the expectation and maxi-
mization (EM) method was employed to estimate the parameters. Other adaptive 
learning approaches include the probabilistic principal surfaces [7].  
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5   SOM-Based Approaches 

Kohonen’s self-organizing map (SOM) is an abstract, simplified mathematical model 
of the mapping between nerve sensory and cerebral cortex [24][27]. Modeling and 
analyzing such mappings are important to understanding how the brain perceives, 
encodes, recognizes, and processes the patterns it receives and thus, are also benefi-
cial to machine-based pattern recognition. External stimuli are received by various 
sensory or receptive fields (e.g. visual-, auditory-, motor-, or somato-sensory) coded, 
combined and abstracted by the living neural networks, propagated through axons, 
and projected onto the cerebral cortex, often to distinct parts of cortex. Different areas 
of the cortex (cortical maps) respond to different sensory inputs, though many func-
tions and actions require collective responses from various areas. Topographically 
ordered mappings are widely observed in the cortex. The main structures (primary 
sensory areas) of the cortical maps are established genetically in a predetermined 
manner [25]. More detailed areas (associative areas) between the primary sensory 
areas, however, are developed through self-organisation gradually during life and in a 
topographically meaningful fashion. Therefore studying such topographic projections, 
which had been ignored during the early period of neural network research, is un-
doubtedly fundamentally to understanding of the dimension-reduction mapping for 
effective representation of sensory information and feature extraction. 

Von der Malsburg and Willshaw first developed in mathematical form the self-
organising topographic mappings, mainly from two-dimensional presynaptic sheets to 
two-dimensional postsynaptic sheets, based on retinatopic mapping: the ordered pro-
jection of visual retina to visual cortex [52]. Kohonen abstracted this self-organising 
learning model and proposed a much simplified mechanism which ingeniously incor-
porates the Hebbian learning rule and lateral interactions [24]. This simplified model 
can emulate the self-organisation effect. Although the SOM algorithm was more or 
less proposed in a heuristic manner, it is an abstract and generalised model of the self-
organisation or unsupervised learning process.  

In the SOM, a set of neurons, often arranged in a 2-D rectangular or hexagonal grid 
or map, is used to form a discrete, topological mapping of an input space, X∈Rn. At 
the start of the learning, all the weights {w1, w2, …,wM} are initialised to either small 
random numbers or some specific values (e.g. principal subspace), where wi is the 
weight associated to neuron i and is a vector of the same dimension, n, of the input, M 
is the total number of neurons. Denote ri the discrete vector defining the position 
(coordinates) of neuron i on the map grid. Then the algorithm iterates the following 
steps. 

• At each time t, present an input, x(t), select the winner, 

)()(minarg)( tttv k
k

wx −=
Ω∈

 (14) 

• Update the weights of the winner and its neighbours, 

)]()()[,,()()( tttkvtt kk wxw −=∆ ηα  (15) 

• Repeat until the map converges. 



 Nonlinear Principal Manifolds – Adaptive Hybrid Learning Approaches 23 

where α(t) is the learning rate and ),,( tkvη  is the neighbourhood function and Ω is 

the set of neuron indexes. Although one can use a top-hat type of neighbourhood 

function, a Gaussian, 
2

2

)(2),,( t

dvk

etkv ση
−

= , is often used in practice with σ(t) represent-

ing the effective range of the neighbourhood and kvvkd rr −= , the distance be-

tween neurons v and k on the map grid. 
The SOM was proposed to model the sensory-to-cortex mapping thus is an unsu-

pervised, associative memory mechanism. Such a model is also related to vector 
quantisation (VQ) in coding terms. The SOM has been shown to be an asymptotically 
optimal VQ [61]. More importantly, with the neighbourhood learning, the SOM is an 
error tolerant VQ and Bayesian VQ [33, 34]. SOM has been linked with minimal 
wiring of cortex-like maps [10, 37]. 

The SOM has been widely used for data visualisation. However the inter-neuron 
distances, when referred to the data space, have to be crudely or qualitatively marked 
by colours or grey levels on the trained map. The coordinates of the neurons (the 
resulting of scaling) are fixed on the lower dimensional (often 2-D) grid and do not 
resemble the distances (dissimilarities) in the data space. 

For metric scaling and data visualisation, a direct and faithful display of data struc-
ture and distribution is highly desirable. The ViSOM extends the SOM for distance 
preservation on the map [54]. For the map to capture the data manifold structure di-
rectly, (local) distance quantities must be preserved on the map, along with the topol-
ogy. The map can be seen as a smooth and graded mesh embedded into the data 
space, onto which the data points are mapped and the inter-point distances are ap-
proximately preserved. 

In order to achieve that, the updating force, [x(t)-wk(t)], of the SOM algorithm is 
decomposed into two elements [x(t)-wv(t)]+[wv(t)-wk(t)]. The first term, [x(t)-wv(t)], 
represents the updating force from the winner v to the input x(t), and is the same to 
the updating force used by the winner v. The second term, [wv(t)-wk(t)], is a lateral 
contraction force bringing neighbouring neuron k to the winner. In the ViSOM, this 
lateral contraction force is regulated in order to help maintain unified inter-neuron 
distances locally on the map. The update rule is, 

( ))]()([)]()([),,()()( tttttkvtt kvvk wwwxw −+−=∆ βηα  (16) 

where β is a constraint coefficient -the simplest form being β=δvk/(dvkλ)-1, δvk is the 
distance of neuron weights in the input space, dvk is the distance of neuron indexes on 
the map, and λ is a resolution constant. A further refresh step (using neurons weights 
are the input) is added to SOM algorithm to ensure smooth expansion of the map in 
areas where the data is sparse or empty [55, 56]. 

The ViSOM regularizes the inter-neuron contraction so that local distances be-
tween the nodes on the map are analogous to the distances of their weights in the data 
space. In addition to SOM’s objective to minimise the quantisation error, the aim is 
also to maintain constant inter-neuron distances locally. When the data points are 
eventually projected onto the trained map, the distance between data points i and j on 
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the map is proportional to the distance of these two points in the data space, at least 
locally, subject to the quantisation error (the distance between a data point and its 
neural representative). That is, dij∝δij or λdij≈δij. This makes data visualisation more 
direct and quantitatively measurable. The resolution of the map can be enhanced by 
interpolating a trained (small) map or by incorporating the local linear projection 
(LLP) method [57]. Instead of projected onto the winning node v (or wv), the data 
point x is projected to the sub plane spanned by two closest edges. Projected point is 
therefore, 
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where ‘•’ denotes dot-product. 
The size or covering range of the neighbourhood function decreases from an ini-

tially large value to a final small one. The final neighbourhood, however, should not 
shrink to contain only the winner, but can be made adaptive. The rigidity or curvature 
of the map is controlled by the size of the neighbourhood. The larger this size the 
flatter the final map is in the data space.  

Several improvements have since been made to the ViSOM for improved stability 
and flexibility [53, 11]. A growing ViSOM structure has been proposed recently to 
effectively extracting highly nonlinear manifold [59]. 

The similarities between SOMs and MDS in terms of topographic mapping, mostly 
the qualitative likeness of the mapping results, have been reported before [42]. How-
ever limitations of using the SOM for MDS have also been noted [12] – the main one 
being that SOM does not preserve distance. Many applications combine the SOM and 
MDS for improved visualisation of the SOM projection results. In [42], it is argued 
that the SOM is closer to MDS than to principal manifold. In [55], it is shown that the 
distance preserving ViSOM approximates a discrete principal manifold. One advan-
tage of the ViSOM is that its neighbourhood is usually made adaptive according to 
data characteristics in various regions, unlike that in other nonlinear PCA or manifold 
methods, a preset neighbourhood size has to be set empirically. ViSOM has also been 
shown produces a similar mapping result as to metric MDS. Such a connection has 
been proven recently [58, 59]. ViSOM is a metric MDS, while order-preserving SOM 
is a kind of nonmetric MDS.  

Other SOM-based or motivated approached for finding the nonlinear manifold in-
cludes adaptive subspace SOM (ASSOM) [26], the generative topographic mapping 
(GTM) [4], self-organizing mixture network (SOMN) [62] and topological product of 
experts [14]. These methods model the data by a means of a latent space. They belong 
to the semi-parameterized mixture model, although types and orientations of the local 
distributions vary from method to method. These approaches also resemble or can 
produce nonlinear PCA. SOM is used to quantize or segment the input space into 
local regions (Voronoi tessellation) and local probabilistic models formed in these 
regions can interpret PCA locally. Other similar neural approaches also include the 
early elastic net [10] and elastic maps [17].  
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6   Applications and Discussions 

Dimension reduction methods and manifolds have found numerous applications in a 
number of fields. A large number of articles can be found in the literature. Here we 
list a sample of typical applications and examples. 
 
Data visualization 
Data visualization looks for low dimensional, visual subspaces of the data space in 
order to observe and display characteristics of the data along these subspaces. Adap-
tively extracting data’s manifold or submanifolds is a principled way to visualize the 
data set in low dimensional spaces. The approaches described in the previous sections 
serve as good tools for such applications. For example, SOM and its variants have 
been widely used for visualizing and organizing sociological data of high dimensional 
attributes, for instance web documents using WEBSOM) [21] and unstructured text 
documents using a Windows Explorer alike tree-structure 1-D SOMs [13]. In visual-
izing and organizing type of data, the ordinal relationship among the dada items are 
important. Therefore topology preserving mapping such as SOMs are useful and 
effective. 

For more numerical visualization, a metric preserving mapping such as metric 
MDS or nonlinear PCA is essential. ViSOM has been used for visualizing this kind of 
data, in particular their distribution and structure [55] as it can extract highly nonlin-
ear metric manifolds [59]. 

 
Embedding and generative models 
Fitting high dimensional data to a low dimensional model can produce an effective 
generative model of the data. Such models can be used for finding principal, nonlinear 
latent variables thus underlying models of the data set, as well as filtering noise in the 
data. Many methods in Sections 2 and 4 are useful tools in this aspect. For instance, 
Isomap, LLE, GTM and gViSOM [59] have been used to extract highly nonlinear 
generative, metric manifolds. 

 
Pattern recognition 
In many pattern recognition talks, the first step is to reduce the number of features or 
dimensionality of the data. For example, both PCA and SOM have been tested on 
reducing image dimensionality in a face recognition task and nonlinear SOM has been 
shown to outperform linear PCA [29]. Isomap and LLE have been applied to extract 
the most important (nonlinear) variations such as pose and lighting in face database 
decomposition [49, 44].  

 
Feature selection and reduction 
Usually feature selection or reduction is performed by supervised learning. However, 
feature reduction can be carried out in an unsupervised way using a dimensionality 
reduction method. More recently, semi-supervised methods, which combine super-
vised and unsupervised procedures, have become an active area of research and has 
been used for more effective use of both labeled and unlabeled data. For example, a 
Laplacian score has been proposed to down size and select features [20].  

 



26 H. Yin 

Bioinformatics and neuroinformatics 
In bioinformatics, there is a huge demand for analyzing the effect of genes under 
certain conditions or identifying a subset of genome that contribute to certain biologi-
cal function or malfunction. The problem is particularly challenging when the number 
of genes under study is much greater than the number of samples. Microarray data 
analysis has become increasingly relying on dimensionality reduction techniques and 
manifold clustering. For instance, in [39], a hybrid dimension reduction method is 
employed prior to the classification of tumor tissue samples. In [38], a 1-D SOM is 
utilized to efficiently group yeast Saccharomayces cerevisiae cell cycle data, in com-
bination with a novel temporal shape metric.  

Neuroinformatics and systems neuroscience also rely intensively on computational 
techniques for revealing the interaction between neurons as well and between popula-
tions or networks. In light of large number of trails and sampling points, decoding 
experimental data sets becomes particularly challenging. In [60], a topological map-
ping is applied to the spike trains recorded in rat somatosensory cortex in response to 
vibrissal stimulations. Combined with the information theoretic framework, it has 
effectively shown the neuronal response as an energy code [60].  

 
Time series and sequence analysis 
Temporal or spatio-temporal manifold is a challenging new direction in this area. 
Most existing dimension reduction methods regard data as high dimensional, spatial 
vectors. Such methods may be adopted for temporal signal or sequence when consid-
ering time series as vectors of consecutive time points (e.g. using a sliding window 
over the time series). However such approach is not optimal as spatial vector repre-
sentation does not take into account the temporal relations of time points. New ap-
proaches that naturally consider temporal input are needed. For example, when a 
temporal metric can be used, then the spatial method can turn into a temporal method 
[38]. More recently, a self-organizing mixture autoregressive (SOMAR) network has 
been proposed to cluster and model nonstationary time series [40]. The method re-
gards the entire nonstationary time series as a hybrid of local linear regressive models 
and it has been shown to produce better forecasting results for financial data over the 
spatial methods and the GARCH model.  

7   Conclusions 

In this paper an overview on nonlinear principal manifold for dimensionality reduc-
tion and data visualization is presented. The existing methods have been categorized 
into four groups: nonlinear PCA, MDS-based, principal curve/surface, and SOM-
based. While nonlinear PCA approaches are particularly advantageous, especially 
when they are framed under the kernel method, as the problem is then concerted to a 
linear eigenvalue problem and a unique solution can be expected, they still need to set 
a number of kernel or geometrical parameters. They usually are not nonline learning 
methods. Adaptive learning approaches such as SOM-based can gradually extract low 
dimensional manifolds. SOM-based methods have been shown as either nonmetric or 
metric MDS. The flexibility and diversity of these adaptive learning approaches make 
them widely applicable and integrateable with other computational paradigms. 
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Several typical applications of these methods have been reviewed, together with some 
challenges ahead. The research and application are set to flourish in many disciplines 
in this data-rich era. 
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Abstract. ERA is the acronym of environment, reactive rules and agent. The 
model is a new effective multi-agent cooperation framework, which has been 
successfully applied in a wide range of fields. This paper presents the concept 
of belief into multi agent system. Each agent stands for a feasible routing, it 
moves according to its own belief matrix in the sensor networks environment. 
Agent has the ability to evaluate and adjust its belief matrix according to the 
historical routing. Agents will interact their believes to each other when they 
meet at the same sensor node. This paper employs a large number of data and 
other classical models to evaluate the algorithm, the experimental results show 
that this model prolongs the lifetime of wireless sensor network by reducing en-
ergy dissipation, which validates the algorithm’s feasibility and availability. 

1   Introduction 

As a sub-field of distributed artificial intelligence, agent theory has developed fast 
since it was first proposed in 1970s (see [1]). Multi-Agent System (MAS) is a multi-
knowledge formalization model, which has became a hotspot of investigation in re-
cent years. Generally speaking, an autonomous agent is a system situated within and a 
part of an environment that senses environment and acts on it, over time, in pursuit of 
its own agenda and so as to affect what it senses in the future (see [2]). Agent has the 
knowledge, target and abilities. MAS has been widely applied in many areas of artifi-
cial intelligence, for example, control process (see [3]), mobile robot (see [4]), air-
traffic management (see [5]) and intelligence information recycle (see [6])etc. 

ERA model is a new multi-agent collaboration architecture of MAS, proposeed by 
Jiming Liu (see [7]). ERA contains environment, reactive rules and agent, in which 
agents collaborate to achieve a global solution. It has successfully solved lots of prob-
lems, for example, Constraint Satisfaction Problem (CSP) (see [7])etc. 

This paper is organized as follows. Section 2 introduces the routing problem of 
wireless sensor networks (WSNs) and presents a model of WSNs. We then define 
multi-agent ERA model in Section 3, which contains environment, agent and rules. 
The algorithm description in detail is proposed in Section 4. Before the conclusion, 
we give the experimental results of this paper. 
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2   Problem Descriptions and Model 

2.1   Routing Problem in WSNs 

Recent advances in micro-electro-mechanical systems (MEMS) technology, wireless 
communications, and digital electronics have enabled the development of low-cost, 
low-power, multifunctional sensor nodes that are small in size and communicate 
untethered in short distances. These tiny sensor nodes, which consist of sensing, data 
processing, and communicating components, leverage the idea of sensor networks 
based on collaborative effort of a large number of nodes. Sensor networks represent a 
significant improvement over traditional sensors (see [8]). 

Wireless sensor networks, which is utilized in a broad foreground, is able to in-
stantly monitor and collect various information of different objects in the networks 
distributed region (see [9]). Figure 1 shows a classical architecture of WSNs (see 
[10]), The main techniques are to design an effective routing algorithm, which will 
advance the communication connectivity. The objective is to decrease the energy 
dissipation and prolong the lifetime of sensor networks. A large number of papers are 
related to energy issues in WSNs(see [11], [12] and [13]). 

 

Fig. 1. Architecture of sensor networks 

2.2   Model of Wireless Sensor Networks in This Paper 

A wireless sensor network is constituted by a large scale sensor nodes, which are 
divided into clusters. The sensor nodes do not send data directly, but, there is a sink 
node with more energy than others to collect data from others nodes in the same clus-
ter. Because of the signal limitation, a sensor node can connect with the node which is 
within a distance shorter then the launch radius. This paper focuses on the data collec-
tion in a cluster. 

S is the set of sensor nodes and E is the connectivity set of one sensor. s ∈ S is a 
sensor node of cluster, (u, v) ∈ E represents the energy dissipation of transmitting 1k 
bit data between sensor node u and v. This paper uses the following wireless commu-
nication model (see [14]): receiving a 1k bit data packet will dissipate 1k elec energy 
of the sensor. The unit energy dissipation of sender amplifier is distance-related, 
which is the value of (u, v) represented by C(u, v). The routing starts from the sink 
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sensor node, and ends in the same node after finishing data collection. P = {s0, . . . , si, 
(si, sj), sj, . . . , s0} stands for a routing path, s0 is the sink sensor. The energy dissipa-
tion formula of the routing is defined as Eq.(1): 

∑∑
∈∈

+=
PvuPs

DvuCDPEC
),(

),()(  (1) 

Here, D is the data size of transmittal data packet, it is a dynamic value. This paper 
will find a routing for data collection, based on this routing, the core sensor will get 
all data from other sensors with dissipating the minimal energy. 

3   Multi-agent ERA Model 

The ERA model is a kind of distributed MAS, similar to Swarm (see [15]) architec-
ture, it has the self-organization ability. Agent changes according to predefined rules 
of conduct enable the system to achieve a global solution. This paper presents a MAS 
model based on belief, in which each agent manages a feasible routing. 

3.1   Environment 

The environment is defined as the region of wireless sensor networks. It is a two-
dimensional space, sensors can be ascertained in this space with x and y coordinates. 

Sensor is located in the environment randomly. Each pair of sensors has their en-
ergy dissipation for communication, but, sensor can only connect to other sensors 
within its launch radius, which is an initialize property of sensor. 

3.2   Agent 

Agents exist in the environment, each one stands for a total routing. It has intelligent 
behavior, and a target is given to the individual differently based on different concrete 
problems. Agent will decide its own action according to its belief matrix in the proc-
ess of iteration to attain the purpose of tending target (see [16] and [17]). In this pa-
per, agent’s purpose is defined as the minimum of energy dissipation of its routing. 

Belief is an abstract concept of intelligence, which will affect the movement of 
agents. Each agent has a two-dimensional belief matrix, which is created according to 
sensor connection status in environment, and matrix[s1][s2] value is set by a random 
method based on energy dissipation of communication between sensor node s1and s2. 

3.3   Reactive Rules 

Selection rule. This effects the action of agent in choosing a sensor to visit next. The 
flow in detail is as follows: 

(1) Confirm the sensor node which agent is attaching on currently, assumed it to 
be sensor node s. 

(2) Get the connective sensors of sensor s and ordering these sensors descending 
by their values in belief matrix of the agent. 

(3) Get the former m sensors of (2), and choose a sensor to go ahead randomly  
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Adjustment rule. Agent will adjust its belief matrix values relative to sensors in the 
previous routing according to the changing of energy dissipation, which is belief ad-
justment rule. 

Let matrix bi stand for belief strength of agent i. α, β and γ are parameters. 
Here, α and β are real numbers, γ is a percentage, which measures the change de-

gree of the belief. bi is adjusted as follows : 

– If energy dissipation reduces and the change degree is stronger than γ, the ad-
justment uses formula bi[x, y] = bi[x, y]+ α, otherwise bi[x, y] = bi[x, y]+β . 

– If energy dissipation increases and the change degree is stronger than γ, the ad-
justment uses formula bi[x, y] = bi[x, y]−α, otherwise bi[x, y] = bi[x, y]−β . 

Where, x and y directly connect in the best routing of agent i.  

Interaction rule. The rule of interaction defines the interactive method of agents meet-
ing at the same sensor node. If routing energy dissipation of agent j is smaller than i, 
agent i will adjust its belief matrix according to bj as the following equation: 

bi[x, y] = λbi[x, y] + (1 − λ)bj[x, y]   (2) 

4   Algorithm Description 

This paper constructs algorithm based the proposed MAS model, which creates the 
environment and sensors as required, and then creates agents and initializes their 
random belief matrices. In the process of system run, agents change their positions 
and beliefs gradually to get routing, the system records the optimal solution. 

The detailed algorithm is shown as follows: 
 
1: Initialize swarm. Create sensor nodes’ positions randomly. Set launch radius for 
each node. Initialize the sensor communication energy dissipation matrix Ms. { Ms is 
exclusive in the system.} 
2: Create and locate agents. Initialize agent’s belief matrix Ma itself, which is accord-
ing to Ms.{The smaller the energy dissipation, the stronger the belief.} 
3:  Set m = 3 in selection rules. 
4:  while NOT arriving at iteration times AND NOT convergence principle do 
5:      for all Agent i do 
6:          Choose the target node from the m sensors that selected by selection rules, 

and it is required that the target node has not been visited by agent i 
7:             Agent moves to the target node and adds it to session routing. 
8:            Get the lowest energy dissipation of other agents at the same node, and com-

pares itself’s with it. 
9:             if Agent i’s energy dissipation of STEP 8 is more then 
10:               Adjust the belief matrix Ma according to the Eq.(2) 
11:           else 
12:               Keep Ma steady 
13:           end if{Where λ = 0.7.} 
14:           if The movement step of agent is the integral multiple of sensor’s quantity 

then 
15:               if The session routing is better then 
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16:                   Increase its belief matrix values 
17:               else 
18:                   Decrease its belief matrix values 
19:               end if 
20:             Agent calculates and updates its best routing, then, clears its session  

routing. 
21:                  System gets the global best routing. 
22:           end if 
23:     end for 
24: end while 
 

In step 14, the movement step is the integral multiple of sensor’s quantity ensures 
that the agent exactly constructs a complete path. The individual gets a new feasible 
solution. 

5   Experimental Results 

This paper solves data collection problem within a cluster of sensor networks. The 
experiments set the number of sensor nodes as 100, 200, 300, 400, and 500. The envi-
ronment of wireless sensor networks is a 200m*200m square. Let the transmitted data 
size of one sensor be 1k bit, launch radiuses are 20m and 30m. The experimental 
results are the average value of 50 runs. Figure 2 and figure 3 show the trend of  
optimal solution in different data sets. We can see from these figures that the energy 
dissipation decreases gradually, the curve is smoother because of the bigger launch 
radius in figure 3. 

 
Fig. 2. The trend of energy dissipation (sensor = 400, R = 20) 



 Multi-agent ERA Model Based on Belief Interaction Solves WSNs Routing Problem 35 

 

Fig. 3. The trend of energy dissipation (sensor = 400, R = 30) 

The figures are only two cases of the experiments, table 1 is the summary of ex-
periment results. CS (see [18]) and GK (see [19]) algorithm solved wireless sensor 
networks routing problem using mathematic method, their results are outstanding in 
algorithms solving this problem. According to the data in table 1, the results in this 
paper are better than CS and GK algorithm in small-scale and medium-scale net-
works, and a slightly inferior in large-scale networks. In practical, there are a lot of 
applications of medium-scale wireless sensor networks, so, the algorithm in this paper 
can be more applied in actual. The energy dissipation is smaller, because of the im-
provement of the connectivity of sensor networks, which is brought by the bigger 
launch radius. 

Table 1. The relationship between energy dissipation and the number of sensor nodes (J) 

CS GK This paper Sensor 
nodes R=20m    R=30m R=20m    R=30m R=20m    R=30m 

100 101.02      98.00 102.64      99.05 99.04      95.55 

200 132.01    108.06 132.00    108.48 126.00    104.67 

300 187.32    165.96 187.46    167.88 186.89    160.33 

400 267.24    251.24 269.15    254.56 268.09    254.72 

500 385.80    357.96 386.63    363.37 391.60    370.82 

Another evaluation of routing algorithm is the lifetime of wireless sensor networks, 
which can be calculated by energy dissipation indirectly.  

The life ratio of our work and other algorithms is displayed in table 2. The net-
work’s life of this paper has a greater improvement under most circumstances. 
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Table 2. The wireless sensor networks life ratio of different routing algorithms 

This paper/CS This paper/GK 
Sensor nodes 

R=20m    R=30m R=20m    R=30m 

100 1.020    1.026 1.036    1.037 

200 1.047    1.032 1.047    1.036 

300 1.002    1.035 1.003    1.047 

400 0.996    0.986 1.004    0.999 

500 0.985    0.965 0.987    0.980 

6   Conclusion and Further Work 

This paper uses multi-agent system based on belief to solve wireless sensor networks 
routing problem, our model represents the concept of belief to agent and constructs 
environment and rules. The experiments use different scales sensor networks and 
launch radius, the analysis of the optimal solution and the comparisons with other 
classical algorithms prove the validity of this model.  

The further work will update the mechanism and rules of this multi-agent model to 
improve the issues of large-scale wireless sensor networks problem. 
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Abstract. This paper presents a multi-agent system for security control on in-
dustrial environments. The system uses a set of wireless technologies and soft-
ware agents which integrate reasoning and planning mechanisms. It has the 
ability to obtain automatic and real-time information about the context to 
schedule the security guards activities. The combination of technologies enables 
users to interact with the system in a simple, natural and intuitive way. 

Keywords: Industrial Security, Agents, Surveillance Routes Calculation, Moni-
toring, Radio-Frequency Identification. 

1   Introduction 

In recent years there has been an expansion in the industrial sector, especially in de-
veloped countries. In such an important and growing sector, it is necessary to estab-
lish security policies to manage risks and control hazardous events, providing better 
working conditions and an increase in productivity. 

Recent studies [4] have revealed that at least 3% of the working shifts time is spent 
because of the lack of time control systems that supervise the real working time. Im-
plementation of time control systems have a good influence in productivity, since the 
workers optimize their potential and enhance the process where they collaborate. 

Multi-agent systems and intelligent mobile devices architectures are suitable to 
handle complex and highly dynamic problems in execution time. Agents and multi-
agent systems are successfully implemented in areas such as e-commerce, medicine, 
oceanography, robotics, etc. [2][3].They have been recently explored as supervision 
systems, with the flexibility to be implemented in a wide diversity of scenarios, in-
cluding industrial sector. The current application of multi-agent systems in real-time 
environments is an area of increasing interest. In general, the multi-agent system 
represents an appropriate approach for solving inherently distributed problems, 
whereby clearly different and independent processes can be distinguished. The use of 
wireless technologies, such as GPRS (General Packet Radio Service), UMTS (Uni-
versal Mobile Telecommunications System), RFID (Radio-frequency identification) , 
Bluetooth, etc., make possible to find better ways to provide mobile services and also 
give the agents the ability to communicate using portable devices (e.g. PDA’s and 
cellular phones) [10]. Nowadays, there is a great growth in the development of 
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agents-based architectures, evolved in part because of the advances on intelligent 
environments and computational networks [10].  

This paper presents the application of a novel hybrid artificial intelligence (AI) sys-
tem to manage and monitor surveillance routes for security guards on industrial envi-
ronments. The system uses a set of wireless technologies: Wi-Fi, GPRS and RFID. 
These technologies, increase the mobility, flexibility and efficiency of users, allowing 
them to access resources (programs, equipment, services, etc.) remotely, no matter 
their physical location.  

The rest of the article is structured as follows: in Section 2 a case study is defined, 
describing the development of a multi-agent system designed to solve some of the prob-
lems that affect the industrial sector. Sections 3 and 4 present the main characteristics of 
the system, describing its architecture and the surveillance routes planning mechanism; 
and, lastly, the evaluation is presented and the results obtained are analysed. 

2   Multi-agent System for Industrial Security 

A multi-agent system has been designed to allow scheduling and distribution of sur-
veillance routes among available security guards in order to provide better control 
over the activities performed by the staff responsible for overseeing the industrial 
environments. The routes assigned are automatically and real-time monitored to en-
sure the accomplishment of the security guards working shifts. The system interacts 
with users through a set of mobile devices (PDA’s) and wireless communication 
technologies (Wi-Fi, GPRS and RFID). These technologies and devices work in a 
distributed way, providing the users a flexible and easy access to the system services. 

Depending on the security guards available, the working shifts and the distance to 
be covered in the facilities, the agents in the system calculate the surveillance routes. 
A supervisor (person) can set the possible routes, defining the areas that must be su-
pervised, which can be modified according the scenario or changes in the environ-
ment. The system has the ability to re-plan the routes automatically considering the 
security guards available. It is also possible to track the workers activities (routes 
completion) over the Internet. 

Radiofrequency Identification (RFID) is a key technology in this development. 
RFID is an automated data-capture technology, relying on storing and remotely re-
trieving data. It is most frequently used in industrial/manufacturing, transportation, 
distribution, and warehousing industries, but there are other growth sectors including 
health care [11]. As can be seen in Figure 1, the RFID configuration for the system 
presented within this paper consists of a mesh of tags distributed all over the building. 
Each tag, named “control point” is related to an area which must be covered by the 
security guards. Each security guard carries on a PDA with a RFID reader to register 
the completion of each control point. The information is sent via wireless technology 
to a central computer where it is processed. 

The case study has been successfully implemented in a real environment. Sections 
3 and 4 present the main characteristics of the system, describing its architecture as 
well as the surveillance routes planning mechanism. 
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Fig. 1. Basic Monitoring Schema 

3   Multi-agent Architecture 

The core of the hybrid system presented in this work is a multi-agent architecture 
specifically designed to facilitate the development of ubiquitous environments. The 
basis of the multi-agents systems is the cooperation of multiple autonomous agents 
[2]. Multi-agent architectures comprise plenty errors recovery, with the ability to 
initialize or end separate agents without the need to restart the entire system. The 
developed system presented on this paper has these features, so it is possible to initial-
ize multiple services on demand. The agents’ behaviour is affected when it is neces-
sary to schedule a new surveillance route. Besides, the system store continuously its 
status information, so it can be restarted and recover the last backup information. The 
analysis and modelling of the system has been done using a combination of the Gaia 
methodology [12] and the AUML language [1]. Once defined the system structure, 
shown on Figure 2, it is possible to appreciate that the system is composed of five 
different kinds of agents: 

 

Fig. 2. Multi-agent architecture describing the system structure 

• Guard Agent manages the portable RFID readers to get the RFID tags infor-
mation on every control point. Communicates with Controller Agents to check 
the accomplishment of the assigned surveillance routes, to obtain new routes, 
and also to send the RFID tags information via Wi-Fi. 
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• Manager Agent controls all the rest of agents in the system. Manages the 
connection and disconnection of Guard Agents to determine the available secu-
rity guards available. The information is sent to the Planner Agent to generate 
new surveillance routes. Manager Agent also receives incidences (omitted con-
trol points, route changes, new security guard connected/disconnected, security 
guards notifications, etc.) from the Controller Agents and Guard Agents and, 
depending its priority, informs the Advisor Agent. Manager Agent stores all the 
system information (incidences, time, data, control points, route status, etc.) into 
a database. Information can be accessed via Internet. 
• Planner Agent generates automatically the surveillance routes. The routes are 
sent to the Manager Agent to distribute them among the security guards. 
• Controller Agent monitors the security guards activities by means of the con-
trol points checked. Once a surveillance route is generated by the Planner Agent, 
the average time to reach each control point is calculated. The Controller Agent 
also handles the associated route incidences and sends them to the Manager 
Agent. 
• Advisor Agent administers the communication with the supervisors (person). 
Receive from the Manager Agent the incidences, and decide if are sent to the su-
pervisor. Incidences can be sent via Wi-Fi, SMS or GPRS. If a communication 
problem is detected, the incidence is sent back to the Manager Agent and stored. 

4   Surveillance Routes Planning Mechanism 

The system, in particular the Planner Agent, makes a route planning, delivering the 
control points between the security guards. For surveillance routes calculation, the sys-
tem takes into account the time and the minimum distance to be covered. So it is neces-
sary a proper control points grouping and order on each group. The planning mechanism 
uses Kohonen SOM (Self Organizing Maps) neural networks with the k-means learning 
algorithm [8] to calculate the optimal routes and assign them to the available security 
guards. Once distributed control points, it sends distribution of the points each agent 
controller, which calculates the route to be followed by every security guard. Neural 
networks allow the calculus of variable size data collections, and reduce the time and 
distances to be covered. In addition, the control points can be changed on each calcula-
tion, so the surveillance routes are dynamic, avoiding repetitive patterns. 

The mechanism starts spreading the control points among the available security 
guards. Then, the optimal route for each one is calculated using a modified SOM 
neural network. The modification is done through a FYDPS neural network, changing 
the neighbourhood function defined in the learning stage of the Kohonen network. 
The new network has two layers: IN and OUT. The IN layer has two neurons, corre-
sponding the physical control points coordinates. The OUT layer has the same num-
ber of control points on each route [6][9]. 

Be 
1 2( , ) 1, .i i ix x x i N≡ = L  the i control point coordinates and 

1 2( , ) 1, ,i i in n n i N≡ = L  the i neuron coordinates on 2ℜ , being N the number of 

control points in the route. So, there are two neurons for the IN layer and N neurons for 
the OUT layer. The weight actualization formula is defined by the following equation: 
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Be kiw  the weight that connect the IN layer i neuron with the OUT layer k neuron. t 

represents the interaction; )(tη  the learning rate; and finally, ),,( thkg  the neighbour-

hood function, which depends on three parameters: the winner neuron, the actual 
neuron, and the interaction.  

A decreasing neighbourhood function is considered with the number of interactions 
and the winner neuron distance. 
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λ  and β are determined empirically. The value of λ  is set to 1 by default, and the 

values of β  are set between 5 y 50. t is the current interaction. Its value is obtained 

by means of β  N. [ ] xExp x e= , where N is the number of control points.   ijf is the 

distance between two points i and j. Finally, }{ ijfMax  represents the maximum 

distance that joins those two points. Each parameter of the neighbourhood function 
can be 0 or 1. The neighbourhood function radius value must be close to 0 to update 
just the winner neuron. 

To train the neural network, the control points groups are passed to the IN layer, so 
the neurons weights are similar to the control points coordinated. When all the proc-
ess concludes, there is only one neuron associated to each control point. To determine 
the optimal route, the i neuron is associated with the i+1 neuron, from i=1, 2, …, N, 
covering all the neurons vector. A last interval is added to complete the route, associ-
ating the N neuron with the i neuron. The total distance is calculated adding the dis-
tances between two points. The learning rate depends on the number of interactions, 
as can be seen on the following equation: 
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The neurons activation function is the identity. When the learning stage ends, the 
winner neuron for each point is determined, so each point has only one neuron associ-
ated. The optimal route is then calculated following the weights vector. This vector is 

actually a ring, where the 1n  neuron is the next Nn  neuron. Initially considering a 

high neighbourhood radius, the weights modifications affect the nearest neurons. 
Reducing the neighbourhood radius, the number of neurons affected decrease, until 
just the winner neuron is affected. The learning stage is stopped when the distance 
between two points cannot be optimized any more. 

The initial number of interactions is 
1T Nβ=  in the first stage. When t Nβ= , the 

weights of the possible couple of neurons are changed from the neurons ring obtained. 
If the distance is optimized, the number of interactions is reduced to continue the 
learning. In the Z phase, the total number of interactions is: 
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The objective of these phases is to avoid the crossings. Once all interactions are 
concluded, the distance obtained is analyzed to determine if it is the optimal distance. 
So, the recoil in the number of interactions is reduced each time, obtaining a maxi-
mum number of interactions, although the value is variable. Figure 3 shows the routes 
planned by the Controller Agent for one and two security guards, with the grouping of 
checkpoints done by the Planner Agent. 

 

Fig. 3. Routes for one (left) and two (right) security guards.(175, 79 and 76 minutes) 

5   Results and Conclusions 

The hybrid system presented in this paper has been implemented and tested over real 
and controlled scenarios. The main scenario used for tests has been an environment 
where was introduced a variable number of control points. In addition to vary the 
control points, the number of guards switches between the different tests. They were 
conducted with a maximum of 4 people with the role of security guard.  

Each control point contained an RFID tag that would be activated by the PDA's se-
curity guard. Information obtained at each control point was sent a central computer 
via Wi-Fi. The aim of the tests was to check viability from the combination of tech-
nologies (wireless technologies such as RFID, software agents and planning mecha-
nism) in the chosen environment, in a scenario reduced and controlled.  

The main input data used by the system were: (i) the number of control points; (ii) 
the distance between the control points; (iii) the average time to go from one control 
point to another, (iv) the number of guards available to calculate routes.  

The results obtained have shown that it is possible to find out the necessary number 
of security guards depending on the surveillance routes calculated by the system. For 
example, Figure 3 (left) shows that the calculated route for a single security guard is 
relatively large for an 8-hour workday and it can visit once. By adding a new security 
guard, the new routes, as shown in Figure 3 (right), can be completed over 2 and a 
half times in 8 hours. 

To evaluate the system efficiency, a comparison after and before the prototype im-
plementation was done, defining multiple control points sets and just one security 
guard. The results of times and distances calculated by the users and the system are 
shown on Table 1. 
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Table 1. Time and distance calculated for security guards and multiple control points sets 

Users System Security 
guards 

Control 
Points Time (min) Distance (m) Time (min) Distance (m) 

1 15 39 1285 28 944 
1 20 64 2124 44 1451 
1 25 76 2535 53 1761 
1 30 79 2617 63 2088 
1 35 96 3191 77 2551 
3 100 357 11900 253 8415 

The system provides optimized calculations, so the time and distance are reduced. 
A complete working day shift can be fixed according the system results, for example, 
if the route calculated is too long or the time exceeds eight working hours, a new 
guard must be incorporated. 

Extending these results, Figure 4 (left) shows the average number of estimated se-
curity guards needed to cover an entire area, which consisted on a mesh from 20 to 
100 control points, with an increment of 5 control points. The results are clear, for 
example, for 80 control points, the users estimated 4 security guards, but the system 
recommended only 3.  

As shown on Figure 4 (right), the differences are bigger when there are 3 security 
guards and 100 control points to determine the level of accuracy compared with the 
users’ predictions. The reason is that the system calculates the optimum route for each 
security guard and not for the entire control points set. 

            

Fig. 4. Average number of estimated security guards (left) and time calculated by the users and 
the system with different number of control points (right) 

The results obtained so far are positive. It is possible to determine the number of 
security guards needed to cover an entire area and the loops in the routes, so the hu-
man resources are optimized. In addition, the system provides the supervisors relevant 
information to monitor the workers activities, detecting incidences in the surveillance 
routes automatically and in real-time. 

The use of wireless technologies, such as Wi-Fi, RFID, or GPRS provides an ade-
quate communication infrastructure that the agents can use to obtain information 
about the context. With this information, the system can adapt services and interact 
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with users according a specific situation in an easy, natural and ubiquitous way to 
solve some of daily life problems. 

The system presented can be easily adapted to other scenarios with similar charac-
teristics, providing a simple but powerful tool to optimize human resources and moni-
tor the staff activities. However, this system is still under development, continuously 
adding new capabilities and services to have the enough robustness to implement it on 
other scenarios. 

 
Acknowledgments. This development has been supported by the project GERMAP 
(IMSERSO 137/2007). Special thanks to Telefónica Móviles and Sokymat for the 
technology provided.  

References 

1. Bauer, B., Huget, M.P.: FIPA Modeling: Agent Class Diagrams (2003) 
2. Corchado, J.M., Bajo, J., De Paz, Y., Tapia, D.I.: Intelligent Environment for Monitoring 

Alzheimer Patients, Agent Technology for Health Care. Decision Support Systems 44(2), 
382–396 (2008) 

3. Corchado, J.M., Bajo, J., Abraham, A.: GERAmI: Improving the delivery of health care. 
IEEE Intelligent Systems. Special Issue on Ambient Intelligence 23(2), 19–25 (2008) 

4. Inology: Press note (June 9, 2005), 
http://www.controldetiempos.com/sala_de_prensa.htm#absentismo 

5. Jin, H.D., Leung, K.S., Wong, M.L., Xu, Z.B.: An Efficient Self-Organizing Map De-
signed by Genetic Algorithms for the Traveling Salesman Problem. IEEE Transactions on 
Systems, Man, and Cybernetics, Part B: Cybernetics 33(6), 877–888 (2003) 

6. Kleindienst, J., Macek, T., Seredi, L., Sedivy, J.: Vision-enhanced multi-modal interac-
tions in domotic environments. IBM Voice and systems technologies, Czech Republic 
(2004) 

7. Kohonen, T.: Self-Organizing Maps. Springer, New York (1997) 
8. Leung, K.S., Jin, H.D., Xu, Z.B.: An expanding Self-organizing Neural Network for the 

Traveling Salesman Problem. Neurocomputing 62, 267–292 (2004) 
9. Martín, Q., Santos, M.T., De Paz, Y.: Operations research: Resolute problems and exer-

cises, Pearson, pp. 189–190 (2005) 
10. Rigole, P., Holvoet, T., Berbers, Y.: Using Jini to integrate home automation in a distrib-

uted software-system. Computational Sciences Department, Belgium (2002) 
11. Garfinkel, S., Rosenberg, B.: RFID: Applications, security, and privacy, pp. 15–36. Addi-

son-Wesley Professional, Reading (2005) 
12. Wooldridge, M., Jennings, N.R., Kinny, D.: The Gaia Methodology for Agent-Oriented 

Analysis and Design. Journal of Autonomous Agents and Multi-Agent Systems 3, 285–
312 (2000) 



E. Corchado, A. Abraham, and W. Pedrycz (Eds.): HAIS 2008, LNAI 5271, pp. 46–53, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Classification Agent-Based Techniques for Detecting 
Intrusions in Databases 

Cristian Pinzón1, Yanira De Paz2, and Rosa Cano3 

1 Universidad Tecnológica de Panamá, Av. Manuel Espinosa Batista, Panama 
2 Universidad Europea de Madrid, Tajo s/n 28670, Villaviciosa de Odón, Spain  

3 Instituto Tecnológico de Colima, Av. Tecnológico s/n, 28976, Mexico 
cristian.pinzon@utp.ac.pa, yanirarosario.depaz@uem.es, 

rdegca@gmail.com 

Abstract. This paper presents an agent specially designed for the prevention 
and detection of SQL injection at the database layer of an application. The 
agent incorporates a Case-based reasoning mechanism whose main characteris-
tic involves a mixture of neural networks that carry out the task of filtering at-
tacks. The agent had been tested and the results obtained are presented in this 
study.  

Keywords: SQL injection, multiagent systems, case-based reasoning, neural 
networks. 

1   Introduction 

Database security is a fundamental aspect of all current information systems. There 
are many ways of exploiting the security vulnerability in a relational database. SQL 
injection is one of more common types of attacks at the database layer of desktop and 
Web applications. SQL injection occurs when the intended effect of the SQL sentence 
is changed by inserting SQL keywords or special symbols [1]. The problem of SQL 
injection attacks has been traditionally addressed by using centralized architectures 
[2], [3]. Because this type of solution is incomplete, several types of intrusion detec-
tion system (IDS) solutions have been proposed [4]. Although IDSs are effective, 
there are a number of drawbacks such as a large number of false positives and nega-
tives, limited learning capacity, and limited ability in adapting to changes in attack 
patterns.  

This article presents a CBR-BDI [5] deliberative agent based on the BDI (Belief, 
Desire, Intention) [6] model specifically designed for the detection and prevention of 
SQL injection attacks in database layers. Our study applies a novel case-based reason-
ing (CBR) [7] [8] classification mechanism that incorporates a mixture of neural net-
works capable of making short term predictions [9].  

This proposal is an innovative approach that addresses the problem of SQL injec-
tion attacks by means of a distributed artificial intelligence technique. Specifically, it 
combines the characteristics of multiagent systems such as autonomy, pro-activity, 
social relations, etc., [5] with CBR [7]. CBR Systems are adequate in dealing with 



 Classification Agent-Based Techniques for Detecting Intrusions in Databases 47 

SQL injection attacks, insomuch as these systems find solutions to new problems by 
using previous experiences. This fact allows us to equip our classifier agents with a 
great capacity for adapting and learning, thus making them very adept in resolving 
problems in dynamic environments. The system developed within the scope of this 
work proposes a solution which combines a distributed approach and an advanced 
classification system, incorporating the best of both approaches. 

The rest of the paper is structured as follows: section 2 presents the problem that 
has prompted most of this research work. Section 3 focuses on the structure of the 
classifier agent which facilitates the detection and prevention of malicious injection 
attacks, and section 4 explains in detail the classification model integrated within the 
classifier agent. Finally, section 5 describes how the classifier agent has been tested 
inside a multi-agent system and presents the results obtained.  

2   SQL Injection Problem Description 

A SQL injection attack affects the security of personal, social, financial and legal 
information for both individuals and organizations. A SQL injection attack takes 
place when a hacker changes the semantic or syntactic logic of a SQL text string by 
inserting SQL keywords or special symbols within the original SQL command that 
will be executed at the database layer of an application [1]. SQL injection attacks 
occur when user input variables are not strongly typed, thus making them vulnerable 
to attack. As a result, these attacks can produce unauthorized handling of data, re-
trieval of confidential information, and in the worst possible case, taking over control 
of the application server [2]. One of the biggest problems with SQL injection is the 
various forms of vulnerabilities that exist. Some of the better known strategies, such 
as tautologies, syntax errors or illegal queries, and union operators, are easy to detect. 
However other strategies can be extremely complex due to the high number of  
variables that they can generate, thus making their detection very difficult. Some 
examples of these strategies are inference mechanisms, data storage procedures, and 
alternative encoding.  

Traditional security mechanisms such as firewalls or IDSs are not very efficient in 
detecting and preventing these types of attacks. Other approaches based on string 
analysis, along with dynamic and static analyses such as AMNESIA (Analysis and 
Monitoring for Neutralizing SQL Injection Attacks) [2], have the disadvantage of 
addressing just one part of the problem, and therefore deliver only a partial solution.  
Moreover, the approaches based on models for detecting SQL injection attacks are 
very sensitive. With only slight variations of accuracy, they generate a large number 
of false positive and negatives.  

Some innovative proposals are incorporating artificial intelligence and hybrids sys-
tems. Web Application Vulnerability and Error Scanner (WAVES) [10] uses a black-
box technique which includes a machine learning approach. Valeur [4] presents an 
IDS approach which uses a machine learning technique based on a dataset of legal 
transactions. These are used during the training phase prior to monitoring and classi-
fying malicious accesses. Rietta [11] proposed an IDS at the application layer using 
an anomaly detection model which assumes certain behaviour of the traffic generated 
by the SQL queries; that is, elements within the query (sub-queries, literals, keyword 
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SQL). It also applies general statistics and proposes grouping the queries according to 
SQL commands and then comparing them against a previously built model. The SQL 
query that deviates from the normal profile is rejected. Finally, Skaruz [12] proposes 
the use of a neural network. The detection problem becomes a time serial prediction 
problem. All of these approaches have the problem of producing a large number of 
false positive and false negative. In the case of the IDS systems, they are unable to 
recognize unknown attacks because they depend on a signature database. 

Our technique is based on BDI agents that incorporate a CBR mechanism. This is a 
novel approach in detecting and preventing SQL injection attacks. This strategy, 
which is depicted in the following sections, offers a robust and flexible solution for 
confronting SQL injection attacks, thus improving and surpassing previous 
approaches.  

3   Classifier Agent Internal Structure 

Agents are characterized by their autonomy; which gives them the ability to work in 
independently and real-time environments [13]. Because of this and other capacities 
they have, agents are being integrated into security approaches, such as is the case 
with IDS. Some applications of these systems can be found in [14], [15]. However, 
the use of agents in these systems is geared towards the retrieval of information in 
distributed environments, thus taking advantage of their mobility capacity.   The clas-
sifier agent depicted in this work is the core of a multi-agent architecture, focused on 
detecting and preventing SQL injection attacks.  The classifier agent interacts with 
other complementary agents, which are dedicated to tasks such as monitoring traffic, 
pattern matching, manage and interacting with both the user and the database. This 
agent is in charge of classifying SQL queries by means of an anomaly detection 
approach. 

In our work, the agents are based on a BDI model in which beliefs are used as cog-
nitive aptitudes, desires as motivational aptitudes, and intentions as deliberative apti-
tudes in the agents [5]. However, in order to focus on the problem of SQL injection, it 
was necessary to provide the agents with a greater capacity of learning and adapta-
tion, as well as, a greater level of autonomy than a pure BDI model possesses. This is 
possible by providing the classifier agents with a CBR mechanism [7], which allows 
them to “reason” on their own and adapt to changes in the patterns of attacks. Work-
ing with this type of systems, the key concept is that of “case”. A case is defined as a 
previous experience and is composed of three elements: a description of the problem 
that depicts the initial problem; a solution that describes the sequence of actions per-
formed in order to solve the problem; and the final state, which describes the state that 
has been achieved once the solution is applied. To introduce a CBR motor into a BDI 
agent, we represent CBR system cases using BDI and implement a CBR cycle which 
consists of four steps: retrieve, reuse, revise and retain [7][16].   

The classifier CBR-BDI [5] agent analyses a new query at the data base layer, exe-
cuting a CBR cycle. In the retrieval phase, the cases that present a description similar 
to that of the new problem are recovered. The case description is based on elements of 
the SQL query that are extracted through a syntactic analyze process applied to the 
SQL text string. The process of retrieving the cases involves a similarity algorithm. 



 Classification Agent-Based Techniques for Detecting Intrusions in Databases 49 

Once the similar cases have been recovered, the reuse phase starts adapting the solu-
tion in order to obtain the best case output for the given object of study. In this phase, 
two neural networks are responsible for receiving the variables as input data in order 
to produce an output response. This is done by a mixture of neural networks which 
use both sigmoidal activation functions and tangential functions. The next phase of 
the CBR cycle is the revise phase in which an expert evaluates the proposed solution. 
Finally, the retain phase is carried out where the system learns from its own experi-
ences from each of the previous phases and updates the database with the solution 
obtained in the query classification.  

As has been mentioned above, the classifier CBR-BDI agent is the core of a  
multi-agent architecture geared towards to detect and classify SQL injection attack in 
distributed environments. Figure 1 shows the classifier CBR-BDI agent in the multi-
agent architecture.  

 

Fig. 1. CBR-BDI agent in the multi-agent architecture 

All the SQL queries are filtered by the classifier CBR-BDI agent. The query con-
sidered legal is executed on the database otherwise the query considered malicious is 
rejected. In the next section, the classification mechanism used in the reuse phase by 
the agent is presented.  

4   Mechanism for the Classification of SQL Injection Attacks  

The classifier agent presented in section 3 incorporates a case-based reasoning system 
that allows the prevention and detection of anomalies by means of a prediction model 
based on neural networks, configured for short-term predictions of intrusions by SQL 
injections. This mechanism uses a memory of cases which identifies past experiences 
with the corresponding indicators that characterize each of the attacks. This paper 
presents a novel classification system that combines the advantages of the CBR sys-
tems, such as learning and adaptation, with the predictive capabilities of a mixture of 
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neural networks. These features make the system innovative for this type of attack, 
and make it very appropriate for its use in different environments. The proposed 
mechanism is responsible for classifying SQL database requests made by users. When 
a user makes a new request by means of a SQL query, it is checked by an agent in 
charge of detection by pattern matching. If it is found an attack firm on the SQL 
string, then the SQL query is labelled as suspicious. Independently of the results of 
the pattern matching, the SQL query is send to a CBR-BDI agent. This query is trans-
formed to a new case of input for a CBR mechanism. The case is constituted by ele-
ments extracted of the SQL string (Affected_Table, Affected_Field, Command_Type, 
Word_GroupBy, Word_OrderBy, Word_Having, Number_And, Number_Or, Num-
ber_Literales, Number_LOL, Length_SQL_String, Cost_Time_CPU, Start_time, 
End_time, Query_Category). The CBR mechanism needs a memory of cases dating 
back at least 4 weeks for the training stage of the neural networks. 

The first phase of the CBR cycle consists of recovering past experience from the 
memory of cases, specifically those with a problem description similar to the current 
request, In order to do this, a cosine similarity-based algorithm is applied, allowing 
the recovery of those cases which are at least 90% similar to the current request. The 
cases recovered are used to train the mixture of neural networks implemented in the 
recovery phase; the neural network with the sigmoidal function is trained with the 
recovered cases that were an attack or not, whereas the neural network with hyper-
bolic function is trained with all the recovered cases (including the suspects). A pre-
liminary analysis of correlations is required to determine the number of neurons of the 
input layer of the neuronal networks. Additionally, it is to normalize the data (i.e., all 
data must be values in the interval [0.1]). The data used to train the mixture of net-
works must not be correlated. With the cases stored after eliminating correlated cases, 
the entries for training the mixture of networks are normalized. It is considered to be 
two neural networks. The result obtained using a mixture of the outputs of the net-
works provides a balanced response and avoids individual tendencies (always taking 
into account the weights that determine which of the two networks is more optimal). 

La mixture of the neural networks intents to solve the individual tendencies by use an 
only neural network. If one only network with a sigmoidal activation function is used, 
then the result provided by the network would tend to be attack or not attack, and no 
suspects would be detected. On the other hand, if only one network with a hyperbolic 
tangent activation is used, then a potential problem could exist in which the majority of 
the results would be identified as suspect although they are being clearly attack or not 
attack. Figure 2 shows the mixture of the neural networks with their activation function.  

The mixture provides a more efficient configuration of the networks, since the 
global result is determined by merging two filters. This way, if the two networks 
classify the user request as an attack, so too will the mixture; and if both agree that it 
is not an attack, the mixture will as well. If there is no concurrence, the system uses 
the result of the network with the least error in the training process or classifies it as a 
suspect. In the reuse phase the two networks are trained by a back-propagation algo-
rithm for the same set of training patterns (in particular, these neural networks are 
named Multilayer Perceptron), using a sigmoidal activation function (which will take 
values in [0.1], where 0 = Illegal and 1 = legal) for a Multilayer Perceptron and a 
hyperbolic tangent activation function for the other Multilayer Perceptron (which take 
values in [-1.1], where -1 = Suspect, 0 = illegal and 1 = legal). 
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Fig. 2. Mixture of the Neural Networks  

The response of both networks is combined, obtaining the mixture of networks de-
noted by y2; where the superscript indicates the number of mixtured networks 
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The number of neurons in the output layer for both Multilayer Perceptrons is 1, and 
is responsible for deciding whether or not there is an attack. The error of the training 
phase for each of the neural networks, can be quantified with formula (2), where P is 
the total number of training patterns. 
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The review stage is performed by an expert, and depending on his opinions, a deci-
sion is made as to whether the case is stored in the memory of cases and whether the 
list of well-known patterns has to be updated in the retain phase. 

5   Results and Conclusions 

The problem of SQL injection attacks on databases supposes a serious threat against 
information systems. This paper has presented a new classification system for detect-
ing SQL injection attacks which combines the advantages of multi-agent systems, 
such as autonomy and distributed problem solving, with the adaptation and learning 
capabilities of CBR systems. Additionally, the system incorporates the prediction 
capabilities that characterize neural networks. An innovative model has been  
presented that provides a significant reduction of the error rate during the classifica-
tion of attacks. To check the validity of the proposed model, a series of test were 
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elaborated which were executed on a memory of cases, specifically developed for 
these tests, and which generated attack consults. The results shown in Table 1 are 
promising: it is possible to observe different techniques for predicting attacks at the 
database layer and the errors associated with misclassifications. All the techniques 
presented in Table 1 have been applied under similar conditions to the same set of 
cases, taking the same problem into account in order to obtain a new case common to 
all the methods. Note that the technique proposed in this article provides the best 
results, with an error in only 0.537% of the cases. 

Table 1. Results obtained after testing different classification techniques 

Forecasting Techniques Successful (%) Approximated Time (secs) 
CBR-BDI Agent (mixture NN) 99.5 2 
Back-Propagation Neural Networks 99.2 2 
Bayesian Forecasting Method 98.2 11 
Exponential Regression 97.8 9 
Polynomial Regression 97.7 8 
Linear Regression 97.6 5 

As shown in Table 2, the Bayesian method is the most accurate statistical method 
since it is based on the likelihood of the events observed.  But it has the disadvantage 
of determining the initial parameters of the algorithm, although it is the fastest of the 
statistical methods. Taking the errors obtained with the different methods into ac-
count, after the CBR-BDI Agent together with the mixture of neural networks and 
Bayesian methods we find the regression models. Because of the non linear behaviour 
of the hackers, linear regression offers the worst results, followed by the polynomial 
and exponential regression. This can be explained by looking at hacker behaviour: as 
the hackers break security measures, the time for their attacks to obtain information 
decreases exponentially. The empirical results show that the best methods are those 
that involve the use of neural networks and, if we consider a mixture of two neural 
networks, the predictions are notably improved. These methods are more accurate 
than statistical methods for detecting attacks to databases because the behaviour of the 
hacker is not linear. The solution presented is an innovative approach to detect SQL 
injection attack, when it is based on multi-agent system, CBR mechanism and a so-
phisticated technique using a mixture of neural networks.  

Acknowledgments. This development has been partially supported by the Spanish 
Ministry of Science project TIN2006-14630-C03-03.  
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Abstract. This paper presents a Hybrid Multi-Agent Architecture based on an 
Ambient Intelligence model, for the control and supervision of dependent envi-
ronments. HoCa architecture incorporates a management system of alerts based 
on SMS and MMS technologies, and an automated identification, localization, 
and movement control system based on Java Card and RFID technologies. 
HoCa is independent from the programming language and operating system in 
that it is executable. The core of the architecture is formed by both deliberative 
agents and reactive agents that interact to offer efficient services. The architec-
ture has been tested in a real environment and the results obtained are presented 
in this paper.  

Keywords: Dependent environments, Ambient Intelligence, Multiagent Sys-
tems, Home Care. 

1   Introduction 

There is currently considerable growth in the development of automation technolo-
gies, such as home automation and Ambient Intelligence (AmI) [1] [14]. One of their 
principal objectives is to look after the user’s well-being and obtain a more friendly, 
rational, productive, sustainable and secure relationship for users within their envi-
ronments. Several architectures based on agent utilization have emerged thanks to the 
appearance of intelligent spaces and the integration of devices that are programmable 
via computer networks [15]. These have stimulated the development of ubiquitous 
computation [9], which is the most promising technological approximation for resolv-
ing the challenge of developing strategies that allow the early detection and preven-
tion of problems in an automated environment. 

The main objective of this paper is to define a hybrid Multi-Agent Architecture for 
the control and the supervision of open environments. It involves developing an archi-
tecture that allows automated identification, localization, alarms management and 
control of movement. The users who utilize the system in which this architecture is 
applied will be able to gain wireless access to all the information that they need to 
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perform their work. The novel innovation at the core of the architecture is a real time 
communication protocol that allows secure and rapid communication between the 
reactive agents and the system sensors. These reactive agents, whose response time is 
critical, are influenced by deliberative BDI agents, which are located inside the plat-
form given that a very fluid communication already exists between them. Addition-
ally, the architecture manages an alert or alarm system across the agents’ platform 
specially designed to work with mobile devices. The alert system contains different 
levels of urgency. The alert level is determined by the deliberative agent who, de-
pending on the alert level, then emits the alert to either a reactive agent or a delibera-
tive agent. 

The paper is organized as follows: The second section presents the problem that 
prompted this work. The third section presents the proposed architecture, and the 
fourth section gives the results and conclusions obtained after applying the proposed 
architecture to a real case in an environment of dependence. 

2   General Description of the Problem 

The use of intelligent agents is an essential component for analyzing information on 
distributed sensors [16] [18].  These agents must be capable of both independent rea-
soning and joint analysis of complex situations in order to be able to achieve a high 
level of interaction with humans [3] [4]. Although multi-agent systems already exist 
and are capable of gathering information within a given environment in order to pro-
vide medical care [12], there is still much work to be done.  It is necessary to continue 
developing systems and technology that focus on the improvement of services in 
general. After the development of the internet there has been continual progress in 
new wireless communication networks and mobile devices such as mobile telephones 
and PDAs.    This technology can help to construct more efficient distributed systems 
capable of addressing new problems [7].  

Hybrid architectures try to combine deliberative and reactive aspects, by combin-
ing reactive and deliberative modules. The reactive modules are in charge of process-
ing stimuli that do not need deliberation, whereas the deliberative modules determine 
which actions to take in order to satisfy the local and cooperative aims of the agents. 
The aim of modern architectures like Service Oriented Architecture (SOA) is to be 
able to interact among different systems by distributing resources or services without 
needing to consider which system they are designed for. An alternative to these archi-
tectures are the multi-agent systems, which can help to distribute resources and to 
reduce the centralization of tasks. Unfortunately the complexity of designing multi-
agent architecture is great since there are not tools to either help programme needs or 
develop agents. 

Multi-agent systems combine aspects of both classic and modern architectures. The 
integration of multi-agent systems with SOA and web services has been recently 
investigated [2]. Some investigators focus on the communication among these mod-
els, whereas others focus on the integration of distributed services, especially web 
services, in the agents’ structure [5] [13] [17]. 

These works provide a good base for the development of multi-agent systems. Be-
cause the majority of them are in the development stage, their full potential in a real 
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environment is not known. HoCa has been implemented in a real environment and not 
only does it provide communication and integration among distributed agents, ser-
vices and applications, but it also provides a new method for facilitating the develop-
ment of multi-agent systems, thus allowing the agents and systems to function as 
services.  

HoCa implements an alert and alarm system across the agent's platform, specially 
designed to be used by mobile devices. The platform agents manage this service and 
determine the level of alert at every moment so that they can decide who will receive 
the alert and when. In order to identify each user, HoCa implements a system based 
on Java Card and RFID (Radio Frequency IDentification) microchip technology in 
which there will be a series of distributed sensors that provide the necessary services 
to the user. 

3   Proposed Architecture 

The HoCa model architecture uses a series of components to offer a solution that 
includes all levels of service for various systems. It accomplishes this by incorporat-
ing intelligent agents, identification and localization technology, wireless networks 
and mobile devices. Additionally, it provides access mechanisms to multi-agent sys-
tem services, through mobile devices, such as mobiles phones or PDAs. Access is 
provided via wi-fi wireless networks, a notification and alarm management module 
based on SMS and MMS technologies, and user identification and localization system 
based on Java Card and RFID technologies. This system is dynamic, flexible, robust 
and very adaptable to changes of context. 

 

Fig. 1. HoCa Framework 

HoCa architecture describes four basic blocks that can be seen in Figure 1: Appli-
cations, Services, Agents Platform and Communication Protocol. These blocks consti-
tute the whole functionality of the architecture.  

3.1   Agents Platform in HoCa 

The agents platform is the core of the architecture and integrates two types of agents, 
each of which behaves differently for specific tasks. 
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Fig. 2. Agents platform structure in the HoCa architecture 

The first group of agents is made up of deliberative BDI agents, which are in 
charge of the management and coordination of all system applications and services. 
These agents are able to modify their behaviour according to the preferences and 
knowledge acquired in previous experiences, thus making them capable of choosing 
the best solution. Deliberative agents constantly deal with information and knowl-
edge. Because they can be executed on mobile devices, they are always available for 
the users regardless of physical location.  

The second group is made up of reactive agents. Most of the research conducted 
within the field of multi-agent systems focuses on designing architectures that incor-
porate complicated negotiation schemes as well as high level task resolution, but 
don’t focus on temporal restrictions. In general, the multi-agent architectures assume 
a reliable channel of communication and, while some establish deadlines for the inter-
action processes, they don’t provide solutions for limiting the time the system may 
take to react to events.  

It is possible to define a real-time agent as an agent with temporal restrictions for 
some of its responsibilities or tasks [11]. From this definition, we can define a real-
time multi-agent system (Real Time Multi-Agent System, RT-MAS) as a multi-agent 
system in which at least one of the agents is a real-time agent [6]. The use of RT-
MAS makes sense within an environment of critical temporal restrictions, where the 
system can be controlled by autonomous agents that need to communicate among 
themselves in order to improve the degree of system task completion. In this kind of 
environments every agent requires autonomy as well as certain cooperation skills to 
achieve a common goal.   

3.2   HoCa Communication Protocol 

Communication protocol allows applications, services and sensors to be connected 
directly to the platform agents. The protocol presented in this work is open and inde-
pendent of programming languages. It is based on the SOAP standard and allows 
messages to be exchanged between applications and services as shown in Figure 3.  
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Fig. 3. Communication using SOAP messages in HoCa 

However, interaction with environmental sensors requires Real-time Transport 
Protocol (RTP) [10] [6] which provides transport functions that are adapted for appli-
cations that need to transmit real-time data such as audio, video or simulation data, 
over multicast or unicast network services. The RTCP protocol is added to RTP, al-
lowing a scaleable form of data supervision. Both RTP and RTCP are designed to 
work independently from the transport and lower network services. They are in 
charge of transporting data with real-time characteristics, and of supervising the qual-
ity of service, managing the information for all the entities taking part in the current 
session.  

The communications between agents within the platforms follows the FIPA ACL 
(Agent Communication Language) standard. This way, the applications can use the 
platform to communicate directly with the agents. 

3.3   Location and Identification System in HoCa 

This system incorporates Java Card [19] and RFID [8] technologies. The primary 
purpose of the system is to convey the identity of an object or person, as with a 
unique serial number, using radio waves. Java Card is a technology that permits small 
Java applications (applets) to be run safely in microchip smart cards and similar em-
bedded devices. Java Card gives the user the ability to program applications that can 
be run off a card so that it has a practical function in a specific application domain. 
The main features of Java Card are portability and security. The data are stored in the 
application and the Java Card applications are executed in an isolated environment, 
separate from the operating system and from computer that reads the card. The most 
commonly used algorithms, such as DES, 3DES, AES, and RSA, are cryptographi-
cally implemented in Java Card. Other services such as electronic signature or key 
generation are also supported.  

RFID technology is grouped into the so-called automatic identification technolo-
gies. But RFID provides more information than other auto-identification technologies, 
speeds up processes without losing reliability, and requires no human intervention.  

The combination of these two technologies allows us to both identify the user or 
identifiable element, and to locate it, by means of sensors and actuators, within the 
environment, at which time we can act on it and provide services. The microchip, 
which contains the identification data of the object to which it is adhered, generates a 
radio frequency signal with this data. The signal can be picked up by an RFID reader, 
which is responsible for reading the information and sending it, in digital format, to 
the specific application. 
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3.4   Alerts System in HoCa 

The alert system is integrated into the HoCa architecture and uses mobile technology 
to inform users about alerts, warnings and information specific to the daily routine of 
the application environment.  

This is a very configurable system that allows users to select the type of informa-
tion they are interested in, and to receive it immediately on their mobile phone or 
PDA. It places the information to be sent into categories and subcategories of infor-
mation. The users determine the information they are interested in. The system auto-
matically sends the information to each of the users as soon as it is available. 

4   Results and Conclusions 

HoCa has been used to develop a multi-agent system for monitoring dependent pa-
tients at home. The main features of this system include reasoning and planning 
mechanisms, and alert and response management. Most of these responses are reac-
tions in real time to certain stimuli, and represent the abilities that the reactive agents 
have in the HoCa architecture based platform. To offer all these features the system 
uses various technologies and acquires information from users and the surrounding 
environment. Some of the technologies used to test the system include mobile tech-
nology for managing service alerts through PDAs and mobile phones, and Java Card 
technology for identification and access control. 

One of the main contributions of the HoCa architecture is the alert system. We im-
plemented several test cases to evaluate the management of alerts integrated into the 
system. This allowed us to determine the response time for warnings generated by the 
users, for which the results were very satisfactory, with response times shorter than 
those obtained prior to the implementation of HoCa. In addition, the system studies 
the information collected, and applies a reasoning process which allows alerts to be 
automatically generated. For these alerts, the system does not only take response time 
into account, but also the time elapsed between alerts, and the user’s profile and reli-
ability, in order to generalize reactions to common situations. The results show that 
HoCa fits perfectly within complex systems by correctly exploiting services and plan-
ning mechanisms. 

Table 1. Comparison between the HoCa and the ALZ-MAS architectures 

Factor HoCa ALZ-MAS 
Average Response Time 

to Incidents(min.) 
8 minutes 14 minutes 

Assisted Incidents 12 17 
Average number of daily 

planned tasks 
12 10 

Average number of ser-
vices completed daily 

46 32 

Time employed by the 
medical staff to attend to 

an alert (min.) 
75 minutes 90 minutes 
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Table 1 presents the results obtained after comparing the HoCa architecture to the 
previously developed ALZ-MAS architecture [7] in a case study on medical care for 
patients at home. The ALZ-MAS architecture allows the monitoring of patients in 
geriatric residences, but home care is carried out through traditional methods. The 
case study presented in this work consisted of analysing the functioning of both archi-
tectures in a test environment. The HoCa architecture was implemented in the home 
of 5 patients and was tested for 30 days. The results were very promising. The data 
shown in Table 1are the results obtained from the test cases. They show that the alert 
system improved the communication between the user and the dependent care ser-
vices providers, whose work performance improved, allowing them to avoid unneces-
sary movement such as travels and visits simply oriented to control or supervise the 
patient. The user identification and location system in conjunction with the alert sys-
tem has helped to notably reduce the percentage of incidents in the environment under 
study. Moreover, in addition to a reduction in the number of incidents, the time 
elapsed between the generation of a warning and solution decreased significantly. 
Finally, due to the many improvements, the level of user satisfaction increased with 
the introduction of HoCa architecture since patients can live in their own homes with 
the same level of care as those offered at the residence. 
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Abstract. Ambient intelligence, ubiquitous computing and other new concepts 
related are in some sense a projection of the new wireless technologies and the 
mobile phenomenon where the user mobility and the communicating smart de-
vices are immersed nowadays. In this paper, we propose a multi-agent system 
architecture and its implementation for the provisioning of context-aware ser-
vices in an ambient intelligence domain: an airport.  

Keywords: Multi-agent system, ambient intelligence, context-aware services. 

1   Introduction 

Ambient intelligence (AmI) was first introduced by the European Community [1] to 
identify the paradigm to equip environments with advanced technology to create an 
ergonomic space for the user where they could interact with their digital environments 
the same way they interact each other. If we assume that agents are abstractions for 
the interaction within an ambient intelligent environment, one aspect that we need to 
ensure is that their behavior is regulated and coordinated. For this purpose, we need 
rules that take into consideration the context (location, user profile, type of device, 
etc…) in which these interactions take place. Taking care this, the system needs an 
organization similar to the one envisaged by artificial agent societies. The society is 
there not only to regulate behavior but also to distribute responsibility amongst the 
member agents. In [2], O'Hare et al. advocate the use of agents (as well as we do) as a 
key enabler in the delivery of ambient intelligence.  

There are several approaches developing platforms, frameworks and applications for 
offering context-aware services where agent technology has been applied in order to 
provide the right information at the right time to its users. Tourism, Healthcare, Educa-
tion, Transportation, etc..., are some of the sectors where has been developed context-
aware systems and applications. Such applications include location-based services like 
mapping and points of interest search, travel planning and, recently, pushing informa-
tion and events to the user. Works like the ones carried out in CRUMPET [3] projects 
have addressed the state of the art and even furthered it. Recently, another clear applica-
tion was presented for supporting virtual elderly assistance communities, in the context 
of the TeleCARE project [4]. Also [5] proposed a planning agent AGALZ which uses a 
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case-based reasoning (CBR) architecture, to respond to events and monitor Alzheimer 
patients' health care in execution time. Researches about developing multi-agent sys-
tems for context aware services are growing up. For instance: SMAUG [6] is a multi-
agent context-aware system that allows tutors and pupils of a university to fully manage 
their activities. SMAUG offers its users with context-aware information from their 
environment and also gives them a location service to physically locate every user of the 
system. Another one is the BerlinTainment [7]; the project has demonstrated a frame-
work for the provision of activity recommendations based on mobile agents. Similar to 
this one is the AmbieAgents [8], an agent-based infrastructure for context-based infor-
mation delivery for mobile users. There is also a case study consisting in solving the 
automation of the internal mail management of a department that is physically distrib-
uted in a single floor of a building plant (restricted and well-known test environment) 
using ARTIS agent architecture [9]. Another recent work using architecture for ubiqui-
tous computing is [10] which design a surveillance system control as a multiagent sys-
tem applying an agent-orientated methodology.  

What we precisely propose in this paper is a distributed solution falling on a multi-
agent system architecture and its implementation for the provisioning of context-
aware services in an ambient intelligence domain: an airport. We already developed a 
centralized system [11] using Appear Platform1 and Aruba Wi-Fi Location System2 
and we will use the same case study to illustrate de difference between the distributed 
architecture based on agents we’re proposing. This approach includes agents imple-
mented in JADE and LEAP that will make use of the user profiles to customize and 
recommend different services to other agents taking advantage of the distribution of 
the context and avoiding an obtrusive participation of a central server. [13]  

2   Case Study 

In this section we will present the definition of our context-aware problem in an air-
port domain. We have divided our Madrid-Barajas airport domain into six different 
zones that are not overlapped each other. Airport Zone (containing the rest of the 
zones), Customs Zone (customs), Commercial Zone (stores, cafeterias, restaurants), 
Offices Zone (airline offices), Check-In Desk Zone (check-in desks) and Finger Zone 
(finger). In our ontology each zone will be represented as “place”.  This is part of a 
previous work we have referenced before [11] where we have used a centralized plat-
form to define the behavior of our system. The centralized architecture separates the 
system responsibilities into: server and client software installed in the wireless de-
vices as shown in Fig 1. The server is the central point of administration and coordi-
nation. It is where the contextual information is managed in a centralized and global 
way. When a wireless device enters the network it immediately establishes the con-
nection and then the position of the user is evaluated. It is important to explain we test 
our system with the deployment of a Wi-Fi positioning system in order to locate the 
user’s terminals. Particularly, we used an Aruba WLAN deployment with a 2400 
Mobility Controller with capacity of 48 access points and 512 users connected at the 
same time and several AP 60/ AP61 which are single/dual radio wireless access 
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2 www.arubanetworks.com 
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points. Aruba Networks has a location tracking solution which uses an enterprise wide 
WLAN deployment to provide precise location tracking of any Wi-Fi device in the 
research facility. So, once the user is located and is in contact with the server a set of 
applications are pushed to him depending on his context. 

 

Fig. 1. Centralized architecture of the system 

In any case, it is interesting to make a stop in some important context concepts we 
have defined for the centralized solution. We will use them again; represented in the 
ontology we’re presenting in the distributed solution (next section). 

• Service:  An application or data available to a client 
• Category: A set of logically grouped services 
• Offering: A set of available applications for a client 
• Zone Mapping: Where offerings are mapped to zones and time 
• Context Predicate: is a set of simple rules or conditions, combined to create a 

more complex predicate. A predicate can match one or more context parame-
ters available in the system. 

• Roles: Are used to grant users access to specific categories. It is possible to 
specify one or more groups that have access to a category. 

• Users: Users are only used if login is required on the system 

The provisioning of the services to users occurs automatically as the right context 
is found once the context predicates are evaluated. This evaluation in context-aware 
computing systems occurs though the proper reasoning method in order to become 
aware of current context. If the method is not affected by the application and the used 
sensors, an identical context reasoning method can be used in different applications. 
One of the methods is rule-based systems that compare facts in working memory, 
which is continually updated, to a stored rule-base, which is represented by if-then 
rules, and infer system response. This is the case we have used in the centralized ap-
proach. Context information in the system is used throughout the entire life-cycle of 
the service: selection based on the context profile, filtering of individual services, and 
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enhancement of services at boot or runtime and the constant feed of context informa-
tion to services during execution to allow service adaptation depending on the zone 
the user is placed and the role in the system users may have. 

In order to be clearer, to develop our example we’ve also defined some generic 
predicates for Roles and Zones. There is one Predicate for each Role and one for each 
Zone. This is an example of the rules definition, Fig 2, and its evaluation for provid-
ing the SERVICE_PASSENGER CONTROL to a Passenger user who is getting into 
the Customs Zone. Roles are defined as:  Pilot, Flight Technical Officer, Cabin Crew, 
Airline Staff in check-in counters, Supervisor, Airline Staff in boarding gates, Airline 
Staff taking care of Incidences and Passenger. 

 

Fig. 2. Rules definition for a passenger in customs zone  

3   Distributed Solution 

Our approach consists of a multi-agent system that uses context-aware information to 
provide customized services to users in closed environments (such as a technological 
fairground, university, shopping centre, etc.), where customization is based on user 
location and user profile. First, we identified agent types as: Central, Provider and 
Client agents. Central agent represents the infrastructure that acquires location infor-
mation from different sensors; Provider agents act on behalf of the different services 
in order to distribute the context among them and Client agents represents the users 
with a wireless device, Fig. 3. 

       

Fig. 3. Distributed architecture and UI of the multi-agent system 
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Later, we distinguished the roles of agents required in the system as: User Manager 
(UM), Location Information Manager (LIM), Agent Discover (AD), Service Provider 
(SP), Recommend Role (RR), Service Provider (SP) and Negotiation Role (NR). 

After that we defined three different ad-hoc protocols (Table 1):  

• Receive-registry-profile: Receive a request of registry of a user which has a shared 
part of the user profile.  

• Notify-agent:  Send an informative message to the closest provider in order to alert of 
the presence of a user. 

• Offer-service: Send offers about services to users, that can be negotiate 

Table 1. Protocols and Roles from each agent 

Protocols Roles Agents 

Receive-registry-profile User Manager (UM) 
Location Information Manager (LIM) 

Central 

Notify-agent Agent Discover (AD) 
Service Provider (SP)  
Recommend Role (RR) 

Central 
Provider 

Offer-service Service Provider (SP) 
Negotiation Role (NR) 

Provider  
Client 

So finally, the proposed three types of agents implement the following functional-
ities: 

• Central agent’s main tasks relies on detecting users, registering and deregistering 
users, improving shared user profiles, filtering and notifying closer providers. 
Central agent manages the main system activities and it is supported on provider 
agents in order to balance the activity load. 
• Provider agent’s functionality are closely related with dialogue between client 
agents and provider agents, since they can reach an agreement with clients and 
communicate the most suitable services to them according clients preferences and 
profile. Contextual information is distributed between the providers. 
• Client agent’s main goals includes negotiation with providers agents, recom-
mend services to other client agents, trust in other agents, and manage and im-
prove their internal profile to receive better services according to it. 

Furthermore, an ontology has been implemented for the agent communication in-
stantiating a high level of conceptualization for all possible domains in which system 
runs (technological fairground, university, shopping centre, etc.). The ontology in-
cludes the following concepts: framework, location, spatial region, temporal region, 
place, profile, service, product, device, predicate, agent action, agent identifier, as it is 
explained in our previous publications [11, 12, 13]. The relationship between these 
concepts is shown in Figure 4. We have made a matching between this high level for 
dynamic environments, and the lower levels for the airport domain: 

• Place concept refers to any interest point that can be defined in the airport envi-
ronment. In this case the main place is the airport itself, and inside of it: 
Check_in_Desk, Finger, Wifi zone, Smoking zone, Touristic Information Office, Air 
Companies Offices, Shops (newspapers, souvenirs, etc.) and Customs.  
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• Services concept includes several subclasses corresponding to defined service 
categories in the airport problem. And services in each category are defined as a 
Product in the ontology (Map_Meteo, French News etc.).  

• Profile concept represents the clients (one profile per participant) with their per-
sonal profiles and preferences: role (pilot, passenger, etc.), flight details, personal 
identification (name, agent role, passport number and nationality). 

4   JADE/LEAP Implementation 

We have implemented a multi-agent system that following the architecture of the 
multi-agent system, and using the particularization of the generic context-aware on-
tology described above.  
 
 

 

Fig. 4. High level concepts of the generic ontology 

Although other alternatives exist, JADE-LEAP agent platform was chosen since it 
is a java-based and FIPA compliant agent platform, where agents communicate by 
sending FIPA ACL messages over a TCP/IP connection between different runtime 
environments on local servers or running on wireless devices. One local server will 
host the central agent that would rule over all the sensors of the airport (these sensors 
are just simulated inside the implementation of the central agent) that provide location 
information of clients, while one or more local servers host provider agents acting on 
behalf of airport services. Finally each portable client device runs a JADE-LEAP 
container that hosts one single agent that is used to provide a way to interact with the 
user (through a GUI), so the user can be informed and interact with the other agents 
running on different servers. JADE/LEAP platform logically connects the agents on 
the different servers with each other and with the corresponding client agents running 
on the users’ devices.  First we assume an initial minimal profile known by the client 
LEAP agent: name, agent role, passport number, nationality and travel info (flight 
numbers, companies, origin and target). This is what we consider the public profile 
that Client agent includes in the content of the first message exchanged with the 
central agent.  
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Other additional data can be included in the profile as: smoker/nonsmoker, lan-
guages spoken, number of times that the passenger visited cities of current travel, 
professional activity, travel motivation, relationship with other passengers, etc. Some 
of these would be considered private information therefore this private information 
would be just internally used inside Client agent to provide customized filter of the 
services offered by provider agents.  The user decides whether he introduces these 
confidential data or not. Finally our intention is to include reputation information 
linked to agents, and specific services inside client profiles, but this is not already 
done. Once client agent in LEAP, provider and central agents in JADE were imple-
mented, we have chosen a specific case study to test such implementation in the air-
port application domain.  We will describe how the system works by following all the 
messages exchanges when a pilot “Alex” arrives to the airport as we did in centralized 
approach. When Alex enters into the system’s wireless network, Alex client agent 
(running the LEAP code on the mobile device) asks for registration to the central 
agent (running JADE code in a PC acting as server). Registration includes identifying 
itself, so future location of pilot Alex can be assigned to a particular AID (agent iden-
tifier) in advance.  Once Receive-registry-profile protocol has concluded, the central 
agent evaluates its position (through simulated movements) and computes the geo-
graphical proximity to the location of different services (platforms/PCs that host a 
particular JADE provider agent). Then, central agent notifies about the presence of 
such Alex client agent with ‘Notify agent’ protocol to the corresponding geographi-
cally close provider agents.  When provider agent has been notified, it will offer its 
particular services customized according to the context exchanged by the central 
server (the public profile of the client agent). After that, negotiation included in offer-
service protocol takes place in order to reach a possible agreement about services. For 
instance check-in provider agent would have received information about the flight of 
Alex, and according to this info the provider agent might offer Alex agent an auto-
mated check-in (asking Alex agent about the absence of baggage). Or alternatively 
check-in provider agent might inform the client about the place to carry out the man-
ual check-in, jointly with other context-specific info such as the expected delay time 
to check-in, or the number of people in the row, etc.  Other example of services such 
as news/gift shop agents may require richer profiles of clients that should include 
additional info as the language spoken, first time visiting a city to offer customized 
products (touristic guides, books and newspapers in mother tongue, etc...).  

In any case, the given client agent has to internally filter out the interesting services 
from the received services based on the private profile of the user. This filter would 
avoid an overexposition of information to the user and would protect the privacy of 
the user.  

5   Conclusions 

We have presented an application of agent technology to an ambient intelligence 
problem in an airport domain. We adapted the problem we previously defined for this 
domain and we have already tested in a centralized system into a distributed, agent-
based system. We implemented three types of agents: Central, Providers and Clients 
with JADE and LEAP with the intention to avoid bottle necks and to increase the 
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possibilities of customization through the use of enriched user profiles. We plan to 
include the exchange of recommendations from clients and reputation information 
about client and providers and to test the performance functionalities of both ap-
proaches in the next future. 
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Abstract. Design patterns have been recently concerned in the multi-agent 
community for the design of systems with decentralized coordination. In this 
paper we present a design pattern for dealing with the complexity of developing 
a decentralized coordination multi-agent system for controlling a single robot. 
In our pattern, we combine different intelligences: an individual intelligence 
that enables agents to achieve their own goals, and a social intelligence that 
makes agents understand and manage with other agents in the community. The 
design pattern facilitates the implementation of modular-based agents inside the 
multi-agent architecture and its use helps developers when incorporating new 
agents in the architecture. The multi-agent architecture is used to control a Pio-
neer 2DX mobile robot.  

Keywords: agent design pattern, multi-agent system, integrated intelligence, 
mobile robotics. 

1   Introduction 

A design pattern provides a reusable solution to a recurrent problem in a specific 
domain [1]. A pattern does not describe an actual design, but an abstract model of the 
solution using specific entities of the paradigm in use. Patterns make designs more 
flexible, elegant, and ultimately reusable.  They help designers to build new solutions 
without having to start from scratch [2]. 

Recently, design patterns have concerned the multi-agent community [1, 3], to 
which our research have to do with. We have developed ARMADiCo, a multi-agent 
architecture for a single robot and with a distributed coordination approach to share 
the system resources [4]. As any other kind of robot architecture, different cognitive 
abilities are integrated in the multi-agent approach, each requiring different artificial 
intelligence techniques. However, being a distributed coordination mechanism, the 
global system behavior emerges from individual agents (micro level behaviors). For 
such kind of systems, design is still an open issue [5]. One of the current proposals 
consist in the use of agent patterns designs [6], and we have followed such approach 
in the design of ARMADiCo. The agents design pattern captures common features of 
the agents and facilitates the incorporation of agents in the architecture. 
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Particularly, in a decentralized coordination mechanism, each agent has to deal 
with, at least, two kinds of intelligences: individual and social. On one hand, individ-
ual intelligence enables an agent to achieve its assigned goals (as for example, plan-
ning a trajectory for achieving a target point). On the other hand, social intelligence 
enables an agent to understand and manage with other agents. Consistently, any de-
veloper that wants to incorporate a new agent into the architecture has to follow the 
same recurrent design: define the intelligence methods to deal with individual goals, 
and define the methods to deal with the global robot behavior. 

In this paper we present how design patterns are used in our architecture, AR-
MADiCo, in order to organize the different intelligences required in the agents.   We 
describe our general agent pattern design and several instantiation corresponding to 
different behavioral agents. Moreover, we show how the incorporation of new agents 
is simple by the use of these patterns. 

This paper is organized as follows. First, in section 2 the design pattern is de-
scribed, together with several highlights of the ARMADiCo agents. We continue by 
giving some details on the behavioral agents according to the pattern.  Next, the ex-
perimental set up and results are described in sections 4 and 5 correspondingly. Some 
related work is summarized in section 6 and we end with some conclusions. 

2   Design Pattern 

The proposed multi-agent architecture, called ARMADiCo –Autonomous Robot 
Multi-agent Architecture with Distributed Coordination-, can be described according 
to the main components required in classical Hybrid Deliberative/Reactive Architec-
tures [7]. First, an interface agent is defined to interact with humans or other external 
agents. Second, to reason about how to achieve high level goals, we propose the mis-
sion planning, the task planning, the path planning, the battery charger and the local-
ization agents. Third, to deal with the environment, we implement what we called 
behavioral agents with the following goals: go to a point, avoid obstacles and go 
through narrow spaces. Four, to deal with the physical world (perception and actua-
tors), an agent is designed for each available sensor (encoder, sonar, battery sensor) 
and a single actuator agent has been defined (robot), due to limitations of the hard-
ware. Finally, there are also a set of back agents that deal with other functionalities 
required to give support to the overall multi-agent system (e.g.  Directory Facilitator).  

In order to design the agents, an agent pattern has been defined. It captures common 
features of the agents and facilitates the incorporation of agents in the architecture. 
Each component of the agent pattern is designed as a module.  As a consequence, our 
agents follow a module-based approach inside the multi-agent architecture. The current 
pattern is shown in Table 1. Note that each agent is different, but the pattern design 
offers a way to capture the different components that an agent on the architecture must 
have. Thus, Table 2 shows the main differences among the agents, which corresponds 
to the particular instantiations of their goal and coordination components (i.e. their 
individual and social intelligence). 
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Table 1. Agent pattern design 

Internal State: Mechanism used by the agent in order to know about the progress of   its 
goals, and to update the information of the environment. 

Goal: Goal configuration: Agent goals. 
Goal methods: Methods that implements agent goals 

Competition: List of possible conflicting agents due to resource sharing, and list of 
shared resources. 

Collaboration: List of agents from/to exchange messages (request, inform). 
Coordination: Utility Computation: Method (with the required parameters) used to 

compute the utility value for achieving a coordination agreement 
 Resource exchange: Method used to exchange resources from one agent 

to another. 
Helper methods: All supporting methods that help the agent in registering in the system, 

communicating, starting up, etc. They are the same for all the agents. 

Table 2. AI techniques for individual and social intelligence in ARMADiCo agents 

 agent individual (goal)   social (coordination) 
 goto fuzzy fuzzy 
behavioral avoid pid fuzzy 
 gothrough pid fuzzy 
 mission planning PRS trajectory merging 
deliberative path planning search - 
 localization probabilistic MonteCarlo - 
 battery charger model based trajectory merging 
 sonar probabilistic - 
perception encoder mathematical - 
 battery sensor model based - 
  actuator robot - - 

Regarding individual intelligence, that is, the method employed by the agent in or-
der to fulfill its goal is specified in the goal slot of the design pattern. Table 2 (column 
"individual") shows the techniques implemented in the current implementation of 
ARMADiCo. 

On the other hand, social intelligence in an agent is related to the interaction with 
other agents to resolve the resource usage. When a resource is shared by more than 
one agent, a conflict can arise. In order to coordinate them, ARMADiCo uses a dis-
tributed coordination mechanism, in which the agents in conflict decide which is the 
winner agent that takes the resource control. No central arbiter decides upon the re-
source usage. Since robots concerns physically grounded resources, this coordination 
should take into account possible disruptions in the robot behavior.  For this reason 
the coordination process is split into two different parts: the winner determination 
method (utility computation slot of the agent pattern) and resource exchange method. 
Regarding the former, it consists of a process to assign the shared resource to the 
agent with the highest utility. That is, all of the agents compute an utility function for 
the actions they require that represents the benefit the system will receive if it carries 
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Agent Pattern Design Goto Agent 
Internal State Maintain motion progress information 

Configuration Drive the robot to the goal position with the desired heading Goal 
Methods Fuzzy Collaborative Control System 

Competition Avoid, gothrough agents for the robot agent 
Collaboration Encoder, mission planning, battery charger agents 

Utility Computation   Based on distance to goal position Coordination 
Resource Exchange Fuzzy-based smoothing method 

Helper Methods - 

Fig. 1. Pattern Design of Goto Agent 

Agent Pattern Design Gothrough Agent 
Internal State Maintain motion into narrow places progress information 

Configuration Detect narrow places and drive the robot through them Goal 
Methods Model based motion 

Competition Avoid and goto agents for the robot agent 
Collaboration Encoder, mission planning, battery charger and sonar agents 

Utility Computation   Based on distance to side obstacles Coordination 
Resource Exchange Fuzzy-based smoothing method 

Helper Methods - 

Fig. 2. Pattern Design of Gothrough Agent 

out the proposed action from the point of view of the agent (so their utility functions 
measures a gain in wealth for the whole society). The utility function is defined in the 
interval [0,1] for all the agents, being their values comparable. Concerning the latter, 
Table 2 (column "social") shows the resource exchange methods employed when the  
agent which wins the resource  is different to the agent that has been currently using 
the resource up to now. Thus, robot behavior disruptions are avoided.  

3   Behavioral Agents 

In this section we illustrate the pattern design instances for the behavioral agents. As 
stated in section 2, there are three behavioral agents, the goto, the avoid and the 
gothrough agents. Fig. 1, 2 and 3 show the instances of our design pattern for the 
three behavioral agents. All of them have their individual intelligence methods (goal 
component of the agent pattern). The goto agent uses a fuzzy collaborative control 
system to move the robot to a target position, the avoid agent a PID control system to 
avoid obstacles and the gothrough agent a model based system to pass through narrow 
places.  

Regarding coordination, all of them share the robot agent (resource), so conflicts 
could arise among them. Thus, they all have a utility computation method to deter-
mine who obtains the control over the conflicting resource (winner determination 
method). As stated above, the utility value varies in the interval [0, 1], 1 being the 
maximum value. Therefore, the agent who is controlling the resource sends to the 
other conflicting agents its utility value. 
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Agent Pattern Design Avoid Agent 
Internal State Maintain dodging obstacles progress information 

Configuration Avoid obstacles, guaranteeing save motion Goal 
Methods PID control system 

Competition Goto and gothrough agents for the robot 
Collaboration Sonar,encoder, mission planning, battery charger , 

robot agents 
Utility Computation   Based on time to collision   Coordination 
Resource Exchange Fuzzy-based smoothing method 

Helper Methods - 

Fig. 3. Pattern Design of Avoid Agent  

If this value is still the highest one, the agent will continue to control the resource. 
Otherwise, the agent who wins the resource obtains the opportunity to use the robot 
agent, but it should proceed on the resource usage taking into account its impact on 
the physical world in a similar manner than control fusion (resource exchange 
method).  For doing so, we propose a fuzzy method based on the information used in 
the coordination process that is the same for all the behavioral agents (see [8] for 
additional details). 

4   Experimental Set-Up  

We have implemented ARMADiCo in C++ on Linux. The robot used for experimen-
tation is a Pioneer 2DX of ActivMedia Robotics. 

To test the use of the design pattern two ARMADiCo configurations have been set 
up, according to two different development phases:  

− GA (Goto + Avoid): only the goto and the avoid agents are controlling the robot 
− GAT (GA + GoThrough): the gothrough agent has been added to test the difficulty 

to add a new agent in the system as well as to verify that the emergent behavior of 
the whole system continues to be coherent and the desired one. 

Next we present the defined scenario. The robot must go from Room A to Room B 
avoiding obstacles, as shown in Fig. 4-a). 

Scenario 
Parameters GA GAT 

TD 11.64±0.14 m 11.84±0.10 m
FO 2.57±0.60º 1.56 ±0.90º 
TT 71.84±6.85 s 60.17 ±3.45 s 
P 99.37±0.12 % 99.31±0.21% 

TG 68.64±3.14 % 99.31±0.21% 

a) Defined Scenario b) Results of the two tested situations  

Fig. 4. Scenario to test and results of the emergent behavior of the robot  
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5   Results  

Fig. 4-a) shows the trajectories described by the robot in grey when the GA configura-
tion is used and in dotted when the gothrough is added (GAT). Maybe the most im-
portant issue is the fact that introducing the gothrough agent is quite simple since the 
agent pattern helps to determine the important aspects to consider: following it no 
modifications on the existing agents must be carried out. 

Since our hypothesis is that the addition of the gothrough agent implies should im-
prove the whole robot behavior, we need also to test how this happens. For this purpose, 
we have considered the following measures: travelled distance (TD), the distance trav-
elled by the robot to reach the goal; final orientation (FO), the heading of the robot at 
the goal position; total time (TT), the total amount of time the robot needs to achieve the 
goal; precision (P), how closed to the goal position is the center of mass of the robot; 
and time goto (TG), the total time the goto agent has the robot control. 

Fig. 4-b) shows the average and standard deviation of each evaluation measure af-
ter five runnings. Comparing the results, we can see that they are very similar, except 
for the total time (TT) needed to arrive at the destination. With the gothrough agent, 
this time is decreased, meaning that the average speed is higher than when there is 
only the goto and the avoid agents. 

6   Related Work  

The application of multi-agent system to robotics has been mainly concerned to mul-
tiple robot system. For example, in [9] several soccer robots coordinate their activities 
based on case-based retrieval. Regarding the development of multi-agent architectures 
for a single robot, there are fewer works (see, for example, [10] and [11]). The main 
different with our architecture is that we follow a distributed coordination approach, 
so there is no central arbiter solving conflicts in the use of shared resources. As a 
consequence, we are following an emergence approach:  the global system behavior 
emerge (macro level) from individual agents (micro level behaviors). 

Regarding design issues, centralized coordination approaches use to follow a  
top-down traditional methodology. For distributed coordination multi-agent develop-
ment, design is still an open issue. The use of design pattern has recently concerning the 
multi-agent community to deal with engineering emergence in decentralized autonomic 
system, like ours. For example, in [3] an agent pattern is proposed to encapsulate a 
business specific class in an AgentSpace framework and other web-based environments. 
In [1] the authors propose the use of agent patterns combined with workflows as a 
methodology for developing such emergence systems. Our design pattern is simpler 
than the one proposed in [1], but accomplishes the design problems we have: to state 
clearly the requirements of each agent, that is, an individual intelligence and a social 
intelligence methods. However, we should contemplate the inclusion of workflows in a 
future work. 

Regarding the use of design patterns in robotics, there are several previous  
works out of the scope of the multi-agent paradigm. For example, [12] three behav-
ioral-based are proposed to deal with three different ways of dealing with human 
interaction in robot control: traded, shared and supervised. In traded control, the re-
sponsibilities for producing behavior are traded between man and machine; in shared 
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control, an operator is guiding the robot to target, and in supervisory control the con-
troller performs the entire task. In [13], a single design pattern is proposed to deal 
with the complexity of developing a robot control, according to three main layers: 
strategic, tactical and execution. All of these previous approaches focus on the devel-
opment of a single system for controlling a robot (mainly based on object oriented 
methodologies) and agent patterns helps in the complex process of dealing either with 
real-time complexity or with human-robot interaction [14]. However, our proposal 
focuses on the development of a control architecture composed by a collection of 
agents (or autonomous systems). So although internally each agent follows a modu-
lar-architecture based on object oriented programming as well, the pattern focuses on 
the cooperation of the different agents in the architecture while maintaining its indi-
vidual goals. Table 3 shows a comparative view of all the approaches.  

Table 3. Different design patterns for robotics 

Authors Focus Pattern(s) Number 
patterns 

Graves and Czarnecki  
[12] 

human-robot interaction traded, shared, supervised 3 

Nelson [13] real-time Strategic+tactical+ execution 1 
This paper agent cooperation individual+social 1 

7   Conclusions and Discussion 

Agents in a multi-agent architecture with distributed coordination are complex; need 
to deal with, at least, two kinds of intelligence (individual and social). In addition, the 
design of such agents is a recurrent process in which the same pattern is repeated, 
considering these two intelligence and design patterns offers a tool to facilitate this 
process. 

In this paper we have described the design pattern we have employed to define the 
agents of the ARMADiCo robot architecture. This pattern explicitly describes the 
combination of different kinds of intelligences (and so techniques) at the agent level. 
Thus, techniques as fuzzy logic, search are used to fulfill the individual intelligence of 
the agent; while utility computation or fuzzy logic are used to deploy the agent social 
abilities. The design pattern is then implemented as a module-based architecture that 
conforms the agent, which in turn interacts to other similar agents in the multi-agent 
architecture. We have experimentally shown how the use of design patterns facilitates 
the inclusion of new agents in the architecture, when applying it to control a mobile 
robot.  

As a future work, we are thinking on dealing with other methodological issues, as 
the ones proposed in [15], in order to deal with the emergence of the overall AR-
MADiCo architecture. 
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Abstract. Data sources are often dispersed geographically in real life applica-
tions. Finding a knowledge model may require to join all the data sources and to 
run a machine learning algorithm on the joint set. We present an alternative 
based on a Multi Agent System (MAS): an agent mines one data source in order 
to extract a local theory (knowledge model) and then merges it with the previ-
ous MAS theory using a knowledge fusion technique. This way, we obtain a 
global theory that summarizes the distributed knowledge without spending re-
sources and time in joining data sources. The results show that, as a result of 
knowledge fusion, the accuracy of initial theories is improved as well as the ac-
curacy of the monolithic solution. 

Keywords: distributed data mining, ensemble techniques, MAS, evolutionary 
computation. 

1   Introduction 

There are a lot of real problems where data are dispersed geographically, for example, 
the client data of different branches of a bank or the medical records from different 
hospitals.  If we want to learn about a behavior pattern of the bank clients or about the 
symptoms of a disease, we need to take into account all the data sources. One option 
is to join all the data sources and run a learning algorithm over it. Another option is 
trying to obtain the knowledge model in a decentralized way. The first option is not 
always possible, or demands a lot of resources. The second one requires a distributed 
framework for mining the distributed data sources (in order to obtain local theories). 
And then, it requires merging the local theories into a single global theory.  

Multi Agent Systems (MAS) have been used for distributed data mining success-
fully. For instance, in [1] MAS are applied to the credit card fraud problem, in [2] 
MAs are applied to carcinogenesis prediction and, recently, they have also been ap-
plied to artificial vision [3]. 

The merging process that obtains a single global theory from local theories can be 
considered a meta-learning process. Prodromidis et. all [4] define meta-learning as the 
technique that computes high level classifiers, called meta-classifiers, which integrate 
the base classifiers computed over independent and geographically disperse data 
sources, in some way. There are different well known techniques for meta-learning. 
[5] presents a study about different Ensembles of Classifiers (EoC) and the reasons 
for its base classifier accuracy improvement. These methods learn which base 
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classifier to use for each sample. The training set of the meta-classifier is composed 
by the base classifiers predictions. The output is a new theory that can provide the 
final prediction given the base classifiers predictions for a new instance of the prob-
lem. In [1,2] the EoC are demonstrated to improve the theory accuracy. Recently, in 
PAKDD 07 [6] the EoC have been the classifiers better positioned. 

Evolutionary computation has been used for combining classifiers. In [11], an evo-
lutionary algorithm is used for combining several classifiers. The members of the 
population are trees that can decide what initial classifier to apply in each case. In 
[12], an evolutionary algorithm  is used for selecting the base classifier set that will be 
combined. 

In this work, we present a MAS framework with an evolutionary approach to 
merge theories, in order to obtain in a decentralized way, a global theory more accu-
rate than the initial ones. 

In section 2 the framework based on MAS (called Theory Synthesis Evolution: 
TheSynEv) is described, including how the evolutionary approach has been used to 
the fusion of theories; in section 4 we present experiments and the results obtained. 
The paper ends with the conclusions presented in section 5. 

2   TheSynEv System 

This section describes the TheSynEv System: a MAS that mines several geographi-
cally dispersed data sources in order to obtain, in a decentralized way, a global theory 
that summarizes all the knowledge using an evolutionary approach. 

2.1   MAS Framework 

Each agent of the MAS can operate in two modes: learning or meta-learning. When 
an agent is in learning mode it learns from its data source and extracts the local theory 
that represents its knowledge model of the domain problem (fig. 1). Each agent does 
the same in a parallel way using a traditional learning algorithm (C4.5 [6]).  

When the system operates in meta-learning mode it produces a global theory. Each 
agent asks for the global theory, waits for it, and executes a fusion process in order to 
add his local knowledge, resumed in his local theory, to the global system knowledge 
(global theory). This is done in a sequential mode: only one agent can merge its local 
knowledge with the global knowledge at a time. The fig.2. outlines TheSynEv in 
meta-learning mode. 

Internally the system can be represented according to fig.3. In each site there is an 
agent capable of: 

1. Learning a local theory from the local training data set. This local theory may 
be used to classify any problem instance. This local theory also represents the 
domain map estimated from the evidence of local data. A traditional algorithm 
C4.5 is used in order to obtain the local theory. 

2. Adding its knowledge to the global system knowledge. The agent receives in a 
message the system global theory and modifies it adding the knowledge ex-
tracted from its local data source. The global theory is incrementally synthe-
sized from the individual local theories provided by the remote agents. 
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Fig. 1. System agents in learning mode. Each agent extracts his local theory (LT) using its data 
source (FD) as input. 

 

Fig. 2. System agents in meta-learning mode. Each agent fusions the local theory (LTi) and the 
global theory (TG) and obtains the new system global theory (TGi). 

 

Fig. 3. Each agent extracts the local theory from its data source, asks for the global theory 
trough a GTRequest message, fusions the local theory (LT) and the global theory (TG) modify-
ing this. It sets the modified global Theory (TG’) as the new system global theory. 

The global theory improves the EoC operation in two aspects: (i) making a predic-
tion without the participation of the base classifiers, (ii) offering an explanation in 
terms of the domain and (iii) solving knowledge contradictions. 
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2.2   The Evolutionary Approach 

We use an evolutionary algorithm in order to merge theories. Each individual repre-
sents an theory. The genetic operators used are: mutation and crossover. The process 
is divided into two phases: growth and evolution. The first phase has as input the 
global and local theories, several genetic operators are applied on these theories in 
order to obtain the initial population to be used in the evolution phase. The evolution 
phase transforms the initial population into a final population whose best individual 
will be the resulting global theory. 

Each individual is not represented as a bit string, but as several rule lists (one per 
class label). Each rule represents a region of the domain map. 

The mutation operator selects a rule randomly and changes its class label. The 
crossover operator selects an attribute randomly and computes the domain map for 
this attribute. The domain map is a partition according to this attribute’s values. Fig-
ure 4 outlines the operation of the crossover operator for a bi-dimensional problem 
and an attribute Ak with two values. 

 

Fig. 4. Representation of the crossover between two individual i1 and i2 using the attribute Ak 
for the partition. The results are the o1 and o2 offsprings. 

In the growth phase the genetic operators are applied over the global and local 
theories until the desired population size is reached. The size of the population is a 
program parameter. Each individual has a weight that represents its importance. The 
selection operator makes a probabilistic selection (individuals with large weight val-
ues are more likely to be selected for the next generation). In the growth phase, the 
weight to be assigned to the local theory depends on how much the global theory was 
modified by the local theory.  

For the evolution phase, an evolutionary algorithm [7] is used with the following 
parameters: i) the probability for applying a mutation operator, ii) the probability for 
applying a crossover operator, iii) the size of the population and iv) the number of 
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generations to be generated. The output of the fusion process will be the individual of 
the last generation with highest fitness value, i.e., highest accuracy. The accuracy is 
measured over a test dataset.  

3   Experiments 

The experiments have been done over twelve datasets of the UCI Machine Learning 
Repository [8]. Table 1 shows the characteristics of these problems. 

The WEKA application [9] was used to preprocess the datasets by the following 
way: 

1. the unsupervised attribute filter Discretize was used in order to discretize the 
range of numeric attributes in the dataset into nominal attributes using ten 
binds. 

2. the unsupervised instance filter Randomize was used in order to randomly 
shuffle the instances. 

3. attributes have been selected using information gain as attribute evaluator and 
ranker as search method. The ten best attributes have been selected using the 
attribute unsupervised filter Remove. 

4. the dataset was partitioned into 3 sets: (i) training set for local theory with 40% 
of the samples, (ii) training set for the global theory with 40% of the samples 
and (iii) test set for computing the accuracy with 20% of the samples. 

Results are presented in table 2. Several executions have been done for each dataset 
varying the parameters of the program (mutation probability and crossover probabil-
ity). All of them use the same values for size population and number of generations 
(10 and 100 respectively).  

Our goal is to determine whether the accuracy of the resulting theory improves the 
accuracy of the initial theories (local and global) and the accuracy of the monolithic 
solution. In order to compute the accuracy of the monolithic solution, the instances 
are joined in the two initial dataset portions for generating the monolithic theory. 

Table 1. Characteristics of the problems used in experiments. The columns are the name of the 
database (Name), the number of attributes including the class attribute (Attributes) and the 
number of the instances in the database (instances). 

Name Attributes Instances 
Hepatitis 20 155 
Balloon 5 76 
Echocardiogram 13 132 
Cylinder bands 40 512 
Agaricus-lepiota 23 8124 
1985 Auto Imports. 26 205 
BUPA liver disorders 7 345 
Respiratory 18 85 
Ionosphere 35 351 
Sonar 61 208 
Weaning 18 302 
Haberman 4 306 
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Table 2. Experiments. The columns are: the name of the dataset (name), the mutation probabil-
ity (m), the crossover probability (C), the accuracy of the initial local theory (TL acc), the initial 
global theory accuracy (TG acc), the accuracy of the new global theory resulteing from the 
fusion process (TG’ acc) and the accuracy of the monolithic solution (monolithic acc). This 
table shows in bold the experiments in which the accuracy of the global theory resulting from 
the fusion process improves both, the initial theories accuracy and the monolithic accuracy. The 
best execution for each dataset is underlined. 

Name m C TL acc TG acc 
TG’ 
acc 

Monolithic 
acc 

hepatitis10discretize 0.0 0.5 0.0 0.64 0.64 0.84 

hepatitis10discretize 0.1 0.4 0.0 0.64 0.84 0.84 

hepatitis10discretize 0.2 0.3 0.0 0.64 0.84 0.84 

hepatitis10discretize 0.3 0.2 0.0 0.64 0.84 0.84 

hepatitis10discretize 0.4 0.1 0.0 0.64 0.84 0.84 

hepatitis10discretize 0.5 0.0 0.0 0.64 0.8 0.84 

ballons 0.0 0.5 0.7 0.6 0.7 0.7 
ballons 0.1 0.4 0.7 0.6 0.8 0.7 
ballons 0.2 0.3 0.7 0.6 0.8 0.7 
ballons 0.3 0.2 0.7 0.6 0.8 0.7 
ballons 0.4 0.1 0.7 0.6 0.8 0.7 
ballons 0.5 0.0 0.7 0.6 0.7 0.7 

echocardiogramdiscretize 0.0 0.5 0.56 0.76 1.0 0.56 
echocardiogramdiscretize 0.1 0.4 0.56 0.76 1.0 0.56 
echocardiogramdiscretize 0.2 0.3 0.56 0.76 1.0 0.56 
echocardiogramdiscretize 0.3 0.2 0.56 0.76 1.0 0.56 
echocardiogramdiscretize 0.4 0.1 0.56 0.76 1.0 0.56 
echocardiogramdiscretize 0.5 0.0 0.56 0.76 0.76 0.56 

bands10discretize 0.0 0.5 0.766 0.95 1.0 0.883 
bands10discretize 0.1 0.4 0.766 0.95 1.0 0.883 
bands10discretize 0.2 0.3 0.766 0.95 1.0 0.883 
bands10discretize 0.3 0.2 0.766 0.95 1.0 0.883 
bands10discretize 0.4 0.1 0.766 0.95 1.0 0.883 
bands10discretize 0.5 0.0 0.766 0.95 1.0 0.883 
agaricus-lepiota.10.rand 0.0 0.5 0.965 0.990 0.990 0.995 

agaricus-lepiota.10.rand 0.1 0.4 0.965 0.990 1.0 0.995 
agaricus-lepiota.10.rand 0.2 0.3 0.965 0.990 1.0 0.995 
agaricus-lepiota.10.rand 0.3 0.2 0.965 0.990 1.0 0.995 
agaricus-lepiota.10.rand 0.4 0.1 0.965 0.990 1.0 0.995 
agaricus-lepiota.10.rand 0.5 0.0 0.965 0.990 0.990 0.995 

imports 0.0 0.5 1.0 1.0 1.0 1.0 

imports 0.1 0.4 1.0 1.0 1.0 1.0 

imports 0.2 0.3 1.0 1.0 1.0 1.0 

imports 0.3 0.2 1.0 1.0 1.0 1.0 



84 M.C. Gaya and J.I. Giraldez 

Table 2. (continued) 
 
mports 0.4 0.1 1.0 1.0 1.0 1.0 

imports 0.5 0.0 1.0 1.0 1.0 1.0 

bupadiscretizerand 0.0 0.5 0.652 0.0 0.652 0.579 
bupadiscretizerand 0.1 0.4 0.652 0.0 0.753 0.579 
bupadiscretizerand 0.2 0.3 0.652 0.0 0.753 0.579 
bupadiscretizerand 0.3 0.2 0.652 0.0 0.753 0.579 
bupadiscretizerand 0.4 0.1 0.652 0.0 0.826 0.579 
bupadiscretizerand 0.5 0.0 0.652 0.0 0.666 0.579 
rdsdiscretizerand10 0.0 0.5 0.882 0.941 0.941 0.941 

rdsdiscretizerand10 0.1 0.4 0.882 0.941 1.0 0.941 
rdsdiscretizerand10 0.2 0.3 0.882 0.941 1.0 0.941 
rdsdiscretizerand10 0.3 0.2 0.882 0.941 1.0 0.941 
rdsdiscretizerand10 0.4 0.1 0.882 0.941 1.0 0.941 
rdsdiscretizerand10 0.5 0.0 0.882 0.941 0.941 0.941 

ionospherediscretizerand10 0.0 0.5 0.9 0.814 0.914 0.928 

ionospherediscretizerand10 0.1 0.4 0.9 0.814 0.928 0.928 

ionospherediscretizerand10 0.2 0.3 0.9 0.814 0.928 0.928 

ionospherediscretizerand10 0.3 0.2 0.9 0.814 0.928 0.928 

ionospherediscretizerand10 0.4 0.1 0.9 0.814 0.928 0.928 

ionospherediscretizerand10 0.5 0.0 0.9 0.814 0.9 0.928 

sonardiscretizerand10 0.0 0.5 0.690 0.738 0.881 0.714 
sonardiscretizerand10 0.1 0.4 0.690 0.738 1.0 0.714 
sonardiscretizerand10 0.0 0.5 0.690 0.738 0.881 0.714 
sonardiscretizerand10 0.1 0.4 0.690 0.738 1.0 0.714 
sonardiscretizerand10 0.2 0.3 0.690 0.738 1.0 0.714 
sonardiscretizerand10 0.3 0.2 0.690 0.738 0.976 0.714 
sonardiscretizerand10 0.4 0.1 0.690 0.738 1.0 0.714 
sonardiscretizerand10 0.5 0.0 0.690 0.738 0.857 0.714 
weaningdiscretizerand10 0.0 0.5 0.766 0.733 0.783 0.766 
weaningdiscretizerand10 0.1 0.4 0.766 0.733 0.8 0.766 
weaningdiscretizerand10 0.2 0.3 0.766 0.733 0.783 0.766 
weaningdiscretizerand10 0.3 0.2 0.766 0.733 0.8 0.766 
weaningdiscretizerand10 0.4 0.1 0.766 0.733 0.9 0.766 
weaningdiscretizerand10 0.5 0.0 0.766 0.733 0.733 0.766 

habermandiscretize 0.0 0.5 0.766 0.0 0.766 0.766 

habermandiscretize 0.1 0.4 0.766 0.0 0.866 0.766 
habermandiscretize 0.2 0.3 0.766 0.0 0.9 0.766 
habermandiscretize 0.3 0.2 0.766 0.0 0.866 0.766 
habermandiscretize 0.4 0.1 0.766 0.0 0.9 0.766 
habermandiscretize 0.5 0.0 0.766 0.0 0.8 0.766  
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The experiments show that: 

• In 9 out of 12 datasets the accuracy of the initial theories and of the mono-
lithic solution are improved. The other datasets where this does not happen 
are hepatitis10discretize and ionosphere, where the accuracy improves that 
of the initial theories but equals the accuracy of the monolithic solution. In 
imports dataset the accuracy cannot be improved because it has the highest 
value. Thus, the improvements to the accuracies of the local theories, and 
to the accuracy of the monolithic solution, are demonstrated. 

• The best values of the accuracy for each domain is reached in 0.0/0.5 execu-
tion in 3 times, in 0.1/0.4 execution in 9 times, in 0.2/0.3 in ten times, 
0.3/0.2 in 8 times, 0.4/0.1 in 12 times and in 0.5/0.0 in 2 times. So both 
operators are necessary. 

4   Conclusion 

This paper shows a method for merging theories using an evolutionary approach. The 
advantages over other meta-learning approaches are (i) the explanation in terms of the 
domain attributes, (ii) that base classifiers are not required to classify a new instance 
of the problem and (iii) the knowledge contradictions are solved. 

The accuracies obtained in most datasets improved those of the initial theories (lo-
cal and global theories) and also the accuracy of the monolithic solution. In the cases 
in which the improvement isn’t achieved, at least the accuracy of the monolithic solu-
tion is equaled. 
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Abstract. Business process modeling (BPM) has proven itself as a useful tech-
nique for capturing the work practice in companies. In this paper, we focus on 
its usage in the domain of company simulation and we present a novel approach 
combining the clarity of BPM with the strength of agent-based simulations. We 
describe the enhancement of a general process modeling language, the algo-
rithm transforming these enhanced processes into the definition of agents’ be-
havior, and the architecture of the target multi-agent system simulating the 
modeled company. The example is given as the implemented prototype of all 
proposed methods leading towards the simulation of a virtual company. 

1   Introduction 

Business process modeling (BPM) is a widely used technique offering a simple and 
understandable view on the work practice and it is mainly utilized by managers and 
executives. However, it has limited usage and can be unsuitable in the domain of 
company simulation, usually based on a statistical calculation, which cannot suffi-
ciently represent human behavior or social factors. On the other hand, as proven by 
many existing applications, multi-agent systems and agent-based simulations can at 
the cost of typically more complicated specification provide more realistic model. 

In our research we intend to create an agent-based simulation of the work practice 
in a company that is defined using a BPM technique. Our goal is to reach following 
characteristics of a company simulation program:  

• A user can define a work assignment for agents (e.g. virtual subordinates) through 
some process modeling visual tool.  

• Employees, represented by agents, should be human-like and they should act in a 
virtual world in order to accomplish given tasks and predefined goals. 

• A user can see the virtual world, he/she can see the visual interpretation of agents 
representing employees, and can interact with this world. 

The motivation behind described goals is to allow an easy modification of an agent-
based simulation by a non-specialized user. An example can be given as an educa-
tional program for students of economy fields, where they can define what employees 
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Fig. 1. The ground idea of presented approach 

should do and how the employees should cooperate, and the program simulates and 
shows the progress of the work in the virtual world that represents the company.  

In order to accomplish our objectives, we enhance a process language that can be 
automatically transformed into behavior description of agents that act in a multi-agent 
system (MAS), which represents the target simulation. The main aim of this paper is 
to present the algorithm transforming these enhanced processes into the hierarchical 
reactive plans for agents as well as to describe the architecture of a multi-agent sys-
tem that can simulate virtual employees in a virtual world. Note that we understand 
these enhanced processes to be a parameterization for the target MAS and we assume 
other mandatory aspects for the agent-based simulation, such as the description of a 
virtual world, a priori knowledge of agents and their basic behavior (e.g. picking up 
an object), to be already captured (see Figure 1). 

This paper is organized as follows. In Section 2 we analyze the problem domain 
and discuss different approaches in the area of company simulation. Section 3 is de-
voted to the description of a process modeling language enhancement. In Section 4 
we describe the functioning of the target multi-agent system together with the algo-
rithm transforming these enhanced processes into hierarchical reactive plans. In Sec-
tion 5 we briefly present implemented prototype and the case study and we give our 
conclusions and discuss the possibilities of the future work in Section 6. 

2   Business Process Simulation 

We understand a business process to be an activity relevant for adding a value to an 
organization and capturing these activities as the business process modeling (BPM). 
There are several different languages that can be used for BPM, such as Unified Mod-
eling Language, Business Process Modeling Notation or Event-Driven Process Chains 
(EPC) [5]. They are all related to some visualization and as they are very similar to 
each other, we will further talk about a general process language that represents a set 
of sequences of activities (processes), and that can be split into several flows or joined 
back together. 
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Usual process simulation approaches based on BPM methods are based on statisti-
cal calculation (e.g. as in [9]). However, several problems can be identified while 
using this method. As shown in [10], the concept of work itself consists of more than 
a functional transformation of work products by people and there are a lot of influ-
ences that cannot be captured using any business process model (e.g. effects of  
collaboration of employees or their communication). Moreover, employees are con-
sidered to be only the resources and it is hard to simulate their specific aspects (e.g. 
experience level, cultural or social factors) [10]. Finally, this method has only limited 
capabilities of visual presentation of running simulation and we do not actually see 
the employees working.  

2.1   Agent-Based Company Simulations and Related Work 

Agent-based simulations and their usage in a simulation of a company can bring sev-
eral crucial advantages in the course of the simulation as such [4, 6, 8, 10], and can 
overcome some of the problems identified in the previous section. Firstly, agents that 
represent employees are more accordant with people and issues like communication, 
cooperation or coordination are all the basic characteristics of a multi-agent system. 
Agents can also be specialized (e.g. in life experience or adaptability in a new envi-
ronment), agents are able to plan the assigned work or assign work to other agents, 
and modeling of interruptions or human behavior (e.g. personal characteristics, basic 
needs) is a lot easier too. Finally, in an agent-based simulation, which is set in a vir-
tual environment, possible non-modeled behaviors can emerge (e.g. an agent carrying 
paper can be affected by other agents that are blocking the way). 

However, the standard specification of an agent-based simulation is usually being 
done by defining agents' duties separately (e.g. using rules or finite states machines) 
in a correct way in order to achieve a global goal. Such an approach puts higher de-
mands on a user and it is in contradiction to our requirements.  

Hence we need to analyze possibilities of combining the BPM with agents, which 
is, according to our research, a not well documented approach and it is, to our best 
knowledge, not covered by any theory that would interpret a relationship between a 
general process-like language and an agents' architecture from the artificial intelli-
gence point of view. We found several practical solutions in the domain of process 
modeling [4], in workflow systems [2, 11], or in biomedical informatics [3]. Their 
common characteristic is the attempt to formalize actions on a very low level (i.e. the 
atomic actions are rather basic, such as checking specific fields on an invoice) in 
order to be automatically executed by agents. Also, more advanced issues like the 
concept of trust, or different perspective of agents on the execution of their joint activ-
ity [4, 11] are addressed, which inhibits the development of the general transforming 
algorithm. 

Approach in this paper presents several crucial distinctions. The first evolves in 
modeling actions on a higher level (i.e. handling an invoice can be the atomic activ-
ity). As we intend to apply the system in a simulation, we need to describe the activi-
ties and their expected results, but we do not expect the system to actually solve the 
problems. Moreover, we are integrating the concept of a process modeling technique 
into an existing agent framework (i.e. we do not model the whole MAS) and we set 
the simulation into a virtual environment. 
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3   Agent-Based Simulation Enhancement of a Process Language 

In order to successfully simulate processes by means of autonomous agents, we can 
not use pure BPM language and we need to enhance it with several aspects. As we 
talk about these enhancements using a general process-like language, we mention the 
key ideas only and the enhancement of a specific language (EPC) is described in [1] 
more in detail. Firstly, we discuss inputs, effects, actors, and location of the activity, 
followed by more advanced concepts. 

Inputs are representing the objects that are used during the execution. Moreover, 
they are also interpreted as a logical input condition that describes what state the at-
tributes of the object should be in, in order to use it in the activity (e.g. we want to 
handle only new invoices in a process, hence the state of the invoice object should be 
“new”). Effects represent the adding value of a process. Two cases have to be distin-
guished: when a new object is created, and when an existing object (the one that is 
already used by the process as an input object) is modified. Actors represent a role 
that agent has to posses in order to execute the activity. We assume that the roles are 
organized in a tree hierarchy, agents can posses several roles, and a single role can be 
handled by several agents (e.g. agent Jane is a secretary, but she is also an employee 
and a human). Finally, location points to a place where the activity should be exe-
cuted in a virtual world.  

Beyond these quite straightforward aspects, we identify several more advanced 
characteristics. Objects and actors can be optional in their participation in an action, 
and they both can be used in more activities simultaneously, thus parameters regard-
ing their utilization have to be specified for every activity. Furthermore, we want to 
utilize the cooperation of several agents participating on a single activity, hence we 
have to allow the assignment of more actors to a process. 

The crucial part of the simulation is the course of an activity as such. We describe 
it using a mathematical function that can be defined for each output effect of a single 
process separately, meaning we are modeling several courses of changes in time – one 
for each output effect (e.g. the state of an invoice can during an execution of a single 
process change from “new” through “verified” to “prepared for payment”, but the 
amount of money at the same invoice can be increasing linearly during the process 
due to a fine). Thanks to using general mathematical functions we can determine  
the precise state of all output effects at any time and we are able to apply partial re-
sults into a virtual world when an interruption occurs. Because all of the described 
functions have only one input variable – discrete time – we can transform the set of 
functions as a single multidimensional transition function of the process. Finally, 
according to a real-life practice, we expect the real course of the function during the 
simulation to depend on the actual state of environment and input objects (e.g. if we 
have some of the optional input objects we need less time to finish). Hence the transi-
tion function has to be parameterized by these aspects.  

In order to successfully simulate the passage through a process sequence that con-
tains splitting points, we also have to decide which of the continuations shall we fol-
low. We prefer using a probabilistic values at the decision point rather than an attempt 
to formalize the logic of the decision been made. We argue that gaining the probabil-
istic values can be easier than the latter approach, as the real-life decisions are usually 
too hard to formalize. 
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Fig. 2. Architecture of the multi-agent system for a company simulation 

4   From Enhanced Processes to an Agent-Based Simulation 

In this section we describe the transformation of extended processes into an agent-
based simulation together with the architecture of the target MAS that simulates a 
modeled company. At first we focus on duties of individual agents in MAS followed 
by the description of the transforming algorithm.  

4.1   Architecture of the Multi-Agent System 

The architecture of the MAS is shown in Figure 2. We differentiate several types of 
agents, but there are three main groups. The first is the environment agent represent-
ing the virtual world. Secondly, there are employees agents that correspond with the 
virtual employees and they have their virtual body in the virtual world. Finally, we 
identify three types of auxiliary agents (control, coordinating and role agents) which 
help to organize employee agents in case of more complicated scenarios. In our ap-
proach we are using the blackboard architecture, where every agent is able to read and 
write at the common blackboard. The reason for this choice results from an easier 
realization of coordination of agents as well as an easier implementation. For em-
ployee agents we use hierarchical reactive plans as the inner control architecture. We 
based this decision on the fact, that hierarchical rules can already define a complex 
behavior and they further can be enhanced with planning or learning. 

Let us present the simplest scenario of the simulation of a single activity: An em-
ployee agent reads from the blackboard the set of currently allowed actions (based 
entirely on process chains, the input conditions of actions are not considered here), it 
autonomously chooses one of them on the basis of its internal rules and the ability to 
satisfy the input conditions, and commits itself to execute it. It asks the transition 
function of the process, what is the expected finish time of this instance of the activity 
(as it can depend on the actual values of input objects attributes), and after the speci-
fied time it applies the target values of the effects of the activity as provided by the 
transition function and marks the activity as finished at the blackboard. However, 
during the execution of the activity, the agent can suspend its work (e.g. because it 
needs to accomplish a task with higher priority). At the time of the occurrence of this 
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suspension, the agent asks the transition function for actual values of all effects and 
reflects the partial changes in the environment. 

Now, we focus on the functioning of the whole system. The control agent is the 
one who controls the correct order of the process execution according to the process 
chains and sets the set of currently allowed activities. In the case of cooperation of 
several agents in a process execution, the coordinating agent takes responsibility for 
notifying the correct subordinate agents and monitors their progress. Note that in this 
case, only one employee agent gets to actually execute the activity as explained above 
(so called master agent) and the other ones are considered to be only passive observ-
ers. However, the coordinating agent is necessary again in the case of an interruption, 
where it chooses one of the other participating agents to be the master. Finally, we 
describe the duties of the role agents. As we have stated in Section 3, we are using the 
concept of roles. Hence the role agent reads the set of currently active processes for 
the given role (set by control or coordinating agent) and activates them for selected 
employee agent that will execute them. Furthermore, when an interruption occurs and 
the suspended agent should be replaced by another one, role agent is responsible for 
notifying another employee agent possessing the same role.  
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Fig. 3. Plan visualization for an employee agent 

4.2   Transforming Algorithm 

Let us now describe how the algorithm for automatic hierarchical reactive plans gen-
eration works (see Figure 3). As we have already stated, we are using the reactive 
architecture in our implementation of the algorithm, hence each goal of the plan is 
represented by a fuzzy if-then rule. For each process the employee agent can partici-
pate in, one rule is automatically generated. These rules are for each agent ordered by 
the descending priority of the activities and they form the first level of hierarchical 
architecture of the agent. The second layer is created by several sets of rules, where 
each set is collocated with one first-level rule. This second-level set of rules then 
represent several partial activities that are necessary to accomplish according to the 
conventions in the virtual world (e.g. transporting movable objects to the place of the 
execution of the process), and one rule for executing the simulation of the activity as 
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such (modeled by a transition function as described in Section 3). Except the last one, 
the nature of these rules depends on the conventions that hold in the virtual world and 
therefore cannot be generalized.  

The condition of a first-level rule is created as a conjunction of all constrains re-
lated to properties of input objects and participants (i.e. correct values of their utiliza-
tion (whether they can execute this activity) and possibly other attributes, such as the 
state of an invoice etc.), and activation of an appropriate process. Moreover, if an 
input object or a participant is not mandatory, related conditions do not need to hold 
in order to fire the rule. 

5   Prototype and a Case Study 

In order to verify proposed process language enhancement, transforming algorithm 
together with the multi-agent system, we implemented a working prototype of a com-
pany simulation. For brevity, we highlight only the key parts and the details can be 
found in [1].  

From several possible BPM languages, we chose and enhanced EPC. The observa-
tions defined in Section 3 are mostly semantic and we use standard EPC objects and 
their properties to capture them (e.g. we use orientation of “relation edges” connect-
ing processes with data objects to differentiate input and output objects, we specify 
properties to capture their utilization in the process, obligation, etc.). Furthermore, we 
implemented these process language enhancements as an extension of existing EPC 
formal notation language EPML [7], and we created a new language which we call A-
EPML. As a formalization of the transition function we used a Java class that can be 
highly configured through XML parameters stored in an A-EPML file. Using the new 
element of the A-EPML language, we can connect the Java class with the activity – 
e.g. a general linear function for each output effect is implemented in Java, but the 
parameters (e.g. different slopes of linear functions for separate effects) are passed 
through the XML configuration. This way we satisfied all demands on the transition 
function defined in Section 3 (we can easily implement a configurable multidimen-
sional mathematical function using Java) together with preserving the possibility of 
easy visual modeling (user can set these properties using a visual tool). 

As the next step we selected a proper multi-agent simulation framework – Intelli-
gent Virtual Environment1 – and implemented the transforming algorithm that creates 
sets of hierarchical rules from A-EPML files for each employee agent as described in 
Section 4.2. Finally, we created a case-study: a simulation of a small software devel-
opment team. We designed the virtual world representing several offices with com-
puters, desks and six employees (see Figure 4), and implemented pre-defined behavior 
of auxiliary agents and employee agents (e.g. walking, transporting objects). We mod-
eled four EPC process chains on the basis of a real company. We selected the ones 
that, on the one hand, cover some cognate areas, but they as well cover most of the 
possibilities in enhanced EPC modeling – we chose repairing a broken computer, fix-
ing a bug in software, implementing and testing a new feature in a software product 
and handling an invoice. We successfully applied our algorithm to transform them into 
rules for agents in IVE, where they acted according to the process model. 
                                                           
1 http://urtax.ms.mff.cuni.cz/ive 
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Fig. 4. Screenshot of the virtual world of implemented case study 

6   Conclusion and Future Work 

In this paper we have presented a novel approach combining the process language 
with the description of agents' behavior creating that way an easy modifiable agent-
based simulation of the work practice in a company. We identified necessary addi-
tional characteristics that we need to enhance a process language with, designed the 
algorithm transforming these processes into reactive hierarchical plans for agents, and 
defined the functioning of a multi-agent system simulating the modeled company. To 
prove the functionality of our proposal we implemented described enhancement into 
the EPC language, created an appropriate A-EPML notation to store these processes, 
and implemented the algorithm transforming them into a multi-agent framework re-
sulting into an agent-based simulation.  

Our approach has several advantages. It opens the possibility of the behavior  
description of agents in the simulation using a simple graphical tool in the form of 
processes. Furthermore, these agents can easily be visualized in the virtual world rep-
resenting a company, giving that way a good overview at the course of the simulation.  

We argue that the presented method can also have other applications, than the one 
shown in this paper. Because the process modeling method is quite natural it can be 
applied in various areas (e.g. formalized medical guidelines). However, there are 
some limitations in the architecture of the employee agents and dependence on the 
rules of the virtual world during the transforming algorithm. Hence the future work 
will be mainly focused on overcoming these disadvantages and applying proposed 
approach in other areas as well. 
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Abstract. In MAS, agents sometimes require services that other agents provide. 
In addition, agents could ask for the performance of the requested services in a 
bounded time. The late fulfilment of some services could reduce the quality of 
the response offered by a multi-agent system. Therefore, before committing it-
self to performing a service, an agent must analyse if it is able to complete the 
service within a specific time. This article proposes the use of the case-based 
reasoning methodology to carry out this analysis. A framework featuring a 
Commitment Manager that takes commitment decisions on the basis of previ-
ous experiences is presented in the paper. 

1   Introduction 

Real-Time Systems and, more specifically, Real-Time Artificial Intelligence Systems 
(RTAIS) have emerged as useful techniques for solving complex problems, which 
require intelligence and real-time response times. In RTAIS, flexible, adaptive and 
intelligent behaviours are of great importance. Nowadays, the Multi-Agent Systems 
(MAS) paradigm has appeared to be especially appropriate for developing these kinds 
of systems [2]. However, the main problem concerning real-time MAS (RT-MAS) 
and real-time agents (RT-agents) is the merging of intelligent deliberative techniques 
with real-time actions in complex and distributed environments. 

In MAS, agents are grouped together to form communities or organisations that 
cooperate to achieve individual or collective goals. In most of these systems, the 
community members have different (but related) problem solving expertise that has to 
be coordinated for solving problems. Such interactions are necessary due to the de-
pendencies between the actions of the agents, the need for meeting global goals or the 
agent’s lack of sufficient capabilities, resources or information to solve the entire 
problem. To develop better models of coordination and improve the efficiency of 
MAS, it is necessary to gain a deeper understanding of the fundamental concepts 
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underpinning agent interaction [6]. A way of characterising MAS is to employ the 
notion of commitments. Commitments are viewed as responsibilities acquired by an 
agent for the fulfilment of an action under certain conditions concerning other agents 
10]. This provides agents with a degree of predictability, taking the activities of others 
into account when dealing with inter-agent dependencies, global constraints or re-
source utilisation conflicts. If we apply the notion of commitments in real-time sys-
tems, the responsibility acquired by an agent for the accomplishment of an action 
under (Possibly hard) temporal conditions increases the complexity of these kinds of 
systems. If one agent delegates a task to another with a determined deadline, the agent 
which commits itself to developing this task must not fail to fulfil this commitment. 
Otherwise, a deadline violation in real-time systems may cause serious or catastrophic 
effects in the system or dramatically reduce the quality of the response. 

This work proposes a commitment-based framework for real-time agents based on 
the Case-Based Reasoning (CBR) methodology. The framework provides an agent 
with the necessary tools to decide, in a temporal bounded way, if it has the resources 
and the necessary time to commit itself to the execution of a certain service. This 
management includes the strict control of the available resources (especially the time 
available without affecting critical responsibilities). The main component of the 
framework is a Commitment Manager, which is capable of determining if the agent 
has the necessary resources and the required time for the successful execution of the 
commitment. Therefore, this manager will have two key functionalities: to determine 
the availability of resources, and to estimate the time involved in the execution of the 
related tasks. The latter functionality employs bounded CBR techniques providing 
temporal estimations based on previous experiences. This temporal bounded CBR 
allows a feasibility analysis to be carried out, checking if the agent has enough time to 
fulfil the commitment, while guaranteeing the real-time constraints of the agent. 

The rest of the paper is structured as follows: section 2 shows the Commitment 
Manager features; section 3 presents the proposed CBR technique; section 4 shows an 
application example based on mobile robots; and finally, some conclusions are ex-
plained in section 5. 

2   Real-Time Commitment Management 

The Commitment Manager (CM) is a module of a real-time agent aimed at improving 
the agent’s behaviour when it offers services in a real-time environment. This module 
performs two main functions: (i) to analyse whether or not the agent can satisfy the 
service requests of other agents. Once a service request is accepted, the agent is com-
mitted to its performance for the MAS where the agent is located; (ii) to manage the 
different commitments that the agent has acquired in order to avoid possible viola-
tions. As a last resort, if the agent’s integrity is in danger due to an unexpected error, 
the manager can cancel a commitment. The CM is composed by: 

• The Resources Manager (RM): with this module the agent can check if it has the 
necessary resources to execute the related tasks to achieve the goal associated to 
the service when its request arrives. Otherwise, the module can determine when the 
agent will have the necessary resources. This analysis calculates when the agent 
should start the task execution with all of the available resources. 
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• The Temporal Constraints Manager (TCM): before the agent commits to per-
forming a service, it is necessary to verify whether it can complete the service be-
fore its deadline. The TCM module performs this verification by using real-time 
dynamic scheduling techniques to determine whether the task execution is feasible.  

The Commitment Manager module works as follows: 

1. When a service request arrives, the agent that offers it uses the Commitment Man-
ager module to extract the tasks that can achieve the goal fired by the service. 

2. For each task (or set of tasks) that can achieve the goal, the Commitment Manager 
must: (i) check if the agent has the necessary resources to perform the task (using 
the RM); and (ii) analyse whether the task can be before the specified deadline (us-
ing the Temporal Constraint module). 

3. Once the Commitment manager has verified that the agent has all of the necessary 
resources related to the requested service and, therefore, that the service can be 
done in time, the agent commits to performing it.  

4. The Commitment Manager is in charge of ensuring that the acquired commitments 
are fulfilled. In cases where a commitment cannot be fulfilled, the agent should re-
negotiate the commitment or cancel it, reducing the potential negative effects. 

One of the main difficulties concerning this manager is obtaining the temporal cost 
for specific services that include unbounded tasks. To deal with this problem, our 
approach employs a bounded CBR technique, explained in the following section.  

3   RT-CBR 

The TCM is in charge of deciding if an agent can commit itself to perform a service 
without exceeding the maximum time assigned to complete that service. Our ap-
proach is to make use of previous experiences when making such a commitment. We 
assume that, unless unpredictable circumstances arise, an agent can commit itself to 
performing a service within a specific time if it has been able to do so in a similar 
situation in the past. This is the main assumption of CBR systems, which hold that 
similar problems have similar solutions [1]. By using this methodology, agents can 
retrieve previous experiences from a case-base, reuse the knowledge acquired, revise 
such knowledge to fit the current purposes and finally, retain the new knowledge 
gained in this reasoning process. Therefore, to decide if an agent can commit itself to 
execute a service within a specific time (following a soft Real Time approach) a Case-
Based Reasoning module has been included in the framework. This RT-CBR module 
is used by the TCM to analyse whether the execution of a task can be finished before 
the specified deadline in view of similar previous cases stored in a case-base that the 
manager can accede. The cases of the RT-CBR module must somehow keep informa-
tion about the time spent on performing specific services in the past. Therefore, the 
general structure of the cases will be the following: 

C = <S, {T}> (1) 

where S is a structured representation of the problem (i.e. one task of a service) that 
the case originated from and T is the time that the execution of that task took in the 
past. Note that T can also be a series of values, since the time spent performing tasks 
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can change in different contexts. In this case, the estimation obtained by the RT-CBR 
module will be a function t: T→ f(T) which, in view of past temporal values, provides 
an estimation of the necessary time to perform a task. By using this estimation, the 
expected time to perform a service Ts (consisting of a set of tasks) is the aggregation 
of the estimated time for each of its tasks: 

Ts = ∑
=

I

i
it

1

 (2) 

In addition, if a success probability P(Ts) can also be estimated, agents could use 
this probability to take strategic decisions about the commitments that they are asked 
to fulfil. Furthermore, if a confidence factor (CF) which sets a minimum threshold for 
the success probability could be specified, agents would commit themselves to fulfill-
ing a service if: 

∃ Ts / P(Ts) ≥ CF ∧ Ts ≤ deadline (3) 

 In this case, greater confidence factors give rise to less risky decision strategies.  

3.1   Real-Time Case-Based Commitment Management  

Due to the soft real-time constraints of the framework, the retrieve and reuse phases 
of the CBR cycle must be executed in a bounded time. On the one hand, the RT-CBR 
case-base must be structured in a way that eases the search and retrieval of its cases 
by using algorithms with a bounded temporal cost. Indexing the case-base as a Hash 
Structure, where the search has a worst case temporal cost O(n), n being the number 
of cases stored, is a possible solution. However, this choice forces the RT-CBR case-
base to keep a maximum number of cases, since the temporal cost of the retrieval 
depends on the case-base size. In addition, constant maintenance is also required to 
ensure that the case-base stores useful and up-to-date information. 

On the other hand, during the reuse phase the retrieved cases are adapted to be use-
ful in the current situation. Such adaptation must also be performed in a bounded 
time, since the TCM needs to take a quick decision about whether or not to make a 
particular commitment, and it has a limited time to such reasoning. Otherwise, a late 
response from the RT-CBR module will be useless.  

Finally, the revise and retain phases of the CBR cycle can be executed off-line. It 
has been assumed that the revision of the final result achieved with the execution of a 
task does not affect the decision to commit the agent to performing that task. Thus, 
the revision of the utility of the advice that the RT-CBR module has provided to the 
TCM can be performed when the agent has some available time. Similarly, the reten-
tion of new information in the case-base can also be performed off-line. This paper is 
focused on the explanation of the retrieval phase and, indirectly, on the reuse phase, 
which is coupled with the retrieval in the current RT-CBR design. As explained 
above, these phases must observe temporal constraints. The rest of the phases of the 
CBR cycle are omitted due to space restrictions. 
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4   Application Example 

A prototype of a mail robot example has been developed for our proposal. The prob-
lem to solve consists of the automated management of the internal and external mail 
(physical mail, non-electronic) on a department floor. The system created by this 
automation must be able to request the shipment of mails from an office on one floor 
to another on the same floor, as well as the reception of external mail at a collection 
point for later distribution. Once this service has been requested, a set of mobile ro-
bots must gather the shipment and direct it to the destination. It is important to note 
that each mail distribution task must be completed before a maximum time, specified 
in the shipment request. Thus, the use of real-time agents is necessary in this example. 
This example is a complex problem and is clearly distributed, which makes the MAS 
paradigm suitable for its solution. Summarising, we can distinguish three types of 
agents in the system: 

• Interface Agent: this agent is in charge of gathering user requests. A is transmitted 
by the interface agent to the mail service offered by the floor agent. The user can 
employ a mobile device to communicate with an interface agent. 

• Floor Agent: the mission of this agent is to gather the delivery/reception of mail 
sent by the interface agent and to distribute the work among the available robot 
agents around the plant. The floor agent interacts with the robot agents by means of 
the invocation of their mail delivery service. 

• Robot Agent: the robot agent is in charge of controlling a physical robot and man-
aging the mail list that this robot should deliver. In the proposed example, three ro-
bot agents are employed. Each robot agent controls a Pioneer 2 mobile robot. The 
agent periodically sends information about its position and state to the floor agent. 
This information is used by the floor agent to decide, at each moment, the most ap-
propriate agent to send a new delivery request.  
One of the services offered by the robot agent is mail delivery, which involves its 

movement from an initial position to a final one. In order for an agent to commit itself 
to this delivery in a bounded time, a temporal estimation, as accurate as possible, is a 
must. In this system, the Commitment Manager makes use of the CBR methodology 
to deal with this requirement. 

4.1   CBR Integration 

In this example the RT-CBR module has been integrated in the TCM of the robot 
agent. The CBR methodology has already been applied to control multi-agent robot 
navigation [7][9], plan individual moves and team strategies in the RoboCup league 
[8] and develop a hybrid planner for a real-world mobile robot [4]. However, these 
approaches do not observe a specific deadline for the performance of tasks or  
services, but they assume that agents have an unbounded time to fulfil them. The 
purpose of this module is to decide if the agent will be able to perform a requested 
service without exceeding a specified deadline and, this being the case, commit itself 
to carrying it out. Hence, the module case-base stores the information about previous 
shipment experiences which will be used to support the agent in the undertaking or 
not of a new commitment. The cases are tuples of the form: 
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C=<I, F, Nt, Ns, T> (4) 

where I and F represent the coordinates of the initial and final positions of a path 
along which the robot travelled in the past, Nt is the total number of times that the 
robot travelled down this path, Ns is the number of times that the robot successfully 
completed the path within the case-based estimated time and T is the real time (or the 
series of time values) that the robot spent travelling on this route. Note that no com-
plete routes (i.e. from the robot original position to the final position that it wants to 
reach) are stored in the case-base. The paths that it travelled straight down whose 
composition forms the complete route, are stored as cases though. This structure eases 
the reuse of cases and allows the time that the agent would spend on travelling down a 
new route to be inferred by trying to compose the path with several cases. 

Before the agent starts to travel the path to perform a shipment service, it must be 
sure that it can reach the position of the delivery point within the time assigned to this 
service. Therefore, the agent uses the TCM to decide if it can travel the entire route 
without exceeding the deadline of the service. So, it uses the RM to estimate if it will 
have enough power resources to travel the path. The former starts a new reasoning 
cycle in the RT-CBR module. In each cycle, the module tries to retrieve from the 
case-base cases that compose the entire route that the agent has to travel. In the best 
case, the entire route can be composed by using several cases from the case-base or 
even better, the case-base has a case representing exactly the same route that the agent 
wants to travel. If that is possible, the estimated time that the agent will spend to 
complete the shipment can be computed by using the time that it spent in the past to 
travel each sub-path that composes the route. Therefore, the RT-CBR module could 
provide the agent with a probability of being able to travel the route on time. Other-
wise, at least the module could provide the agent with a probability estimation.  

Due to the temporal constraints that the CBR process has to keep, we have fol-
lowed an anytime approach [3] in the design of the retrieval-reuse phase algorithm. 
Therefore, the reasoning process is performed in an iterative way, providing the agent 
with a solution at every step (the probability of being able to travel the route). This 
solution is improved in subsequent steps of the algorithm, while the maximum time 
assigned to the RT-CBR module for making its estimation has not been exceeded.  

Firstly, the algorithm retrieves the cases from the case-base of the module. Then, 
for each case it uses a confidence function to compute the probability of a robot trav-
elling from an initial point to a final one in an area without diverting its direction. In 
the ideal case whereby the agent has already travelled the path a case representing it is 
stored in the case-base and the following confidence function will be used: 
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where dist1j is the distance travelled between the points <i,j>, Nt represents the total  
number of times that the robot has travelled the path, Ns represents the number of 
times that the robot has travelled the path within the case-based estimated time and 
maxDist is a threshold that specifies the maximum distance above which the agent is 
unlikely to reach its objective (the points are too far apart). However, if the agent has 
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still not travelled the path and the case-base does not have the case, a confidence 
function that takes into account the distance that separates both points will be used: 
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where const1 and const2 are normalization parameters defined by the user, distij is the 
Euclidean distance between the points <i,j> and d1 and d2 are distance bounds. This 
function computes a smoothed probability that the robot can travel the path straight 
ahead. Note that if the final point is close to the initial point (below d1) the confidence 
function should produce high values. However, as the distance increases, this prob-
ability quickly decreases. After a distance d2, the probability approaches 0. 

Once the probability of the robot reaching its objective is computed for each case, 
the path with the maximum probability of success must be selected. To perform this 
selection, the complete path from the initial position to the final one is composed by 
following an A* heuristic search approach [5]. The selection function F(n) (7) consists 
of two functions: g(n) (8) which computes the case-based confidence of travelling 
from the initial point to a certain point n and h(n) (9) which computes an estimated 
confidence of travelling from the point n to the final point. This estimation is always 
greater than the actual confidence.  

h(n) * g(n) (n) F =  (7) 
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dist
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Finally, the function T(n) (10) determines if the robot agent has enough time to 
travel the path from the initial point to the final one. If the time estimated by this 
function exceeds the maximum time needed to travel the path, the algorithm prunes 
this specific route, since the agent does not have enough time to fulfil its commitment. 
This function consists of two functions: time(n) (11) which computes the case-based 
time of travelling from the initial point to a certain point n and E(n) (12) which com-
putes an estimated time of travelling from the point n to the final point. In (11) distnf 
represents the distance between the point n to the final point, Vrobot is the speed of the 
robot, ftrust(m, n) corresponds to (5) or (6) (depending on the existence of the path in 
the case-base) and the constant consttrust ∈ [0, 10] represents the degree of caution of 
the robot agent. Greater values of the constant increase the value of time(n) and 
hence, the agent will be more cautious. If the RT-CBR algorithm is able to compute 
the entire path from the initial point to the final point, it returns the case-based  
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probability of fulfilling the commitment. In cases where the algorithm did not find a 
solution, it returns the product of the accumulated probability until that moment and a 
pessimistic probability of travelling from the last point visited to the point that it 
wants to reach. Finally, if all solutions exceed the time assigned to fulfil the commit-
ment, the algorithm returns a null probability.  

5   Conclusions 

The agent’s commitment management needs deliberative processes in order to decide 
if the agent has the resources and can commit itself to doing a specific task. In the 
case of real-time agents, which are situated in real-time environments, a commitment 
can be temporal bounded. So, the agent must have the necessary mechanisms to study 
the temporal cost associated with its available tasks. The work presented in this paper 
introduces a CBR approach for deciding if an agent can commit itself to perform a 
service without exceeding the deadline assigned for performing that service. The 
approach provides the necessary tools allowing the agent to decide, in a temporal 
bounded way, if it has enough time to commit itself to the execution of a specific 
service. For now, we have focused our work on the design and implementation of the 
different phases of the CBR cycle for a mobile robot problem.  This work is under 
progress and, at the current time, we are testing the proposal in a simulated scenario.  
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Abstract. This paper proposes a new evolutionary algorithm with adaptive 
penalty coefficient. Firstly, the crossover operator of the new algorithm 
searches a lower-dimensional neighbor of the parent points, so that the 
algorithm converges fast, especially for high-dimensional problems. 
Secondly, the violation values of all constraint functions and the value of the 
objective function are normalized, and therefore, only one penalty coefficient 
is needed in the scheme. The penalty coefficient is selected adaptively. It is 
not too big, so as the algorithm can converge fast, and it is not too small so as 
the algorithm can avoid local optimal as much as possible. Thirdly, the 
standard deviation of violation values of the constraint functions is added to 
the violation item in the penalty function, and therefore, the individuals in the 
population can evenly approach the feasible region from the infeasible space. 
We have used the 24 constrained benchmark problems to test the new 
algorithm. The experimental results show it works better than or competitive 
to a known effective algorithm [7] 

1   Introduction 

EAs for constrained optimization can be classified into several categories by the way 
the constraints are treated: 

1) Constraints are only used to see whether a search point is feasible or not [1], [2]. 
2) The constraint violation and the objective function are used separately and are 

optimized separately [3]–[8]. These methods adopt a lexicographic order, in 
which the constraint violation precedes the objective function, with relaxation of 
the constraints. The methods can effectively optimize problems with equality 
constraints through the relaxation of the constraints. Deb [3] proposed a method 
using an extended objective function that realizes the lexicographic ordering. 
Runarsson and Yao [4] proposed a stochastic ranking method based on ES and 
using a stochastic lexicographic order that ignores constraint violations with 
some probability. These methods have been successfully applied to various 
problems. 

3) The constraints and the objective function are optimized by multi-objective 
optimization methods [9]– [12]. 
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4) The constraint violation, which is the sum of the violation of all constraint 
functions, is combined with the objective function. Approaches in this category 
are called penalty function methods. 

This paper proposed a new evolutionary algorithm and tried to overcome the difficulty 
in the category 4. The crossover operator of the new algorithm searches a 
lower-dimensional neighbor of the parent points where the neighbor center is the 
barycenter of the parents, and therefore the new algorithm converges fast. A new 
scheme is proposed to control the penalty coefficient dynamically. The violation values 
of all constraint functions and the value of the objective function are normalized first, 
and then only one penalty coefficient is needed in the scheme. The normalization for all 
individuals in the population is executed in each generation. Therefore, each generation 
of evolution has a determined penalty coefficient and the coefficient in a generation is 
probably different from the one in the next generation.  

2   The Used EA 

2.1   The Framework of the Used EA  

Real-code is used in the algorithm for individual ),...,,( 21 nxxxx = , where xj is the 

jth gene. Denote lj， uj be the lower boundary and the upper boundary of xj , j=1,2,…, 
n. For each individual (as father) in the population, the new algorithm generates an 
offspring to compete its father. If the offspring is better than the father, then the father is 
replaced by the new one. 

The framework of the used EA is as followed: 

Algorithm 1 the framework of the used EA 
Step1  Randomly create a population P(0) of size N. Set the generation counter t = 0 
REPEAT 

Step2 For individual  
i

x , Execute offspring generation operator with output 
i

s  

(Algorithm 2), i=1,2,…,N, let U
N

i

i
stS

1

)(
=

=  

Step3 For individual  
i

x , Compare 
i

s  with 
i

x . If 
i

s  is not worse than 
i

x , then 
i

x  is replaced by 
i

s , i=1,2,…,N, let U
N

i

i
xtP

1

)1(
=

=+  

Step4 Generation t = t+1 
UNTIL evolution ends 

2.2   The Offspring Generation Operator 

The offspring generation operator for father 
i

x  includes three operators: crossover, 
copy and mutation which are all based on gene. The details of the operator are as 
followed: 



 A Constrained Dynamic Evolutionary Algorithm with Adaptive Penalty Coefficient 105 

Algorithm 2  offspring generation operator for father ),...,,( 21
i
n

iii
xxxx =  

Step1.   Randomly choose M different individuals 
Mppp

xxx ,...,,
21

from population 

P(t). They are all different from 
i

x . 
Step2.   Crossover operator: Randomly create a1, a2, …, aM, with a1+ a2+...+ aM =1 

in the range -1 ≤a1, a2, …, aM≤ M  

Let 
Mp

M

pp
xaxaxas +++⇐ ...

21

21

/
, (1) 

denote ),...,,( //
2

/
1

/

nssss =  

Step3.   For each gene position j (1≤j≤n) 

Step 3.1. Let ///
jj ss ⇐  with crossover  probability pc  and jj xs ⇐// with copy  

probability 1- pc  

Step3.2. Let ),( jjj ulrandoms ⇐ with mutation  probability pm  and //
jj ss ⇐  

with probability 1- pm 

Step4.  Output ),...,,( 21 nssss =  

 
Like evolution strategies (ES)[13],  evolutionary programming (EP)[14], differential 

evolution (DE)[15] and particle swarm optimization (PSO)[16], the new algorithm in 
this paper is suitable for solving real-parameter problems. We shall use it to solve 
real-parameter optimization problems with constraints. However, for dealing with the 
constraints, some more work has to do for the algorithm, which will be given in the 
following section. 

3   The Constrained EA with Adaptive Penalty Coefficient  

3.1   General Formulation of Constrained Optimization Problem for 
Minimization 

A general constraints optimization problems is described as in Equation 2 :  

 ), u, , u( uu

 ), l, , l( ll

 } u  x  ) | l, x, , x( xx{X

mqixh

qixg

toSubject

xfMinimizeQ

n

n

iiin

i

i

…=

…=

≤≤…==

+==
=≤

21

21

21

,...,10)(

,...,10)(

)(:
 

(2) 

where x  is the decision vector, X denotes the decision space, l  and u  are the upper 
bounds and lower bounds of the decision space. 
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Usually equality constraints are transformed into 
inequalities of the form 

mqixhi ,...,1,0|)(| +=≤−δ   

A solution x  is regarded as feasible if 0)( ≤xg i ,i=1,…,q, and 

0|)(| ≤−δxhi , i=q+1,…,m. In this paper δ is set to 0.0001 

3.2   Normalization of the Decision Space  

In this paper, the decision space X is normalized by the following linear transformation: 

nix
ii

ii
lu

xu
i ,...,1,)(

)( =⇐ −
−

 (3) 

After the transformation, we have xi∈[0,1].  

3.3   Dynamic Format of the Constraint Optimization Problem  

Literature [17] proposed a ε-Constrained method to deal with equality constraints.  
Here we interpret the method in a dynamic way. The constrained optimization problem 
is transformed into the following dynamic optimization problem: 

mqitxh

qixg

toSubject

xfMinimizetQ

hii

i

,...,1)(|)(|

,...,10)(

)(:)(

+=≤

=≤

ε

 (4) 

Where 0)(lim =
→∞

thi
t

ε . With t→∞, the problem )(tQ  in Equation 4 will approach the 

problem Q in Equation 2. Let denote QtQ
t

=
∞→

)(lim . Suppose t denote the generation 

of an evolutionary algorithm and let the evolutionary algorithm solve problem )(tQ  at 

generation t, then with t→∞, the evolutionary algorithm will solve the problem Q 
finally. Based on this idea, we use evolutionary algorithm to solve problem Q in 
Equation 2. 

3.4   Calculating Penalty Coefficient for the Problem )(tQ  

Denote the violation of constraint functions  

)}(,0max{)( xgxG ii = , i=1,…,q (5) 

|})(|),(max{),( xhttxH ihii ε= , i=q+1,…,m (6) 

The penalty function in the usually penalty function methods is as follow 

ii m

qi
ii

q

i
ii txHxGxftxF

ββ

αα ∑∑
+==

++=
11

),()()(),(  (7) 
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It is difficult to select appropriate values for the penalty coefficients αi，βi in 
Equation 7， that adjusts the strength of the penalty. The algorithm may converge very 
slow with big αi, βi, while it may trap in local optimal with too small αi, βi. This paper 
tries to overcome the difficulty by using two skills. 

The first skill is to use one coefficient only by normalizing the value of objective and 
the violation values of constraints. 

The normalization of the objective value and the violation values of constraints are as 
follows: 

)(min)(max
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= , i=q+1,…,m (10) 

where P(t) is the population and S(t) is the off-springs generated in generation t.  
With the normalization, only one coefficient is needed for the penalty function. The 

Equation 7 is adjusted as follow: 
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For a problem with many constraints, even only one constraint is violated while all 
others are satisfying, the solution is infeasible yet. Therefore, we expect all constraints 
approach feasible region simultaneously. The standard deviation of violation values of 
the constraint functions can be used to measure whether all constraints approach 
feasible region simultaneously.  
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The smaller the deviation, the more simultaneously the constraints approach feasible 
region. Adding σ(t) to the violation item in Equation 11, we have 
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To be sure that the algorithm does not trap in local optimal, ),( txF  must be larger 

than global optimal. Suppose the global optimal is fopt, the following inequality must be 
satisfied: 
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for x  in infeasible space. There are two difficulties for the algorithm to select penalty 
coefficient α(t) appropriately: one is the fopt is unknown, the other is that it is impossible 

to search all x  in infeasible space. 
The second skill is to selectα(t) appropriately. Three cases are discussed. 

(1) If all x  in the population are infeasible, then  α(t) chooses infinite value. The 
value in this paper isα(t)=e30. 

(2) If some individuals are feasible and some infeasible, then best feasible solution 
(denote fbestfeasible) may replace fopt in Equation 14, while the infeasible solutions in the 
population are regarded as a sample of the search space. We have 
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A problem is that infeasible solution x  may be close to feasible. That is ,the 
denominator in Equation 15 is close to zero. To avoid such singular cases, we delete the 
infeasible solution with violation value less than a regular parameterη from the sample. 
And for the limited representation of the infeasible space of the sample, theα(t) may be 
too small. We use 1 to replace fbestfeasible.  Therefore, the Equation 15 is adjusted as 
follow: 

)(),(),(

),(1

}))(),(),({(\)()(
11

11

max)(
ttxHtxG

txf

ttxHtxGtStPx
m

qi
i

q

i
i

m

qi
i

q

i
i

t
σησ

α
+∑+∑

−

<+∑+∑∈
+==+==

=
U

 (16) 

(3) If all individuals in the population are feasible, thenα(t) uses the penalty 
coefficient in the last generation, that isα(t) = α(t-1) 

3.5   Framework of Constrained  EA with Adaptive Penalty Coefficient 

Adding a step of calculating penalty coefficient dynamically into the EA ( see the 
algorithm 1), we get the new constrained EA with adaptive penalty coefficient. The 
details are as follows. 

 
Algorithm 3   the constrained EA with adaptive penalty coefficient 

Step1.  Randomly create population P(0) with size N. Set the generation counter t = 0 
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REPEAT 

Step2. For individual  
i

x , Execute offspring generation operator with output 
i

s  

(Algorithm 2), i=1,2,…,N, let U
N

i

i
stS

1

)(
=

=  

Step3. Calculate penalty coefficientα(t) according to Equation 16 

Step4. For individual  
i

x , Compare 
i

s  with 
i

x . If penalty value of 
i

s  is less than 

that of 
i

x , then 
i

x  is replaced by 
i

s , i=1,2,…,N, let U
N

i

i
xtP

1

)1(
=

=+  

Step5. Generation t = t+1 
UNTIL evolution ends 

4   Numerical Experimental Results 

Twenty four benchmark problems and format for reporting results are specified in 
“Problem Definitions and Evaluation Criteria for the CEC 2006 Special Session on 
Constrained Real-Parameter Optimization”[18]. 

4.1   Parameters Setting 

(1) Population size N=50 

(2)Number of Parents M=5 

In the case of big M, the crossover operator would search a large space and the 
algorithm would converge slowly, while in the case of  small M,  the algorithm would 
be easy to lose diversity of the population  and converge immature. This paper sets  
M=5. 

(3) Crossover probability pc =0.95 in Algorithm 2. 

(4) Mutation probability pm=0.05 in Algorithm 2. 

(5) The regular parameterη in the Equation 16: η = 0.00001. 

(6) Max function evaluations: 50000   

(7) Constraints relaxation controlling parameter C=1.02 

)(thiε  is set by the technique proposed in [17]. In this paper, 

)(thiε = t
i

SPx
CxH /)0,(max

)0()0( U∈
, The constant C ( > 1) is used to control the 

relaxation of the constraints.  
 
The parameter C is related to the max evolutionary generation. The evolutionary 

generation of the new constrained EA is calculated as follow: 
Max evolutionary generation =( Max function evaluations)/(Population 

size)=50000/50=1000 
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Table 1. Comparison ofε-constrained DE(ε-CDE) [7] with constrained EA in this paper on 24 
benchmark problems where both ε-CDE and the new constrained EA runs  25 times for each 
problem. Each run takes 50000 function evaluations. 

 

For preserving )(thiε →0,  we set parameter  C= 1.02 where t is the evolutionary 

generation. 

4.2   Results Comparison and Discussion 

The new constrained EA is compared with theε-constrained Differential Evolution [7] 
proposed in 2006, which is the modified version of DE  [13]. The ε-constrained DE 
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algorithm uses Gradient-based mutation, while the algorithm in this paper uses no 
gradient-based mutation. Therefore, the new algorithm does not demand the 
differentiability of the problems. 

Comparison of the computational results of the two algorithms. Both the new 
algorithm  in this paper and theε-CDE algorithm solve the 24 benchmark problems 
proposed in [18] independently 25 runs where each run evaluates function 50000 times. 
Table 1 shows the best, the worst, the mean, and the standard deviation of the difference 
between the best value found f best and the optimal value f *.   

As Table I shows, the performance of  the new algorithm is better than or 
competitive to that of theε-CDE algorithm. The new algorithm is better than theε-CDE 
algorithm for solving  problem 1, 2, 3, 5,7,10, 11, 14, 15, 17, 19, 23;  the computational 
results are same for the problem 4, 6, 8, 12, 16, 24; the new algorithm is a little bit 
worse than theε-CDE algorithm for the problem 9, 13, 18, 21. For the seven 
higher-dimensional problems with space dimensions over 10.computational, the results 
of the new algorithm are better than that ofε-CDE. 

Problem 20 and 22 are over-constrained, No results are listed.  
Limit of the new algorithm. The diversity of the population is not preserved well.  

5   Conclusions 

This article introduced a constrained EA with adaptive penalty coefficient. The 
efficiency of the new constrained EA is derived mainly from the following points: 

1. The crossover operator of the new algorithm search a lower dimensional space no 
matter how many dimensions the decision space of the optimization problem is. 
Therefore, the new algorithm converges fast especially for optimization problems with 
higher dimensions. 

2. A new scheme is proposed to control the penalty coefficient dynamically. The 
violation values of all constraint functions and the value of the objective function are 
normalized, and therefore, only one penalty coefficient is needed in the scheme. The 
penalty coefficient is selected adaptively. It is not too big, so as the algorithm can 
converge fast, and it is not too small so as the algorithm can avoid local optimal as 
much as possible 

3. The standard deviation of violation values of the constraint functions is added to 
the violation item in the penalty function, and therefore, the individuals in the 
population can evenly approach the feasible region from the infeasible space. 
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Abstract. Genetic algorithms (GAs) have been widely used as soft computing 
techniques in various application domains, while cooperative co-evolution  
algorithms were proposed in the literature to improve the performance of basic 
GAs. In this paper, an enhanced cooperative co-evolution genetic algorithm 
(ECCGA) is proposed for rule-based pattern classification. Concurrent local 
and global evolution and conclusive global evolution are proposed to improve  
further the classification performance. Different approaches of ECCGA are 
evaluated on benchmark classification data sets, and the results show that  
ECCGA can achieve better performance than the cooperative co-evolution ge-
netic algorithm and normal GA.  

Keywords: genetic algorithms, cooperative co-evolution, classifiers. 

1   Introduction 

As typical algorithms in evolutionary computation, Genetic algorithms (GAs) have 
attracted much attention and become one of the most popular techniques for pattern 
classification [1][2][3]. Among these systems, rule-based solution is widely used for 
pattern classification problems, either through supervised or unsupervised learning [4]. 

In the literature, various models and approaches have been proposed to address dif-
ficulties in mapping the domain solutions into GA models, while avoiding the possi-
bility of being trapped into local optima. For example, Holland [5] indicated that 
crossover induces a linkage phenomenon. It has been shown that GAs work well only 
if the building blocks are tightly linked on the chromosome [1]. In order to tackle the 
linkage-learning problem, some algorithms have been proposed to include linkage 
design into problem representation and recombination operator or use some probabil-
istic-based models [6]. For multi-objective optimization problems, incremental  
multi-objective GAs have been employed to search for the Pareto-optimal set more 
accurately and efficiently [7]. In another aspect, complex systems can be decomposed 
and evolved in the form of interacting co-evolution systems. Classifier systems 
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evolves interacting rule whose individual fitness are determined by their interaction 
with other rules, and concept of niches and species is employed [8].  

Cooperative co-evolution has attracted more research interests as an effective ap-
proach to decompose complex structure and achieve better performance. The idea of 
cooperative co-evolution mainly derives from the species in the nature. As a normal 
practice, a complex problem may be decomposed into several sub-problems. The par-
tial solutions in the subpopulations evolve separately, but with a common objective. 
Cooperative co-evolution, together with incremental learning, has been applied with 
many soft computing techniques such as neural networks [9]. The introductive work 
on cooperative co-evolution in the GA domain was conducted by Dejong and Potter 
[10]. In their work, the cooperative co-evolution genetic algorithm (CCGA) was ini-
tially designed for function optimization, and later the general architecture was pro-
posed for cooperative co-evolution with co-adapted subcomponents.  

In this paper, the cooperative co-evolution scheme is revisited with a rule-based 
GA system for pattern classification [11] [12]. In order to improve further the classifi-
cation performance, an enhanced cooperative co-evolution genetic algorithm (EC-
CGA) approach is proposed. As a hybrid artificial intelligence system, it integrates 
rule-based inference and genetic algorithms. The concurrent global and local evolu-
tion and conclusive global evolution are integrated into the ECCGA. Different  
approaches with ECCGA are evaluated on benchmark data sets. The experimental 
results show that ECCGA performs better than the CCGA and normal GA.  

The integration of the local fitness element is a major feature of ECCGA. We pos-
tulate that, apart from the global fitness as exercised normally in CCGA, the local 
fitness element is also a suitable indicator and facilitator for the whole evolution. 
Therefore, both local and global fitness are employed to guide the evolution. Our  
experimental results have supported such postulation. It is found that the additional 
evolution pressure from the local fitness element may produce more opportunities to 
escape from traps in local optima and advance the evolution further.  

2   Design of GA and CCGA 

In normal GA, an initial population is created randomly. Based on fitness evaluation, 
some chromosomes are selected by a selection mechanism. Crossover and mutation 
will then be applied to these selected chromosomes and the child population is thus 
generated. Certain percentage of the parent population will be preserved and the rest 
will be replaced by the child population. The evolution process will continue until it 
satisfies the stopping criteria [1] [12].  

Let us assume a classification problem has c classes in the n-dimensional pattern 
space, and p vectors ( )iniii xxxX ...,,, 21= , ,,...,2,1 pi =  cp >> , are given 

as training patterns. The task of classification is to assign instances to one out of a set 
of pre-defined classes, by discovering certain relationship among attributes. Then, the 
discovered rules can be evaluated by classification accuracy or error rate either on the 
training data or test data. 
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Decompose the problem into n species;
gen=0;
for each species s

{ randomly initialize population p(gen);
evaluate fitness of each individual;

}
while (not termination condition)

{ gen++; 
for each species s
 { select p(gen) from p(gen-1) based on fitness; 

apply genetic operators to p(gen);
evaluate fitness of each individual in p(gen);

 } 
}

 

Fig. 1. Pseudocodes of CCGA 

Figure 1 shows the algorithm of CCGA.As the first step, the original problem 
should be decomposed into n sub-problems, and each of which is handled by one spe-
cies. Then, each species evolves in a round robin fashion using the same procedure as 
the normal GA, with the exception of fitness evaluation. When an individual in one 
species is evaluated, it will be combined with other individuals from the other species 
and the fitness of the resulting chromosome is evaluated and returned. 

In our rule-based GA system, we use the non-fuzzy IF-THEN rules with continu-
ous attributes for classifiers. A rule set consisting of a certain number of rules is a 
solution candidate for a classification problem. The detailed designs are discussed in 
the following subsections and can be found further in [11]. 

2.1   Encoding Mechanism 

An IF-THEN rule is represented as follows: 

iR : IF )()...()( maxminmax22min2max11min1 nnn VxVVxVVxV ≤≤∧≤≤∧≤≤  THEN 

Cy =     

Where Ri is a rule label, n is the number of attributes, (x1, x2,… xn) is the input attrib-
ute set, and y is the output class category assigned with a value of C. Vjmin and Vjmax 
are the minimum and maximum bounds of the jth attribute xj respectively. We encode 
rule Ri according to the diagram shown in Figure 2.  

Antecedent Element 1 …… Antecedent Element n Consequence Element 
Act1 V1min V1max …… Actn Vnmin Vnmax C 

  Notes:   
1. Actj denotes whether condition j is active or inactive, which is encoded as 1 or 0 re-

spectively; 
2. If Vjmin is larger than Vjmax at any time, this element will be regarded as an invalid 

element. 

Fig. 2. Encoding mechanism 
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Each antecedent element represents an attribute, and the consequence element 
stands for a class. Each chromosome CRj consists of a set of classification rules Ri 

(i=1,2,…,m) by concatenation: 

i
mi

j RCR
,1=

= U      ,...,s,j 21=              (1) 

where m is the maximum number of rules allowed for each chromosome, s is the 
population size. Therefore, one chromosome will represent one rule set. Since we 
know the discrete value range for each attribute and class a priori, Vjmin, Vjmax, and C 
can be encoded each as a character by finding their positions in the ranges. Thus, the 
final chromosome can be encoded as a string.  

2.2   Genetic Operators 

One-point crossover is used. It can take place anywhere in a chromosome. Referring 
to the encoding mechanism, the crossover of two chromosomes will not cause incon-
sistency as all chromosomes have the same structure. On the contrary, the mutation 
operator has some constraints. Different mutation is available for different elements. 
For example, if an activeness element is selected for mutation, it will just be toggled. 
Otherwise when a boundary-value element is selected, the algorithm will select ran-
domly a substitute in the range of that attribute. The rates for mutation and crossover 
are selected as 0.01 and 1.0.  

We set the survival rate or generation gap as 50% (SurvivorsPercent=50%), which 
means half of the parent chromosomes with higher fitness will survive into the new 
generation, while the other half will be replaced by the newly created children result-
ing from crossover and/or mutation. Roulette wheel selection is used as the selection 
mechanism. In this investigation, the probability that a chromosome will be selected 
for mating is given by the chromosome's fitness divided by the total fitness of all the 
chromosomes.  

2.3   Fitness Function 

As each chromosome in our approach comprises an entire rule set, the fitness function 
actually measures the collective behavior of the rule set. The fitness function simply 
measures the percentage of instances that can be correctly classified by the chromo-
some’s rule set. 

Since there is more than one rule in a chromosome, it is possible that multiple rules 
matching the conditions for all the attributes but predicting different classes.  We use 
a voting mechanism to help resolve any conflict. That is, each rule casts a vote for the 
class predicted by itself, and finally the class with the highest votes is regarded as the 
conclusive result. If any classes tie on one instance, it means that this instance cannot 
be classified correctly by this rule set. 

2.4   Stopping Criteria 

There are three factors in the stopping criteria. The evolution process stops after a 
preset generation limit, or when the best chromosome’s fitness reaches a preset 
threshold (which is set at 1.0 through this paper), or when the best chromosome’s 
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fitness has shown no improvement over a specified number of generations -- stagna-
tionLimit. The detailed settings are reported along with the corresponding results. 

3   Design of ECCGA 

Figure 3 illustrates the design of normal GA and ECCGA. As shown in Figure 3(a), a 
normal GA maps attributes to classes directly in a batch manner, which means all the 
attributes, classes, and training data are used together to train a group of GA chromo-
somes. ECCGA is significantly different. As shown in Figure 3(b), there are n species 
(SP), each of which evolves the sub-solution for one attribute in classification. The 
normal GA is employed in each species to advance the local evolution.  

Input: Output:

…

c 
cl

as
se

s

…GAs

n 
at

tr
ib

ut
es

(a)

SP1
Local

Evolution

SP2
Local

Evolution

SPn
 Local

Evolution

Global
Interaction

Input: n attributes

Conclusive Global
Evolution

Output: c classes

(b)  

Fig. 3. Illustrations of (a) normal GA and (b) ECCGA 

The global interaction in ECCGA can take place in predefined intervals. During 
such interaction, the global fitness of individuals in species will be assessed. Another 
enhancement is the introduction of the conclusive global evolution (CGE), which fol-
lows the completion of all sub-evolution in species. The objective of CGE is to escape 
from possible traps by the local optima in the local evolution of species and evolve 
further to the final solution.  

Following the notations presented above, we denote the evolution in each species 
of ECCGA as: 
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CXf ii →)(:  ni ,...,2,1=                              (2) 

where, 
if  is a sub-solution for the sub-problem based on the i -th attribute. iX  is the 

vector of training patterns with the i -th attribute, and C is the set of output classes.  
Figure 4 shows the pseudocode of ECCGA. Compared to the CCGA shown in  

Figure 1, ECCGA has been innovated with new improvement. First, the fitness func-
tion is revised. The fitness in CCGA only involves the global fitness, while that of 
ECCGA consists of two elements, i.e. global fitness and local fitness. The global fit-
ness is obtained with the same method as for CCGA. The local fitness is evaluated on 
the single attribute in each species. That is, the individual in each species classifies 
the partially masked training data, where only the training data portion matched with 
the targeted attribute function will be applied while the portion for the other attributes 
are treated as non-contributing. The resulting classification rate is recorded as its local 
fitness. The global and local fitness are then averaged as the representative fitness. In 
order to save training time, the global fitness is not computed in each generation. In-
stead, an option for a predefined interval (genInterval) is provided. When the evolu-
tion in each species advances with a certain number of generations and reaches the 
preset genInterval, the global fitness of each individual will be assessed. Otherwise, 
the average global fitness in the last generation will be inherited and used as the 
global fitness element. As normal evolution process advances steadily, the average 
global fitness will not change abruptly. Therefore, inheriting the average global  
fitness in the previous generation is an acceptable and reasonable choice. As the 
evaluation of global fitness involves the chromosome combination process which is 
time-consuming, it is aimed to save training time to conduct such evaluation in prede-
fined intervals. After all the species reach the termination condition, the evolution will 
continue with a CGE. An initial population is constructed by combining the randomly 
selected individuals from the chromosomes in all species, with a definite inclusion of 
the best global solution recorded during the earlier evolution and the combination of 
the best chromosomes in all species. A normal GA is then continued until it reaches 
the stopping criteria. The best chromosome with the highest CR is recorded as the 
final solution. 

Figure 5 shows how the global fitness is obtained during the global interaction. 
When the preset genInterval is met, the chromosomes from all species are combined, 
and the resulting chromosome is evaluated and the fitness value will be returned as 
the global fitness component. In order to add more choices and increase robustness, 
we adopt the method used in [13]. That is, there are two ways to combine chromo-
somes coming from species. Either the evaluated individual is combined with the 
current best individual in each other species, or it is combined with individuals se-
lected randomly from each other species. The two resulting chromosomes are then 
evaluated and the better of them is returned as the individual’s global fitness. This 
method has been fully explored in [13], and it is found that it performs well in func-
tion optimization and it successfully escapes from the local optima resulting from 
interacting variables. 
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Construct s species each of which dealing with one attribute;
Initialize the fitness elements and prepare the training data for each species;
gen=0; 
for each species s

{ randomly initialize population p(gen);
evaluate local and global fitness of each individual;
fitness=(local fitness + global fitness)/2;
compute the average global fitness;

}
while (not termination condition)

{ gen++;
for each species s
{ select p(gen) from p(gen-1) based on fitness; 

apply genetic operators to p(gen);
evaluate local fitness of each individual in p(gen);
if (gen % genInterval = = 0)

 { evaluate global fitness of each individual in p(gen);
update the average global fitness;

}
else

assign the average global fitness in the previous generation  as
the global fitness of each individual;

fitness=(local fitness + global fitness)/2;
}

Construct initial population by utilizing the chromosomes in all species;
Conduct a normal GA as a conclusive global evolution;

 

Fig. 4. Pseudocode of ECCGA 

SP 1 
. . . . . . 

SP n-1 

Chromosome

SP n 

Combination and Evaluation

Chromosome Fitness

SP 2 

 

Fig. 5. Chromsome combination and fitnesss evalaution 

4   Experiments and Analysis 

We have implemented several classifiers running on three benchmark data sets, i.e, 
the yeast data, glass data, and housing data. They all are real-world problems and 
available in the UCI machine learning repository [14]. Table 1 lists the number of 
instance, attributes, and classes in each data set. The yeast problem predicts the  
protein localization sites in cells. The glass data set contains data of different glass 
types. The results of chemical analysis of glass splinters (the percentage of eight dif-
ferent constituent elements) plus the refractive index are used to classify a sample to  
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Table 1. Datasets used for the experiments 

Data Set No. of Instances No. of  
Attributes 

No. of 
Classes 

Yeast 1484 8 10 

Glass 214 9 6 

Housing 506 13 3 

be either float processed or non-float processed building windows, vehicle windows, 
containers, tableware, or head lamps. The housing data concern housing values in 
suburbs of Boston. Each data set is equally partitioned into two parts. One half is for 
training, while the other half is for testing. 

All experiments are completed on Pentium IV 1.4GHz PCs with 256MB memory. 
The results reported are all averaged over 10 independent runs. The parameters, such 
as mutation rate, crossover rate, generation limit, stagnation limit etc., are given under 
the results. We record the evolution process by noting down some indicative results, 
which include initial classification rate (CR), generation cost, training time, training 
CR, and test CR. (Their exact meanings can be found in the notes under Table 2.) 

Table 2 shows the performance comparison on the yeast data among ECCGA, 
CCGA, and GA. The improvement percentage compared to the normal GA is also 
computed. For ECCGA, three different values for genInterval have been tried, i.e. 
genInterval=1, 5, and 10. As ECCGAs involve the additional CGE, both the genera-
tions and training time comprise two elements. The latter element indicates the addi-
tional generations and training time incurred by CGE. Here, the training time for 
CCGA and the first training time element for ECCGA are the summary of the time 
cost of all species in a serial implementation. If the evolution in species is imple-
mented in parallel, or run in a multi-processor system with each computing element 
running for one species evolution, the training time can be tremendously reduced.  

It is found from Table 2 that all ECCGAs and CCGA outperform the normal GA in 
terms of training CR and test CR, with a significant improvement around 20% - 40%. 
ECCGAs also outperform CCGA, which means the enhancement really helps achieve 
better performance. As for the comparison among the three ECCGAs, we find that 
ECCGA with genInterval=1 achieves the best performance and the performance de-
grades with the increase of the genInterval, which means the more frequent global 
interaction, the better the final results. 

It is also found that training time becomes longer in CCGA and ECCGAs,  
compared to the normal GA. It is because that the chromosome combination and 
global fitness evaluation takes more time. Considering the larger improvement on the 
CRs, this is affordable. Furthermore, we can also find that with a larger value of  
genInterval, the training time can be largely reduced with a small degradation in  
performance. Therefore, we can choose to set a larger value for genInterval when the 
time cost is an issue. 
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Table 2. Performance comparison on the yeast data – ECCGA, CCGA and GA 

Summary GA CCGA ECCGA  
(genInterval=1) 

ECCGA  
(genInterval=5)

ECCGA  
(genInterval=10) 

Initial CR 0.2356 0.2961 0.2996 0.2911 0.2947 

Generations 139.6 91.3 152+104.6 131.5+121.5 106.5+110.5 
CPU Time 

(ms) 
592.5 7912.9 10082+454.1 3964.3+486.6 2024.4+469.0 

Ending CR 0.3406 
0.4147 

(21.8%) 
0.4771 (40.1%) 

0.4493 
(31.9%) 

0.4156 
(22.0%) 

Test CR 0.3257 
0.3908 

(20.0%) 
0.4348 (33.5%)

0.4147 
(27.3%) 

0.3936 
(20.8%) 

 
 

Notes: 
1. mutationRate=0.01, crossoverRate=1, survivorsPercent=50%, ruleNumber=30, pop-

Size=100, stagnationLimit=30, generationLimit=200; 
2. “Initial CR” means the best classification rate achieved by the initial population; 

     “Generations” means the number of generations needed to reach the stopping criteria; 
     “CPU time (ms)” means the CPU time cost, and its unit is millisecond; 

     “Ending CR” means the best classification rate achieved by the resulting population on 
the training data;  

      “Test CR” means the classification rate achieved on the test data;  
3. The percentage shown for CCGA and ECCGA is the percent improvement over the nor-

mal GA. 
4. The other tables follow the same notations as this table. 

Table 3. Performance comparison on the glass data – ECCGA, CCGA and GA 

Summary GA CCGA ECCGA  
(genInterval=1)

ECCGA  
(genInterval=5)

ECCGA  
(genInterval=10) 

Initial CR 0.3271 0.3710 0.3673 0.3869 0.3673 

Generations 98.6 92.1 104.4+88.2 115.1+85.7 96.5+112.6 
CPU Time 

(ms) 
77.5 3162.1 1534.6+41.4 1309.9+66.5 622.6 +88.0 

Ending CR 0.5262 0.6327 (20.2%) 0.7374 (40.1%) 0.7159 (36.1%) 0.6972 (32.5%) 

Test CR 0.3841 0.4112 (7.1%) 0.4701 (22.4%) 0.4654 (21.2%) 0.4374 (13.9%) 
Notes: 
1. mutationRate=0.01, crossoverRate=1, survivorsPercent=50%, ruleNumber=30, pop-

Size=100, stagnationLimit=30, generationLimit=200. 

The experimental results on the glass and housing data sets are reported in Tables 3 
and 4 respectively. Similar results as the yeast data are obtained. That is, ECCGAs 
outperform CCGA, and CCGA outperforms the normal GA, although the improve-
ment percentage over the normal GA is different for each data set. The ECCGA with 
genInterval=1 still achieves the best performance among the three ECCGAs on both 
data sets. 

We have conducted some analysis on the inner mechanisms of the ECCGA 
through investigating the contribution of local fitness in the fitness function. Figure 6 
shows a typical run of the ECCGA (genInterval=1) and CCGA in one species on the 
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yeast data, excluding the CGE stage for the ECCGA. Both ECCGA and CCGA per-
form similarly in the earlier stage of evolution. However, it is found that CCGA is 
trapped later and stagnates around the 110-th generation, while ECCGA advances 
steadily and reaches a higher CR finally. If we recall the design of ECCGA and 
CCGA, the only difference here is that CCGA only employs global fitness, while 
ECCGA involves the local fitness in addition. That means the local fitness of ECCGA 
will give another opportunity to escape from traps in local optima and advance the 
evolution further. 

Table 4. Performance comparison on the housing data – ECCGA, CCGA and GA 

Summary GA CCGA ECCGA
(genInterval=1)

ECCGA
(genInterval=5)

ECCGA
(genInterval=10) 

Initial CR 0.4553 0.5372 0.5301 0.5364 0.5344 

Generations 106.8 80.8 137.8+151.6 88.1+105.1 69.2+93.9 

CPU Time (ms) 98.3 7291.6 6168.4+155.4 1950.8+110.9  972.4+93.3 

Ending CR 0.6526 0.6941 (6.4%) 0.8506 (30.3%) 0.7700 (18.0%) 0.7364 (12.8%) 

Test CR 0.4368 0.4593 (5.2%) 0.5747 (31.6%) 0.4791 (9.7%) 0.4672 (7.0%) 
 

Notes: 
1. mutationRate=0.01, crossoverRate=1, survivorsPercent=50%, ruleNumber=30, pop-

Size=100, stagnationLimit=30, generationLimit=200. 
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Fig. 6. A typical run of ECCGA and CCGA in species on the yeast data 

5   Conclusions 

In this paper, the cooperative co-evolution scheme is revisited with a rule-based  
GA system for pattern classification. It comes with the feature of hybrid artificial in-
telligence systems, which integrates rule-based inference and genetic algorithms. An 
innovative approach of ECCGA is proposed to improve further the classification per-
formance. In this approach, the original problem is decomposed into several species, 
each dealing with one attribute only. The evolution in each species advances together 
based on the evaluation on both local fitness and global fitness. After all species reach 
convergence, CGE is used for further global evolution.   
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The simulation results on three benchmark data sets showed that ECCGA outper-
forms CCGA and the normal GA. The introduction of local fitness and CGE is helpful 
to the classification performance. The future work includes further exploration on 
ECCGA and its performance on tackling newly arriving attributes. 
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Abstract. In this paper, the algorithm for prediction of user preferences is 
described through making use of the Heuristic Genetic Algorithm. A Multi-
Agent System was used to evaluate our algorithm with the goal of obtaining the 
user private information to determine what the user requests, in order to offer 
appropriate services. Additionally, a list of prioritized tasks is generated 
accordingly, in order to assist the user in making decisions. 

1   Introduction 

AmI (Ambient Intelligence) applications (for example ALZ-MAS [9], E-Tourism 
[10], KORE [11]) fit perfectly with the agent paradigm [1]. Multi-Agents Systems 
support complex interactions between different entities. Therefore, our goal is to 
develop a Multi-Agent System that will comprise several agents running in real time 
to give useful information to corresponding users [12]. The methodology used to 
design the agent system plays a fundamental role because it helps to define ontology, 
agent’s services and roles. In [15] some meta methodologies were analyzed: GAIA, 
MESSAGES, INGENIAS, ADELFE, PASSI-MAS, RICA, AUML. Ontology 
definition is one of the steps in any methodology in MAS design. The ontology 
represents the connection between physical information of the real world and 
conceptual information of the digital world [8]. It allows sharing knowledge between 
agents in a particular domain. Universe of ontology allocates the reasoning context to 
agents; a clearly example of ontology is decrypted in OCASS [2]. In the case of an 
AmI application, agents should reason about knowledge in different possible business 
domains (conferences, shopping, foreground, etc). Taking into account existing 
ontologies, our proposed generic ontology described in [8] included the following 
concepts: location, spatial and temporal region, place, participants, service, product 
and device to represent the knowledge of several domains. 

We are focused in any domain of smart environment (home, offices or public 
spaces) where people would like to obtain help from agents in order to run their tasks 
according to their preferences. It is highlighted in this work, that, given the 
assumption of a closed environment and the possibility of getting user preferences, it 
is possible to provide suggestions about user activities that would satisfy his interests. 
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Although, the users may be concerned about privacy issues, since they would not 
want their private tastes disclosed to others [13]. Thus obtaining explicit explanations 
about the preferences involved in the immediate past activities, may be very difficult. 
Deducing information about individual preferences just by observing the immediate 
past activities is a very challenging task and this is our final goal: the acquisition of a 
user profile from the observation of decisions taken in past activities. In this way, we 
intend to determine the relevance of each past decision of the user in order to deduce 
his implicit preferences. 

Approaches to provide a solution to the problem above include the machine 
learning techniques, such as neural networks [16] and evolutionary computation [7]. 
These techniques allow the automatic learning of preferences. We have chosen GA 
(Genetic Algorithm) since they build up gradually the control system by exploring the 
variations in the interactions between the environment and the agent itself. GAs have 
undoubted advantages, especially the ability to approximate a real problem by finding 
the most promising regions of the entire search space. GAs can be more powerful 
when they fit into a traditional heuristic method (such as a local search) [3]. GA does 
not only optimize the system accurately and in real time, also it also finds the interests 
of users according to the previous information. Using GA, personal interests are 
modelled and then encoded in a chromosome as described in [6]. Cross-operation 
allows the discovery of new interests by the search of the best parents’ interests [3]. 
The system uses a priori heuristics rules to edit information sequences in which the 
user has interest. And afterwards analysis of the findings, the system finds user 
interests and it detects new interests using this information. Given the before 
explanation, we can say that the goal of using Heuristics of Genetic Algorithms is to 
get the preferences of the user (since it will be user private information, to obtain 
what he want and to offer services of his interest), as well as generate a list of 
prioritized tasks according to their interests to help in making decisions. In order to 
apply GA, we need to evaluation possible solutions, so we have developed an 
evaluation method that minimizes the evaluation costs because a complete generation 
has to be evaluated with the user election. 

We combine GA techniques to predict in a similar way to [3] and with the final goal 
of obtaining immediate interests in an AmI environment as [4] pursued. These can be 
considered the closest precedents to the innovative approach presented in this paper.  

The paper is organised as follows: section 2 about profile managing, section 3 
describe the learning feature-based user profile with GA, section 4 provides 
experimental results and analysis, finally, section 5 concludes. 

2   Profile Managing 

People have interests and these interests can be in long, middle or short time [4]. We 
have to work with short time user interests, and therefore is necessary to have two 
kind of knowledge: one about the domain, and the other, about users interests as in 
[4]. In this way, the system can provide suggestions to the user about the task that the 
user could run, according to his immediate past interests. Therefore the Genetic 
Algorithms uses a tasks list decided from hidden the user preferences that we want to 
obtain. 
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There are several ways to acquire such knowledge. A possibility is to ask the user 
about products and services that are interesting for the user in the current moment.  
Other way is by using questionnaires to obtain indirectly user preferences. This allows 
learning about user characteristics (personality, customs, preferences, etc.) and your 
relation with user decisions in some circumstances. This is the so called knowledge 
based user profiling, which is static, intrusive and time consuming. While behaviour 
based user profiling uses the user behaviour itself to build and improve the profile 
dynamically [14]. 

Normally the user wants to obtain a quick response from the system, and he thinks 
that if he has to complete a form, he is losing time. Therefore we will focus on the 
implicit (behaviour-based) profiling. 

3   Learning Feature-Based User Profile with GA 

Usually a user has a set of tasks to run at any time. The system sends a list of task to 
the user’s agent according the user interests. We represent such a task list as:  
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where each task is defined as a set of features ci: . 
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Here, each feature represents quality, time, cost or any characteristic that a person 
takes into account to launch an activity. Normally, users assign to these tasks a 
priority, possibly based on evaluation of the characteristics described above. We 
define user interest as a set of preferences  
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where w is the user’s weight over each characteristic ( nccc ............., 21 ). 

The preferences can be evaluated over each task with the importance that the user 
assigned. Since the preferences are unknown, they have to be obtained by GA. 
Therefore, the preferences of each task are defined as follows: 
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We assign characteristic values of the n system tasks and give a value for each one 
to represent the problem. Then, with the use of Genetic Algorithm individuals are 
found with characteristic values similar to user characteristics values. We give a 
priority to each task in the list based on preferences obtained. Using GA user 
preferences are obtained.  Based on this information, a tasks list is built in order to be 
presented to the user and to assist the user in making decisions. On the other hand, if 
the user preferences are known (since it will be user private information) we can offer 
services of his interest. 
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In the proposed algorithm, we first initialized the values for each characteristic for 
the user A and the values of each characteristic per task defined at the system. Then 
the user preferences for each task in the system are calculated and inserted into a list, 
which is ordered from highest to lowest, according to the preferences of the user. The 
system generates a random initial population of individuals. We repeat the same 
process for each individual, i.e. we calculate preferences for the individual for each 
task and order the task list obtained for the individual. Subsequently, through the 
evaluation function, GA compares the position of each task in the list user to the list 
of the individual. The optimal value of the evaluation function is '0', but the algorithm 
will stop when it has reached to a number of generations previously defined, which, in 
each iteration, it will undertake the reproduction of individuals, also according to 
configured parameters (type of reproduction and selection, the probability of 
mutation, etc.). We have an individual, Equation (5), with a chromosome with as 
many genes as features to be assessed. Each gene represented w value for each 
characteristic ci. 

,}{ iwwIndividual =→  (5) 

where each wi is encoding with 10 bits in range [0-9]. 
Before the presentation of a task list for the user, user profiles that define the 

preferences over each task are built. The task recommendation process can start once 
the profiles are acquired, with Active user A given, a set of individuals with similar 
profiles to A may be found. We use GA to obtain evolutionarily the weights that each 
user assigned to his preferences, to acquire a priority task list. For each individual, we 
make a prioritization of tasks and then we use the “distance” to select which of the 
individuals selected is the closest to a user’s profile A. We choose a Phenotypic 
Distance to measure what looks like the solutions generated by each of the individuals 
to compare. Comparing the task list generated by each individual and the activities 
selected by the user can then be carried out by a modified Euclidean distance, which 
takes into account various features ci. We assume that the application of heuristic GA 
has evolved values of features for the preferences of tasks, and it has obtained the 
following list of tasks, thanks to that individual. Therefore, Euclidean Function (A, I), 
showed in Equation (6), is the distance between user A and individual I, in which the 
summary from i=0 to n can be made, since the system has n tasks. Fitness function is 
calculated in relation at task position in the list. 
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where  
A is the task list that the user chose, 
I is a task list given by selection process, also I ≠ A 
i is a task, where there Profile(A,i) and Profile(I ,i)  
n is the quantity of tasks that the user can do  
j indicates task position in the priority task list  
diff means the differences in the i-th task position between user A and individual I 
 
The evaluation function, computes the distance between each individual in the 

population (every task list proposed) and the user list of tasks . The distance between 
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the two task lists is “0” when the optimal solution is found, namely a list of tasks 
identical to the user’s choice. 

For example, we suppose that are going to evaluate the following features: quality, 
cost, time and distance. The valuation of each feature to the User A is a vector with 
the follow values: }5,8,0,9{=w  these values are quality, cost, time and distance 
respectively. For each task a value of the characteristic is introduced in the system 
(for example, Task 1 with q=2, c=9, t=9 and d=7). Once these parameters are 
presented to the GA as 'pre-process', the individuals who belong to the profile are 
generated, by calculating the difference between the preferences of the user tasks 
(user A) and the preferences of tasks of each individual. Subsequently, with the 
preferences obtained by each task, GA generates a list of tasks for the individual that 
was ordered in accordance with preferences values for each task, and it finally applies 
the fitness, to evaluate how different is the list of the user to a list obtained from the 
best individual in the population. The difference approaches to a value "0" for similar 
lists. Generated task lists are shown in Table 1, according to individuals generated 
randomly. Note that for each task we have obtained a preference value, and with it we 
have been able determine priorities. 

Table 1. Skills learned by individuals I1, I2 and I3 in relation to the user A  

User A I1 I2 I3 
T1 T1 T1 T1 
T3 T2 T2 T3 
T2 T3 T3 T2 
T4 T5 T4 T4 
T5 T4 T5 T5 
Difference between A/I 4 2 0 

Since we want to minimize the difference between the task lists it can be concluded  
based on Table 1 that the optimal result corresponds to the individual I3 (the task list 
identical to that of the user A), followed by suboptimal result corresponding to the 
individual I2, and the worst result obtained for the individual I1.  

4   Experiments 

In order to define a problem with GA it is necessary to configure a set of parameters, 
represented by variables x1, x2,…, xn of objective function and constraints, as well as 
its data type and the minimum and maximum values allowed; the optimized target 
function f (x); a set of restrictions g (x); and finally, the roles of pre-processing and 
post-processing, which are functions that are evaluated only at the beginning or end of 
the implementation of the algorithm, respectively. 

The following parameters are required by the GA: Population length, Generation 
number, Kind of reproduction, Probability of Reproduction, Selection, Probability of 
Mutation, Elitism (Individual to preserve), Refresh period f the population, and 
Percentage of population cooled. 
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Experiment 1: 10 Tasks
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Experiment 2: 20 Tasks
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Experiment 3: 50 Tasks
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Experiment 4: 100 Tasks
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Fig. 1. Evolution of GA with 10, 20, 50 and 100 tasks 

We worked on an initial population of 6 individuals. An elitist GA has been chosen 
to be developed that only preserves 1 individual in the last population and with a 
crossing point. The selection was made by the selection training, the probability of 
mutation was 0.005, and the reproduction and selection are 0.89 and 0.85 
respectively. The convergence concept is related with the progression to uniformity: 
generation had converged when at least the 95% of the individuals in the population 
share the same value for this gene [5]. We assumed that the population is converging 
when all the genes had converged. The population had evolved to the global 
maximum. 

There have been tests where the task list system was ranging from 5, 10, 20, 50 to 
100 tasks (Fig. 1). For each case we ran the program with 1000 generations and we 
analyzed the convergence of GA. The  values obtained are shown in Fig. 2. Of the 
total number of tests performed, in 99% of cases the trial leads to the optimal solution, 
0.1% were unsuccessful  and the remainder (0.9%) solutions were sub-optimal.  
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Fig. 2. Convergence of GA in relation to number of task 
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5   Conclusions  

The interest of researchers in Ambient Intelligence has been increasing in the last 
years. It seems to be one of the new main challenges of Computer Science 
applications and particularly of Artificial Intelligence, but it still has to solve some 
key problems such as predicting user’s preferences in an unobstrusive way.  

In this paper, we used a Heuristic Genetic Algorithm to know what the user really 
wants. Specifically, we generated a list of prioritized tasks according to the user 
assumed preferences. If the context-aware multi-agent system that has to predict user 
preferences has a small set of tasks, GA may then be not justified because of the 
computational cost, but if we assumed enough number of tasks and of characteristics, 
then GA application would be justified.  

Application of Genetic Algorithms allows us to get the implicit user preferences on 
some features or characteristics of tasks from an ordered list of these tasks. We have 
an individual  with a chromosome with so many genes as features are to be assessed. 
For each new individual generated, we compute the corresponding prioritization of 
tasks and then, through the evaluation function, GA compares the position of each 
task in the list user to the list of the individual. Therefore, the optimal value of the 
evaluation function that compares them is then zero. GOAL software was used to run 
the GA1 that obtains evolutionarly the weights that each user assigns to his 
preferences from this comparison of priority task list to select which of the individuals 
is the closest one to the user preferences.  

Finally, we analyzed different executions of this GA with Goal software to specify 
in which number of generation the algorithm converges when the number of tasks 
increases. And we concluded that this method is more effective when the number of 
tasks to be considered is comprised between 10 and 100. 
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Abstract. This paper represents the first step in an on-going work for designing 
an unsupervised method based on genetic algorithm for intrusion detection. Its 
main role in a broader system is to notify of an unusual traffic and in that way 
provide the possibility of detecting unknown attacks. Most of the machine-
learning techniques deployed for intrusion detection are supervised as these 
techniques are generally more accurate, but this implies the need of labeling the 
data for training and testing which is time-consuming and error-prone. Hence, 
our goal is to devise an anomaly detector which would be unsupervised, but at 
the same time robust and accurate. Genetic algorithms are robust and able to 
avoid getting stuck in local optima, unlike the rest of clustering techniques. The 
model is verified on KDD99 benchmark dataset, generating a solution competi-
tive with the solutions of the state-of-the-art which demonstrates high possibili-
ties of the proposed method.  

Keywords: intrusion detection, genetic algorithm, unsupervised. 

1   Introduction 

Software applications (both commercial and research ones) that deploy a machine 
learning technique are considered to be among the emerging technologies that have 
demonstrated compelling value in enhancing security and other related data analysis. 
Machine learning-based applications use complex mathematical algorithms that scour 
vast amounts of data and categorize them in much the same fashion as a human 
would, or at least according to the categorization rules set by a human. Yet, they are 
able to examine far more data in less time and more comprehensively than a human 
can, highlighting those events that appear suspicious enough to warrant human or 
automated attention. 

Genetic Algorithms (GA) [1], in particular, offer certain advantages over other ma-
chine learning techniques, namely:  

• GAs are intrinsically parallel, since they have multiple offspring, they can explore 
the solution space in multiple directions at once. If one path turns out to be a dead 
end, they can easily eliminate it and continue work on more promising avenues. 
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• Due to the parallelism that allows them to implicitly evaluate many schemas at 
once, genetic algorithms are particularly well-suited to solving problems where the 
space of all potential solutions is truly huge - too vast to search exhaustively in any 
reasonable amount of time, as network data is.  

• Working with populations of candidate solutions rather than a single solution, and 
employing stochastic operators, to guide the search process permit GAs to cope 
well with attribute interactions and to avoid getting stuck in local maxima, which 
together make them very suitable for dealing with classifying rare classes, as intru-
sions are. 

• A system based on GA can easily be re-trained. This property provides the adapta-
bility of a GA-based system, which is an imperative quality of an intrusion detec-
tion system bearing in mind the high rate of new attacks emerging.  

Our GA forms clusters of similar data and the principal idea is to allow the security 
expert to be the final arbiter of what is and is not an actual threat. In addition, after 
forming the initial clusters and assigning them the corresponding labels (also per-
formed by the security expert), when classifying new events that do not correspond to 
any of the existing clusters, the network administrator is the one to decide whether the 
event corresponds to an existing cluster or whether a new cluster should be estab-
lished. Our GA tool assists him by providing the level of proximity between the new 
event and the existing clusters. In this way, the system continuously updates itself, at 
the same time learning more about its environment. Thus, the main objective of this 
tool is to couple expert knowledge and GA data analysis technologies. An important 
point that should be emphasized is that our algorithm is unsupervised, i.e. it does not 
require training data to be labelled. In this way the extensive engineering and error-
prone job of labelling network data is avoided.  

In the recent past, there has been a great deal of criticism towards applying ma-
chine learning techniques in network security. The critics refer mainly to two issues: 

1. Machine learning techniques do not exhibit broad applicability, i.e. they are not 
able to detect attacks for which they were not trained to detect 

2. Most of machine learning is focused on understanding the common cases, but 
what is wanted is to find the outliers (that are generally not so common) 

We have tried to mitigate these issues by coupling the GA with expert knowledge. 
In this way the GA process of learning is “revised” and moves towards the desired 
direction. This would not be possible without the intrinsic properties of GA, namely a 
high level of adaptability to the environment changes. Moreover, it is demonstrated 
that GAs cope well with classifying rare or uncommon cases. Finally, the algorithm 
is only one part within the broader intrusion detection [2] framework, while the critics 
mostly concern cases where a machine learning technique is deployed without any 
additional support. 

The rest of the work is organized as follows. Section 2 presents related work. Sec-
tion 3 details the implementation of the system. Section 4 gives the results of initial 
testing, while Section 5 presents novelty and advantages of the approach, draws con-
clusions and suggests future strategies. 
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2   Related Work 

Most of the machine-learning techniques deployed for intrusion detection are super-
vised, as these techniques exhibit higher level of accuracy than the unsupervised ones. 
However, they have an important deficiency because they operate on labelled data. 
Labelling network data is time-consuming and error-prone process whose possible 
errors may affect negatively on the level of accuracy of deployed technique. 

On the other hand, unsupervised techniques as K-means clustering, although do not 
suffer from the problem of data labelling, exhibit other deficiencies. The number of 
clusters in K-means clustering has to be determined a priori and cannot be changed 
during the process. This is an important deficiency, as the optimal number of clusters 
in an environment that is constantly changing, as network environment is, is hard to 
determine. Moreover, this technique is known to get stuck at sub-optimal solutions 
depending on the choice of the initial cluster centres. kNN algorithm suffers from 
similar problem, that consists in determining the optimal value of k a priori without 
the possibility of changing it on the fly. Again, this does not provide the level of 
flexibility that is necessary in dynamic environments. Furthermore, its accuracy can 
be severely degraded by the presence of noisy or irrelevant features, meaning that it is 
not robust enough. 

On the other hand, GAs avoid getting stuck in local optima due to working  
with populations of candidate solutions rather than a single solution, and employing 
stochastic operators. For the same reason, they are very robust which helps them in 
dealing with noisy network data. Furthermore, our design does not assume that the 
number of clusters has to be known a priori which provides higher level of flexibility. 
Thus, our approach offers true prospects for gaining higher performances when deal-
ing with network data. 

3   System Implementation 

The process of producing security intelligence is comprised of the following five 
steps depicted in Fig.1 below: 

Network packet Network packet Network packet Network packet 
capturecapturecapturecapture

Raw DataRaw DataRaw DataRaw Data

Data PreData PreData PreData Pre----
processingprocessingprocessingprocessing

Creating clusters of Creating clusters of Creating clusters of Creating clusters of 
data using GAdata using GAdata using GAdata using GA

Decision MakingDecision MakingDecision MakingDecision Making

Normal DataNormal DataNormal DataNormal Data
Recognized Recognized Recognized Recognized 
IntrusionsIntrusionsIntrusionsIntrusions

Unknown Unknown Unknown Unknown 
IntrusionsIntrusionsIntrusionsIntrusions  

Fig. 1. Detection process flow 
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The algorithm whose software implementation is presented in the following uses 
the GAlib genetic algorithm package, written by Matthew Wall at the Massachusetts 
Institute of Technology [3].  

3.1   Designate Data 

The input to the algorithm is raw data. The data is further captured by the Wireshark 
Network Protocol Analyzer [4] which provides the capture data in .csv format as 
output. Captured data completely defines particular connection, as it contains infor-
mation about source and destination IP address, ports and payload data.  

3.2   Data Pre-processing 

In this step, each attribute, i.e. each feature of the pre-determined model of network 
connections, gets its value based upon the raw data obtained in the previous step. 
Thus, the output of this step consists of multi-dimensional event vectors that represent 
the model of network traffic. In this way every network connection is represented as a 
vector. 

3.3   Model Training 

This is the process of forming clusters of similar data. It is assumed that the number 
of clusters is not known a priori. This provides a higher level of flexibility as an un-
known attack does not necessarily have to be joined to an existing cluster, yet it can 
form a new cluster. Initial clusters are formed in the process of training by evolving a 
genetic algorithm. The genetic algorithm type deployed is Incremental GA, i.e. it uses 
overlapping populations, but with very little overlap (only one or two individuals get 
replaced in each generation). The replacement scheme used is WORST, i.e. the worst-
performing individuals are replaced with the new ones in each iteration [3]. 

The pseudocode of the training process is given in Fig.2 below. The process of 
training is constantly repeated at certain moments of time. Each time different dataset 
is used for training. 

Set the number of individuals, the number of generations, and the 
number of individuals to be changed in each generation, mutation and 
crossover rate values; 

Initialize the population; 

For each individual from the population 

 For each connection from the dataset 

 Calculate fitness function according to the formula; 

 Breed the population using mutation and crossover; 

 Substitute the worst individuals with the new generated 
ones; 

 Repeat the previous steps for the specified number of 
generations; 

Fig. 2. Pseudocode of the Training Process 
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A further explanation of each step follows:  

Individual Representation and Population Initialization. Genomes of the GA are two-
dimensional matrices, where each row represents a cluster centre. GAlib provides 
resizable two-dimensional genomes making in this way the idea of unknown number 
of clusters feasible [3]. Each element of a cluster centre corresponds to a feature of 
the pre-determined model of network traffic. Thus, the size of a row is equal to the 
pre-determined number of network features that describe the network model 
deployed.  

At the beginning of the first execution of the training process, each element of each 
genome of the population is initialized to a random float number. The initial popula-
tion of every next training process will be the output of the previous one. The size of 
the population and the number of generations are set by the user. 

Performance Measurement (Fitness Function). For each chromosome, the centres 
encoded in it are first extracted, and then a partition is obtained by assigning the 
points to a cluster corresponding to the closest centre. The distance between the points 
is computed as the Euclidian distance [5]: 
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where c represents the vector of cluster centre whose dimensions are 1xn, n is the 
number of predetermined features used to represent the model of network traffic, and 
x represents the current packet converted to an event vector mentioned above. If all 
the distances to the corresponding centres are greater than the predefined threshold, 
then a new centre is established. The cluster centres encoded in a chromosome are 
then replaced by the centroids of the corresponding clusters. The cluster centroid is 
the average vector of all the vectors that belong to a cluster. 

Given the above partition, and the number of clusters, the value of the cluster va-
lidity index is computed. The fitness of a chromosome is then defined as a function of 
the corresponding cluster validity index. The Davies-Bouldin (DB) index [6] is se-
lected because of the following advantages over other measures: 

1. Stability of results: this index is less sensitive to the position of a small group of 
data set members (so called outliers) than other measures, such as for example, the 
Dunn’s index. 

2. In the case of more than 2 clusters and the need to rank them, some measures (for 
example the Silhouette index) behave unpredictably, whereas the expected behav-
iour of the Davies-Bouldin index in these cases is good. 
DB index is a function of the ratio of the sum of within-cluster scatter to between-

cluster separation. The scatter within the ith cluster is computed as: 
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where Ci and | Ci | represent the ith cluster number of the elements that belong to the 
ith cluster respectively. ||x-ci|| is the distance between the centre and an element from 
the same cluster. It is calculated as the Euclidean distance given in the previous 
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formula. The distance dij between two clusters is considered to be the Euclidean dis-
tance between the corresponding cluster centres. Then, we compute: 
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The Davies-Bouldin DB index is then computed as: 
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where K is the number of different clusters. The objective is to minimize the DB in-
dex for achieving proper clustering. Therefore, the fitness of chromosome j is defined 
as (1/DBj), where DBj is the Davies-Bouldin index computed for this chromosome. 
The maximization of the fitness function will ensure minimization of the DB index. 

Selection. Standard roulette-wheel selection is deployed. The possibility of selecting 
an individual is directly proportional to its fitness value [1]. 

Crossover. Standard one-point crossover is deployed. The possibility of crossover can 
be set by the user [1]. 

Mutation. A swap-mutator is deployed to carry out the process of mutation. The pos-
sibility of mutation can be set by the user [1]. 

The deployed selection, mutation and crossover operator are built-in the GAlib 
package [3].  

3.4   Cluster Labelling and Decision Making 

After the process of establishing the initial clusters, the next step is to classify net-
work events. Before performing the process of classification, the clusters are labelled 
by the security expert. According to his previous knowledge, security expert may 
label the clusters as intrusive, normal or previously unseen that need further investiga-
tion. We have opted for this approach as it is the most appropriate solution for a sys-
tem that is to be employed in a real-world application. 

During the process of classification, the Euclidean distances between the event 
and the existing clusters are calculated. The event is assigned to belong to the clos-
est cluster. However, if all the calculated distances surpass the predetermined 
threshold value (that determines the maximum possible distance between a network 
event and its corresponding cluster centre, meaning that the packet does not corre-
spond to any of the existing clusters), the security expert is called upon to be the 
final arbiter. Our GA tool assists him by providing the level of proximity between 
the new packet and the existing clusters. The security expert renders the final deci-
sion as to whether the event corresponds to an existing cluster or a new cluster 
should be established, meaning that the event has been unknown up to this moment. 
In this way, the system continuously updates itself, at the same time learning more 
about its environment. 



138 Z. Banković et al. 

4   Initial Testing and Results 

Testing of the implemented algorithm was carried out on the benchmark KDD99 
dataset [7]. As KDD set has its own pre-defined features [7], the step of  
data-preprocessing explained above is skipped. GA parameters of initial testing are 
the following ones: initial population contains 100 individuals, 50 generations are 
evolved during the process of evolution, with the probabilities of crossover and muta-
tion operator 0.9 and 0.1 respectively. For the purpose of initial testing, the process of 
labeling is performed using the existing labels of the dataset: a cluster gets the label of 
the group (normal or one of four types of attacks) whose number of individuals that 
pertain to the group is higher than the rest. 

The KDD dataset has been found to have a number of drawbacks [8], [9]. Thus the 
testing results do not reflect the behaviour of the algorithm in a real-world environ-
ment. Moreover, current testing is not performed in a manner the system is going to 
be utilized, i.e. all the tests were carried out on the initial clusters without performing 
any re-clustering by a security expert. The process of cluster labeling is also per-
formed in a different way. Testing results, however, reflect a high capability that the 
algorithm exhibits in distinguishing intrusive connections from the non-intrusive 
ones. The overall detection rate of 91% with a false-positive rate of 0.5% ranks this 
system as one of the best-performing unsupervised methods in the current state-of-
the-art. Due to the skewed distribution of different attack groups (number of DoS 
attacks highly surpasses the number of the rest), deployed labeling results in assigning 
DoS label to all of the attacks groups. Furthermore, this leads to not having alteration 
of the final result (expressed in the terms of detection and false-positive rate) while 
changing different parameters of the proposed algorithm, such as population size or 
possibilities of the operators, or different fitness functions (Dunn index [6] or I-index 
proposed in [10]). 

The observed drawback consists in assigning some of the attacks into the clusters 
that represent different attacks groups, or declare them as normal. The latter is often 
the case with U2R (User-to-root) and R2L (Remote-to-Local) types of attacks for the 
dataset. This occurs partially due to the known drawback of the dataset, i.e. the data-
set is proven to possess connections with absolutely the same or very similar feature 
values, but with different labels [8]. However, all the drawbacks are expected to be 
mitigated through the influence of the security expert.  

5   Conclusions and Future Strategies 

The described GA design represents a novelty in the network security field. Most of 
the existing applications of GAs for intrusion detection assume supervised learning 
where the training dataset needs to be labelled. Our design of the algorithm is unsu-
pervised, so we have avoided the process of labelling the data which can be time-
consuming and error-prone. On the other hand, various clustering algorithms have 
been deployed for classifying network events, but none of them was based on genetic 
algorithms. Hence, the algorithm as deployed presents a novelty in the network secu-
rity field. Moreover, our system can cooperate with a security expert providing in that 
way higher accuracy and adaptability to environmental changes. 
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Initial testing reflects a high capability that the algorithm exhibits in distinguishing 
intrusive connections from the non-intrusive ones. In the near future, the algorithm 
will be tested in a real-world environment as a part of the final product of the Intru-
sion Detection Project [2]. 

Strategies for the continuation and the improvement of the work presented here  
are numerous and concern various aspects of the algorithm. The question of data pre-
processing still remains unresolved. A promising solution could be to deploy the idea 
presented in PAYL [11]. More flexibility could be given to the algorithm by providing 
different options for performance measurement, selection, crossover and mutation. 
Moreover, there is a great possibility of using different standard genetic operators for 
selection (rank, tournament, deterministic sampling) or crossover (two-point, even-
odd) and mutation (random flip) or even developing custom operators [3], [1]. 
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Abstract. One of the most important issues that must be taken in mind to 
optimize the design and the generalization abilities of trained artificial neural 
networks (ANN) is the architecture of the net. In this paper Symbiotic_RBF is 
proposed, a method to do automatically the process to design models for 
classification using symbiosis. For it, there are two populations who evolve 
together by means of coevolution. One of the populations is the method 
EvRBF, which provides the design of radial basis function neural nets by means 
of evolutionary algorithms. The second population evolves sets of parameters 
for the method EvRBF, being every individual of the population a configuration 
of parameters for the method. Thus, the main goal of Symbiotic_RBF is to find 
a suitable configuration of parameters necessary for the method EvRBF, which 
is adapted automatically to every problem. 

Keywords: neural networks, evolutionary algorithms, data sets, coevolution. 

1   Introduction 

In this paper, a method to automatically design models for classification using 
symbiosis is proposed. In order to do this, the so called Symbiotic_RBF uses two 
populations that evolve together by means of coevolution. 

From a biological point of view, coevolution is defined as "the evolution of two or 
more species that do not cross among them but that possess a narrow ecological 
relation, across reciprocal selection pressures, the evolution of one of the species 
depends on the evolution of other one" [19]. There are three main kinds of 
coevolution: Competitive (Parasitic), Cooperative (Symbiotic), and Exploitation. 

In competitive evolution, the organisms, belonging to the same species or not, 
compete for the same resources. On the other hand, exploitation takes place when the 
presence of a species stimulates the development of another, while the presence of 
this one disables the development of the first one. And finally, the interactions among 
two species are cooperative when both (of them) benefit from this interaction. 
Symbionts organisms are extreme cases in which two species are so intimately 
integrated that they act as an alone organism. 

In this paper symbiotic coevolution is used, thus, every population contributes to 
the evolution of the other and vice versa. 

First population is composed of many instances of the method EvRBF, which 
provides the design of radial basis function neural nets by means of evolutionary 
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algorithms. The second population evolves sets of parameters for the method EvRBF, 
being every individual of the above mentioned population a configuration of 
parameters for it. 

Thus, for every given problem, Symbiotic_RBF searches automatically the optimal 
configuration of parameters that the method EvRBF should use. Symbiosis shows 
then its ability to increase the usability of traditional methods, one of the key issues 
on future trends in data mining. 

2   Related Work 

The design of optimal artificial neural networks (ANNs) is a key issue in the study of 
ANNs [21] and both evolutionary and non-evolutionary algorithms have been 
developed to face this task. Most non-evolutionary algorithms can be classified into 
constructive and destructive methods. Constructive algorithm start with a minimal 
network (network with minimal number of hidden layers, nodes, and connections) and 
add new layers, nodes, and connections during training; destructive algorithms do the 
opposite, i.e., start with the maximal network and delete unnecessary layers, nodes, 
and connections during training.  

Harpham et al. reviewed in [6] some of the most well known methods that apply 
evolutionary algorithms to RBFNN design. They concluded that, in general, methods 
tend to concentrate in only one aspect when designing RBFNN. Nevertheless, there 
also exist methods intended to optimize the whole net, such as [9] for Learning Vector 
Quantization (LVQ) nets or [3] for multilayer perceptrons. 

Chronologically, the first papers [4, 20] used binary codification and were 
constricted by the number of hidden neurons, that had to be set a priori. While Carse 
[4] works with a population of nets, Whitehead [20] works with a population of 
neurons (thus, only one RBFNN was build and evaluated) that compete and cooperate 
to find the optimal net. 

Subsequent papers [2] presented algorithms based on real number representation. 
Again, the imposition of a limit to the number of neurons, optimization of only the 
centers for RBF, and a badly defined penalization term for the number of times an 
individual can reproduce, are the main drawbacks of this algorithm. 

Recent applications try to overcome the disadvantages of the preceding methods. 
Rivera [16] made many neurons compete, modifying them by means of fuzzy 
evolution, i.e., using a fuzzy rules table that specifies the operator that must be applied 
to a neuron in order to improve its behavior. 

Most recent methods still face single aspects when configuring a net. Thus, Ros et 
al.'s method [17] automatically initializes RBFNN, so that finds a good set of initial 
neurons, but relies in some other method to improve the net and to set its widths. 

Different kinds of coevolution have also been used to design ANN, as can be found 
in literature. Paredis [10] competitively coevolved the weights of ANNs of fixed 
topology for a synthetic classification task. After this, Paredis [11] proposed a general 
framework for the use of coevolution to boost the performance of genetic search, 
combining coevolution with life-time fitness evaluation. 

Potter and De Jong [13] proposed Cooperative Coevolutionary Algorithms 
(CCGAs) for the evolution of ANNs of cascade network topology. Coevolution 
occurs by decomposing the problem into interacting subtasks. 
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Barbosa [1] employs a competitive coevolutionary genetic algorithm for structural 
optimization problems using a game-theoretic approach. The first player, the designer 
of a mechanical structure, tries to minimize the Compliance (a measure of the overall 
deformability under a specific load). The second player, nature, challenges the 
designer's constructions by maximizing the compliance. 

Schwaiger and Mayer [18] employed a genetic algorithm for the parallel selection 
of appropriate input patterns for the training datasets (TDs). After this, Mayer [7], in 
order to generate coadapted ANNs and TDS without human intervention, investigated 
the use of symbiotic (cooperative) coevolution. Independent populations of ANNs and 
TDSs were evolved by a genetic algorithm, where the fitness of an ANN was equally 
credited to the TDS it had been trained with. 

3   System Overview 

The optimal design of a net involves the establishment of its structure as well as the 
weights of the links. In this sense, RBFNN represent a special kind of NN since, once 
the structure has been fixed, the optimal set of weights can be computed. 
Symbiotic_RBF is based on EvRBF, an evolution method developed to automatically 
design asymmetric RBF.  

The main goal of Symbiotic_RBF is to find a suitable configuration of parameters 
necessary for the method EvRBF, which is adapted automatically to every problem. 
In the section 3.1 and 3.2 both methods are described detailed. 

3.1   The EvRBF Algorithm 

EvRBF [14, 15] is a steady state evolutionary algorithm that includes elitism. It 
follows Pittsburgh scheme, in which each individual is a full RBFNN whose size can 
vary, while population size remains equal.  

EvRBF codifies in a straightforward way the parameters that define each RBFNN, 
using an object-oriented paradigm; for this reason, it includes two operators for 
recombination and four for mutation that directly deal with the neurons, centers and 
widths themselves. Recombination operators (X_FIX and X_MULTI) interchange 
information between individuals, trying to find the building blocks of the solution. In 
the other hand, mutation operators (centers and width modification: C_RANDOM and 
R_RANDOM) use randomness to increase diversity generating new individuals so 
that local minima can be avoided. Furthermore, EvRBF tries to determine the correct 
size of the hidden layer using the operators ADDER and DELETER to create and 
remove neurons, respectively. 

The exact number of neurons affected by these operators (except ADDER) is 
determined by their internal application probabilities. 

EvRBF incorporates tournament selection for reproduction. The fitness function 
measures the generalization capability of each individual as the percentage of samples 
it correctly classifies.  When comparing two individuals, if and only if both two 
individuals have exactly the same error rate, the one with less neurons is said to be 
better. The LMS algorithm is used in order to train individuals, and to obtain the 
weights of links. 
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3.2   Description of Symbiotic_RBF 

Every individual of the algorithm Symbiotic_RBF is a string composed of 0 and 1 
representing a set of 8 parameters for the method EvRBF, as the size of the 
population, the size of the tournament for the selection of the individuals or the 
maximum number of generations. This sequence of bits is organized as follows:  

• 7 bits for the size of the population (a value between 2 and 100) 
• 2 bits for the size of tournament size (between 2 and 5) 
• 6 bits for the number of generations (between 0 and 50)  
• 10 bits for the percentage of the initial limit of neurons  (between 0.1 and 1.0.) 
• 10 bits to represent the percentage of training patterns used for validation 

(between 0.1 and 0.5)  
• 10 bits for the rate of replacement (between 0.1 and 1.0.) 
• 10 bits for the rate of the cross over (between 0.0 and 1.0) 
• 10 bits that will represent the rate of mutation (between 0.0 and 1.0.) 

In order to set the fitness of an individual, its chromosome is decoded into the set 
of parameters it represents. Then, these parameters are used to perform a complete 
execution of EvRBF, and the percentage of validation patterns correctly classified by 
the best net found is used as fitness for the individual. 

Finally, the parameters that Symbiotic_RBF needs to perform its own evolving are: 
size of the population, size of tournament, rate of replacement, rate of mutation and 
number of executions. 

4   Experimental Results 

The system Symbiotic_RBF has been evaluated across three data sets from UCI data  
set repository1: ionosphere (351 instances, 34 features, 2 classes), Sonar (208 
instances, 60 features, 2 classes) and Wdbc (570 instances, 30 features, 2 classes). For 
every database, 7 different sets of data have been generated using various feature 
selection methods, so that Symbiotic_RBF has been tested over 21 different 
classification databases.  

Feature selection algorithms used in this work included both filter and wrapper 
methods. Briefly, FS-LVF and FS-Focus are non-evolutionary filters; FS-Forward and 
FS-Backward algorithms are two classic, non-evolutionary wrapper greedy methods; 
FS-GGA generational genetic algorithm filter; FS-SSGA is a steady state genetic 
algorithm wrapper. Finally, the seventh dataset for every problem is composed of the 
original data. Table 1 shows the number of attributes present in every dataset. 

In order to test the generalization capabilities of Symbiotic_RBF, a 10-crossfold 
validation method has been used, so that every dataset has been divided into 10 
different sets of training-test patterns; for every training-set couple, the algorithm has 
been executed three times, and the results show the average of these 30 executions. 

The performance of the method has been compared with two other evolutionary 
algorithms found in the literature: EvRBF [12, 14, 15], and CoCoRBFN [12]2. Both of 
                                                           
1 http://www.ics.uci.edu/~mlearn/MLRepository.html 
2 Results yielded by EvRBF and CoCoRBFN have been borrowed from [12]. 
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them are designed to automatically build RBF neural networks. The first one by 
means of a Pittsburg genetic algorithm, and the second using a cooperative-
competitive evolutionary algorithm, i.e., another kind of co-evolutionary approach. 

The experiments carried out have been executed along 30 generations, with a 
population of 50 individuals; tournament selection used 5 individuals, and 60% of 
individuals were replaced in every generation. 

Table 1. Number of attributes for every problem with respect to the different feature selection 
methods  

Preprocessing Ionosphere Sonar WDBC 

None 34 60 30 

FS-GGA 7 14 7 

FS-LFV 9 17 8 

FS-SSGA 9 17 8 

FS-BackwardLVO 29 39 27 

FS-Focus 3 6 10 

FS-ForwardLVO 4 4 5 

Tables 2 to 4 show the results obtained by Symbiotic_RBF, EvRBF and CoCoRBF 
in the above cited classification problems. Results allow to observe that the 
percentages of classification yielded by Symbiotic_RBF are similar or better to those 
obtained by EvRBF and CoCoRBF. Thus, the overfitting problem does not affect to 
this new algorithm, despite the fact that the training dataset is used more times in 
Symbiotic_RBF than in the rest of algorithms.  

With respect to the number of neurons, as in EvRBF, but unlike CoCoRBF, 
Symbiotic_RBF does not fix neither imposes an upper limit to the size of the net. 
Although this could turn into over-specified models, Symbiotic_RBF builds nets 
whose size is similar to those designed with EvRBF. The number of neurons is then 
controlled by means of the genetic operators used by EvRBF, and the probabilities 
used by these operators are set by the symbiotic method. 

Table 2. Experimental Results with Sonar database 

Symbiotic_RBF EvRBF CoCoRBFN 
Feature selection RBF 

nodes 
Test (%) 

RBF 
nodes 

Test (%) 
RBF 
nodes 

Test (%) 

None 7 74,67 6 70,20 8 75,27 
FS-GGA 12 84,61 8 80,49 8 70,47 

FS-LFV 10 80,53 8 79,30 8 73,42 

FS-SSGA 12 85,04 9 81,40 8 72,45 

FS-BackwardLVO 15 85,41 10 81,34 8 73,68 

FS-Focus 8 85,37 6 82,94 8 75,80 

FS-ForwardLVO 6 82,61 4 80,90 8 74,51 
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Table 3. Experimental Results with Ionosphere database 

Symbiotic_RBF EvRBF CoCoRBFN 
Feature selection RBF 

nodes 
Test (%) 

RBF 
nodes 

Test (%) 
RBF 
nodes 

Test (%) 

None 13 97,37 10 96,65 8 93,20 

FS-GGA 16 95,51 12 93,55 8 83,39 

FS-LFV 11 94,49 10 93,56 8 87,95 

FS-SSGA 11 95,93 9 95,16 8 89,98 

FS-BackwardLVO 15 96,90 14 96,34 8 91,61 

FS-Focus 18 95,00 15 93,70 8 88,57 

FS-ForwardLVO 11 95,06 9 95,05 8 92,49 

The results show that Symbiotic_RBF can be effectively used to establish the 
parameter an evolutionary method needs, and, because of its nature of evolutionary 
algorithm, can be easily extended to any other algorithm. This property should be taken 
into account when statistical methods (like ANOVA) can not be considered because of 
the high number of parameters that must be evaluated. Actually, Symbiotic_RBF has 
been able to significantly reduce the number of parameters needed by EvRBF, so that 
only the parameters need to run the symbiotic method must be considered, and these 
ones can be set to standard values frequently used in literature. 

On the other hand, the main disadvantage of the method is related to its 
computational cost. Taking into account that both EvRBF and Symbiotic_RBF are 
evolutionary algorithms, the time needed to find the final result seriously grows as the 
number of generations does. Nevertheless, the aim of the combined method is to find 
a net that performs a good classification and, due to the nature of these models, the 
exploitation phase is then performed very fast. 

Table 4. Experimental Results with WDBC database 

Symbiotic_RBF EvRBF CoCoRBFN 
Feature selection RBF 

nodes 
Test (%) 

RBF 
Nodes 

Test (%) 
RBF 
nodes 

Test (%) 

None 8 95,60 7 95,51 8 96,27 
FS-GGA 12 96,55 12 96,42 8 95,85 

FS-LFV 6 92,50 8 92,76 8 94,51 
FS-SSGA 7 95,07 6 94,97 8 95,53 
FS-BackwardLVO 6 95,14 8 95,45 8 96,37 
FS-Focus 10 93,73 10 93,60 8 94,76 
FS-ForwardLVO 7 95,20 9 95,40 8 96,48 

5   Conclusions and Future Research 

In this paper a system to automatically design models for classification using 
symbiosis is proposed. Thus, two populations coevolve in cooperative way 
contributing one to the evolution of the other and vice versa. 
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One of the populations is the method EvRBF, which provides the design of radial 
basis function neural nets by means of evolutionary algorithms. The second 
population evolves sets of parameters for the method EvRBF, being every individual 
of the above mentioned population a configuration of parameters for the method. The 
main goal of the proposed system, Symbiotic_RBF, is to find a suitable configuration 
of parameters necessary for the method EvRBF by means of coevolution.  

The system Symbiotic_RBF has been evaluated across three data sets (Ionosphere, 
Sonar and Wdbc, from UCI repository), but every one has been filtered with 7 
different features selection methods, resulting into 21 different datasets, and it has 
been compared with two other systems (EvRBF and CoCoRBFN) in order to evaluate 
the performance of the system. 

The obtained results by Symbiotic_RBF, shown in tables 2, 3 and 4, are similar or 
even better than in the methods EvRBF and CoCoRBFN. In addition, Symbiotic_RBF 
obtains the best results of a total average for every method: Symbiotic_RBF, EvRBF 
and CoCoRBFN.  

Future research will be driven into two main directions. Firstly, the number of the 
parameters for Symbiotic_RBF will be eliminated using CHC evolutive algorithm [5]. 
This way, we will be able to configure an evolutionary method (EvRBF) from scratch. 
Secondly, Symbiotic_RBF will be evaluated with functional approximation problems 
and extended in order to be used for time-series forecasting. In this case, 
Symbiotitc_RBF will be able to both estimate the parameters for EvRBF and also 
select those intervals that needed to perform the optimal forecasting.   
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Abstract. The paper explores connections between population topology and  
individual interactions inducing autonomy, communication and learning. A 
Collaborative Asynchronous Multi-Population Evolutionary (CAME) model is 
proposed. Each individual in the population acts as an autonomous agent with 
the goal of optimizing its fitness being able to communicate and select a mate 
for recombination. Different strategies for recombination correspond to differ-
ent societies of agents (subpopulations). The asynchronous search process is fa-
cilitated by a gradual propagation of the fittest individuals’ genetic material into 
the population. Furthermore, two heuristics are proposed for avoiding local op-
tima and for maintaining population diversity. These are the dynamic domi-
nance heuristic and the shaking mechanism, both being integrated in the CAME 
model. Numerical results indicate a good performance of the proposed evolu-
tionary asynchronous search model. Particularly, proposed CAME technique 
obtains excellent results for difficult highly multimodal optimization problems 
indicating a huge potential for dynamic and multicriteria optimization. 

Keywords: evolutionary algorithms, multi-agent systems, population topology, 
asynchronous search. 

1   Introduction 

Hybridization between multi-agent systems and evolutionary techniques has the  
potential to cope with difficult search/optimization problems. The paper explores 
connections between population geometry and agent interactions resulting in a Col-
laborative Asynchronous Multi-Population Evolutionary (CAME) model. 

In the proposed CAME system each individual acts like an agent being able to 
communicate and select a mate for recombination. Individuals belong to one of the 
following three agent societies: Local Interaction, Far Interaction and Global Inter-
action. The society membership specifies the agent recombination strategy. The agent 
society of an offspring depends on the parents’ agent society and a dominance rela-
tionship between societies. 

The CAME population is endowed with a topological structure inducing a mean-
ingful interaction between agent societies particularly for recombination purposes. 
Individuals are arranged according to their fitness using a predefined topology. A 
similar idea of placing population on a grid can be found in [1]. However, the latter 
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approach does not involve sorting of individuals according to the fitness or collabora-
tion between individuals in different agent societies. 

The introduced population model induces an asynchronous search scheme essen-
tially based on the structure of the population (both geometrical and multiple-
population). Furthermore, the induced asynchronous search process relies on the 
agent properties of autonomy and communication, which are vital for successful soci-
ety interactions. 

Numerical experiments prove the efficiency of the proposed technique by compar-
ing it with the results obtained by recent evolutionary algorithms for several difficult 
unimodal and multimodal real-valued functions. The CAME model obtains excellent 
results for difficult highly multimodal optimization problems indicating a huge poten-
tial for dynamic and multicriteria optimization. 

2   Population Hybrid Model 

Exploring agent fundamental properties is a promising approach to designing evolution-
ary heuristics. This approach represents a shift in evolutionary paradigm design. The 
population evolution is not entirely controlled by some a-priori fixed operators. In the 
proposed agent-based approach, individuals can control to a certain extent their own 
evolution. This transfer of control towards individuals (that have agent capabilities) can 
trigger interesting behavioural types emerging from multi-individual interactions. 

In order to facilitate a flexible search process in solving very difficult problems, 
population individuals can be considered members of a multi-agent system [2, 10, 
12]. An agent can autonomously take decisions, acts on behalf of its creator, is  
situated in an environment and is able to perceive it, has a set of objectives and acts 
accordingly. The agent properties with a great potential for our approach refer to 
autonomy, communication and learning [4, 7, 8]. 

As an agent, each individual has the objective of optimizing its fitness. This objec-
tive is pursued by communicating with other individuals and selecting a mate for 
recombination based on individual strategies. The information exchanged by indi-
viduals via direct communication mainly refers to the fitness value. An individual 
invited to participate in a recombination process is able to make an autonomous deci-
sion about accepting or rejecting the request. The main factors of this decision include 
the strategy of the invited individual, the information received from the potential mate 
and a certain degree of randomness that induces autonomy. 

For an efficient balance between search intensification and diversification special-
ized agent societies are considered. Agents from different societies are characterized 
by specialized behaviour in the recombination process. 

The proposed CAME model implies three societies of individuals as follows: 

1. Local Interaction Agent (LIA) society: LIA individuals select mates for recom-
bination from their local neighbourhood (individuals geometrically situated on 
the previous layer). 

2. Far Interaction Agent (FIA) society: FIA individuals select mates for recombi-
nation from more distanced layers on the population topology. 

3. Global Interaction Agent (GIA) society: GIA individuals select mates for re-
combination on a global basis from the entire population. 
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LIA behavior emphasizes local search while FIA individuals are able to guide the 
search towards unexplored regions. The GIA society focuses on the global explora-
tion of the search space realizing the connection between the LIA and FIA societies. 

Similar to the autonomy in agent-based models, each individual invited to be a 
mate can accept or decline the proposal according to its own strategy. Individuals 
from LIA and FIA societies accept individuals from the same society or from the GIA 
society as mates. Individuals from GIA society accept any other individual as mate. 
Offspring are assigned to a certain society according to a dominance concept. The 
dominance in CAME refers to the LIA and FIA societies. Let us consider the case 
where LIA is the dominant agent society (LIA dominates FIA). In this situation, any 
combination of a GIA with a LIA individual results in an offspring belonging to LIA 
while a combination between a GIA and an FIA individual produces a GIA offspring. 
Furthermore, the information exchanged in the environment between individuals bias 
the decision about involvement in certain recombination processes. 

The concepts of Local and Far Interaction societies receive a precise meaning if a 
certain topology of the entire population is specified. The CAME population is en-
dowed with a topological structure that can be useful for selection and recombination 
purposes. The population topology can be associated to the asynchronous action of 
the search operators inducing a better balance between search intensification and 
diversification. An efficient exploitation of the useful genetic material already ob-
tained in the search process is completed by maintaining population diversity. 

Let P(t) be the current population at iteration (epoch) t. The size of the population 
is fixed at n2, where n is an even number, in order to be compatible with the proposed 
topology. All individuals are sorted according to their fitness and are distributed over 
n/2 concentric layers starting with the fittest individuals on the most inner layer. The 
number of individuals placed on layer i, i=0,.., n/2-2, is 4(n-2i-1).  

3   Proposed Hybrid Asynchronous Search Model 

The proposed CAME model uses an asynchronous search scheme. Individuals from a 
layer are updated through proactive recombination and are involved in forthcoming 
recombination processes within the same epoch.   

The individuals from the most inner layer (the fittest individuals in the popula-
tion) are copied in the next population. Each individual from the population has the 
chance of being improved by getting involved in a recombination process. Popula-
tion diversity is preserved as genetic material of both very fit and less fit individuals 
is considered in recombination. Decision about the second parent involved in each 
recombination process is based on agent society model, and this is the way the ex-
ploitation of the search space is pursued. 

LIA individuals from layer c address mating invitations to individuals from layer 
(c+1), where c = 0,…,n/2-2. FIA individuals from layer c address mating invitations 
to individuals from layer (c+i), where c = 0,…,n/2-3 and i ≥ 2 is randomly selected 
using an uniform distribution. FIA individuals from layer (n/2-2) invite individuals 
from layer (n/2-1). Individuals from the GIA society are more explorative. GIA indi-
viduals from a layer c may address mating invitations to individuals from any layer 
except layer c. 
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For each mating pair (x, y) the best offspring z obtained after recombination is mu-
tated. The best between z and mut(z) is compared to the first parent x and replaces x if 
it has a better quality. The elitist scheme that allows only better individuals to replace 
the first parents is mitigated by the fact that all individuals from the population are 
involved in recombination. 

The useful genetic material collected from the entire population is propagated 
through the layers until it reaches the less fit individuals from the population. Fur-
thermore, the co-existence of FIA and GIA individuals in the same population facili-
tates a more aggressive search space exploration. 

The selection of a mate from a layer is performed using any selection scheme. 
Tournament selection scheme is considered for all the experiments reported in this 
paper. 

4   Heuristics for Search Optimization in CAME 

This section presents two strategies that adopted in CAME may improve the effi-
ciency of the search process.  

The first strategy refers to a dynamic dominance concept preventing the search to 
become trapped in local optimum. This strategy allows the change of the dominant 
agent society during the evolution of the population. If the quality of the solution 
detected does not improve after a specified number of epochs, CAME switches the 
dominance between LIA and FIA societies. The dynamic dominance strategy plays an 
important role in the way recombination results are valued and engaged during the 
search process. 

The second strategy adopted in CAME engages a shaking mechanism to dynami-
cally restructure the three CAME agent societies. If the quality of the detected  
solution does not improve after a certain number of epochs, the membership of indi-
viduals to one of the LIA, FIA and GIA agent societies is reassigned. Proposed shak-
ing mechanism prevents the GIA society to take control over the entire population in 
a percolation-like behaviour. Moreover, this strategy emphasizes local optimization in 
the late stages of the search. This kind of local tuning can increase the accuracy of the 
detected solution and may be particularly useful in solving multimodal and dynamic 
optimization problems. 

5   Numerical Experiments 

The CAME model is engaged in set of numerical experiments and compared to sev-
eral recently proposed evolutionary algorithms. A set of five unimodal and multimo-
dal benchmark functions is considered [11]: 

• f1 - Shifted Sphere Function 
• f2 - Shifted Rotated Ackley’s Function with Global Optimum on Bounds 
• f3 - Shifted Rastrigin’s Function 
• f4 - Shifted Rotated Rastrigin’s Function 
• f5 - Shifted Rotated Weierstrass Function 
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The proposed algorithm uses the following parameters: a population consists of 
8*8 (64) individuals, the mutation probability is 0.2, the tournament size is ½ of the 
considered group of individuals. Convex recombination and Gaussian mutation opera-
tors are used. The degree of randomness regarding the acceptance of a recombination 
request is 10%. 

The CAME algorithm (CAMEA) has been compared to the following four evolu-
tionary algorithms: Real-Coded Genetic Algorithm (RCGA) [5], Guided Differential 
Evolution Algorithm (GDEA) [3], Estimation of Distribution Algorithm (EDA) [13] 
and Self-adaptive Differential Evolution Algorithm (SaDEA) [9]. Tables 1 and 2 
present the error values err(x) = f(x)-f(x*), where x* is the real optimum and x is the 
detected solution. Each column corresponds to a method used for comparison. The 
 

Table 1. Error values achieved in 25 runs for functions f1 – f5 with D = 10 after 1E+3 FEs 

  CAMEA RCGA GDEA EDA SaDEA 
Best 4.6555E+02 1,5460E+04 7,8138E+02 2,8950E+03 8,1417E+02 
Mean 1.5679E+03 4,0250E+03 4,1422E+03 5,7163E+03 1,9758E+03 

 
f1 

StdAvg 7.6249E+02 1,2049E+03 1,5741E+03 1,6349E+03 6,5127E+02 
Best 2.0441E+01 2,0286E+01 2,0480E+01 2,0437E+01 2,0385E+01 
Mean 2.0721E+01 2,0694E+01 2,0693E+01 2,0743E+01 2,0718E+01 

 
f2 

StdAvg 1.2488E-01 1,7609E-01 1,2400E-01 1,0947E-01 1,6960E-01 
Best 1.3703E+01 5,4306E+01 5,1780E+01 5,7039E+01 3,6935E+01 
Mean 2.8350E+01 7,1658E+01 6,9319E+01 8,2039E+01 5,4397E+01 

 
f3 

StdAvg 8.5676E+00 9,3589E+00 7,6990E+00 9,9606E+00 7,5835E+00 
Best 3.4433E+01 6,2407E+01 7,7355E+01 8,0269E+01 4,5212E+01 
Mean 5.9169E+01 8,9899E+01 9,4148E+01 1,0105E+02 7,5797E+01 

 
f4 

StdAvg 1.4648E+01 1,0229E+01 9,0170E+00 9,4880E+00 1,1696E+01 
Best 5.5808E+00 9,9650E+00 9,7080E+00 9,2370E+00 8,9358E+00 
Mean 9.6909E+00 1,1539E+01 1,1407E+01 1,1885E+01 1,1408E+01 

 
f5 

StdAvg 1.7421E+00 6,4190E-01 8,2200E-01 8,1793E-01 9,5360E-01 

Table 2.  Error values achieved in 25 runs for functions f1 – f5 with D = 10 after 1E+4 FEs 

  CAMEA RCGA GDEA EDA SaDEA 
Best 5.9605E-01 8,2384E-03 3,1630E+00 6,1428E-01 1,1915E-05 
Mean 7.7383E+00 4,0164E-02 1,0988E+01 2,6420E+00 3,8254E-05 

 
f1 

StdAvg 6.1572E+00 1,5428E-02 5,4600E+00 1,0717E+00 2,0194E-05 
Best 2.0253E+01 2,0286E+01 2,0372E+01 2,0311E+01 2,0328E+01 
Mean 2.0483E+01 2,0504E+01 2,0510E+01 2,0530E+01 2,0506E+01 

 
f2 

StdAvg 1.4269E-01 1,1153E-01 9,1000E-02 9,7604E-02 9,5400E-02 
Best 2.3687E+00 2,3915E+00 4,4930E+00 3,8268E+01 3,8698E+00 
Mean 4.5031E+00 1,1008E+01 1,5334E+01 4,9368E+01 6,6853E+00 

 
f3 

StdAvg 1.3205E+00 7,1721E+00 5,6630E+00 5,2638E+00 1,2652E+00 
Best 1.2275E+01 1,6769E+01 1,5491E+01 2,6858E+01 2,4175E+01 
Mean 4.0541E+01 3,4098E+01 3,6792E+01 4,7850E+01 3,2230E+01 

 
f4 

StdAvg 1.5504E+01 5,7953E+00 1,0022E+01 8,4603E+00 5,4082E+00 
Best 5.6636E+00 7,9186E+00 2,1150E+00 9,1362E+00 5,7757E+00 
Mean 8.5306E+00 9,9495E+00 4,7370E+00 1,0159E+01 8,0249E+00 

 
f5 

StdAvg 1.3069E+00 7,4983E-01 1,4020E+00 5,9719E-01 1,0255E+00 
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best and the average error values have been recorded after 1E+3 and 1E+4 function 
evaluations (FEs), after 25 runs of each algorithm for each function with dimension 
D=10. The obtained standard deviations are also listed in these tables. 

Smaller error values are reported by CAME in approximately 68% of the consid-
ered cases. For 1000 FEs CAME performs even better. It is important to note that the 
best performance of the CAME technique is obtained for the most difficult multimo-
dal functions considered. For these functions CAME clearly outperforms most rival 
methods considered after 10000 FEs as well. This can be considered as an indicator of 
the CAME potential for multimodal, dynamic and multicriteria optimization. 

A statistical analysis is performed using the expected utility approach [6] to deter-
mine the most accurate algorithm. Let x be the percentage deviation of the solution 
supplied by a certain algorithm from the best known solution on a given function: 
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The expected utility function can be defined as [6]: 

ctbeuf −−−= )1(βγ ,   

where a possible choice of parameters can be 500=γ , 100=β and 1300.5 −= Et . 

Table 3 presents the results of the statistical analysis test. It can be observed that 
CAME technique is ranked first for 1E+3 FEs.  

Table 3. Statistical analysis for all considered algorithms on the average results obtained in 25 
runs for the functions f1 – f5  with D=10, after 1E+3 FEs 

 CAMEA RCGA GDEA EDA SaDEA 
euf 398,24 395,32 395,17 393,08 397,75 
rank 1 3 4 5 2 

The statistical results obtained for 1E+4 FEs indicate a slightly weaker perform-
ance of CAME. One reason for this behavior is the fact that, even if the global behav-
ior favors CAME algorithm, each other algorithm obtains better results for several 
functions. Another reason could be the fact that the recombination and mutation op-
erators used for the current experiments (convex recombination and Gaussian muta-
tion) are not among of the strongest operators that can be used for real codification. 
Better results could be obtained when using more fitted recombination schemes. 



154 A. Gog, C. Chira, and D. Dumitrescu 

6   Conclusions and Future Work 

A hybrid evolutionary model combining a topological individual arrangement with 
multi-population agent-based interactions is proposed. This technique called CAME 
relies on an asynchronous search scheme. Individuals are arranged according to their 
fitness using a predefined geometrical structure. Individuals from a layer are updated 
through proactive recombination and are involved in forthcoming genetic information 
exchange. Individuals’ autonomy is encouraged by endowing them with agent-like 
features that allows them to choose and to accept mates based on their own strategy 
and information exchanged via direct communication. Different strategies correspond 
to different subpopulations that aim at preserving a good equilibrium between explo-
ration and exploitation. A subpopulation dynamic dominance concept and a shaking 
mechanism are introduced as CAME integrated heuristics in order to further improve 
the efficiency of the search scheme. Experimental results indicate a good performance 
of the proposed search model and can be considered as an indicator of its potential  
for combinatorial optimization. Furthermore, numerical results emphasize that hy-
bridization between multi-agent systems and evolutionary techniques is a promising 
approach to developing intelligent models able to cope with difficult search and opti-
mization problems. 

Ongoing work focuses on extending the proposed model to enable individuals with 
learning capabilities that allow them to make decisions about recombination strategy 
based on previous experience in its own evolution. Furthermore, dynamic optimiza-
tion problems will be studied with the aim of adapting the CAME model for solving 
such problems. The agent property of reactivity can be emphasized in the CAME 
approach by enabling individuals to quickly respond to changes that occur in a dy-
namic environment. The potential of hybrid evolutionary agent-based models for 
dynamic optimization is huge as individuals can be endowed with the capability of 
not only reacting to changes but they can communicate making the latest information 
about the search space available in the system. 
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Abstract. The widespread use of artificial neural networks and the difficult 
work regarding the correct specification (tuning) of parameters for a given 
problem are the main aspects that motivated the approach purposed in this pa-
per. This approach employs an evolutionary search to perform the simultaneous 
tuning of initial weights, transfer functions, architectures and learning rules 
(learning algorithm parameters). Experiments were performed and the results 
demonstrate that the method is able to find efficient networks with satisfactory 
generalization in a shorter search time.  

Keywords: Evolutionary algorithms, genetic algorithms, artificial neural net-
work parameterization, initial weights, architectures, learning rules. 

1   Introduction 

There are a large number of articles in the literature devoted to the analysis and/or 
usage of Artificial Neural Networks (ANNs). Applications in commercial and indus-
trial fields have contributed more strongly toward proving the importance, efficiency 
and efficacy of ANNs [9]. The success of ANN usage in fields such as pattern recog-
nition, signal processing, etc. is incontestable [1], but a key problem concerning neu-
ral networks usage in practice remains as a challenge [2]. This problem is related to 
correctly building neural networks specially tailored to a specific problem, which is 
an extremely important task for attaining success in an application that uses ANNs 
[2], [3]. The search for ANN parameters is generally performed by a developer 
through a trial-and-error procedure. Thus, optimality or even near-optimality is not 
ensured, as the space explored is only a small portion of the entire search space and 
the type of search is rather random [6]. 

Manual tuning (trial-and-error search) of ANN parameters for a certain problem is 
considered a tedious, under-productive, error-prone task [1], [2], [3]. When the com-
plexity of a problem domain increases and when near-optimal networks are desired, 
manual searching becomes more difficult and unmanageable [1]. An optimal neural 
network is an ANN tailored to a specific problem, thereby having a smaller architec-
ture with faster convergence and a better generalization performance [1], [2], [3]. A 
near-optimal ANN is characterized by the choice of its specific, corrected parameters 
for a specific problem, thereby producing a satisfactory performance [2], [3]. The 
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construction of near-optimal ANN configurations involves difficulties such as the 
exponential number of parameters that need to be adjusted; the need for a priori 
knowledge of the problem domain and ANN functioning in order to define these pa-
rameters; and the presence of an expert when such knowledge is lacking [2], [3]. 

Considering the problems and difficulties related to the use of the manual method 
for tuning ANN parameters, the adoption of an automatic method for performing this 
tuning task emerges with the aim of avoiding such problems. A large number of pa-
pers are found in the literature devoted to constructing automatic methods for tuning 
ANN parameters. These can be categorized as evolutionary and non-evolutionary 
methods. One kind of evolutionary technique, the Genetic Algorithm (GA) [5], is 
often used to search near-optimal ANN models with topology optimization, as pre-
sented in [7], [8]. Others include transfer functions, initial weights and learning rules, 
as presented in [1], [6]. Automatic methods that use non-evolutionary techniques are 
focused mainly on the manipulation of ANN architectures and weights. Some of these 
non-evolutionary methods prune connections considered less significant [10], [11] or 
freeze weights when the same inputs are submitted to the network [10]. 

In this paper, we present a method denominated GANNTune (GA + ANN + Tune), 
which is an evolution of its antecessor NNGA-DCOD (aNN + GA - Direct enCODe), 
presented in [2]. The NNGA-DCOD method is mainly characterized by the adoption 
of Evolutionary ANNs (EANNs), a framework that makes possible the search for all 
ANN components needed for its functioning, as defined by Xin Yao [13]. EANNs 
include a sequential and nested layer search process, in which each layer has specific 
ANN information to be found by a specific GA. In NNGA-DCOD, the search for 
initial weights is performed in the lowest layer; the search for hidden layers, nodes per 
layer (architecture) and transfer functions occurs in the intermediate layer; and the 
search for learning algorithm parameters is performed in the highest layer. Thus, there 
are three GAs for searching these ANN parameters and, consequently, there is inter-
dependence between these GAs [3]. While the NNGA-DCOD has three nested GAs, 
the GANNTune has only one GA. The aim of this approach is to reduce the time 
needed to perform the search for ANN parameters for a specific problem. This ap-
proach also seeks to preserve the NNGA-DCOD capability of finding solutions (ANN 
parameters) with similar or better quality. This paper is organized as follows: Section 
2 presents the GANNTune method; Section 3 describes experimental results, includ-
ing time consumption analysis; and Section 4 summarizes our conclusions and pre-
sents future work. 

2   Evolutionary Approach for Tuning ANN Parameters 

There are many different variants of Evolutionary Algorithms (EA) [5]. GA is a kind 
of EA that is widely employed to build automatic methods for tuning ANN parame-
ters. The GANNTune is made up of a GA working directly with ANN parameters in 
their natural format. In other words, there is no encoding scheme. This approach was 
adopted with the intention of avoiding the frequent encoding and decoding tasks at 
each iteration of the search process, which occurs when the canonical GA is used [5]. 
Therefore, an individual is composed of all ANN parameters needed for its function-
ing: learning algorithm parameters, number of hidden layers and hidden nodes per 
layer, transfer functions and initial weights.  
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The individuals used by the GA for tuning ANN parameters are composed of real, 
integer and discrete information. Traditional genetic operators have been reformulated 
to deal with these kinds of values. These operators are the main contribution of this 
work, as there is an absence of such types of genetic operators in the literature. 

The selection of N individuals is performed using the tournament strategy, with a 
random pressure rate of Pp = 0.3 and an elitism rate of E = 0.1. This information was 
found empirically. The tournament selection operator is used to select individuals to 
compose a new population (survivors) as well as individuals for recombination. 

In recombination, given two selected individuals, a random variable is drawn from 
[0,1) and compared to Pc. If the value is smaller than Pc, one offspring is created via 
the recombination of the two parents; otherwise, the offspring is created asexually by 
copying one of the parents [5]. The crossover rate used in this work was Pc = 0.6. 
After recombination, a new random variable is drawn from [0,1) and compared to Pm. 
If the value is smaller than Pm, the mutation operator is applied to the individual; 
otherwise, nothing undergoes any changes. The mutation rate used is Pm = 0.4. 

The execution of the genetic operator for recombination (and mutation) between 
individuals can be divided into three phases: First, the recombination of the learning 
algorithm information occurs; then the recombination of architecture information 
occurs; and, lastly, the recombination of initial weights occurs. The recombination of 
the learning algorithm information occurs with the generation of new values within a 
range based on the parent values. Based on probability, the mutation algorithm for the 
child performs an addition or subtraction operation in the child rates. Based on its 
current value, this operation causes a forty percent up or down (increasing or decreas-
ing) change in the parameter. The evolutionary search for learning rules occurs with 
the search for the Back-Propagation (BP) algorithm parameters. 

The recombination of architectures considers configurations with between one and 
three hidden layers and between one and 12 hidden nodes per layer. The selected indi-
viduals (“parents”) are submitted to the crossover process. The process starts with the 
definition of the number of hidden layers that the child will have, which is obtained 
through the mean sum of hidden layers from the parents, rounded off based on probabil-
ity problems. The dimensions of the hidden layers and the transfer functions for the 
child are then defined through random selection that considers all parent information. 

The recombination operator for architectures produces individuals that are very 
similar to their parents. Thus, the mutation operator (algorithm in Figure 1) is applied 
after the crossover in order to maintain diversity in the population. Child selection for 
mutation is performed through a random process. The process starts with the number 
of children that will undergo mutation. A random number is then generated within the 
range [0, 1). This value will be used to define whether an architecture will undergo an 
increase or decrease in the number of hidden layers or will undergo an increase (PInc = 
0.6) or decrease (PDec = 0.5) in the number of hidden nodes per layer. If an architec-
ture has only one hidden layer, the possibility of the number being three is great 
within all the possibilities. In the case of a selected random value failing to cause a 
significant change in the number of hidden layers, a set of values between archval = 
[-2, 5) is generated and added to the current dimensions of the architecture. This range 
was defined empirically with the purpose of maintaining diversity among the indi-
viduals. If an architecture has two hidden layers, the possibility of the number being 
three is great, with the intention of reducing the number of hidden nodes per layer. 
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Data: childVet, n, m //children vector, number of children, mutation rate  
Result: mutChild 
Begin 

childNumber  ((m/100) * n) 
while childNumber < 0 do 

probability  rand(1) 
child  raffle(childVet)  //choose randomly one child  
if probability <= Pinc then 

if child.numHidLyrs = 1 or 2 then 
child  addLayers(3) 

else 
child  reduceLayersTo(2) 

else if probability <= Pdec then 
if child.numHidLyrs = 1 or 2 then 

child  addLayers(1) 
else 

child  reduceLayersTo(2) 
else 

child  child + rand(archval) 
childVet  childVet – child 
mutChild  child 
childNumber  childNumber – 1  

mutChild  mutChild + childVet 
end 

Fig. 1. Algorithm used for architectures mutation 

In the recombination of initial weights, the parents can have different information 
regarding architecture; they have matrices of weights with different dimensions as 
well. For this reason, the recombination starts with generation of the initial weights 
randomly based on the architecture description arch. After random generation of the 
initial weights, an insertion of genetic material from the parents occurs, as the previ-
ous conditions have been satisfied. One of these conditions refers to the number of 
weight matrices (nm). The transfer of genetic material occurs up to the same number 
of matrices in the parents and child, and up to the minimal dimension of a matrix. The 
algorithm in Figure 2 describes the recombination of initial weights in more detail. 
The procedure getDim has the capability of identifying the dimensions of all matri-
ces (number of lines and columns). The parameters pflip = 0.5 controls the source of 
genetic material to be transferred to child. 

The selection of individuals for mutation is performed randomly, as individuals 
have no fitness yet. According to the mutation rate Pm = 0.4, forty percent of the chil-
dren will undergo mutation. The mutation operator for initial weights consists of its 
adjustment (training) by 5 epochs with the BP algorithm using the data for training. 

The method starts the search by randomly generating populations of individuals. Fit-
ness is then calculated based on the ANN Mean Squared Error (MSE) achieved in the 
training set. The genetic operators maintain the diversity of individuals for the tourna-
ment search and a small range of random selection, where the new individuals generated 
for the next offspring must be distinct from individuals in the present offspring. The 
amount of individuals used in the GANNTune is small, but, as this method is iterative,  
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Data: prta, prtb, arch //parent A, parent B, architecture description  
Result: child //new offspring 
Begin 

weightsrange  [-0.05, 0.05) 
weights  getInitialWeights(arch, weightsrange) 
for id  1:weights.nm do 

if prta.nm < index < prtb.nm then 
dim  getDim(prta{id}, prtb{id}, weights{id}) 
linmin min([dim.lina, dim.linb, dim.linc]) 
colmin  min([dim.cola, dim.colb, dim.colc]) 
for e  1:linmin do 

for g  1:colmin do 
if rand(1) < pflip then 

weights.matrices{id}(e,g)  prta.wgts{id}(e,g) 
else 

weights.matrices{id}(e,g)  prtb.wgts{id}(e,g) 
end 

Fig. 2. Algorithm used for initial weights recombination 

Table 1. Individual composition description 

 Parameters for: Values 
Encoding Direct 
Elitism 10% 
Recombination 80% 
Mutation 70% 
Pressure 30% 
Selection / Stopping 
criteria 

Tournament / Max generations 

Population size 50 G
en

et
ic

 A
lg

or
it

hm
 

Generation 100 
Type MLP, Feed-forward 
Transfer functions Pure-linear (P), Tang-sigmoid (T) and Log-Sigmoid (L) 
Hidden layers Up to 3 
Hidden nodes per layers Up to 16 
Training epochs Up to 3 
Range of initial weights [-0.05, 0.05) 
Output neuron Linear 
Learning rate [0.05 0.25) 

A
N

N
s 

Momentum rate [0.05 0.25) 

many new individuals are created at every generation of each kind of search. Thus, the 
search space explored is large and satisfactory results are achieved. 

3   Experimental Results 

The experiments for evaluating the GANNTune were performed with seven well-
known classification problems found in the UCI repository [12]. Cancer with 9 attrib-
utes (atb), 699 examples (exp) and 2 classes (cla); Heart-Cleveland with 35 atb, 303 
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exp and 2 cla; Pima-diabetes with 8 atb, 768 exp and 2 cla; Horse with 58 atb, 364 
exp and 3 cla; Glass with 9 atb, 214 exp and 6 cla; Card with 51 atb, 690 exp and 2 
cla; and Soybean with 82 atb, 683 exp and 19 cla. To perform the experiments, we 
used 30 two-fold iterations [4]. At each iteration, data were randomly divided into 
halves. One half was the input for the algorithm (70% for training and 30% for the 
validation set) and the other half was used to test the final solution (test set). The 
execution of one iteration corresponds to the creation of an initial population and 
execution of evolutionary search for 100 generations. After 30 iterations with differ-
ent data division and initial populations, the best 30 ANN parameters are chosen 
based on training error, test error and architecture size. The results reported are the 
mean value from the 30 ANN parameters found for each classification problem. 

The search for ANNs through trial-and-error was performed following the previ-
ously described methodology, using the same database split scheme and number of 
training epochs. We performed 30 runs in each fold for the network having between 
[2, 24) hidden neurons for one hidden layer with the (T) transfer function. 

Table 2 displays the mean values from near-optimal ANNs found with GANNTune 
and trial-and-error methods. The mean of the architectures (Arch.) is based on the 
amount of hidden units/neurons. Regarding the number of hidden neurons, GANNTune 
found structurally worse networks (with many hidden neurons) than most of those 
found with the trial-and-error method. However, with application of the t-test, the 
results of GANNTune were statistically much better than the manual method for all 
problems considering the training and test errors. 

Table 2. Description of near-optimal ANNs found with GANNTune and trial-and-error meth-
ods and time consumption of the developed method  

GANNTune Trial-and-error 
Errors Errors 

Classification 
Problems Time cons. in 

minutes 
Arch. 

Training Test 
Arch. 

Training Test 
Cancer (ca) 14.36 25.4 3.03 3.63 16.8 7.16 8.14 
Heart (he) 14.10 20.5 10.03 14.93 21.2 17.62 24.54 
Pima (pi) 14.63 26.6 16.54 16.99 15.4 23.97 23.96 
Horse (ho) 15.05 24.5 12.35 17.79 20 19.71 19.72 
Glass (gl) 14.50 27.3 9.62 10.27 11.7 13.93 13.94 
Card (cd) 14.65 18.6 8.55 12.35 12.3 13.03 16.07 
Soybean (sy) 17.65 38.9 4.76 4.79 22.8 20.47 32.35 

Considering the figures in Table 3, which are mean values, GANNTune is better 
than the other methods for searching near-optimal ANNs for the Pima-diabetes, Glass, 
Soybean and Horse problems regarding mean error (and similar to its antecessor 
NNGA-DCOD for the Horse problem), but the amount of nodes is high compared to 
the other methods. Comparing the GANNTune to NNGA-DCOD, the reduction in the 
mean performance for all problems is very expressive, but with GANNTune, the same 
does not occur with the number of nodes/connections. 

None of the methods found in the literature on searching for near-optimal ANNs 
studied the time consumption of the search methodology. The second column in Table 
2 displays information on the time GANNTune needs to search for near-optimal ANNs 
for each problem using all training algorithms. Time is related to the search 
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performed in one fold of the each problem in which the evolutionary search runs up to 
100 generations. Therefore, the figures in second column of Table 2 are mean values 
from 30 iterations in minutes. The main drawback of methods that use evolutionary 
techniques (such as GAs) is the long search processing time. This is due to the fact 
that GAs considers a large search space (where near-optimal ANNs can be found) 
and, consequently, requires a large amount of time to explore this search space [6]. 

Table 3. Comparison between evolutionary and non-evolutionary (*) methods 

  Methods 

In
fo

rm
at

io
n 

P
ro

bl
em

s 

G
A

N
N

T
un

e 

N
N

G
A

-
D

C
O

D
 [

2]
 

G
E

PN
E

T
 

[8
] 

C
O

V
N

E
T

 
[8

] 

M
O

B
N

E
T

 
[8

] 

C
O

O
P

N
N

 
[7

] 

C
N

N
D

A
* 

[1
0]

 

ca 3.63 6.22 - - - 1.38 1.15 
he 14.93 14.26 13.63 14.26 13.63 11.96 - 
pi 16.99 21.15 19.27 19.90 19.84 19.69 19.91 
ho 17.79 17.52 - - - 26.74 - 
gl 10.27 12.75 35.16 - 35.16 22.89 - 
cd 12.35 - - - - 12.17 - 

T
es

t e
rr

or
 

sy 4.79 - - - - 7.61 - 
ca 25.4 12.8 - - - 5.89 3.5 
he 20.5 12.1 6.37 4.77 11.4 7.28 - 
pi 26.6 6.1 4.57 6.17 7.9 7.9 4.3 
ho 24.5 7.2 - - - 20.3 - 
gl 27.3 5.6 6.33 - 14.87 6.73 - 
cd 18.6 - - - - 6.89 - 

N
um

be
r 

 
of

 h
id

de
n 

no
de

s 

sy 38.9 - - - - 19.42 - 

Compared to the time consumption of the NNGA-DCOD method, which is meas-
ured in hours of processing, the time consumption of GANNTune applied to the same 
classification problems is displayed in minutes of processing. This very significant 
reduction in time consumption was obtained with the adoption of only one GA to 
perform the search, whereas the NNGA-DCOD has three nested GAs to perform the 
same search. 

4   Conclusions 

The search for ANNs that are custom-tailored to a specific problem is considered a 
complex task and has mainly employed manual search methods. In this paper, we 
presented a new version of a hybrid method for automatically searching near-optimal 
ANNs. This method is composed of a combination of GAs and ANNs that search 
different ANN information.  Experiments were performed and the results demonstrate 
that this method is able to achieve neural networks with satisfactory performances 
when compared to a simulation of the manual search method and other recent meth-
ods described in the literature. Moreover, the overall method requires just 15 minutes 
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to perform the search for ANN parameters (compared to 33.63 hours for its anteces-
sor). In other words, the reduction in time consumption is clear. Future work will 
concentrate on refining the genetic operators and addressing the issues of pruning 
connections. 
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Abstract. Component selection is a crucial problem in Component Based Soft-
ware Engineering (CBSE). CBSE is concerned with the assembly of pre-
existing software components that leads to a software system that responds to 
client-specific requirements. We formulate the problem as multiobjective, in-
volving 3 objectives. The approach used in this paper is an evolutionary compu-
tation technique combined with a greedy algorithm which is used to fine tune 
the solutions after the application of the genetic operators. The experiments and 
comparisons with Greedy technique show the effectiveness of the proposed  
approach.  

Keywords: Component Selection, Hybrid evolutionary algorithms, Greedy. 

1   Introduction 

Component-Based Software Engineering (CBSE) is concerned with designing, select-
ing and composing components [1]. As the popularity of this approach and hence 
number of commercially available software components grows, selecting a set of 
components to satisfy a set of requirements while minimizing cost is becoming more 
difficult. 

In this paper, we address the problem of automatic component selection. Infor-
mally, our problem is to select a set of components from the available component 
set which can satisfy a given set of requirements while minimizing the total cost of 
selected components. The dependencies between the components must be taken into 
account. To achieve this goal, we should assign each component a set of require-
ments it satisfies. Each component is assigned a cost which is the overall cost of 
acquisition and adaptation of that component. In general, there may be different 
alternative components that can be selected, each coming at their own set of offered 
requirements.  

The paper is organized as follows: Section 2 starts with the problem formulation. 
Related work on Component Selection is discussed in Section 3. The proposed ap-
proach (that uses an evolutionary algorithm) is presented in Section 4. Greedy ap-
proach used for comparisons is described in Section 5. In Section 6 some experiments 
and comparisons are performed. We conclude our paper and discuss future work in 
Section 7. 
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2   Component Selection Problem: Formal Statement 

A formal definition of the problem is as follows. Consider SR the set of final system 
requirements (target requirements) as SR = {r1, r2, …, rn} and SC the set of compo-
nents available for selection as SC = {c1, c2, …, cm}. Each component ci can satisfy a 
subset of requirements }....,,,{

21 ki iiic rrrSR =  

In addition Cost(ci) is the cost of component ci. The goal is to find a set of compo-
nents Sol in such a way that every requirement ),1( njr j =  from the set SR can be 

assigned a component ci from Sol where rj is in 
icSR , while minimizing  

∑ ∈Solc i
i

cCost )(  and having a minimum number of used components. 

3   Related Work 

Component selection methods are traditionally done in an architecture-centric  
manner. The authors of [2] present a method for simultaneously defining software 
architecture and selecting off-the-shelf components. They have identified three archi-
tectural decisions: object abstraction, object communication and presentation format.  

Another type of component selection approaches is built around the relationship 
between requirements and components available for use. In [3] the authors have pre-
sented a framework for the construction of optimal component systems based on term 
rewriting strategies. Paper [4] proposes a comparison between a Greedy algorithm 
and a Genetic Algorithm. The selection function from the greedy approach take into 
consideration both number of provided (offered requirements) of the components and 
the cost of the component. In PORE [5] and CRE [6] the goal is to recognize the  
mutual influence between requirements and components in order to obtain a set of 
requirements that is consistent with what the market has to offer. The approach pro-
posed in [7] considers selecting the component with the maximal number of provided 
operations. The algorithm in [8] considers all the components to be previous sorted 
according to their weight value. Then all components with the highest weight are 
included in the solution until the budget bound has been reached. 

4   Proposed Hybrid Evolutionary Approach 

The approach presented in this paper uses principles of evolutionary computation and 
multiobjective optimization [9] combined with a greedy approach used to fine tune 
the solutions obtained by applying genetic operators (mutation and crossover). 

The following three objective functions are considered in this paper: 

• the number of remain requirements to be satisfied, fRemReq; 
• the total cost of the components used, fCost; 
• the number of components used, fNoComp. 

All the objectives are to be minimized.  
There are several ways to deal with a multiobjective optimization problem. In this 

paper the Pareto dominance [10] principle is used.  
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Definition: Pareto dominance.Consider a maximization problem. Let x, y be two 
decision vectors (solutions) from the definition domain. Solution x dominate y (also 
written as x f  y) if and only if the following conditions are fulfilled: 

(i) fi(x) ≥ fi(y); ∀i = 1, 2,…, n;  
(ii) ∃ j∈{1, 2,…,n} :  fj(x) > fj(y). 

That is, a feasible vector x is Pareto optimal if no feasible vector y can increase 
some criterion without causing a simultaneous decrease in at least one other criterion. 

The approach used here is a steady state evolutionary algorithm. The main compo-
nents of the hybrid evolutionary approach are presented in detail in the following 
subsections. 

4.1   Solution Representation 

A solution (chromosome) is represented as a string of size equal to the number of 
components from SC. The value of i-th gene represents the set of requirements the 
component satisfies.  

An example of a chromosome for the experiment considered in Section 6 can have 
the following form: [c0[r5], c1[], c2[],c3[], c4[r1, r3], c5[], c6[], c7[r4], c8[],c9[], c10[], 
c11[], c12[], c13[], c14[], c15[], c16[], c17[], c18[], c19[]], which means we are only consid-
ering the components c0, c4, c7. In the following we will only write the genes that are 
not empty. The values of the objective functions for this chromosome are: fRemReq = 
2, fCost= 42 and fNoComp= 3.  

4.2   Genetic Operators 

The genetic operators used are crossover and mutation. Each of them is presented 
below.  

4.2.1   Crossover Operator 
We use a simple one point crossover scheme. A crossover point is randomly chosen. 
All data beyond that point in either parent string is swapped between the two parents. 

For example, if the two parents are: parent1=[c0[r5], c6[r2, r4], c10[r0], c11[r3]] and  
parent2=[c0[r5], c11[r4, r2, r3], c16[r0], c17[r1]] and the cutting point is 6, the two resulting 
offspring are: offspring1=[c0[r5], c6[r2, r4], c11[r4, r2, r3], c16[r0], c17[r1]] and offspring2=[ 
c0[r5], c10[r0], c11[r3]].  

4.2.2   Mutation Operator 
There are two types of mutation we propose for our problem and the application of 
the one or the other depends whether the chromosome has all the requirements satis-
fied or not. 

First case: all the requirements are satisfied. 
A gene whose corresponding component satisfies one requirement only (if any) is 
selected. This gene is replaced by another one (already used or not) which satisfies the 
same requirement. If there is no such gene, then we will replace this component 
(gene) with another one which is not yet used and which satisfies the same require-
ment. For example, having the chromosome: [c0[r2, r5], c4[r3], c5[r0, r1], c7[r4]] with all  
 



 A Hybrid Evolutionary Multiobjective Approach 167 

the requirements satisfied there exist two genes (components) having only one re-
quirement offered. The requirement r3 is satisfied by a different component: among 
the already used components there are no other ones that satisfy this requirement, and 
a different component is selected: c11. The new obtained individual is [c0[r2, r5], c5[r0, 

r1], c7[r4], c11[r3]]. 

Second case: not all the requirements are satisfied.  
In this case, a requirement is randomly chosen from the set of requirements which are 
not currently satisfied. The same process is used when selecting the gene (component) 
to satisfy the choosen requirement. For example, having the chromosome: [c6[r2], 
c10[r0], c12[r5]], not all the requirements are satisfied. The set of new possible added 
requirements is {r1, r3, r4}. If the requirement that will be next added is r3, then there 
exists the component c6 that satisfies this requirement. The new individual is: [c6[r2, 

r3], c10[r0], c12[r5]]. 

4.3   Solution Fine Tuning 

An extra operation is used to fine tune the individuals after crossover and mutation. 
The fine tuning process consists of eliminating the requirements (in fact, the corre-
sponding components) which are satisfied multiple times. We use a greedy based 
heuristic to select the components that will have the requirements removed.  

The heuristic is as follow: for each gene in the chromosome a ratio of the number 
of the satisfied requirements and the cost of the gene (component) is computed. The 
remaining gene is the one with the maximum value of the proportion. For example, 
for the chromosome [c4[r0, r3], c5[r1, r0], c6[r3, r5, r4], c10[r0]] the first, second and the last 
gene offer the first requirement r0. The values of computed ratios are: 2/17, 2/12 and 
1/15. The second ratio has the highest value and the second gene is going to be kept 
(the requirement r0). Then the new chromosome is [c4[r3], c5[r1, r0], c6[r3, r5, r4]]. 

5   Greedy Approach 

Greedy techniques are used to find optimum components and use some heuristic to 
generate a sequence of sub-optimums that hopefully converge to the optimum value. 
Once a sub-optimum is picked, it is never changed nor is it re-examined. The selec-
tion function is usually based on the objective function. We consider the proportion of 
number of requirements satisfied to the cost of the component as a measure to maxi-
mize our heuristic decision:   

.max|
)(

| is
cCost

RSRSR

i

ci
U

 (1) 

6   Experiments and Comparisons 

A short and representative example is presented in this section. Starting with a set of 
six requirements and having a set of twenty available components the goal is to find a 
subset of the given components such that all the requirements are satisfied. 
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The set of requirements SR = {r0, r1, r2, r3, r4, r5} and the set of components 
SC={c0, c1, c2, …, c19} are given. Table 1 contains for each component the provided 
services (in terms of requirements of the final system) and the cost of each 
component. 

Table 1. Requirements elements of the components in SC 

Component r0 r1 r2 r3 r4 r5 Cost 
c0   √   √ 25 
c1     √  7 
c2    √   3 
c3    √   3 
c4 √ √  √   17 
c5 √ √     12 
c6   √ √ √ √ 37 
c7     √  5 
c8   √    27 
c9    √ √  8 
c10 √      15 
c11   √ √ √ √ 34 
c12   √   √ 25 
c13 √      13 
c14   √    26 
c15     √  6 
c16 √      13 
c17 √ √     12 
c18      √ 28 
c19     √  5 

6.1   Results Obtained by the Greedy Algorithm  

In the current subsection we discuss the application of the greedy algorithm presented 
in Section 5. 

The first step of the algorithm is the computation of the ratio among the number of 
requirements satisfied and the cost of the component. The component with the maxi-
mum ratio is chosen to be a part of the solution. In the first iteration of the algorithm 
the components c2 and c3 are the only components having the same (maximum) value 
for the calculated ratio. Randomly one of the components is choosen. Consider the 
component c2 is selected. The set of already satisfied requirements contains only re-
quirement r3. Next, we have to choose among the components c7 and c19. The seventh 
component is choosen randomly. The set of remaining requirements to be satisfied 
consist of {r0, r1, r2, r5}. Considering the new ratios, only two components - c5 and c17 

- have the maximum ratio value. The chosen component is c5 and the new set RSR is 
{r2, r5}. The component c0 is next choosen and the only remain requirement to be next 
satisfied is r5. Only one component has the maximum ratio value, the component c14. 
The solution consists of five components and has the total cost 71, with the represen-
tation: [c0[r2], c2[r3], c5[r0, r1], c7[r4], c14[r5]]. 
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6.2   Results Obtained by the Evolutionary Algorithm  

We have performed 3 different experiments considering different population sizes and 
different number of generations. For all experiments we used the same values for 
mutation and crossover probabilities which are: mutation probability: 0.7; crossover 
probability: 0.7 and number of different runs: 100. 

Some of the nondominant solutions are listed below: one is dominant by the cost 
and the other by the number of used components: 

• solution dominant by the cost: the solution [c5[r0, r1], c9[r3, r4], c14[r2, r5]] has the 
cost 46 but has 3 components and the solution [c6[r2, r3, r4, r5], c17[r0, r1]] has the 
cost 49 and only 2 components. 

• solution dominant by the used number of components: the solution [c4[r0, r1, r3], 
c6[r2, r4, r5]] uses 2 components but the cost is 54 and the solution [c0[r2, r5], c9[r3, 
r4], c14[r2, r5]] uses 3 components and the cost is only 45. 

All the above discussed nondominant solutions have the values of the cost and the 
number of used components much better that the values of the solution obtained by 
the Greedy approach: cost 71 and 5 used components 

Experiment 1 
For the first experiment we considered the following parameters: population size: 10;  
number of iterations: 10. In Figure 1 the number of nondominated solutions obtained 
at each run is depicted. We can observe that in some situation we are obtaining 10 
nondominated solutions which indicate that the whole final population is nondomi-
nated. The nondominated solutions obtained at the end of each run, cumulated for all 
100 runs, are presented in Figure 2. 
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Fig. 1. Number of nondominated solutions 
obtained in 100 different runs considering 10 
individuals and 10 iterations in each run 

Fig. 2. The nondominated solutions obtained 
at the end of each run, considered over the 
100 runs by using 10 individuals and 10 
iteration 

Experiment 2 
Parameters used in this experiment are as follows: population size: 20; number of 
iterations: 20. The number of nondominated solutions obtained at each run is depicted 
in Figure 3. The nondominated solutions obtained at the end of each run, cumulated 
for all 100 runs, are presented in Figure 4. 
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Fig. 3. Number of nondominated solutions 
obtained in 100 different runs considering 20 
individuals and 20 iterations in each run 

Fig. 4. The nondominated solutions obtained 
at the end of each run, considered over the 
100 runs, by using 20 individuals and 20 
iterations 

Experiment 3 
The third experiment performed considers the following parameters: population size: 
50;  number of iterations: 50. The number of nondominated solutions obtained in each 
of the 100 independent runs is depicted in Figure 5 and all the nondominated solu-
tions obtained at the end of each run and cumulated over all 100 runs are depicted in 
Figure 6. 
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Fig. 5. Number of nondominated solutions 
obtained in 100 different runs considering 50 
individuals and 50 iterations in each run 

Fig. 6. The nondominated solutions obtained 
at the end of each run, considered over all 100 
runs by using 50 individuals and 50 iterations 

7   Conclusion and Future Work  

The approach proposed in this paper combines the convergence efficiency of and 
evolutionary approach with a greedy approach whose role is to fine tune in an effi-
cient way the solutions after the application of the genetic operators. 

For the hybrid evolutionary approach, one can deduce that we are obtaining better 
results with a smaller population and a smaller number of individuals which shows 
that these parameters are not influencing that much the final result. 

The proposed approach can be extended to a bigger set of components and  
requirements. We intend to extend our approach by specifying and proving the  
compatibility between two connected components. The protocol for each provided 
operations of a component have to be specified and included into the composition 
process. Another future extension is to use and define metrics for the computation of 
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the cost of a component, taking into consideration not only acquisition cost but also 
quality attributes (for non-functional requirements). A future work will discuss the 
current proposal using a real case study. New conditions probably will be imposed. 
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Abstract. The Max Sat problem is very known problem in computer science. It 
aims to find the best assignment for a set of Boolean variables that gives the 
maximum of verified clauses in a Boolean formula. Unfortunately, this problem 
was showed NP-Hard if the number of variable per clause is higher than 3. In 
this article, we propose a new iterative stochastic approach called QSAT based 
on a hybrid algorithm of Quantum Evolutionary Algorithm QEA and Local 
Search Algorithm LSA. QSAT is based on a basic core defined by a suitable 
quantum representation and an adapted quantum evolutionary dynamic en-
hanced by Local Search procedure. The obtained results are encouraging and 
prove the feasibility and the effectiveness of our approach. QSAT is distin-
guished by a reduced population size and a reasonable number of iterations to 
find the best assignment, thanks to the principles of quantum computing. 

1   Introduction  

A SAT problem is an assessment problem, to determine the satisfiability of a given 
logical formula. The Maximum Satisfiability (MAX-SAT) problem is an optimization 
variant of SAT problem. The problem consists to find an assignment of truth values 
that maximizes the number of satisfied clauses of a Boolean formula in Conjunctive 
Normal Form (CNF). In 1971, Stephen Cook [1] had demonstrated that the MAX 
SAT problem is NP-complete. This complex problem has several applications in 
different area such model checking, graph coloring, task planning, and so on. One 
type of SAT problems is 3-SAT problem where all Boolean expressions are written in 
CNF with 3 variables per clause. The following Boolean formula is in 3-CNF expres-
sion form:  (x1 OR x2 OR x3) AND (not(x1) OR x2OR x3)…etc. 

Where each x is a variable or a negation of a variable, and each variable can appear 
several times in the logic expression. To solve this problem, many algorithms were 
proposed. In fact, there are two classes of algorithms for solving instances of SAT in 
practice: Complete and Incomplete methods.  The complete algorithms are able to 
verify the satisfiability or the unsatisfiablilty of the SAT problem, although they have 
an exponential complexity [2]. On the other hand, the incomplete methods find an 
optimal solution in good time, but they don’t guarantee to give the exact solution of 
the problem. This class of methods contains Evolutionary Algorithms (EA) [3], Sto-
chastic Local Search (SLS) methods [4] and hybrid methods of EA and SLS [5]. 

Far from SAT problem, Quantum computing is a new research field that covers in-
vestigations on quantum mechanical computers and quantum algorithms [6]. QC 
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relies on the principles of quantum mechanics like qubit representation and superposi-
tion of states. QC is able of processing huge numbers of quantum states simultane-
ously in parallel. QC brings new philosophy to optimization due to its underlying 
concepts. Recently, a growing theoretical and practical interest is devoted to re-
searches on merging evolutionary computation and quantum computing [7, 8]. The 
aim is to get benefit from quantum computing capabilities to enhance both efficiency 
and speed of classical evolutionary algorithms. This has led to the design of Quantum 
inspired Evolutionary Algorithms QEA that have been proven to be better than con-
ventional GAs. Unlike pure quantum computing, QEA doesn’t require the presence of 
a quantum machine to work. 

In this background, we propose in this article, a new iterative stochastic approach 
named QSAT based on a hybrid algorithm of Quantum Evolutionary and Stochastic 
Local Search algorithms. For that, a problem formulation in terms of quantum repre-
sentation and evolutionary dynamic borrowing quantum operators were defined. The 
quantum representation of the solutions allows the coding of all the potential solutions 
of MAX SAT with a certain probability. The optimization process consists in the 
application of a quantum dynamic constituted of a set of quantum operations such as 
interference, quantum mutation and measure improved by the use of local search 
method in order to well explore the research space. The experiments carried out on 
QSAT showed the feasibility and the effectiveness of our approach. 

Consequently, the remainder of the paper is organized as follows: Section 2  
presents the problem formulation. A brief introduction to quantum computing is  
presented in Section 3. The proposed approach is described in Section 4. Section 5 
illustrates some experimental results. Then, we terminate by giving conclusion and 
some perspectives. 

2   Problem Formulation 

Given a Boolean formula F expressed in CNF (Conjunctive Normal Form), let have n 
Boolean variables x1, x2... xn, and m clauses. The problem of MAX SAT can be for-
mulated as follow: 

• An assignment to those variables is a vector v = (v1, v2… vn) ∈ {0,1}n.  
• A clause Ci of length k is a disjunction of k literals, Ci =( x1 OR x2 OR… OR xk)  
• Each literal is a variable or a negation of a variable 
• Each variable can appear multiple times in the expression. 

For some constant k, the k-SAT problem requests if there is a satisfying assign-
ment that makes a formula F = C1 ∧ C2 ∧ … ∧ Cm  true. The problem of MAX SAT 
can be defined by specifying implicitly a pair ( )SC,Ω  where Ω is the set of all poten-

tials solution ({0, 1}n) and SC is a mapping Ω → N called score of the assignment 
that is the number of true clauses. Each solution is viewed as binary vector. Conse-
quently, the problem consists to define the best binary vector that makes the Boolean 
formula true. 
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3   An Overview of Quantum Computing  

Quantum computing is a new theory which has emerged as a result of merging com-
puter science and quantum mechanics. Its main goal is to investigate all the possibili-
ties a computer could have if it followed the laws of quantum mechanics. The origin 
of quantum computing goes back to the early 80 when Richard Feynman observed 
that some quantum mechanical effects cannot be efficiently simulated on a computer. 
During the last decade, quantum computing has attracted widespread interest and has 
induced intensive investigations and researches since it appears more powerful than 
its classical counterpart. Indeed, the parallelism that the quantum computing provides 
reduces obviously the algorithmic complexity. Such an ability of parallel processing 
can be used to solve combinatorial optimization problems which require the explora-
tion of large solutions spaces. The basic definitions and laws of quantum information 
theory are beyond the scope of this paper. For in-depth theoretical insights, one can 
refer to [6].  

The qubit is the smallest unit of information stored in a two-state quantum com-
puter. Contrary to classical bit which has two possible values, either 0 or 1, a qubit 
will be in the superposition of those two values. The state of a qubit can be repre-
sented by using the braket notation: 

|Ψ〉  = α |0〉+b|1〉 (1) 

where |Ψ〉 denotes more than a vector Ψ
→

in some vector space. |0〉  and |1〉 represent 

respectively the classical bit values 0 and 1. a and  b are complex number that specify 
the probability amplitudes of the corresponding states. When we measure the qubit’s 
state we may have ‘0’ with a probability |α|2 and we may have ‘1’ with a probability 
|b|2. A system of m-qubits can represent 2m states at the same time. Quantum computers 
can perform computations on all these values at the same time. It is this exponential 
growth of the state space with the number of particles that suggests exponential speed-
up of computation on quantum computers over classical computers. Each quantum 
operation will deal with all the states present within the superposition in parallel. When 
observing a quantum state, it collapses to a single state among those states. 

Quantum Algorithms consist in applying successively a series of quantum opera-
tions on a quantum system. Quantum operations are performed using quantum gates 
and quantum circuits. It should be noted that designing quantum algorithms is not 
easy at all. Yet, there is not a powerful quantum machine able to execute the devel-
oped quantum algorithms. Therefore, some researchers have tried to adapt some prop-
erties of quantum computing in the classical algorithms. Since the late 1990s, merging 
quantum computation and evolutionary computation has been proven to be a produc-
tive issue when probing complex problems. The first related work goes back to [7]. 
Like any other evolutionary algorithm, a quantum inspired evolution algorithm relies 
on the representation of the individual, the evaluation function and the population 
dynamics. The particularity of quantum inspired evolutionary algorithms stems from 
the quantum representation they adopt which allows representing the superposition of 
all potential solutions for a given problem. It also stems from the quantum operators it 
uses to evolve the entire population through generations [8, 9]. 
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4   The Proposed Approach  

The development of the suggested approach called QSAT is based mainly on a quan-
tum representation of the research space associated with the problem and a quantum 
dynamic enhanced by local search procedure used to explore this space by operating 
on the quantum representation by using quantum operations.  

4.1   Quantum Representation of MAX 3-SAT 

Throughout this paper, N will represent the number of Boolean variables and M will 
denote the number of clauses in formula F. In order to easily apply quantum princi-
ples on Max 3-SAT problem, a quantum representation of the solutions is defined. 
The Boolean assignment is represented as binary vector of size N. In terms of quan-
tum computing, each solution is represented as a quantum register of size N as shown 
in figure 1. The register contains superposition of all possible solutions. Each column 
represents a single qubit and corresponds to the binary digit 1 or 0. The probability 

amplitudes ai and bi are real values satisfying 1
22 =+ ii ba . For each qubit, a binary 

value is computed according to its probabilities 
2

ia  and 
2

ib .  
2

ia  and 
2

ib  are 

interpreted as the probabilities to have respectively 0 or 1. Consequently, all feasible 
solution can be represented by a Quantum Vector QV (fig 1) that contains the  
superposition of all possible solutions. This quantum vector can be viewed as a prob-
abilistic representation of all the MAX 3-SAT solutions. When embedded within an 
evolutionary framework, it plays the role of the chromosome. Only one chromosome 
is needed to represent the entire population. 
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Fig. 1. Quantum representation of the SAT solution 

4.2   Quantum Operators 

The quantum operations used in our approach are as follows:   

4.2.1   The Quantum Interference 
This operation amplifies the amplitude of the best solution and decreases the ampli-
tudes of the bad ones. It primarily consists in moving the state of each qubit in the 
direction of the corresponding bit value in the best solution in progress. The operation 
of interference is useful to intensify research around the best solution. This operation 
can be accomplished by using a unit transformation which achieves a rotation whose 
angle is a function of the amplitudes ai, bi and of the value of the corresponding bit in 
the solution reference (fig 2). The values of the rotation angle δθ is chosen so that to 
avoid premature convergence. It is set experimentally and its direction is determined 
as a function of the values of ai, bi and the corresponding element’s value in the bi-
nary vector (table1). 
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Fig. 2. Quantum interference 

Table 1. Lookup table of the rotation angle 

a b Reference bit value Angle 

   > 0      > 0 1 +δθ 
   > 0   > 0 0 -δθ 
   > 0   < 0 1 -δθ 
   > 0   < 0 0 +δθ 
   < 0   > 0 1 -δθ 
   < 0 > 0 0 +δθ 
   < 0 < 0 1 +δθ 
   < 0 < 0 0 -δθ  

4.2.2   Mutation Operator 
This operator performs permutation between two qubits (fig 3). It allows moving from 
the current solution to one of its neighbors. It consists first in selecting randomly a 
register in the quantum matrix. Then, pairs of qubits are chosen randomly according 
to a defined probability. This operator allows exploring new solutions and thus en-
hances the diversification capabilities of the search process. 

4.2.3   Measurement 
This operation transforms by projection the vector matrix into a binary vector (fig.4). 
Therefore, there will be a solution among all the solutions present in the superposi-
tion. But contrary to the pure quantum theory, this measurement does not destroy the 
superposition. That has the advantage of preserving the superposition for the follow-
ing iterations knowing that we operate on traditional machines. The binary values for 
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Fig. 3. Mutation operator Fig. 4. Measure operation 

4.3   Outline of the Proposed Framework 

Now, we describe how the representation scheme including quantum representation 
and quantum operators has been embedded within an evolutionary algorithm and 
resulted in a hybrid stochastic algorithm performing variable truth assignment search. 

Given a set S of SAT variables to be assigned, first, a quantum vector QV(0) is  con-
structed to represent all possible Boolean assignment. Starting from an initial binary 
vector BV(0) extracted from the quantum matrix using the measurement operation, the 
algorithm progresses through a number of generations according to a quantum based 
dynamics. At each iteration, the following main tasks are performed: The assessment 
of the current assignment, the application of the interference operation, the application 
of the mutation operation, and the application of the measurement operation. The 
evaluation of the solutions is done by count of the number of satisfied clauses in the 
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Max 3-Sat problem. In order to enhance the capacity of space exploration, we have 
introduced the local search method in the quantum dynamics. QSAT uses a heuristic 
flip which consists in flipping the variables of the Boolean formula (fig. 5). The flip is 
accepted if there is improvement in the number of satisfied clauses. The process is 
repeated until there is no improvement. Our approach is flexible, so we can used other 
stochastic local search algorithms. Finally, the global best solution is then updated if a 
better one is found and the whole process is repeated until reaching a stopping crite-
rion. In more details, the proposed QSAT can be described as in figure 6. 

Input: a Truth assignment T 

improvement=1; 

repeat 

       improvement=0; 

        For i=1 to nVar 

          flip the i-th variable of T; 

          compute the gain of flip; 

          If (gain>=0) 

              accept the flip; 

              improvement= improvement +gain; 

          End If 

    End For 

Until (improve==0) 

Fig. 5. Flip heuristic procedure 

Input: Boolean formula in CNF form A  

(1) Construct the initial Quantum vector QV  
(2) Generate the initial Binary vector BV’  

(3) Set BV
best 

= BV’ and SC
best 

= SC ( BV’). 

Repeat 

(4) Apply the interference operation on QV  

(5) Apply the mutation operation on QV  
(6) Apply the measurement operation on QV to derive a new 

binary vector BV
new
. 

(7) Apply iteratively the local search procedure. 

(8) Evaluate the current assignment BV
new
 corresponding to QV. 

(9) Update BV
best

 
Until a termination-criterion is reached. 

Output: BV
best

 and SC(BV
best

) 

Fig. 6. QSAT scheme 
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5   Implementation and Evaluation 

QSAT is implemented in C++ and is tested on a microcomputer with a processor of 2 
GHZ and 512 MB of memory. In order to assess the efficiency and accuracy of our 
approach, we perform experiments on a number of benchmark instances called AIM. 
The AIM instances are all generated with a particular Random-3-SAT instance genera-
tor [10]. In all experiments, the size of population is 1, the permutation probability is a 
tunable parameter which was set to 0.15, the interference angle is π/20, and the iteration 
number is 1000 iterations for quantum evolutionary algorithm and 1000 iterations for 
the local search procedure. The table 2 summarizes the obtained results. The results of 
the experiments are encouraging and prove the feasibility and the efficiency of our ap-
proach.  Furthermore, we have compared our result with those of GSAT algorithm (ta-
ble 2). Wilcoxon matched-pair signed-rank test were carried out to test the significance 
of the difference in the accuracy of our method and GSAT. At threshold a=0.05, there is 
no significant difference between the QSAT and GSAT results. Finally, the perform-
ance of QEA without the local search algorithm is rather poor.  

Table 2. Results for benchmark suite 

 Benchmark 
Number of 
variables 

Number of 
clauses QSAT GSAT 

 aim-50-1_6-no-1  50 80 79 79 
 aim-50-1_6-no-2 50 80 79 79 
 aim-50-1_6-no-3 50 80 79 79 
 aim-50-1_6-no-4 50 80 79 79 
aim-200-2_0-no-1 200 400 399 399 
aim-200-2_0-no-2 200 400 399 399 
aim-200-2_0-no-3 200 400 398 399 
aim-50-1_6-yes1-1 50 80 80 79 
aim-50-1_6-yes1-2 50 80 80 79 
aim-50-1_6-yes1-3 50 80 79 79 
aim-100-2_0-no-1 100 200 199 199 
aim-100-2_0-no-2 100 200 199 199 
aim-100-2_0-no-3 100 200 199 199 
aim-100-2_0-no-4 100 200 199 199 
aim-100-3_4-yes1-1 100 340 335 335 
aim-100-3_4-yes1-2 100 340 335 336 
aim-100-3_4-yes1-3 100 340 335 335 
aim-100-3_4-yes1-4 100 340 333 340 

6   Conclusion 

In our work, we described QSAT, a novel approach to solve the problem MAX 3-
SAT. QSAT is based on a quantum evolutionary algorithm enhanced with local 
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search method. The quantum representation of the solutions allows the coding of all 
the potential variable truth assignment with a certain probability. The optimization 
process consists of the application of a quantum dynamics constituted of quantum 
operations such as the interference, the quantum mutation and measurement, en-
hanced by local search procedure. The choice of the local search procedure is crucial 
for the effectiveness of the resulting algorithm. The size of the population is consid-
erably reduced thanks to the superposition principle. The experimental study proves 
the feasibility and the effectiveness of our approach. In addition, the proposed frame-
work provides an extensible platform for evaluating different Local Search  
Algorithms. 
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Abstract. This paper proposes a hybrid decision support system for fi-
nancial time series analysis. It uses evolutionary algorithms to construct
an artificial expert, consisting of some expert rules, which processes fi-
nancial time series and provides an expertise. Such expert rules are either
static coming from the domain knowledge or are in the form of multi-
layer perceptrons representing expert rules extracted from data.

Results of a large number of experiments on real-life data from the
Paris Stock Exchange confirm that the model of the hybrid decision sup-
port system is reasonable and it is able to generate reasonable solutions,
not only over a training period, used in the training process, but also
over a test period, unknown during constructing artificial experts.

1 Introduction

This paper proposes a hybrid decision support system for financial time series
analysis. It combines evolutionary algorithms [3], applied to construct an arti-
ficial expert consisting of some expert rules, and neural networks [1], applied
to extract such expert rules from data. It extends previous research on evolu-
tionary discovering financial expertise [2], [6] by completing static expert rules,
coming from the domain knowledge or human experts [9], with neural expert
rules in the form of multi-layer perceptrons extracted from data [5]. In addition,
our decision support system may contribute to more advanced frameworks, such
as evolutionary decision making systems for stock trading [10] or evolutionary
portfolio optimization systems [4], [7].

The paper is structured in following manner: Section 2 defines the expert
rules and their extraction from data. Section 3 describes the artificial experts
and their building from expert rules. Section 4 discusses results of experiments
performed on real-life data from the Paris Stock Exchange. Finally, Section 5
concludes the paper and mentions some future extensions.

2 Expert Rules

Generally speaking, an expert rule is a function which evaluates a decision sig-
nal based on available information. This information is referred to as a factual
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financial knowledge and denoted as K. For instance, in the case of stock market
trading, the factual financial knowledge K consists of financial time series of
historical stock prices. An expert rule is formalized in Definition 1.

Definition 1: An expert rule is a function

f : K �→ y ∈ R (1)

which maps a factual financial knowledge K to a real number y, which may be
interpreted later as a decision signal. For instance, in the case of stock market
trading, values lower than a certain threshold θ1 correspond to a sell signal, val-
ues greater than a certain threshold θ2 correspond to a buy signal, and remaining
values correspond to no signal (in our experiments, θ1 = −0.5 and θ2 = 0.5).
Let D(y) denote the decision signal, i.e. a result y after such an interpretation.

2.1 Neural Expert Rules

In our approach, expert rules are either static coming from the domain knowledge
or are in the form of multi-layer perceptrons representing expert rules extracted
from data. Such a neural expert rule consists of a few multi-layer perceptrons,
one perceptron for one possible decision signal. For instance, in the case of stock
market trading, an expert rule consists of two multi-layer perceptrons, one for
generating buy signals and one for generating sell signals.

In our experiments, each perceptron consists of an input layer of M = 15 units
corresponding to the 15 preprocessing functions, described further, evaluated on
the financial knowledge K, one hidden layer of K neurons, where K varies in our
experiments and is set separately for each of the two perceptrons, and an output
layer of one single neuron corresponding to the response of the perceptron.

All the neurons in the hidden layer use the hyperbolic tangent activation
function. The single neuron in the output layer usually uses the sigmoid acti-
vation function, but in some experiments also the softmax and linear activation
functions were studied.

In the network, every two neurons in any two adjoining network layers are
connected.

2.2 Extraction of Neural Expert Rules

Neural expert rules are extracted from data in a training process. Consider a
specific time series and its observations recorded over a specific period composed
of time instants t1, t2, . . . , tT . Since K varies through time, Ktn will denote the
factual financial knowledge available at time tn, i.e. the part of the time series
recorded until the time tn.

In neural expert rules, perceptrons are trained separately using different train-
ing data sets prepared from the time series considered recorded over the training
period considered. Each data set consists of a set of input values and a set of
corresponding target values.
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Inputs of perceptrons are fed not with raw knowledge Ktn , but with prepro-
cessed data I1(Ktn), I2(Ktn), . . . , IM (Ktn), for n = 1, 2, . . . , T , where
I1, I2, . . . , IM denote some preprocessing functions, in order to fasten and im-
prove training of perceptrons as well as to consider a more efficient form of expert
rules (some preprocessing transformations cannot be incorporated in perceptrons
itselves in their current form). In the case of stock market trading, data prepro-
cessing focuses on the most popular 5 technical indicators [9], namely Moving
Average (MA), Rate of Change (ROC), Stochastic Oscillator (SO), Relative
Strength Index (RSI) and Easy of Movement (EMV). Each of them is applied
with a horizon of 5, 10 or 15 time instants, which gives 15 preprocessing functions
in total.

Target values for perceptrons represents perfect decision signals. In the case
of stock market trading, target values for the perceptron generating buy signals
consist of numbers sn ∈ {0, 1}, where sn = 1 when a local minimum of stock
prices (a perfect buy signal) occurs at the time instant tn, and sn = 0 otherwise.
Similarly, target values for the perceptron generating sell signals consist of num-
bers sn ∈ {0, 1}, where sn = 1 when a local maximum of stock prices (a perfect
sell signal) occurs at the time instant tn, and sn = 0 otherwise. Both input data
sets are standardized, so as to have zero mean and unit variance.

Training of each perceptron begins with randomly initializing weights of con-
nections between neurons using the standard gaussian distribution. Afterwards,
training input data vectors are fed one by one in a random order to the input
layer of the perceptron and signals of neurons in consecutive layers are propa-
gated up to the output layer. Next, the signal of the single neuron in the output
layer is compared with the training target data corresponding to the chosen in-
put vector. Weights of connections between neurons are optimized using Scaled
Conjugate Gradient (SCG) algorithm [8]. Afterwards, new input vector is cho-
sen and the entire process is repeated until the mean square error (MSE) is
sufficiently low or a specific number of iteration is exceeded.

3 Artificial Experts

Expert rules produce advices for financial analysts, who may smoothly accept
these advices when all the expert rules point in the same direction, but must
wonder about a final decision when some expert rules are discordant. As, in
practice, there are often opposing advices produced by expert rules, analysts
must spend some effort to transform these advices into a final decision. One
solution is to follow the majority of expert rules. An other solution is to define a
set of favorite rules and consider only advices produced by this subset. A more
complex solution is to use a weighted average of advices.

In a decision support system inspired from experience of financial analysts,
the same problem appears. In this paper, in order to solve it, we try to select
an efficient set of trading rules which defines the final decision by the advice
proposed by the majority of expert rules in the chosen subset, ignoring the other
expert rules. Such a set will be referred to as an artificial expert. It is formalized
in Definition 2.
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Definition 2: Let R = {f1, f2, . . . , fd} be the entire set of available expert rules.
An artificial expert is a subset of the entire set of expert rules

E ⊂ R. (2)

A result E(K) of an artificial expert E = {fi1 , fi2 , . . . , fik
}, where i1 < i2 <

. . . < ik, for a given factual financial knowledge K, is an arithmetic average of
the results of the expert rules from the subset E

E(K) =
1
k

(fi1(K) + fi2(K) + . . . + fik
(K)). (3)

Obviously, in order to get a decision signal, the result of the artificial expert must
be transformed using the auxiliary function D defined in the previous section.

3.1 Performance of Artificial Experts

Artificial experts are designed not to produce a single advice at a given date,
but a sequence of advices at successive dates. In practice, a given advice may be
accidental, depending on the context, while a sequence of such advices may suit
accurately the financial market state.

Each artificial expert E proposes a sequence of decision signals at successive
dates in the time period considered

D(E(Kt0 )), D(E(Kt1 )), . . . , D(E(KtT −1)). (4)

Such a simulation over a specific time period characterizes better the behavior
of the artificial expert than a single advice. Therefore, using such a sequence
of advices, not a single advice, a performance of the artificial expert should be
calculated.

In the case of stock market trading, for a sequence of decision signals to be
useful, it is necessary to define the volume of stocks to be traded. In practice, this
volume depends on individual trading abilities and preferences, but in decision
support systems a common approach must be introduced.

In this paper, volumes of stock to buy or sell are obtained by simulating the
behavior of an hypothetical investor. This investor is given an initial endowment
(c0, s0) with c0 the amount of cash and s0 the initial quantity of stocks (in
our experiments, c0 = 10000 and s0 = 100). Since trading generates transaction
costs, they are assumed proportional with rate τ% (in our experiments, τ = 0.2).

At time t0, the investor takes a decision D(E(Kt0 )). If the decision is to
sell, i.e. D(E(Kt0 )) = −1, he sells q% of stocks. If the decision is to buy, i.e.
D(E(Kt0)) = 1, he invests q% of money in stocks. The parameter q in our
experiments equals 50, which guarantees that the investor will not empty his
account too fast. The transaction is executed at time t1 and the investor’s capital
changes accordingly.

At time t1, the investor, makes a decision D(E(Kt1 )), which is executed at
time t2 and the investor’s capital again changes, and so on. Finally, c0, c1, . . . , cT
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denote the successive cash volumes and s0, s1, . . . , sT the corresponding quanti-
ties of stocks over the time period considered. Sequences of cash volumes and
quantities of stocks characterize performances of artificial experts.

In order to compare and valuate artificial experts, we use one of three differ-
ent performance measures, introducted by financial analysts and market traders,
which consider not only the future return rate, but also the risk related to achiev-
ing it [6]. The Sharpe ratio �Sh, the Sortino ratio �So and the Sterling ratio �St

are defined by the following formulas:

�Sh =
E[R] − r0

Std[R]
, �So =

E[R] − T

Std[R|R < T ]
, �St =

E[R] − r0

MDD[R]
,

where R denotes the return rate, i.e. the ratio of the next-day capital to the
previous-day capital, r0 denotes the return rate of the risk-free asset (in our
experiments, it equals 3% annually), T denotes a target return rate (in our
experiments, it is the value of the stock market index) and MDD denote the
maximum drawn down of the return rate, i.e. the maximum loss during the time
period condisered.

3.2 Building Artificial Experts

For a given set R of expert rules, a given performance measure �, a given stock
and a given training period, building artificial experts boil down to finding arti-
ficial experts with high values of the performance measure. In order to solve the
optimization problem, our approach uses the Simple Genetic Algorithm (SGA)
[3]. It evolves a population of N artificial experts E encoded in binary chro-
mosomes e = (e1, e2, . . . , ed) ∈ {0, 1}d, such that ei = 1 if fi ∈ E and ei = 0
otherwise. Each artificial expert is evaluated according to the objective function,
which is the performance measure �.

Figure 1 shows the framework of the SGA designed to optimize the objective
function � with a population P composed of N individuals, where M denotes
the number of children generated by the parent population P , θC denotes the
probability of crossover and θM denotes the probability of mutation (in our
experiments, θC = 0.95 and θM = 0.05).

First, the algorithm creates an initial population P at random (for each gene
ei of each chromosome e, the probabilities of ei = 0 and ei = 1 both equal
0.5) and evaluates it. Afterwards, it evolves until a termination condition is
satisfied: In parent selection, M parent individuals are randomly chosen from
the population P in such a way that the probability of choosing an individual
is proportional to its value of the objective function. In crossover, each pair of
parent individuals produces a pair of children either by one-point crossing over
(with a large probability θM ) or by simple copying (with a small probability
1 − θM ). In mutation, each gene of each descendant is negated with a small
probability θC . In replacement, best N children individuals replace the main
population P . Such an evolution terminates when all the individuals become
identical or there is no increase in values of the objective function. More details
on the SGA may be found in [3].
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Simple-Genetic-Algorithm(�,N, M, θC , θM )
1 P ← Random-Population(N);
2 Population-Evaluation(P , �);
3 while not Termination-Condition(P)
4 do
5 P(P ) ← Parent-Selection(P , M);
6 P(C) ← Crossover(P(P ), θC);
7 Mutation(P(C), θM );
8 Replacement(P , P(C));
9 Population-Evaluation(P , �);

Fig. 1. The Simple Genetic Algorithm designed to optimize the objective function
� with a population P composed of N individuals, where M , θC , θM are algorithm
parameters

4 Experiments

All the experiments concern real-life data from the Paris Stock Exchange, in-
cluding financial time series of daily price quotations of about 40 stocks consti-
tuting the CAC40 index over a period starting on October 1, 2003 and lasting
on December 31, 2006. Each experiment concerns a specific stock and a specific
training and test period chosen randomly.

In order to illustrate the methodology, we present a few experiments concern-
ing the stock Peugeot. In all these experiments, the training period for expert rule
extraction starts on October 1, 2003 and lasts on November 25, 2005 (556 time
instants). The test period starts on November 28, 2005 and lasts on December
31, 2006 (278 time instants). In order to assess and compare the effectiveness of
the different perceptron structures, the example was studied several times with
various numbers of hidden neurons.

First, 500 perceptrons generating buy signals were constructed and trained
with different numbers of hidden neurons K = 5, 10, 15, 30, 60 (100 perceptrons
for each K). Next, 500 perceptrons generating sell signals were constructed and
trained with different numbers of hidden neurons K = 5, 10, 15, 30, 60 (100 per-
ceptrons for each K). Afterwards, best 250 buy perceptrons and best 250 sell
perceptrons were chosen and combined in pairs, which results in 250 expert rules.
In addition to them, our system uses 250 static expert rules coming from the
domain knowledge and human experts, formally defined by technical analysis
indicators described in detail in [9]. Finally, the evolutionary algorithm was run
to build an efficient artificial expert from these 500 expert rules.

Table 1 compares the results obtained with various algorithm configurations
(appearing in the first column: the performance measure �, the main population
size N , the offspring population size M). Results concern the training period.
In the second column, the performance �(e) is reported. Two following columns
show return rates of the artificial expert and a benchmark strategy, so-called
Buy-and-Hold (B&H), consisting in investing all the capital in stocks at the
start of the period and keeping it until the end of the period under study. In
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Table 1. Characteristics of solutions to the optimization problem of discovering an
optimal investment strategy with different algorithm configurations for the stock Peu-
geot

Settings Performance Return B&H CAC40

Sharpe, N = 100, M = 150 0.0265 0.1104% 0.2979% 0.0167%
Sharpe, N = 200, M = 300 0.0291 0.1232% 0.2979% 0.0167%
Sharpe, N = 500, M = 750 0.0253 0.0927% 0.2979% 0.0167%

Sortino, N = 100, M = 150 0.0483 0.1282% 0.2979% 0.0167%
Sortino, N = 200, M = 300 0.0647 0.1336% 0.2979% 0.0167%
Sortino, N = 500, M = 750 0.0467 0.1183% 0.2979% 0.0167%

Sterling, N = 100, M = 150 0.0354 0.1487% 0.2979% 0.0167%
Sterling, N = 200, M = 300 0.0398 0.1633% 0.2979% 0.0167%
Sterling, N = 500, M = 750 0.0381 0.1311% 0.2979% 0.0167%

Single rule strategy (maximum) 0.0174 0.0845% 0.2979% 0.0167%

Table 2. Excess return rate of the investment strategy defined by the trading rule dis-
covered over the return rate of the B&H strategy for 100 randomly prepared examples

Market Condition Return over B&H

artificial expert single rule strategy

extremely positive B&H, i.e. 0.05 ≤ B&H 0.03% ± 0.02 0.04% ± 0.02
positive B&H, i.e. 0.00 ≤ B&H < 0.05 0.02% ± 0.01 0.01% ± 0.01
negative B&H, i.e. −0.05 ≤ B&H < 0.00 0.03% ± 0.02 0.02% ± 0.01
extremely negative B&H, i.e. B&H < −0.05 0.04% ± 0.01 0.03% ± 0.02

the last column, the return rate of the CAC40 index is given for comparison.
Moreover, the last row shows results for an investment strategy based on one
single expert rule (maximum of all the 500 expert rules).

In this example, the best results were obtained with the Sterling ratio, the
population size N = 200 and the offspring population size M = 300. One may
see that all the artificial experts significantly outperform single expert rules.

Experiments shows some dependencies between the two parameters N and M :
too small population prevents the algorithm from an efficient optimization, as
well as too large population slows down computations; the offspring population
must be large enough to select promising individuals for the next iteration,
usually M = 1.5N leads to reasonable results.

For assessing the financial relevance of an artificial expert on the test period,
its profitability is considered. It is defined by simulating the behavior of an hypo-
thetical investor, as described in the previous sections. Finally, the profitability
of the artificial expert is compared with the one generated by the Buy-and-Hold
strategy.

Table 2 reports the excess return rate of the investment strategy defined
by the artificial expert discovered over the return rate of the B&H strategy,
separately for 4 types of stock market conditions defined by ranges of B&H
values. Moreover, the last column shows results for an investment strategy based
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on one single expert rule (maximum of all the 500 expert rules). One may see that
the performance of trading rules depends on stock market conditions. However,
in most cases, the approach proposed in this paper seems to overperform the
B&H strategy and the single rule strategy.

5 Conclusions and Perspectives

This paper proposes a hybrid decision support system, which builds artificial
experts for financial time series analysis based on neural expert rules extracted
earlier from data. Experiments confirm that the artificial experts are able to
generate reasonable decision signals, not only over a training period, used in the
training process, but also over a test period.

Additional effort should be put on preprocessing functions, which may increase
the efficiency of the model of expert rules, as well as on studing relations between
performances of artificial experts over the training period and the test period.
Moreover, such artificial expert might be applied in some complex systems, such
as portfolio optimization systems [4].
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Abstract. The pursuit of this paper is to give answers to the companies in order 
to know how profitable the knowledge they are acquiring, updating and trans-
ferring is. The scope of the application is carry out through a recent developed 
model, called Model of the Six Profitable Stages (M6PROK©) applied in twenty 
three companies of the service sector. Feasibility of the aforementioned model, 
results and conclusions are proved through the display of a Hybrid Architecture 
based in Neural Nets and Memetic Algorithms. 

Keywords: Profitability Techniques, Knowledge Management Resolution, 
Neural Netwoks, Memetic Algorithms, Hybridation. 

1   Introduction: General Theoretical Framework and Scope of 
Application 

The creation and exchange of knowledge brings value when the three following mini-
mum requirements are met [4]: A real personal commitment on the part of all staff in 
the firm to participate in the generation and the exchange of knowledge that is needed to 
carry out their tasks; the design and precise definition of a proper and adequate "space" 
both for the exchange of knowledge and for cooperation between participants and fi-
nally, the intensive use of information and communication technology (ICT) to collect 
and circulate knowledge. As pointed out by some authors, [1], Communities -not of 
interest nor of learning- but of Practice, are one of the most suitable approaches to en-
sure the integration of the proposed knowledge, because they are the analytical and 
participative units in which knowledge is created and where natural  intrinsic acts of 
personal improvement and innovation take place. Thus, Knowledge Management 
grounded in the creation, maintenance and stimulation of Communities of Practice, 
might be the solution to challenges presented by knowledge-based firms. We can thus 
appreciate the mutations that companies have undergone over the last few hundred of 
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years. It is therefore the precise and detailed review carried out in [2] what becomes the 
most accurate justification to the assertion: “Why is it that it has taken so long for 
knowledge to be considered as a key strategic factor!” The sector which is the object of 
this research, the “service sector” provides it with flavour. Here, knowledge manage-
ment has no boundaries, as its use is not only limited to large firms where the volume of 
work, invoicing and its payroll are overwhelming, but also to small environments and 
on occasions, traditional family businesses. The real application to this 23 companies 
has been possible due to the recently developed model called M6PROK© and subse-
quently the used of a mathematical tool in the field of artificial neural architecture. 
Quantification of the intangible value of the service sector is the focus of this research. 

2   Building Up a Picture of the Organization Knowledge, Using 
M6PROK© (Model of the Six Profitability Stages of Knowledge) 

M6PROK© (showed in figure 1) is an own creation model and it is structured in a 
matrix setting. The architecture is based in a matrix setting using four intangibility 
measurement ratios that share two relevant characteristics; one is that their selection 
has a direct relationship with the cost factor, and, two, that they are caused by the lack 
of knowledge. These four ratios (cost of knowledge, cost of non-knowledge, the rele-
vance of the thematic index and the state of knowledge) define the four axes on which 
the model is based on and on which results are determined. Cost of knowledge has 
been considered performance costs calculated on the basis of knowledge acquisition; 
cost of non-knowledge has been conceptualized as the cost deriving from insufficient 
awareness of concepts that pertain to the sector. The relevance of the thematic index is 
the relationship between the number of times that knowledge that belongs to a spe-
cific category is used and its economical repercussion on the company and, finally, 
the state of knowledge is necessary to quantify the level of knowledge that one worker 
has got in order to the required information needed to develop every activity of the 
sector; takes into account the situation that the sector is facing in relation to the learn-
ing capacity and the generation of new knowledge. 

 

Fig. 1. M6PROK© Model 
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2.1   Handling and Displaying the Six Outputs of the M6PROK Model 

The data sample comprises 1449 registry entries (individuals) that describe the quan-
tity of knowledge used in such the different activities the workers can develop. Then, 
each cell contains one or more of these 1449 registry knowledge in order to the four 
parameters. The outputs of the M6PROK© are six profitability stages (answer consid-
ering periods of time);  Profitability at very short-term (number one in the cells) leads 
into an immediate profit gain once the company acquires specific knowledge. Profit-
ability at short-term (number two in the cells) -the acquisition of knowledge continues 
to be profitable, but that the return on the investment is not as immediate as in the 
previous case-. Profitability at medium-term (number three in the cells) - knowledge 
is being gained without urgency, allowing for it to be profitable in a relatively short 
period of time-. Profitability at long-term (number four in the cells) - the acquisition 
of knowledge continues to be a profitable exercise, although the results will only be 
seen in a longer period of time-. Strategic Profitability (number five in the cells) -the 
acquisition of knowledge is a strategy because there are just only estimated informa-
tion about the period of time the investment will be done-. Non-Profitability (number 
six in the cells) -it does not exist a return on the investment-. 

3   Display of the Hybrid Methodology Based in a Neural Network 
and Memetic Algorithm 

In this research paper the richness is produced due to the neural algorithm has  
been applied to the four ratios (cost of knowledge, non knowledge, relevance of the 
thematic index and state of the knowledge). This is a value added regarding the meth-
odology of [3] which work consisted on compiled only the three first. A model of 
multiple-layer perceptron is going to be considered for predicting the values of each 
ratio. A multiple-layer perceptron is a neural network model with several layers of 
nodes: an input layer, one o more hidden layer (in general not exceeds 2) and an out-
put layer. The network reads an input values and the information propagates from one 
layer to another until the output is produced (“feed forward network”). In earlier 
applications of Neuronal Networks the classic backward Propagation is the training 
process. This method in general converges to local optimums and the Neuronal 
Network use a more global-optimum method based in Memetic  Algorithms using 
some ideas from [18].  

3.1   Neural Network Architecture 

As the M6PROK© Model was developed together with the help of many experts 
working for several service companies; the purpose of this NN algorithm is to use this 
work to extrapolate the results to all different areas of the firm. Specifically a multi-
ple-layer perceptron with a single hidden layer is going to be used. Let n denote the 
number of neurons in the input layer (which is logically the same as the number of 
input variables, so n=4), and m the number of neurons in the hidden layer (in this 
work m=11). For this work logically let us assume that the network has only one neu-
ron in the output layer. Each neuron in the hidden layer, as well as in the output layer, 
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has a bias term which functions as a constant. The schematic representation is taken 
from [4]. Weights are sequentially numbered such that the weights that link the input 
layer with the first neuron of the hidden layer range from w1 to wn where their bias 
term is wn+1. The network reads an input vector e=(ej) and the information propagates 
from one layer to another until output s is produced. Thus, the input information of 
each neuron, k=1, .., m, of the hidden layer is given by zk and the output neuron re-
ceives the following data. ak are outputs from the hidden neurons. In our example a 
sigmoid function as a transfer function is used for the hidden layer and an identity 
function is used for the output neuron.  
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3.2   The Training Problem: The Memetic Algorithm 

Training consists in adjusting the weight vector w=(wp)p=1..m(n+2)+1, in the following 
way: a set of training vectors S is presented, each consisting of an input and output 
vector; ∀ (e, y) ∈ S, e is the input vector and y the expected output. Training consists 
of determining the weights that minimize the difference between the expected output 
and those produced by the network o when given the input vectors e. Using the least 
squares criterion this can be expressed with formula (5); E is the Mean Squared Error. 
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The variables are taken positives values, but it is not relevant in order to perform 
the proposed normalization; the normalization is a linear transformation, and the 
maximum value of the original variable corresponds with +1 in normalized variables 
and minimum value of original variable corresponds with -1; the output values are 
also normalized between –0.8 and +0.8. This normalization is recommended in dif-
ferent works, [5] and [6]. The algorithms based on gradient descent, such as the back-
propagation method (developed in [7] and later in [8]; [9] and [10]), basically are 
iterative process that terminate when there is no further improvement in E. In fact, 
one of the limitations of these methods is convergence to poor local optimal and their 
dependence on the initial solution. In addition, they are not applicable to network 
models that use transfer functions for which derivatives cannot be calculated. The 
most recent global optimization methods, especially metaheuristic strategies, have 
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generally obtained better results than previous methods based on gradient descent. 
Thus, traditionally, Genetic Algorithms have been highlighted in works such as [11], 
[12], [13] and [14]. Memetic Algorithms have also yielded interesting results, [15], 
[16] and [17]. Excellent results have also been obtained in [5] and [6] with Genetic 
Algorithms, Taboo Search and Simulated Annealing, and in [4], where Scatter Search 
was used. In this work we have used a Memetic Algorithm -evolutionary methods 
with a population of solutions- for the training of this neural network model. One 
aspect to take into account is that due to the type of transfer functions used, these 
methods only seek weight values in the hidden layer: those in the output layer are 
obtained by the least squares method, ensuring good results, (this was suggested in 
[5]). Every solution is represented as a vector of weights w = (w1, w2, .., wm(n+1)), 
the very well-known one-point crossover operator is used, mutation is changing a 
component of a solution form current value to other randomly in (-0.5,+0.5); finally 
the improve method is based in local improvement method for continuous problems. 
More details can be found in [18]. 

Next is given a brief description of our Memetic Algorithm Procedure: Generate 
randomly an initial population of solutions, Improve them with a pre-established 
method, Select a pair number of “parents” from population with probability propor-
tional to its quality, Crossover: Randomly pair the parents from the mating pool and 
apply the crossover operator producing 2 “offspring” solution from each pair, Muta-
tion: Apply with low probability the mutation operator to every offspring, Improve 
every offspring with the pre-established method, Replace the worst solutions in the 
population with the new offspring until reaching some stopping criterion. 

3.3   Application 

Previous Processing and Performance of the Input and Output Parameters 
The values of the parameters have been coded in the following way: For the variable 
Cost of Knowledge and Cost of Non-Knowledge: Low with 1 point, Medium with 2 
points and High with 3 points. For the variable Relevance of the Thematic Index: Low 
with 0 point, Medium with 1 point, High with 2 points and Maximum with 3 points. 
For the output variable Profitability: At very short term with 1 point, At short term 
with 2 points, At medium term with 3 points, At long term with 4 points, Strategy 
Situation with 5 points and No Profitability with 6 points. Knoweldge Status is always 
fixed. The six Profitability stages of Knoweldge are changing depending on if the 
wokers know none, little, enough or lots. Because it refers to variables with a marked 
ordinal character, this quantification does not distort the real meaning of the values 
(since it maintains the relative situation among them) and it also allows a more com-
fortable treatment with the neuronal net. The outputs obtained by the net will be con-
tinuous real values; for this reason they are transformed to the next in the 6 possible 
integers. For example, if the output value is 2.6, it is assigned the value of 3, which 
means, Profitability at Medium Term. Initially this approach has been the one used to 
determine the percentage of successes and the quality of the obtained model. In this 
same example (real exit 2.6), even though in smaller measure, it could also be as-
signed to the value 2, Profitability at a Short Term. Therefore the previous approach 
to define "success" has been relaxed and it has been considered as such if the real 
value resulting is less than one unit of the prospective value. This way in the previous 
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case, the real exit 2.6 is a success if the prospective value is 2 or 3 (Profitability at a 
Short Term or Medium Term). This result has made added up to near 10% the per-
centage of successes that are reported in the following subsection. 

Computer System Programming Results 
In this research we have a total size of 1449 cases in original database. We use the 
“1x10 cross-validation method” to measure the accuracy of the solutions obtained. 
This method is used very often in literature for checking classifiers and estimators 
methods. In abstract the 1x10 cross-validation divide randomly the database in 10 
parts of the same size. Every time one part is used as test set the others joined nine 
parts as training set. In this way we can use 10 training set and the corresponding 10 
disjoint test sets. Specifically the size of every training set is about 1750 cases and the 
size for test set is 194. In the next table are summarized the results (success ra-
tio=percentage of “good predictions”) obtained by the model in training and test sets. 
The success ratios give enough information to conclude that the manner we have 
divided the cells in order to the different six profitable stages and the four parameters 
is feasible. In order to confirm the results, we have considered including a comparison 
of the results obtained with the multi-layer perceptron with another classification 
algorithm; we have used another classic methodology, Linear Regression, for compar-
ing the performance with our Hybrid methodology. Specifically we have used the 
program SPSS 15.0 in order to apply Multinomial Logistic Regression (table 1).  

Table 1. Percentage of success in prediction 

Success ratio Success ratio

Minimum 75,7 Minimum 75
Mean 78,2 Mean 77

Maximum 79,9 Maximum 78,1
Minimum 72,4 Minimum 71,6

Mean 75 Mean 74
Maximum 76,8 Maximum 75,9

Percentage of success in prediction 
using Hybrid methodology

Percentage of success in prediction 
using Logistic regression

Training Set

Test Sets

Training Set

Test Sets

 

The results are slightly better with our Hybrid methodology; in other hand these 
classic linear methods (as logistic regression or discriminate analysis) lead a more 
easy interpretation. Finally, the recently developed Hybrid Architecture used for this 
research and the learning algorithm has been programmed in language PASCAL with 
the compiler Borland Delphi (5.0). The tests have been carried out in a computer PC 
with processor Pentium IV at 2.4. Ghz. The stop approach for the training has been 
200000 iterations of the memetic algorithm. 

4   Discussion 

This paper started explaining how learning is configured as the root that feeds creative 
minds. Without learning, creativity does not exist; neither does critical formulations, 
deviations in the generation of explicit ideas or originality. Learning is, therefore, a 
measurement of the organizational value, although, considering that it is people who 
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develop it and make it productive. Nowadays, the service sector environment is prone 
to achieve good management of its intellectual assets. M6PROK© provides a response 
to this need. This management strategy tool places the service sector in an advantage 
position against non-structured companies, by allowing these to set in operation the 
model’s own capabilities and the body of knowledge developed for all the structures 
that make it up, be it the clients, workers, technicians, the competition and the lack of 
quality. In turn, and as a consequence of the use of the model, six levels of profitabil-
ity become apparent (very short-term profitability, short-term profitability, medium-
term profitability, long-term profitability, strategic profitability and non-profitability) 
providing enough information for a company to take corrective measures depending 
on the results of the four variables that make up the model. 

The results obtained allow us also to propose one approach to the matter. Therefore 
it can be diagnosed where the service sector companies should invest their training 
budgets, in order to get the most out from their money and despite all difficulties, the 
model breaks the barriers between the departments of the company and forces them to 
work together and set common action plans to identify, share and acquire everything 
that they need to improve their development, in benefit of the whole company and 
employees. It forces also the company to arrange training plans for the employees and 
acts as a firewall against the brainscape. Acquiring knowledge is not anymore in fash-
ion [19]. Now, companies have a model to measure what and how to learn and the 
most important point, when are they going to make up the profits and benefits of a 
good used of knowledge and learning [20]. These results allow us to conclude that: 
When knowledge status is non-existent (none), profitability is in the very short term. 
When knowledge status is little then profitability is in a short term. When knowledge 
status is enough, profitability will be in a medium term; and sometimes strategy situa-
tion can arises. When knowledge status is a lot, and depending the relevance of the 
thematic index three situations can arise. First, the profitability of the acquired knowl-
edge can be in a long term; second, can be a strategic situation and third, in a critical 
percentage some occasions acquiring knowledge is no profitable. 
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Abstract. This paper describes the formulation and development of 
STARMIND, a hybrid system devoted to the automated classification of stellar 
spectra in the MK system. The MK system is an astronomical classification sys-
tem used to cluster stars in morphological types based on stellar temperatures 
and luminosities. Our hybrid system is composed by a knowledge-based system 
that performs the first taxonomy in stellar types. A second-level system is based 
on Artificial Neural Networks and performs a more refined classification in 
stellar subtypes.  Artificial Neural Networks were defined by selecting the op-
timal algorithms for training and architecture for each of the stellar spectra 
subtypes. 

Keywords:  Neural Networks, Knowledge-based Systems, Fuzzy Logic, Hy-
brid Systems, Spectral Features, Classification of Stars. 

1   Introduction 

The use of AI techniques for the analysis of astronomical data has been relatively fre-
quent since the early nineties [1-3]. Starting with the two main branches of Artificial 
Intelligence - the symbolic-deductive systems (knowledge-based systems, KBS) and 
the so-called inductive or sub-symbolic approaches (artificial neural networks or con-
nectionist systems) - we find that the vast majority of authors who have applied AI 
techniques in the field of Computational Astrophysics have done so according to the 
second paradigm, i.e. artificial neural networks (ANNs), and that no significant work 
can be found in the literature related to the application of Expert Systems to astro-
nomical data analysis. 

Astrophysics is moving towards a more rational use of the costly observational ma-
terial by means of the intelligent exploitation of large terrestrial and spatial astro-
nomical databases. Nowadays, every single project on astronomic instrumentation  
includes the creation of data archives and their future exploitation with automatic or 
pseudo-automatic analysis tools. 
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In the particular case of the classification of stellar spectra in the MK system, 
where spectral classes are defined by direct comparison with selected template spectra 
and the experience and expertise of the astronomer in classification tasks is com-
pletely relevant, we find that the nature of the problem fits with the scope of a specific 
KBS. This initial approach functions efficiently for a basic level of classification: the 
level of stellar types. 

The MK stellar spectra classification system [4-6] establishes spectral types of 
stars in a sequence named O-B-A-F-G-K-M, ranging from the hottest or earliest stars 
(type O) to the coolest or latest (type M) stars. In addition, a luminosity class is as-
signed to the star depending on the intrinsic stellar brightness. The original rules for 
the classification of spectra in the MK system relied on the comparison with standard 
or template spectra, and were based on the strength and occurrence of atomic and mo-
lecular bands in stellar spectra in the optical, visible light. This includes the H Balmer 
lines, HeI and HeII lines, CaII lines, and a series of metallic lines and molecular 
bands (CH, TiO, etc). 

 

Fig. 1. Example of two stellar spectra showing some of the spectral features suited for stellar 
classification 

If one tries to go beyond classifying types and assign stellar subtypes, i.e. a second 
level of spectral classification that ranges each of the stellar type (for instance B) in a 
numerical sequence starting from B0 until B9.5 in a decreasing order of the star’s 
temperature, the borders between these sublevels are more difficult to concert among 
individual human classifiers. At this point, Artificial Neural Networks (ANNs) can be 
used to discern among the spectral subtypes.  

We have carried out a sensibility analysis of the most relevant spectral features in 
order to define the different fuzzy sets, variables, and membership functions that de-
termine the classification process. This analysis is described in section 2. Section 3 
describes the details and performance of the Expert System, whereas section 4 is 
dedicated to the analysis and classification by means of specific ANNs.  Finally, some 
classification results are presented and analysed in section 5.  The system was tested 
against the NOAO Indo-US stellar spectral catalogue [7]. 
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2   MK Astronomical Standard Spectra Database and Sensibility 
Indexes for Spectral Classification  

Experts classify stellar spectra on the basis of a visual comparison with the templates 
that define the MK system.  Experience has allowed us to conclude that in order to 
face the problem of MK automated spectral classification, it is very important to 
count with the reference of a spectral database that has the best possible resolution 
along all the subtypes. We have also noticed that it was imperative to use primary 
standard MK templates, the ones that originally define the system. So we prepared a 
spectra database composed by 340 items from both public “on-line” databases and 
“ad hoc” astronomical observation campaigns with the 2.5 m Nordic Optical Tele-
scope at the El Roque de los Muchachos Astronomical Observatory (La Palma, Ca-
nary Islands). 

In order to automatize the process of comparison with standard spectra, we must 
define a comprehensive set of morphological  features that are to be measured in the 
spectra. A total of 65 spectral indexes were found to be well suited to characterize the 
spectral types. These features were measured in the spectra of the complete set of 340 
MK templates. Figure 1 shows two of these spectral indexes as a function of MK 
types.  Figure 2a illustrates how the measurement of  the flux of a TiO band at 6208 
angstroms gives increasing non zero values for types later than F9, whereas Figure 1b 
shows the behaviour of the Hδ line as a function of the spectral type. Limiting nu-
merical values were determined among wide groups of spectral classes (early, inter-
mediate, late, OB, AF, GKM, etc). We then ranged their performance by determining, 
among all the spectra that populate a spectral type, the percentage that fulfils the ex-
pected interval value criteria for any individual index. As the next section will show, 
this has allowed us to assign an uncertainty factor to them.  

 

Fig. 2. Figure 2a (left) shows the performance of a spectral index based on a TiO band flux, 
Figure 2b (right) shows the behaviour of the Hδ line flux as a function of spectral types 

The developed system can be divided, from an operational point of view, into two 
main logical modules: the analysis module and the classification module. The analysis 
module is handled by the user and allows him to visualize, identify, and analyze the 
complete spectrum of each of the stars in a clear and understandable way. It carries 
out a morphological analysis of the stellar spectra, which includes the study and 
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measurement of all the spectral indexes needed for the classification. It can also ex-
tract and highlight diverse zones and even compare the problem-spectra to those of 
the reference catalogue by superposing them. The input of this module consists of the 
spectra that need classification; the output consists in a collection of values of the dif-
ferent spectral indexes, which will become the input data of the classification module. 

The classification module is a KBS of which the user only gets to see the result, a 
levelled classification of the stars. The input of this module consists in the values of 
the spectral indexes that were obtained in the analysis module. The output is a classi-
fication of the input spectra that includes a credibility factor. This classification cov-
ers two levels: global classification (early, intermediate, and late), and a classification 
at the spectral type level. The results of the classification module are shown in the 
analysis module interface. 

3   KBS Module Description 

The selected parameters for spectral classification and the limiting values of each type 
and subtype were included in the expert system in the shape of fuzzy rules. The base 
of rules is the part of the system where the human classification criteria are repro-
duced. The STARMIND base of rules decision tree is shown in Figure 3, and some of 
the hierarchical decision rules and compliance percentages for spectral discrimination 
are presented in Table 1. We adopted production rules of the IF-THEN type to im-
plement this module, because they easily reproduce the reasoning followed by the ex-
perts in the field. The conclusions allude to two levels of spectral classification 
(global and types). 

 
Fig. 3. STARMIND KBS base of rules decision tree 
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Table 1. Example of the rules at level N1 selected to discern among early-intermediate types 
(O-B-A-F) and intermediate-late (G-K-M) spectral types, showing the compliance percentages. 
The numbers refer to the wavelength of the features, and the chemical carrier is also indicated. 
Measurements of both spectral fluxes and EW (equivalent widths) of the lines were considered. 

Rules N 1.1 (≥ 95%) Rules N 1.2 (≥ 91%) Rules N 1.3 (≥ 90%) Rules N 1.4 (≥ 86%) 
EW 4226 
Ca II 

EW 5270 
FeI 

Band flux 6134 
TiO 

Band flux 6143 
TiO 

Band flux 6208 
TiO 

Band flux 6154 
TiO 

EW 4455 
CaI 

Flux ratio 3933/4101 
CaII, Hδ 

EW 4300 
Blend TiO-Fe 

Band flux 4953 
TiO 

Band flux 4946 
TiO 

Flux ratio 4101/4144 
Hδ/Hel 

EW ratio 4226/4101 
CaII/ Hδ 

EW4077 
SrII 

Band flux 5886 
TiO 

Line flux 4101 
Hδ 

Band flux 5160 
TiO 

EW ratio 4300/4340 
Blend TiO-Fe/Hy 

EW ratio 4226/4481 
CaII/MgII 

 

 EW 4144 
HeI 

  

The classification module actively communicates with the base of facts, where the 
descriptive information about the specific spectrum that is being analyzed at present is 
stored. We have used the Buchanan and Shortliffe methodology [8] to carry out an evo-
lution that includes fuzzy sets and membership functions, contextualized for each spec-
tral type and allowing superposition between them. In addition, we obtain the spectral 
classification of stars with a probability value that indicates the confidence grade. Some-
times this module can conclude an alternative classification of the spectra, e.g. in the 
case of obtaining a first classification with a significantly small truth value. 

Since it could be interesting for the user to follow the reasoning process of the 
classification system, we have included an explanation module in the base of rules, so 
that the user can follow how the system has reached a final conclusion. This mecha-
nism is based on transmitting the sequence of executed rules to the analysis module, 
which was shown to the user in a simple and accurate way. The output of the classifi-
cation module is the two-level classification of the input spectra and the explanation 
of the system reasoning. These results are sent to the analysis module and shown to 
the users through the interface. 

Table 2. STARMIND KBS for the derivation of spectral types. The system was tested over the 
NOAO-INDO-US spectral library. 

Spectral 
Type 

O  B A  F G K M 

Number 
of stars 

6 88 89 167 271 264 26 

Success 
rate 

100% 94.31% 91% 84.4% 87.08% 96.96% 100% 
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The results obtained by STARMIND KBS from a public spectral database, i.e. the 
NOAO-INDO-US library of stellar spectra [7], are shown in Table 2. This database is 
composed by 914 stellar individual spectra, which are in the same spectral region and 
spectral resolution as the MK standard set.  The average success rate is of 91% (with 
832 stars well classified in types). 

4   ANN Module Description 

When trying to refine the spectral classification beyond stellar types, by assigning 
MK subtypes to the spectra, the borders between these sublevels are more difficult to 
concert, even among individual human expert classifiers. This is when ANNs can be 
used to discern among those subclasses. Specific ANNs were defined by selecting the 
optimal algorithms for training and architecture, best suited for each of the stellar 
spectra subtypes. ANNs based on both supervised and non-supervised learning mod-
els were considered; mostly backpropagation, Kohonen, and radial basis functions 
(RBF) networks were implemented [9]. 

Finally, we opted for a feed-forward ANN architecture that uses the backpropaga-
tion training algorithm. The topology of the individual nets was adapted to each of the 
classification cases. The number of input nodes corresponds to the number of spectral 
indexes best suited to characterize each of the spectral types, with 6 to 29 nodes  
selected from the initial set of 65 indexes.  These subsets were obtained after perform-
ing a sensibility analysis. The output node is the classification subtype value. We  
consider that the net has converged when the mean square error (MSE) is equal or 
lower than 0.05.  

The training, validation, and testing patterns that were presented to the ANN were 
obtained automatically by adding the necessary functions to the spectral analyzer de-
veloped in the KBS system. Once the input values were obtained, they were normal-
ized by means of a contextualized and specific sigmoidal function for each spectral 
subtype. The training set was composed by the MK standard stars belonging to each 
of the subtypes, and the evaluation of the system was performed on the NOAO-
INDO-US spectral catalogue. 

5   Results and Conclusions 

ANN trainings and tests were performed considering the complete set of 340 MK 
standards (70% for training and 30% for tests), whereas the performance of the sys-
tem was evaluated over a sample of 732 stars belonging to the already mentioned 
public library of stellar spectra NOAO-INDO-US. The results of the STARMIND hy-
brid system, combining both KBS and dedicated ANNs to classify stellar spectra at 
the level of spectral subtypes, are shown in Figure 4. The agreement between the clas-
sification listed in the library and that obtained by STARMIND is excellent for early 
and late stellar spectra types (O9 to F7, and G6 to M6). For intermediate types (F8, 
G0, G1, and G2), the success rate decreases considerably. There is an astrophysical 
explanation for this fact: in the case of the former, the chemical abundance of ele-
ments (in Astrophysics, the “stellar metallicity”) influences the appearance of some of 
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the most relevant spectral lines considered in the indexes. The MK system for stellar 
spectra classification was originally proposed for solar-type stars, with solar-like met-
allicity. This property is fulfilled in the case of the MK standard set of spectra, but not 
for the all the spectra in the NOAO-INDO-US. The results improve considerably 
(compliances ≥ 80%) when only solar-type metallicity spectra were taken into ac-
count for the evaluation of the system. This implies that our hybrid approach can be 
considered a very versatile and flexible automatic technique to classify the spectra of 
stars. 
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Fig. 4. STARMIND Hybrid System classification success rates for a sample of 732 spectra be-
longing to a public catalogue [7] 
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Abstract. Preservation of the road assets value in an efficient manner is 
an important aim for developed road administrations. The task requires 
accurate road maintenance that is planned in advance. Forecasting road 
condition in the future is a prerequisite for optimisation of maintenance 
treatments. In this study two hybrid methods are introduced for fore-
casting road roughness and rutting. Markovian models outperform  
artificial neural network models and roughness can be forecast more 
accurately than rutting. 

Keywords: Road condition forecasting, k-means++, Markov chains, neural 
networks, clustering, machine learning. 

1   Introduction 

Road networks are major assets for countries providing accessibility and economic 
foster. The length of public roads comprising 188 countries is over 12 million kilome-
tres [2]. Estimated accounting value of the main road network of Finland administered 
by the Finnish Road Administration (FRA) is about 15 billion Euros having the total 
length around 78 000 kilometres [4]. A great task of FRA is to maintain the network 
properly to preserve the asset value, enhance traffic safety and provide end users an 
economic means of transportation. To accomplish this task vast amount of data is 
collected from the network and used for planning and management purposes. 

Due to budget constraints only part of the network is annually selected for mainte-
nance treatments according to various criteria such as the sum of discounted cash flow 
i.e. Net Present Value (NPV). So annual maintenance plans are formed and funding 
needs are roughly known in advance. The process of road maintenance planing can be 
strictly divided into two stages: (1) Forecasting road condition and (2) selection of 
segments for maintenance according to the criteria. 

Several condition variables are measured from the paved road network and they 
vary between countries. Variables represent condition of the road surface or lower 
layers. Most visible defects are cracks, potholes and rutting. A standardised condition 
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variable used worldwide is International Roughness Index (IRI) that measures road 
roughness i.e. driving comfort. Different models for road deterioration are developed 
to forecast the future values of measured variables. Often these models are linear in 
nature and they are applied to the whole country [3] while the models change between 
countries. In this study different computational methods are combined i.e. hybridised 
and used for forecasting road condition of Southern Finland for the first time.  

2   Description of the Data 

Data from several databases were combined together for this study. The data can be 
grouped into road characteristics, condition, road weather and traffic. Road character-
istics include basic data on roads such as geometry, pavement type and width. IRI and 
longitudinal rutting of the road surface were selected of road condition. Condition and 
geometry values are measured and averages for 10-metre long segments are calcu-
lated. Weather data is collected from road weather stations. The data contains tem-
peratures among others. Traffic data is collected by traffic count devices along the 
main roads. Weather and traffic data are for fixed spatial coordinates while the other 
data are for segments of roads [9]. Table 1 summarises the input variables. The fig-
ures in parentheses for number of input variables concern the neural network method. 

Table 1. Description of the input variables 

Variable type Unit Number of variables 
IRI mm/m 66 
Rutting mm 66 
Curvature °/km 33 
Gradient % 33 
Number of lanes - 1 
Speed limit km/h 1 
Pavement type - 1 
Construction year - 1 
Average air temperature °C 1 (3) 
Average road temperature °C 2 (6) 
Average ground temperature °C 2 (6) 
Average of average wind speeds m/s 1 (3) 
Average of maximum wind speeds m/s 1 (3) 
Average wind direction ° 1 (3) 
Average air humidity % 1 (3) 
Sum of rainfall mm 1 (3) 
Percentage of freezing temperatures % 5 (15) 
% of temperatures changes from °C > 0 to °C < 0 % 5 (15) 
Number of vehicles in 7 different categories - 7 (21) 
Maximum number of vehicles per hour 1/h 7 (21) 
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All the data is combined into a matrix and pointwise data is taken from the closest 
measuring device. The selected data contains 126 510 rows with 302 variables for 
clustering and Markov Chain forecasting and 404 variables for neural network fore-
casting. Four cases were selected having all the data from 4 surveys in 2005-2006 [8]. 

The output variables that were forecast were IRI measured under the left and right 
tyres of the survey vehicle as well as rutting depth from the both sides. Spring survey 
data of 2007 was used to compare with the forecast results. 

3   Research Methods 

3.1   Clustering with k-means++ 

Clustering is used to find common features of a high-dimensional data grouping simi-
lar multidimensional data points together into clusters. A popular method has been k-
means clustering algorithm due to simplicity and computation speed. In this algorithm 
k number of clusters and there centre points are selected. Then the data is browsed 
through and assigned to one of the clusters so that the error term is minimised. 
Slightly varied version k-means++ differs from the k-means only by the selection of 
the initial cluster centres. The detailed description can be found in [1]. 

3.2   Markov Chains 

Markov chains can be used to depict a dynamic system where the state Si of the 
system changes dynamically in time and thus the system becomes a chain of stochas-
tic variables in time. In order to be called Markov chains the random variables have to 
satisfy the Markov property in Equation 1. According to the property the current state 
depends only on the previous state of the system. 

( ) ( )111111 ... −−−− nnnnnn x=X|x=XP=x=X,,x=X|x=XP  (1) 

Transition probabilities from a state i to state j are defined by Equation 2. 

( )i=X|j=XP=p nnij 1−  (2) 

3.3   Principal Component Analysis 

Principal Component Analysis (PCA) linearly transforms the feature space and re-
duces the dimensionality of the space by selection of the most intrinsic dimensions 
after the transformation [7]. 

3.4   Multilayer Perceptron (MLP) Neural Network 

MLP artificial neural networks are computational methods to model complex rela-
tionships between inputs and outputs of a system. The network consists of k layers of 
neurons that are the basic computational units. Neurons of the first hidden layer gets 
inputs x weighted by w as their inputs. The output of the network with 1 hidden layer 
can be calculated by Equation 3 [7], which is used in the experiments.  
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Each neuron in a layer is associated with a function f that is used in calculating the 
output of the neuron. Typically the non-linear functions are hyperbolic tangent or 
logistic. MLP neural networks require supervised training so that the weight vectors 
are calculated by minimising the error term between the given output and network 
generated output with given inputs and calculated weights. Ideally the network should 
have good generalisation power for new inputs and produce results of minimal error. 

The last term of Equation 3 represents complexity penalty of the network by 
weight-decay procedure where λ is a regularisation parameter and W is the total num-
ber of weights in the network. Having the regularisation parameter greater than zero 
complexity of the network is penalised [5]. 

4   Experiments 

4.1   Predicting Road Conditions by a Hybrid Markov Chain Model 

The data set was first pre-processed by normalisation and then clustered with k-
means++ -clustering algorithm into 5, 10, 15, 20 and 25 clusters. Five simulations 
were run for each number of clusters. Transition probabilities from a state of road 
conditions to the subsequent were calculated by dividing the roughness variable into 
bins of width of 0.2 and rutting to bins of 0.5. Predictions are calculated as weighted 
average of the state transition probabilities and mean value of the state. 

Four roads were selected: 1222 (36.71 km), 3111 (9.28 km), 4111 (29.9 km), 7111 
(37.29 km), where the numbers indicate road, carriageway, lane and survey direction 
in the given order. Cluster-specific transition probabilities were used to calculate the 
condition one time step ahead e.g. spring 2007. The forecast and surveyed values 
were compared and the mean square errors (MSE) are presented in Table 2 for left 
and right IRI. Here k signifies number of clusters and MM stands for a Markovian 
model. In P1 state transition probabilities were calculated with the data concerning the 
variable and surveys in question. 

Previously used model in the pavement management system (PMS) of FRA is 
marked as PMS92 and the IRI forecasts are calculated by adding IRI change calcu-
lated by Equation 4 to the current values [3].  

IRI(t)+=∆IRI ∗0.05240.016  (4) 

New implemented models for asphalt concrete roads are presented by PMS05 and the 
values are calculated by Equation 5, where T indicates the number of years from the 
previous maintenance treatment and ADT average daily traffic [3].  

0.04log*0.0140.35 10 +(ADT)
T

IRI(t)
=∆IRI −∗  (5) 
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Table 2. Mean Square Errors (MSE) for forecast IRI values. P2 calculated with all the data. 

Road 1222 Road 3111 Road 4111 Road 7111 

  
IRI 
left 

IRI 
right 

IRI  
left 

IRI  
right 

IRI 
left 

IRI 
right 

IRI 
left 

IRI  
right 

Real IRI average 1.19 1.16 1.07 1.20 1.10 1.09 1.22 1.29 

MM,k=1,P2 0.33 0.28 0.13 0.17 0.20 0.23 0.45 0.48 
MM,k=1,P1 0.30 0.28 0.14 0.17 0.19 0.23 0.42 0.48 
MM,k=5,P1 0.31 0.28 0.14 0.17 0.18 0.23 0.43 0.47 
MM,k=10,P1 0.31 0.27 0.16 0.17 0.19 0.23 0.42 0.47 
MM,k=15,P1 0.32 0.28 0.14 0.21 0.19 0.24 0.45 0.49 
MM,k=20,P1 0.31 0.27 0.15 0.20 0.19 0.24 0.45 0.49 

MM,k=25,P1 0.31 0.27 0.14 0.22 0.20 0.24 0.45 0.49 

PMS92 0.46 0.39 0.15 0.19 0.23 0.31 0.69 0.73 

PMS05 0.46 0.40 0.15 0.19 0.23 0.32 0.77 0.97 

Generally the best performers are Markovian models with maximum of 5 clusters 
while the worst performers are PMS models. Similarly for right IRI the best perform-
ers are Markovian methods up to 10 clusters. In most cases the new PMS model 
seems to perform worst. Table 3 summarises results of the same methods used for 
forecasting left rutting values. When rutting values were available rutting changes 
from the previous surveys in PMS92 –model were calculated by using Equation 6 [3]. 

T

RUT(t)
=∆RUT

2−
 (6) 

When rutting data was not available for a certain road segment the values were calcu-
lated by Equation 7 [3]. 

(ADT)+=∆RUT elog*0.573.34−  (7) 

In PMS05 rutting depths were calculated by Equation 8 [3]. The linear models already 
in use outperform Markovian models in most of the cases. And such is the result also 
with right rutting values. 

0.45log*0.130.49 10 −∗ (ADT)+
T

RUT(t)
=∆RUT  (8) 

4.2   Neural Network Generated Road Conditions 

Two basic cases were selected for neural network forecasting: (1) training was per-
formed with data consisting of three survey sets on the left side of Figure 1 and (2) 
training data contained only two previous survey data sets on the right side of Figure 
1. Validation was done by each time leaving 1/10 of the data out for validation pur-
poses and the rest was used for training. The 10-fold cross-validation [6] was then 
repeated for 5 times.  
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Table 3. Mean Square Errors for forecast rutting values. P2 calculated with all the data. 

Road 1222 Road 3111 Road 4111 Road 7111 

  
Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

Real rut average 7.01 7.04 8.38 7.24 9.79 8.93 8.11 6.86 

MM,k=1,P2 7.29 7.36 18.98 14.18 17.64 16.88 15.36 10.05 
MM,k=1,P1 6.82 7.22 18.54 14.28 15.86 16.75 14.74 9.59 
MM,k=5,P1 7.22 7.50 17.94 12.18 17.18 20.62 14.64 10.02 
MM,k=10,P1 7.38 7.82 19.15 13.71 20.99 24.27 15.08 10.68 
MM,k=15,P1 7.64 8.79 15.66 13.02 30.53 31.20 17.61 12.12 
MM,k=20,P1 7.67 8.76 15.76 13.37 30.95 31.74 17.50 12.25 

MM,k=25,P1 7.79 8.92 17.34 13.21 29.82 27.44 17.65 11.79 

PMS92 5.49 6.13 15.26 14.15 10.63 11.72 15.85 10.89 

PMS05 5.35 5.86 15.89 14.46 10.82 11.91 15.53 10.64 
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Fig. 1. Training, validation and test sets of the road survey data 

As the number of input variables was high the dimensions were reduced by using 
the first 32 principal components resulting now approximately at 80 % of the variance 
of the data. Number of hidden neurons was set to 20 and number of training epochs to 
150. Bayesian regularisation back propagation was used as the training method [5]. 
Logarithmic sigmoid functions were used as transfer functions and linear activation 
function were used at the output layer. 

Training, validation and testing MSE are presented in Table 4 for left and right IRI 
values. In most of the cases all the errors are smaller when input data is formed of the 
surveys of the previous 2 surveys. However, neural network method does not seem to 
outperform neither Markovian nor the traditional linear models. This may be due to 
overly complex prediction functions of MLP neural network. 
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Table 4. Mean Square Errors (MSE) for forecast IRI values 

Road 1222 Road 3111 Road 4111 Road 7111 

  
IRI 
left 

IRI 
right 

IRI 
left 

IRI 
right 

IRI 
left 

IRI 
right 

IRI 
left 

IRI 
right 

ANN,case 1 (training) 0.09 0.04 0.05 0.01 0.05 0.01 0.09 0.04 
ANN,case 1 (validation) 0.51 0.39 0.53 0.23 0.43 0.19 0.46 0.47 
ANN,case 1 (testing) 0.87 0.29 5.72 2.71 6.06 0.36 0.54 0.53 
ANN,case 2 (training) 0.05 0.02 0.08 0.04 0.05 0.07 0.10 0.20 
ANN,case 2 (validation) 0.22 0.19 0.35 0.39 0.24 0.23 0.53 0.55 
ANN,case 2 (testing) 0.31 0.29 0.33 0.41 0.23 0.26 0.49 0.50 

Table 5 contains errors for forecasted rutting values and here the experiments with 
input data of three previous surveys outperform when validation error is concerned, 
but the testing error is lower when input data of 2 previous surveys are selected. In 
some cases the test error is lower than with the Markovian or linear models. 

Table 5. Mean Square Errors (MSE) for forecast rutting values 

Road 1222 Road 3111 Road 4111 Road 7111 

 
Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

Rut 
left 

Rut 
right 

ANN,case 1 (training) 2.70 1.05 0.44 0.40 0.75 0.46 0.16 0.36 
ANN,case 1 (validation) 7.32 8.51 2.40 2.23 7.61 8.59 10.11 1.63 
ANN,case 1 (testing) 15.29 14.47 36.92 27.47 13.72 26.33 11.72 33.84 
ANN,case 2 (training) 0.19 0.25 0.84 0.28 0.97 0.97 1.20 0.48 
ANN,case 2 (validation) 2.91 3.56 7.14 6.74 3.92 8.34 13.34 6.73 
ANN,case 2 (testing) 14.26 15.67 26.03 17.76 27.86 25.27 20.89 12.55 

5   Discussion 

PMS models were created by and are used for data of summer surveys averaged by 
every 100 metres while here they were tested with data surveyed in spring and au-
tumn averaged by every 10 metres and therefore the results may not be as good as 
with the data the models were originally designed for. 

Markovian models give better forecasting results for IRI than currently used mod-
els. Markov models are considerably faster and simpler than neural networks and re-
sults at better forecasts according to this study. One reason can be the fact that the 
networks get over-trained and do not generalise well enough with changed input data. 
This can be noted by the difference between validation and testing MSE. The reason 
can be high noise level in the measured data or low impact of the measured variables 
on road condition. There may be other variables having greater impact on the future  
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condition. Such missing variables are for example detailed road geometry and drain-
age condition [9]. The problem with Markovian models is lack of data of roads in 
poor condition and thus the results become biased and long-term forecasting becomes 
unreliable. Partly this could be rectified by using geographically larger sample.  

Being simple and relatively fast the future research of road condition forecasting 
should emphasise Markovian models. Different clustering techniques could be used in 
grouping similar road segments and thus trying to gain more accurate results. This 
requires temporally and spatially larger data sets. Artificial neural networks proved to 
be time-consuming to compute and the results were not as satisfactory as with the 
Markovian models. However, it might be worthwhile to test simple neural networks 
with only a few important input variables such as IRI, rutting and drainage condition. 
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Abstract. The Gaia Galactic Survey Satellite is among the key future missions 
of the European Space Agency, who plans its launch near the end of 2011. Gaia 
will carry out what is being called a “Galaxy Survey”, gathering exact informa-
tion on the nature of the galaxy’s main constituents, including the spectra of ob-
jects. A first approach to the extraction of atmospheric parameters from spectra 
(Effective Temperature (Teff), Gravity (log G), Metallicity ([Fe/H]), and Alpha 
elements abundance ([α/Fe])) was their indirect measurement by means of the 
Morgan-Keenan (MK) classification system. However, traditional methods 
based on MK are slow and subjective. This is why an automatic and robust 
method has become an essential requirement. This work presents the prelimi-
nary results of a study on the automatic extraction potential of the main atmos-
pheric stellar parameters: Teff, log G, [Fe/H], and [α/Fe] in the spectral region 
of the RVS, between 8470 and 8740 Å. The study was carried out by means of 
an algorithm based on artificial neural networks which is a technique widely 
used in that kind of automatic spectral parameterisation. 

Keywords: stellar spectra, signal processing, spectral density, FFT, SNR, Arti-
ficial Neural Network, feed-forward, backpropagation, wavelet. 

1   Introduction 

Spectral parameterization is a well-known problem in astrophysics, and many previ-
ous studies have worked with a wide range of data sources [1], [2], [3], [4], [5], [6], 
[7], [8]. The goal of the study us the electromagnetic radiation spectra which is radi-
ated from stars and other objects. The spectroscopy can be used to guess many star 
properties and distant galaxies such as the chemical composition of their atmosphere. 
A first approach to the extraction of atmospheric parameters was their indirect meas-
urement by means of the Morgan-Keenan (MK) classification system [9]. Each spec-
tral type of the MK system is a description of the spectrum that, together with the 
identified luminosity level, is directly related to the temperature and gravity of the 
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star. The advantage of this model is that it functions well, even with low resolution 
spectra, and that it does not depend on other models. 

However, traditional parameterization methods such as the above, based on MK, 
are slow and subjective. This is why an automatic and robust method has become an 
essential requirement, both for the homogeneity of the results and the repeatability of 
the process. The currently existing (and planned) data sources have also triggered this 
interest for automatic classifiers. 

Modern telescopes are made with spectrometers that cover a large number of ob-
jects per frame. The current and future data sources and spatial missions, such as the 
Sloan Sky Survey or the GAIA mission (launch planned for 2011), will gather large 
amounts of stellar spectra that belong to various components of our galaxy. Such an 
input of data can only be managed with automatic means. 

Historically, the techniques that have most often been applied for automatic spectra 
parameterization are artificial neural networks and the minimal distance methods. 
Various studies have tried to determine the physical parameters of stellar spectra 
using artificial neural networks (ANN) and synthetic data sets [2], [3], [13]). 

The launch of ESA’s GAIA satellite [10] is planned for 2011-12. We must follow a 
complex and long data analysis in order to transfer the GAIA signal to physical and 
positional parameters that scientists can use to test the variable nature of the astro-
nomic objects. 

The main objective is to determine the stellar atmospheric parameters, particularly 
effective temperatures, superficial gravities, metallicities, possible overabundances of 
alpha elements, and individual abundances of certain chemical elements.  

The manipulation, analysis, and classification of all the information concerning the 
visible celestial bodies up to magnitudes 17-18 is undoubtlessly a challenge for both 
Astrophysicists and Computer and Artificial Intelligence Scientists. This work pre-
sents our first results on the automatic obtention of atmospheric stellar parameters in 
the spectral region of the RVS by means of ANNs that are trained with synthetic stel-
lar spectra. 

2   Synthetic Data 

The data that were used proceed from the simulations of stellar spectra in the RVS 
band for the GAIA mission. The features of the data for the training and test sets are 
the following: 

• Total Number of examples.  Training: 9408. Test : 3060 
• Wavelength: initial 847.5803, final 873.5999, wavelength increase 0.0268 

(nm), number of points per spectrum 971. 
• Ranges of the parameters: See table 1 for the parameters of the training spec-

tra. The range is identical for the test case, but the values are interpolated, 
which means that the temperature values are not necessarily, for instance, 
4500, 4750,.. Since there could exist a value 4623. 

In a real situation, the spectra satellite is not likely to collect spectra without any 
distortions, so we must always take the noise into account. The training data have 
been considered both clean and with noise, at various SNR ratios: 5, 10, 25, 50, 75, 
100, 150, 200, 100000. The lower the ratio, the more noise; considering all the data,  
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Table 1. Parameter ranges 

Heading level Example 
Teff 4500 7750 4500 4750 5000 5250 5500 5750 6000 6250 

6500 6750 7000 7250 7500 7750 

Log G -0.5 5 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
[Fe / H] -5 1 -5 -4 -3 -2 -1.5 -1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1 
[α/Fe] �0.2 0.4 -0.2, 0, 0.2, 0.4 

we can observe how noise affects the prediction of parameters and how we can miti-
gate its effect by more or less detecting its intensity with regard to the signal. This is 
described in the following section. 

3   SNR Detection 

The reliability of the parameterization method depends largely on the wavelength 
coverage, the spectral resolution, and the SNR. From the point of view of the design, 
we must know the quality of the parameterization for a given set of observations. The 
wavelength coverage and the resolution are determined beforehand, so the most im-
portant problems to be solved are the nature and the intensity of the noise [3]. 

 

Fig. 1. The same sample with several SNRs (5,10, 25,100). τ is the transformed variable. 

If  we suppose an additive white Gaussian noise, we know that its spectral density 
is continuous in all the frequencies. Considering both this aspect, and the fact that the 
Fourier transform of the analysed stellar spectra is band limited, we designed a 
mechanism that detects the SNR of a given spectrum. The spectral density decreases 
inversely with the frequencies, and since the spectrum is band limited, it is entirely 
cancelled in the highest frequencies. The analysis for noise level detection is based 
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precisely on the assumption that the highest frequencies correspond with spectral 
components that taxonomize the noise.  

Figure 1 shows the described behaviour: a signal with more noise has more inten-
sity values in the highest frequencies.  

 
Fig. 2. Preprocessing algorithm  

Figure 2 presents the processing algorithm that was created to prepare the detection 
of the noise level. The input to the algorithm is the signal in wavelength, the value in 
each λ corresponds to a flux value of the spectrum; as we can observe, it consists in 
four phases. The first processing step is the subtraction of the spectrum average, be-
cause it does not contain any relevant information and introduces undesired spectral 
components. The second processing step is multiplication by a window, as a step 
previous to the Fast Fourier Transform (FFT) algorithm; in an ideal situation, the 
wavelength of our signal would extend between -∞ and ∞, but since this is impossi-
ble, the signal is limited by two given wavelengths and we obtain only intermediate 
values. In this case, we can see the rectangular window and the unity value between 
the described points. A window of this type has the disadvantage of contributing in all 
the frequencies by its border effect. Other types of windows (Hann, Hamming, 
Blackman, Flat-top, Gauss, Bartlett, etc.) try to smoothen the border transitions. Vari-
ous window configurations have also been tested, with the Hamming configuration 
giving the best results for this type of analysis.  

The third step consists in applying the Cooley-Tukey algorithm [11] in order to ob-
tain the FFT. It is important to point out that the X axe of the analysed signal does not 
refer to the time but to wavelengths, and that it is therefore not correct to speak in 
terms of frequencies in the transformed domain. The transformed variable is called τ 
(see Figure 2): if it were a temporary variable, we would speak of frequencies. The 
last step in the process consists in calculating the absolute value of the signal points. 
The purpose of this step is to work only with real numbers, since the FFT algorithm 
produces values that belong to the domain of the complex numbers. 

The algorithm that detects the SNR consists of two phases. During the first  
phase, it calculates the integral of the N last points of the spectrum (by means of a 
trapezoidal method). During the second phase, it compares this result with some 
ranges assigned to each SNR. We extract these ranges from the analysis of the com-
plete training set, for which the SNR is known. According to the value of the integral, 
we more or less know the SNR of the signal (SNR classification) and we can apply a 
specific algorithm. 

This detection constitutes an important step, because we will apply certain pre-
processing techniques according to the amount of noise present in the signal.  
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4   Parameterization Algorithm 

The parameterization algorithm is based on a system of feed-forward neural net-
works trained with the error backpropagation algorithm [12]. The network design is 
as follows: 

• Input layer, the number of process elements in this layer is determined by 
the preprocessing of the spectra and varies from 385 (fourier processing, re-
moving highest frecuencies) to 971 (wavelenght domain) process elements, 
and activation function of the linear type.  

• Hidden layer, variable range (between 100 and 200 process elements), and 
activation function of the tangent hyperbolic type. 

• Output layer, only one process element, the output value provides us with 
one parameter value. The output activation function is of the sigmoid type, 
which provides values between 0 and 1. 

In this sense, it is obvious that we will need to train an ANN for each parameter 
that is to be predicted: Effective Temperature (Teff), gravity (log G), metallicity 
([Fe/H]), and abundance of alpha elements ([α/Fe]). We will need to select four net-
works in order to obtain the complete set of parameters for a given spectrum. 

The network will provide us with the parameterization, but the quality of the ad-
justment depends to a large extent on the selection of the network training set and the 
specific preprocessing for each SNR case. The noise level detection algorithm allows 
us to select the training set. Figure 3 shows an example of the complete parameteriza-
tion process. We start by detecting the noise level, applying the specific preprocess-
ing, and obtaining parameters with the neural network. The network is specialized in 
two senses: on the one hand, each network is able to extract a single parameter; on the 
other hand, the quality of the results is directly related to the noise level of the data 
used for the ANN training (we dispose of different ANN for different noise levels).  

 

Fig. 3. The Parameterization algorithm steps 

With clean or almost clean spectra, the combination of the above processing algo-
rithm and a neural network for each parameter that is to be predicted gives good re-
sults, as can be seen in Figure 4. However, the results are less satisfactory for signals 
with a high SNR ratio in transformed domains, because the noise distorts the spec-
trum too much and is not band-located (if it were, we could solve the problem with a 
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band-pass filter), we are using this information to perform the SNR detection, because 
in highest frecuencies we have only noise and we can characterize it.  

We must also consider the fact that when we use the described processing tech-
nique, as a step prior to parameterization with the neural network, we are not taking 
into account the last points of the spectrum, since, as mentioned above, these corre-
spond to spectral components of the noise. 

5   Spectral Parameterization Results 

Neural Networks represent a parameter adjustment technique in which it is essential 
to work with independent training data that can be evaluated. We work with data from 
9408 spectra for training and data from 3060 spectra for validation (see section 2). 

 

Fig. 4. Results per parameter 

We have applied various preprocessing techniques to the spectra and trained net-
works with the resulting data sets. One of these techniques is the application of the 
algorithm described in section 3 (SNR level detection) to the input data; we have also 
tried to train the spectra using the wavelength values as input (without preprocessing), 
and in cases of low SNR we have filtered the spectra (moving average). 

The values of the parameters of the spectra that were selected for the training set 
are described in Table 1. The distribution of the values that were used for the training 
introduces an error in the learning process of the network, because during the training 



218 D. Ordóñez et al. 

they are sampled at fixed intervals (e.g. at intervals of 250 grades Kelvin). On the 
other hand, the test spectra are interpolated, the values of the parameters are not dis-
crete and therefore adjust better to reality. Even so, the relation found by the neural 
network to make an input correspond to an output is an interpolation of the spectra 
selected for the training: the finer the sampling of the parameters, the more realistic 
the parameterization. This intrinsic interpolation of the algorithm allows us to obtain 
smaller errors than the sampling distance between parameters, as can be observed in 
Figure 4. 

The error measure that was applied is the average error in absolute value for each pa-
rameter: the error measures refer to the difference between the value of the observed 
parameter and the value obtained by the network. The results of the parameterization 
process can be observed in Figure 4. For the effective temperature with little noise (SNR 
10000), the best results were obtained with the preprocessing algorithm mentioned in 
section 3, which trains and parameterizes the network in the transformed domain. For 
the temperature, the best result was an average error of 46 grades Kelvin; the result for 
the same intensity and trained with the spectra in wavelength was 76 grades Kelvin. As 
the intensity of the noise increases, the efficiency decreases and the networks trained 
with spectra in wavelength gain importance. With respect to the gravity, we worked 
with this parameter in logarithmic units (log G) and obtained the best result in trans-
formed domains, with an average error of 0,06 units; the best results for the metallicity 
and abundance of alpha elements were 0,06 and 0,03 respectively. 

We have carried out tests by applying filters to the spectra in wavelength and ob-
tained remarkable improvements in some cases, such as the case of the abundance of 
alpha elements in the presence of much noise (SNR 10 and 5), where we obtained the 
best results. The filtering algorithm was a moving average of five points that acts as a 
low-pass filter. This test was repeated for all the parameters, and even though it gave 
similar results, the results were not improved in any of the remaining cases. 

6   Conclusions 

The results show that a completely automatic system, based on ANN, can success-
fully determine the main physical parameters of stars on the basis of their spectro-
scopic data.  This work has used spectra in the spectral region of the RVS, between 
8470 and 8740 A and SNR (from 5 to 10000); the ANN can approach very closely the 
real parameters in the presence of noise. However, the further the objects, the less 
precision in the parallaxes and hence in the flow level measurements. By ignoring this 
problem, the shape of the spectrum can still be a good indicator of, for instance, the 
temperature, and the networks will continue to function well [3]. 

We can also deduce from these results that the SNR definitively influences the 
learning process, and that characterizing the noise and training with noisy spectra are 
essential to improve the functioning of the networks. 

The good results obtained parametrising clean specetra training neural networks in 
transformed domains (FFT) open the door to future explorations with noisy spectra. 

In this sense, future work will be oriented towards studying the behaviour of the 
networks by means of the transformed wavelet and as such expose those features of 
the data that allow us to improve the precision of the parameterization. 
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Abstract. This paper introduces a fuzzy-extension of the Kohonen Self Orga-
nizing Map model called Fuzzy Growing Hierarchical SOM that is able to 
extract Fuzzy rules in hierarchical way. The main idea of the FGHSOM is to 
provide an architecture that can be initialized with prior knowledge and with-
out, and can be trained directly using SOM learning methods. The training is 
carried out using competitive methods in such a way that the learning result is 
interpretable in the form of linguistic fuzzy if-then rules and rules are organized 
in a tree-like structure. The structure allows increasing the information using 
parent/child relationships. The FGHSOM is successfully compared with differ-
ent neuro-fuzzy algorithms in different classification problems. 

1   Introduction 

An automated classification system must present high flexibility in its structural im-
plementation. In a real situation it should learn from data, extracting knowledge and 
incorporating both the initial set of knowledge and rules for a future human super-
vised explanation and understanding.  

Neuro-Fuzzy algorithms have emerged as a new and very powerful technique and 
they have shown in many applications their capability for resolving, in real situations, 
supervised classification problems. They are hybrid systems that combine the learning 
capacity of neural nets with the linguistic feature of fuzzy inference systems. There 
are several neuro-fuzzy networks proposals in the literature. Most significant algo-
rithms are FALCON [1], ANFIS [2], GARIC [3], EFUNN [4].  

The strength of neuro-fuzzy systems involves two contradictory requirements in 
fuzzy modeling: interpretability versus accuracy. In practice, one of the two properties 
prevails. A typical fuzzy interpretable Mamdani rule is like: 

if XI is A and X2 is B then Z is C, 

Where XI and X2 are features or input variables and Z is the output variable; A, B, C 
are linguistic terms characterized by appropriate membership functions. However, the 
most important neuro-fuzzy algorithms generate Sugeno rules, more difficult to 
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understand than Mamdani, but with better accuracy. In fact, automatic extraction of 
rules is valuable in the meaning that the extracted rules are meaningful and comprehen-
sible to human observers, like Mamdani kind of rules. Unfortunately, most of the exist-
ing neuro-fuzzy systems exhibit several major drawbacks. These drawbacks are the 
curse of dimensionality (i.e., fuzzy rule explosion), not a membership function transpar-
ency and their lack of ability to extract knowledge from a given set of training data.  

The proposed solution is based on balancing precision level, transparency and 
number of rules. Fuzzy Growing Hierarchical Self Organizing Map (FGHSOM) de-
fines a modulator mechanism by means of horizontal growth and hierarchical rules 
generation. Hierarchical rule-extraction and controlled evolution of rules can reduce 
the rule number explosion for this kind of methods.  It will be shown that this system 
offers a reasonable trade off between the approximation quality, the complexity and 
the transparency of the model.  

FGHSOM is built in Kohonen SOM model [5] and it has been developed by ex-
tending the description of the ESOM available in [6] and making it WEKA compati-
ble for analysis benchmarking. Sect. 2 contains an outlook of the FGHSOM and its 
learning schemes. In Sect. 3, we describe the problems selected to represent a hierar-
chical rule extraction for classification. Finally, the results of applying FGHSOM to 
several problems are presented in Sect. 4. 

2   Fuzzy Growing Hierarchical SOM (FGHSOM) 

The FGHSOM model is a Kohonen SOM extension that allows hierarchical fuzzy 
rules generation and introduces a final associative supervision during the learning 
process by means of local tuning in each rule weights. 

There are several different proposals in self organizing map rule extraction litera-
ture, as neuro-fuzzy variants from the model [7,8,9]. One of the most interesting pro-
posals is the Nomura’s one [10]; having the fix map as a handicap, this leading to a 
limit in the number of rules.  

The FGHSOM performs a fuzzy partitioning of the input space, in similar way like 
fuzzy k-means and maximum entropy approach based on competitive learning like 
Kohonen SOM. In FGHSOM each neuron weights are Gaussian member functions, 
learning the centers of clusters and deviation around them using a competitive learn-
ing. Furthermore when rules are extracted, each SOM node represents a single fuzzy 
rule. One of the shortcomings of the Kohonen SOM approach lies with its fixed archi-
tecture, obtaining so many rules as neurons have the map.  

In our proposal, we use a hierarchical growing variant of the Kohonen SOM [11] 
that allows a hierarchical growth of the rules. The FGHSOM algorithm is a new archi-
tecture which tries to reach a balance between precision (a greater precision needed 
implies a greater complexity of the hierarchical rule tree) and transparency (in the top 
level of the hierarchical rule tree, we have a better understanding of the system). 
Thus, going to deeper levels in the rule tree allows an accurate solution of the prob-
lem, with the drawback of having not such a clear vision. 

Let’s denote ‘i’ as the neuron label, and ‘wi’ the corresponding weights or proto-
types associated to i, Consider I the input space of the problem,  Fij is the one-
dimensional Gaussian membership function (fig 1), assigned as the weight between 
the j-th input node and the i-th the output node: 
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The prototype associated to a neuron is an n-dimensional Gaussian member ship 
function with center  µι=( µ1, µ2,µ3..., µn) and width  σι=(σ1,σ2,σ3,...σn). Let’s note that 
Fi(I) is the degree of inclusion into the fuzzy set in n-dimensional Euclidean space 
represented by the membership. 

 

Fig. 1. FGHSOM architecture, it represents the different layers  

2.1   The FGHSOM Description 
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According to [10] is possible to obtain the following update rules [eq 4,5,6] for the 
parameters by gradient descent.: 

( 1) ( ) ( )ij ij i j ijt t f Iµ µ γ µ+ = + −  (4) 

( )( )2 2( 1) ( ) 2 ( ) ( )ij ij i ij ij j ijt t f t I tσ σ γ σ µ σ+ = + − −  (5) 
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The learning parameters are γ>0 and h>0; γ element is associated to the SOM learn-
ing algorithm and h=1 for FGHSOM model.  Each neuron represents a fuzzy rule (if 
the neuron is not activated no rules exist) [eq. 7] 

1 1 2 2:     is  and   is  and....     ,  then  with weight i i i n in j kiR If I F I F I is F y w  (7) 

The procedure (fig. 2) of training the system and extracting rules is defined in the 
following sequence: 

1. Initialize randomly the parameters µ and σ  and set de value Qki=0, it repre-
sents the activation done for the winner neuron for each output node of the 
FGHSOM layer in each FIN [eq. 8]. 

2.  For each k (k=1….L) number of neurons and each Il (input variable) update 
de parameters for T times (T is a given integer)  

( 1) ( ) ( )ki ki ki lQ t Q t F I+ = +  (8) 

3. determine the degree of confidence in the rules by 
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4. The output of the system is fitted using a Widrow-Hoff algorithm to obtain 
the best solution [eq. 9]. 
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5. If the error of z is bigger than 1ε  (grown parameter), a new row is added be-

tween the winner neuron and the neighbor neuron closest to the last trained 
(map grown condition). 

6. If the number of patterns associated to a neuron is > 2ε  a new fuzzy map is 

introduced belong to that neuron and rule. All process is repeated for the new 
map, except the map evolution.  

One of the most important differences with the SOM model is the supervised re-
sponse. The output of the SOM is the index of the winner neuron, but the FGHSOM 
output is z and it is fitted using Widrow-Hoff algorithm. In addition, the SOM fuzzifi-
cation not only provides a better solution, but it also makes possible the extraction of 
underlying classification rules. Appropriate fuzzy inference methods can then 
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Fig. 2. Sequence diagram of FGHSOM algorithm 

be applied over the extracted rules, thus making possible to use a fuzzy rule-based 
system for the classification task. Finally the SOM hierarchy allows for reducing the 
rule number and a better rules understanding. The output response error is evaluated 
as the mean squared error (MSE), so the comparison with other neural models based 
in the MSE is straightforward. The FGHSOM also presents all the interesting proper-
ties of the SOM model, like the possibility of the visual inspection of the topological 
map representation. For the map training in batch mode and weight initialization we 
have used the functions available in WEKA and ESOM [11].  

3   Case Studies 

3.1   Iris Categorization 

The Fisher-Anderson iris data consists of four input measurements, sepal length, sepal 
width, petal length and petal width, on 150 specimens of iris plant. Three species of 
iris are involved, Iris Sestosa, Iris Versicolor and Iris Virginica, and each species 
includes 50 instances. 

Next we apply the FGHSOM scheme on an Iris classification problem of finding 
the mapping between the four input variables and the corresponding classes. First of 
all, the classes are converted into binary values, and one FGHSOM model is built for 
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each class. Three FGHSOM for each class are generated in order to clearly choose to 
which class an input belongs. The rules obtained will be in the following type. 

Next we apply the FGHSOM scheme on an Iris classification problem of finding 
the mapping between the four input variables and the corresponding classes. First of 
all, the classes are converted into binary values, and one FGHSOM model is built for 
each class. Three FGHSOM for each class are generated in order to clearly choose to 
which class an input belongs. The rules obtained will be in the following type. 
 

IF sepal length is A and sepal width is B and petal length is C and petal width is D 
THEN  is Setosa with E 

 
A, B, C and D are fuzzy sets and E is the membership function to class Setosa. Then, 

a pattern of the dataset will be included in the three classes with different ratings. 
There are 150 samples in the data set and we apply 10 Cross Validation method. 

We constructed three networks and trained them with the learning data. The adjusted 
networks were then evaluated with the testing dataset. The discriminating power of 
the classifier was validated, showing the achieved results in table 1. Additionally our 
fuzzy approach gives insights of the data characteristics.   

   

Layer 0 neuron 0

Layer 0 neuron 1

Layer 0 neuron 3

Layer1 

Layer 1 neuron 0

Layer 1 neuron 3

Layer 2 

 

Fig. 3. The figure represents the hierarchical rules description of FGHSOM for Setosa class.  
The columns rules antecedents correspond with sepal length, sepal width, petal length, and 
petal width and the class membership.  
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Figure 3 shows the membership functions and rules for the Setosa class. The 
FGHSOM shown has three layers; the first layer includes 4 rules (4 neurons in SOM). 
On the other hand, the main disadvantage of FGHSOM is the number of member 
functions generated, however the number of member functions can be controlled. The 
model shown in fig. 3, provides the following linguistic approximation member func-
tions labeled by us: 

 
Sepal length (slength): low, medium. 
Sepal width (swidth): low-medium, medium. 
Petal length (plength): low, medium. medium-high. 
petal width (pwidth): low, medium. medium-high. 
Class Setosa: low, low-medium, high. 

 
Using the assumption labels presented below the rules extracted in layer 0 are: 
 
R1: IF slength is low AND swidth is medium AND plength is low AND pwidth is low THEN  
is Setosa: Weight 0.31 
R2: IF slength is medium AND swidth is low AND plength is medium AND pwidth is low 
THEN  is low-medium Setosa:  Weight 0.08 
R3: IF slength is medium AND swidth is low AND plength is medium AND pwidth is low 
THEN  is low-medium Setosa: Weight 0  
R4: IF slength is medium AND swidth is low AND plength is med-high AND pwidth is med-
high THEN  is low Setosa: Weight 0.61 

Table 1. Comparison performance for the fghsom classifier in fisher-anderson iris problem 

Algorithm Nª Rules Correctly 
Classified 

Incorrectly 
Classified 

% Percent Cor-
rectly Classified 

% Percent 
Incorrectly 
Classified 

FGHSOM 76 ,73,78 145 5 96.66 3.33 
FGHSOM 38 ,38 ,38 141 9 94 6 
FGHSOM 19, 16, 20 135 15 90 10 
EFUNN 24,24,24 137 13 91.33 8.66 
EFUNN 60,60,60 140 10 93.333  6.66 
MLP  146 4 97.33 2.66 
J48 9 144 6 96 4 
JRIP 3 140 10 93.33 6.66 

As we can see, Rules 2 and 3 are identical but the weight associated to the rule 3 is 
0. If the rules are compared with J48 and JRIP algorithm, we can verify that the re-
sults achieved are comparable. The first FGHSOM is similar to JRIP (petal length <= 
0.152542) implies class setosa) and J48 (petal width <= 0.208333 implies class se-
tosa) first rule. 

3.2   Spanish Bankruptcy Crisis 

The present section shows the capabilities of FGHSOM for the analysis and represen-
tation of financial data and for financial decision-making support. For this purpose, 
we analyze the Spanish banking crisis of 1977–1985 [12]. 
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For Spanish crisis bank validation, 10 cross validation trees are grown, each uses 
90% of the learn sample for tree growth and the remaining 10% as a test sample with 
which to estimate error rates for the nodes in the cross validation tree. The results can 
be observed in table 2: Two maps have been trained in order to classify bankruptcy 
and non-bankruptcy.   

One feature of the FGHSOM is Kohonen SOM visualization. Fig. 4 shows the evo-
lution of the map obtained in this case.  

 

Fig. 4. Map representation for Spanish Bank crisis, the red balls represents the neuron/rules, 
and the ball size represents the rule weight. In this case we have tested a one layer growing 
map. The upper-left figure represents the initial map (9x10 neurons), the upper-right figure is 
an evolved map (9x12 neurons) in the training process and the lower figure is the final map 
representation. 

Table 2. Comparison performance for FGHSOM classifier in Fisher-Anderson iris problem 

Algorithm Nª Rules Correctly 
Classified 

Incorrectly 
Classified 

% Percent 
Correctly 
Classified 

% Percent 
Incorrectly 
Classified 

FGHSOM  20,20 54 12 81.8182 18.1818 
FGHSOM 40,40 56 10 84.8485 15.1515 
FGHSOM 80, 80 57 8 86.3636 12.1212 
EFUNN 35,35 48 18 72.7273 27.2727 
EFUNN 61,61 53 13 80.303 19.697 
JRIP 3 55 11 83.3333 16.6667 
J48 3 55 11 83.3333 16.6667 
MLP  57 9 86.3636 13.6364 
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4   Conclusions 

A new algorithm based on fuzzy neural networks and Kohonen SOM called Fuzzy 
Growing Hierarchical SOM (FGHSOM) network has been developed for pattern 
classification. The FGHSOM classifier employs hybrid supervised and unsupervised 
competitive learning scheme to generate hierarchical fuzzy extraction. The network is 
a self-organized classifier with the capability of adaptively learning new fuzzy sets. 
FGHSOM allows achieving a good approximation accuracy and model transparency 
in a data-driven fuzzy modeling approach.  FGHSOM is a new architecture which 
tries to reach a commitment between precision, transparency and compactness. two 
benchmark datasets, the Fisher’s Iris dataset and the Spanish crisis Bank, were used to 
show the performance of the FGHSOM classifier. Comparisons between the 
FGHSOM classifier and some existing methods were made. The results show that in 
terms of classification performance, the FGHSOM classifier is competitive with or 
even better than many well-known classifiers, including the MLP, the EFUNN. 
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Abstract. The paper introduces new valuable improvements of a performance, 
a generalization ability and a topology optimization of the Self-Optimizing 
Neural Networks (SONNs). The described SONN-3 integrates the very effec-
tive solutions used in the SONN-2 together with the very effective ADFA algo-
rithms for an automatic conversion of real input features into binary vectors. 
The integration provides not only a simple sum of valuable features of the both 
methods but it makes able to substantially improve a performance and generali-
zation properties of these networks reducing SONN-3 topology sizes in com-
parison to SONN-2 topology sizes. The paper describes the construction of the 
SONN-3 and compares its performance with the SONN-2 and other AI compu-
tational methods applied to an exemplar classification task. 

Keywords: binary factorization, automatic conversion, discrimination, topol-
ogy and weights optimization, ontogenic neural networks. 

1   Introduction 

Various types of ontogenic and constructive neural networks and other incremental 
learning algorithms play even more important role in neural computations. These 
hybrid algorithms usually provide an incremental way of building neural networks 
with an ability to reduce topology for classification problems. Furthermore, these 
neural networks produce a multilayer hybrid topologies, which together with the 
weights, are determined automatically by the constructing algorithm and thus avoid 
the search for finding a proper neural network architecture. Another advantage of 
these algorithms is that convergence is guaranteed by the method [1],[3],[4],[8],[10]. 
A growing amount of current research in neural networks is oriented towards this 
important topic. Providing constructive methods for building hybrid neural networks 
can potentially create more compact models which can easily be implemented in 
hardware and used on various embedded systems.  

This paper introduces a new generally improved and extended version of construc-
tive hybrid ontogenic Self-Optimizing Neural Networks (SONNs) [9]. This version is 
not only able to fully automatically develop a network architecture and suitably com-
pute weights but also automatically convert any integer and real data into discrimina-
tive binary vectors, optimize them and an input data dimension as well. 
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The previous version (SONN-2) [9] was not be able to use integer and real input 
training vectors. It forces the user to somehow convert training data into binary input 
vectors. Such manual conversion are usually not effective nor optimal and do not 
assure discriminative properties of the binary vectors after the conversion. Moreover, 
the unsuitable conversion can spoil generalization properties and results of a later 
constructed neural network. Furthermore, the manual conversion takes user time. 

The SONN-3 have been supplemented by the automatic and very effective conver-
sion algorithms (ADFA) which can automatically convert real input vectors to binary 
ones without lost of TD discrimination properties. Input TD converted by the ADFA 
better cover input data space and positively influence generalization properties of a 
neural network. Moreover, the automatic factorization of real input vectors provides 
smaller and better optimized SONN-3 topologies and better generalization results 
than for the SONN-2. The mentioned thesis is illustrated by means of an example 
from MLRepository (fig. 2) and performance comparisons (tab. 1).  

2   The Construction and Mathematical Model of the SONN-3 

The introduced construction process of the SONN-3 starts from a training data  
(TD) analysis. First, the SONN-3 examines all input features (inputs) of all training 
samples for all classes, then automatically factorizes integer and real inputs into bi-
nary bipolar vectors. Next, it counts and estimates all factorized input features and 
starts the process of a neural network hybrid architecture development and a weights 
computation (3)-(4). The SONN-3 integrates and compresses same data features of 
training samples as much as possible by grouping them together and by transforming 
features of same discrimination coefficient values into single connections. This proc-
ess is associated with the process of training samples divisions into subgroups that are 
used to create neurons. The described algorithm creates still smaller subgroups of 
training samples unless all training samples are correctly discriminated. 

 

Fig. 1. Three types of SONN-3 neurons: (a) Discriminatively-Factorization Neurons (DFNs) 
(b) Aggregation-Strengthening Neurons (ASNs), (c) Maximum-Selection Neurons (MSNs) 

The hybrid SONN-3 topologies consist of three types of neurons (fig. 1) that play a 
very important role in an input data transformation from raw real input vectors into a 
final classification achieved on network outputs. The neurons are arranged in some 
number of layers. The number of layers is dependent on training data correlations. If 
training data of different classes are more correlated then a neural network architecture 



 Self Optimizing Neural Networks SONN-3 for Classification Tasks 231 

is also more complicated and it has got more layers and neurons and vice versa. If there 
are little correlations between same class training samples there are more neurons in 
layers and vice versa. The SONN-3 outputs determine the similarities of a given input 
vector to classes defined in a TD set. The SONN-3 qualifies some groups of inputs to be 
more important and pays special attention to them. On the other hand, inputs which are 
less or by no means important for a classification are simply reduced and not used in a 
classification process. The SONN-3 can automatically minimize a real data input di-
mension and a factorized binary data dimension (fig. 2), so this solution is free from 
“the curse of dimensionality problem”. 

The important part of a data transformation is proceeded by Aggregation-
Strengthening Neurons (ASNs) (fig. 1b) placed in the middle part of the SONN-3 
architecture (fig. 2). These neurons demand bipolar binary inputs during their adapta-
tion process. They aggregate inputs of same discrimination coefficient values together 
(without an information lost) and appropriately strengthen these of them that better 
discriminate training samples in-between various classes. The strengthening factors 
are called global discrimination coefficients (7). The ASNs produce their outputs (1) 
in the range of [-1;+1]. The ASNs are interconnected to next ASNs in such a way to 
promote the most discriminative features and to propagate discrimination properties 
of previous connections to next layers (i.e. it propagates the sum of discrimination 
coefficients (2) of all previous connections of a considered neuron). 
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The bipolar binary inputs for the ASNs are computed by the Discriminatively-
Factorization Neurons (DFNs) (fig. 1a) that can automatically factorize integer and 
real training data inputs (5) in such a way that existing discriminative properties of 
raw training data are not lost. They use ADFA algorithms (shortly described below) 
to automatically compute factorization ranges. The ADFA-1 uses two criteria: 

1. The optimal range should contain maximum quantity of samples of the same class. 
2. The optimal range containing maximum samples of the same class (there can be 

more than one) should be as wide as possible and be placed as far as possible from 
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data sample values of other classes (i.e. a maximum size of the range and maxi-
mum distances of it from values of samples of other classes are looked for). 

The ADFA-1 looks for the factorization ranges [ ]t
m

t
m PL ;  (5) in the following steps: 

1. It sorts all TD after each input feature using heapsort and mark all training samples 
as not discriminated. 

2. All input features are looked through in order to find ranges that contain a  
maximum quantity of training samples of the same class to meet the criterion 1  
described above. If there are two or more ranges that meet this criterion there is se-
lected this one which meets the criterion 2. Each optimal range is described by the 
minimal and maximal values and the feature for which this range was found. This 
feature is called the winning input feature. 

3. All not discriminated samples which winning input feature is in the chosen optimal 
range are marked as discriminated. 

4. All input data features, except the winning one, are looked through in order to 
remove the indexes from the sorted index tables if only these indexes point out the 
already discriminated data samples. 

5. This algorithm (steps 2-4) is repeated until all training samples are discriminated 
and the sorted index tables for all input data features are empty or there can not be 
fixed any new range of the not discriminated samples of the same class. 

The discrimination ranges are transformed into DFNs which convert real inputs for 
the computed factorization ranges into binary bipolar outputs (5): 
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The Maximum-Selection Neurons (MSNs) (fig. 1c) produce the final output classi-
fication (6) computing the maximal values from connected ASNs that represent the 
aggregated most important input features of training samples of appropriate same 
classes. Sometimes, there can be some connections between factorized inputs and 
these neurons (fig. 2) for some trivial TD or very correlated training samples of a 
same class. 
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The above described three types of neurons are used to develop a hybrid partially 
connected multilayer neural network topology that can be precisely adjusted to an 
almost whatever TD set and a classification task. Such adjustment is similar to the 
plasticity [5] processes that take place in natural nervous systems [11]. 

The SONN-3 is an extended and generalized version of the SONN-2 and the 
SONN-1 widely described and discussed in many papers (e.g. [4],[8],[9]). The most 
important aspect of the SONN-3 is the ability to automatically factorize integer and 
real input data and thanks this to achieve a more optimized and better representative 
neural network topology and better generalization results. The SONNs require all data 
to be available at the beginning of the adaptation process and constant during it. The 
SONNs can globally estimate an importance of each input feature for all training 
samples and adapt a network architecture and weights reflecting it. The importance of 
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each k-th input feature for each n-th training sample nu  of m-th class mC  is globally 

measured by the use of the defined so called global discrimination coefficients (7): 
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where M denotes a number of classes in a TD set, Q is the number of training sam-

ples, L is the number of raw input features n
kv , K is the number of factorized input 

features n
ku  and  m

kP , m
kN , mQ  are defined by the following formulas: 
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Those globally discrimination coefficients (7) qualify the discrimination property 
of each k-th feature for the n-th training sample of the m-th class and have the follow-
ing properties: 

• they are insensitive for various quantity of training samples that represent various 
classes, 

• a discrimination property of each feature of all training sample is precisely globally 
estimated, 

The SONN topology optimization process is so designed to compute a minimal 
network structure using only these features that have maximal discrimination proper-
ties for each class and unambiguously classify all training samples [5],[8],[9]. The 
middle part of the SONN-3 topology is created in a specific process of TD divisions 
and same features aggregation. Each division produces a single neuron that represents 
a subgroup of training samples that meets the division criteria [9]. The SONN-3 to-
pology optimization process is based on global discrimination coefficients (7) com-
puted for all training data samples as well as for some subgroups of them. 

SONN weights and a topology are computed simultaneously [4],[8],[9]. Such strat-
egy makes possible to precisely assign each feature representing any subgroup of TD 
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to an accurate weight value (3)-(4) arising from associated discrimination properties 
(7) of its input features. Training samples and relations between them and classes can 
be very different. The SONN-3 is built up after the most important, well-
differentiating and discriminating features of all TD samples. As a result, it automati-
cally excludes artifacts of TD because they are never representative for them. 

3   Experiments and Comparisons 

The SONN-3 has been applied to many classification problems in order to compare 
this method with achieved results of a previous version of this method and with other 
AI methods. The figures 2 and the table 1 illustrate the architectures and compares 
various AI methods applied to the Wine data set from MLRepository. 

 

Fig. 2. The comparison of the automatically constructed SONN-3 topologies and parameters 
(a) for all 178 Wine samples and (b) for only 78 training and 100 testing Wine samples 

The Wine data have been divided into 78 training samples and 100 testing samples 
in order to demonstrate the generalization comparisons for an uneasy classification 
task because the quantity of training samples is only 44% of all Wine samples. The 
data have been manually factorized for the SONN-2. The GhostMiner 3.0 with the 
default training parameters has been used for training and evaluation of the other AI 
models. The SONNs do not need to set any training parameters at all. First, all classi-
fication methods have been trained and adapted to fit 78 training samples and then all 
methods have been tested for 100 testing samples which were not presented during 
the training. The classification results comparisons are shown in the table 1. The fig-
ure 2 shows the comparisons of the SONN-3 network architectures automatically 
created for all and for 78 selected training Wine samples. The presented sample illus-
trates that: 

• The original input data dimensions have been really reduced. There have been used 
only 5 from 13 inputs available for the Wine data. 
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• The factorized input dimension for the ASNs have been also reduced. There have 
been used only 6 from 7 available inputs for all Wine data and only 5 from 6 avail-
able inputs for the training Wine data. 

• There have been selected almost the same input features in the both cases showing 
the stability of the algorithm that computes the discrimination properties of the fea-
tures and selects the most discriminating ones. The most discriminating features 
are almost the same regardless of the SONN-3 has been created for all 178 or for 
only 78 training samples. 

• The features reductions have not spoil the discrimination properties of the pro-
ceeded data and have enabled the correct classification of them. 

• In spite of creation of only a few neurons and connections always all training sam-
ples and almost all test data are classified correctly. 

• The whole process of the neural networks development and optimization and the 
weights computation have taken less than 1 second. 

• The generalization properties of the created SONN-3 are at the top level in the 
comparison with the other AI methods (tab. 1). 

Table 1. The comparison of the classification results for the various AI methods 

 

4   Conclusions 

The paper deals with the fully automatic construction of the universal ontogenic neural 
network classificator SONN-3 that is able to automatically adapt itself using binary, 
integer and real data without any limitations. It can analyze and proceed TD very fast 
and find an near optimal SONN-3 architecture and weights for various TD. The 
SONN-3 methodology contains many optimization algorithms that minimize or maxi-
mize some data or network parameters. In each step of TD analysis and in each step of 
NN construction, there are used the maximally discriminating parameters coming from 
TD analysis. It is not easy to substantiate and proof if the constructed NN solutions are 
in all cases and for all TD optimal but the achieved small topologies as well as classifi-
cation and generalization results show that the SONN-3 solutions are very good. This 
method is founded on a precise TD analysis that strictly estimates discrimination  
properties of all individual input features for all training samples. The results of this 
analysis are then grouped together, integrated and transformed into a neural network 
topology without any information lost. All important information coming from TD are 
represented strictly in a constructed NN topology and parameters. No approximations 
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nor rounding are used during this construction. The SONN-3 can also optimize input 
data dimension - automatically selecting most discriminating inputs for all TD and 
classes  - what can have a special value in many practical uses. Not many methods can 
automatically select the most important inputs for given TD. On the other hand, too 
many inputs or a wrong selection of them (the curse of dimensionality problem 
([1],[3])) can substantially spoil classification results and generalization properties of 
many other neural network and AI solutions. On the contrary, the SONN-3 automati-
cally reduces original real inputs to a set of best discriminating real inputs and then 
reduces computed binary bipolar inputs as well. Moreover, the described SONN-3 
methodology uses two kinds of information for the described optimization processes: a 
discriminating existence and non-existence of some input values in some classes.  
The majority of AI models and methods use only the information about existence  
of some input values in some classes and rarely the second one. Finally, the SONN-3  
is very fast, cost-effective, user friendly and fully automatic tool for various classifica-
tion tasks. 
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Abstract. The goal of this paper is to present a new image restoration method-
ology for extracting Magnetic Resonance Images (MRI) from reduced scans in 
k-space. The proposed approach considers the combined use of Support Vector 
Machine (SVM) models in a memory based Bayesian priors system and a novel 
Bayesian restoration, in the problem of MR image reconstruction from sparsely 
sampled k-space, following several different sampling schemes, including spiral 
and radial. Effective solutions to this problem are indispensable especially when 
dealing with MRI of dynamic phenomena since then, rapid sampling in k-space 
is required. The goal in such a case is to make measurement time smaller by 
minimizing scanning trajectories. It is suggested here that significant improve-
ments could be achieved, concerning quality of the extracted image, applying to 
the k-space data a novel Bayesian restoration method based on progressively 
approximating the unknown image, involving a neural model based priors sys-
tem with memory specifically aimed at minimizing first order image derivatives 
reconstruction errors. More specifically, it is demonstrated that SVM neural 
network techniques could construct efficient memory based Bayesian priors and 
introduce them in the procedure of a novel stepwise Bayesian restoration. These 
Priors are independent of specific image properties and probability distribu-
tions. They are based on training SVM neural filters to estimate the missing 
samples of complex k-space and thus, to improve k-space information capacity. 
Such a neural filter based Bayesian priors system with memory is integrated to 
the maximum likelihood procedure involved in the Bayesian reconstruction and 
aims at minimizing image derivatives and image reconstruction errors. It is 
found that the proposed methodology leads to enhanced image extraction re-
sults favorably compared to the ones obtained by the Integrated Bayesian MRI 
reconstruction  involving simple SVM models priors as well as memory based 
priors minimizing image reconstruction errors instead of its derivatives errors, 
by the traditional Bayesian MRI reconstruction  as well as by the pure Neural 
filter based reconstruction approach. 

Keywords: MRI Reconstruction, SVM, MLP, Bayesian Restoration, Bayesian 
priors, Systems with memory, k-space. 
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1   Introduction 

A data acquisition process is needed to form the MR images. Such data acquisition 
occurs in the spatial frequency (k-space) domain, where sampling theory determines 
resolution and field of view, and it results in the formation of the k-space matrix. Strate-
gies for reducing image artifacts are often best developed in this domain. After obtain-
ing such a k-space matrix, image reconstruction involves fast multi-dimensional Inverse 
Fourier transforms, often preceded by data interpolation and re-sampling.  

Sampling the k-space matrix occurs along suitable trajectories [1,2,3]. Ideally, 
these trajectories are chosen to completely cover the k-space according to the Nyquist 
sampling criterion. The only way to shorten scan time in MRI when needed, as for 
instance in functional MRI, is to reduce the overall waiting time by using fewer tra-
jectories [1,2,3], which in turn should individually cover more of k-space through 
added curvatures. Although, however, such trajectory omissions achieve more rapid 
measurements, they entail under-sampling and violations of the Nyquist criterion 
thus, leading to problems for image reconstruction. 

The above mentioned rapid scanning in MRI problem is highly related with two 
other ones. The first is the selection of the optimal scanning scheme in k-space that is 
the problem of finding the shape of sampling trajectories that more fully cover the k-
space using fewer trajectories. Mainly three such alternative shapes have been consid-
ered in the literature and are used in actual scanners, namely, Cartesian, radial and 
spiral [1], associated with different reconstruction techniques. More specifically, the 
Cartesian scheme uses the inverse 2D FFT, while the radial and spiral scanning in-
volve the Projection Reconstruction, the linogram or the SRS-FT approaches [1,2,3].  

The second one is associated with image estimation from fewer samples in k-space 
that is the problem of omitting as many trajectories as possible without attaining 
worse reconstruction results. The main result of such scan trajectories omissions is 
that we have fewer samples in k-space than needed for estimating all pixel intensities 
in image space. Therefore, there is infinity of MRI images satisfying the sparse k-
space data and thus, the image restoration problem becomes ill-posed. Additionally, 
omissions usually cause violation of the Nyquist sampling condition. Despite the fact 
that solutions are urgently needed, in functional MRI for instance, very few research 
efforts exist in the literature. The most obvious and simplest such method is the so 
called “zero-filling the k-space”, that is, all missing points in k-space acquire complex 
values equal to zero. Subsequently, image restoration is achieved as usually, by apply-
ing the inverse Fourier transform to the corresponding k-space matrix. Instead of 
zero-filling the k-space or using linear estimation techniques [2,3] it might be more 
advantageous to interpolate it by using nonlinear interpolation procedures, like Artifi-
cial Neural Networks (ANN) [6]. The Bayesian reconstruction approach, developed in 
[1], briefly presented in the next section is another alternative solution. Such a solu-
tion could yield good results concerning MR image restoration performance [1]. The 
main contribution, however, of this paper is to develop a novel MR image restoration 
methodology by involving both Bayesian and Neural restoration (based on SVM 
approximation) techniques and present its competence and advantages over other rival 
approaches. This line of research was first presented in [7] and herein is extended to 
show that a memory based ANN priors integration into the Bayesian formalism 
Framework offers advantages over the simple integration approach outlined in [7] for 
MLP ANN priors. 
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2   On a New Stepwise - Progressive Bayesian MRI Restoration 
Approach 

The Bayesian restoration approach proposed in [1], attempts to provide solutions 
through regularizing the problem by invoking general prior knowledge in the context 
of Bayesian formalism. The algorithm amounts to minimizing the following objective 
function [1], by applying the conjugate gradients method, 

| S – T I |2/ (2σ2) + (3/2) ∑x,y log { α2 + (x∆xy)
2 + (y∆xy)

2 } (1) 

with regards to I, which is the unknown image to be reconstructed that fits to the 
sparse k-space data given in S. The first term comes from the likelihood term and the 
second one from the prior knowledge term of the Bayesian formulation [1]. The pa-
rameter σ amounts to the variance encountered in the likelihood term and in the herein 
conducted simulations is set equal to 1. In the above formula, T((kx, ky),(x,y)) = e-

2πi(xk
x

 + yk
y

)  represents the transformation from image to k-space data (through 2-D 
FFT). The second term symbols arise from the imposed 2D Lorentzian prior knowl-
edge. x∆xy  and y∆xy are the pixel intensity differences in the x- and y- directions re-
spectively and α is a Lorentz distribution-width parameter. Assuming that P(I) is the 
prior, imposing prior knowledge conditions for the unknown MRI image, then, the 
second term of (1) comes as follows. 

The starting point is that P(I) could be obviously expanded into P(I)=P(I0,0) P(I1,0| 
I0,0) P(I2,0| I0,0, I1,0 )… If, now, it is assumed that the intensity Ix,y depends only on its 
left neighbor ( Ix-1,y ), then the previous P(I) expansion takes on the form P(I) =  ∏(x,y)  
P(Ix,y| Ix-1,y), provided that the boundaries are ignored.  Next, we assume that P(Ix,y| Ix-

1,y) is a function only of the difference between the corresponding pixels. This  
difference is written down as x∆xy = Ix,y - Ix-1,y. It has been shown that the probability 
density function of  x∆xy is Lorentzian shaped (see [1,2,3]). These assumptions and 
calculations lead to computing the prior knowledge in the Bayesian reconstruction as 
in the second term of  (1). 

The starting point in the above optimization process is an image I0 (usually the zero 
filled reconstructed image, that is, the image derived via a 2-D DFT when all un-
known k-space data become equal to zero).  

Although this Bayesian restoration approach tackles the problem of handling  
missing samples in k-space, it exhibits, however, the disadvantage that assumes the 
existence of special probability distributions, given in closed form descriptions, for 
representing the unknown ones occurred in MRI. In this paper we attempt to remedy 
this problem by proposing additional priors in the Bayesian formulation in order to 
capture the probability distribution functions encountered in MRI. These priors are 
constructed through applying specifically designed Support Vector Machine (SVM) 
neural filters for interpolating the sparsely sampled k-space.  

Additionally, the above Bayesian formalism might suffer either from the fact that 
the zero-filled reconstructed image is not always a good starting point or from the fact 
that in case it is a good starting point, the conjugate gradient mechanism might follow 
a path far-away from such good solutions. Therefore, we propose a progressive ap-
proach to the above Bayesian formalism. 
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The proposed formula becomes, 

| S – T I(T) - T ∆I(T) |2/ (2σ2) + (3/2) ∑x,y log { α2 + (x∆xy)
2 + (y∆xy)

2 } (2) 

where, I(T) is the image found as a result of the application of  (1) above and ∆I(T) is 
the first order error with regards to I(T) of the application of (1). In (1)’ the unknown 
to be found by applying the conjugate gradient method is exactly ∆I(T), while I(T) is 
considered known.  Obviously, in (1)’ the image I to be reconstructed is I = I(T) + 
∆I(T). Therefore, (1) and (1)’ consist the two steps of an integral Bayesian formalism 
attempting in a progressive way to minimnize errors in MRI reconstruction. The sec-
ond step, namely application of (1)’ above, could be considered as a conjugate gradi-
ent search for an optimum solution near a good solution found by application of (1) 
above. To this end, the weight of the first term of (1)’, determined by parameter σ, 
should be increased. Therefore, during this step, the search becomes more specific by 
decreasing this variance σ with respect to its value in (1). The second term of (1)’ 
remains the same as during application of (1) and aims as previously at finding 
smooth images.  

3   Design of Efficient Memory Based Bayesian Priors Using Neural 
Adaptive Filters 

The method herein suggested for designing efficient memory based Priors for the 
Bayesian reconstruction formalism, is based on the attempt to extract prior knowledge 
from the process of filling in the missing complex values in k-space from their 
neighboring complex values. Thus, instead of assuming a Lorentzian prior knowledge 
to be extracted from the neighboring pixel intensities in MRI, as a constraint to be 
applied in the conjugate gradient based Bayesian reconstruction process, the proposed 
strategy doesn’t make any assumption. Instead, it aims at extracting priors by trans-
forming the original reconstruction problem into an approximation one in the complex 
domain. While linear interpolators have already been used in the literature [2,3], ANN 
models could offer several advantages when applied as sparsely sampled k-space 
interpolators [6,7]. The methodology to extract prior knowledge by applying the ANN 
filters in MRI reconstruction is described in the following paragraphs. 

Step1. We compile a set of R representative N X N MRI images with k-space matri-
ces completely known, which comprise the training set of the SVM interpolators. 
Subsequently, we scan these matrices following the specific sampling schemes men-
tioned above and then, by randomly omitting trajectories the sparse k-spaces are pro-
duced, in order to simulate the real MR data acquisition process.  
Step2. The original k-space matrix as well as its corresponding sparse k-space matrix 
associated with one N X N MRI training image, is raster scanned by a (2M+1) X 
(2M+1) sliding window containing the associated complex k-space values. The esti-
mation of the complex number in the center of this window from the rest of the com-
plex numbers comprising it is the goal of the proposed approximation procedure. For 
more details on this step see [6,7].  
Step3. Each such pattern is then, normalized according to the following procedure. 
First, the absolute values of the complex numbers in the input pattern are calculated and  
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then, their average absolute value |zaver| is used to normalize all the complex numbers 
belonging both in the input and the desired output patterns. For more details on this  
step see [6,7]. 
Step4. The next step is the production of training patterns for the SVM interpolators 
and their training procedure. To this end, by randomly selecting sliding windows from 
the associated k-spaces of the R training images and producing the corresponding 
input and desired output training pairs of patterns, as previously defined, we construct 
the set of training patterns [6,7].  

SVMs is a Neural Network (NN) methodology, introduced by Vapnik in 1992 [5]. 
The task of nonlinear regression using a Support Vector Machine could be defined as 
follows. 

Let f(X) be a multidimensional scalar valued function to be approximated, like the 
real/imaginary part of the sliding window central normalized complex number znorm

cen-

tre above defined in step 3. Then, a suitable regression model to be considered is:  D = 
f(X) + n   ,  
 where, X is the input vector comprised of  (2M+1) X (2M+1) -1 real/imaginary parts 
of the complex k-space normalized values associated with the window whose central 
normalized complex value is  znorm

centre, n is a random variable representing the noise 
and D denoting a random variable representing the outcome of the regression process. 
Given, also, the training sample set {(Xi, Di)} (i=1,..,N) then, the SVM training can be 
formulated as the optimization problem next outlined: 
Find the Lagrange Multipliers {λi} (i=1, ..,N) and {λ’i} (i=1, ..,N) that maximize the 
objective function, 

Q(λi , λ’i) = Σι=1..Ν Di (λi - λ’i) – e Σι=1..Ν (λi + λ’i) – ½ Σι=1..Ν Σj=1..Ν (λi - λ’i) (λj - λ’j) 
K(Xi, Xj)    

subject to the constraints:  

Σi=1..Ν (λi - λ’i) =0 and 0<= λi <=C, 0<= λ’i<=C for i=1..N, where C a user de-
fined constant In the above definition, K(Xi, Xj) are the kernel functions. In the 
problem at hand we have employed the radial basis kernel   

K(X, Xj) = exp(-1/2σ2 || X - Xj||
2)     

Taking into account the previous definitions we can then, fully determine the ap-
proximating function as  F(X) = Σi=1..Ν (λi - λ’i) K(X, Xi) ,     
which estimates the real and the imaginary part of the complex number znorm

centre. 
Namely, Freal(Xreal) = Σi=1..Ν (λi_real - λ’i_real) Kreal(Xreal, Xi_real) and Fimaginary(Ximaginary) = 
Σi=1..Ν (λi_imaginary - λ’i_imaginary) Kimaginary(Ximaginary, Xi_imaginary) are the two corresponding 
SVMs. The former is applied to approximate the real part of  znorm

centre while the latter 
for approximating its imaginary part. 
Step5. After training phase completion, the SVM filter has been designed and can be 
applied to any similar test MRI image as follows. To this end, the (2M+1) X (2M+1) 
sliding window raster scans the sparse k-space matrix associated with this test image, 
starting from the center. Its central point position moves along the perimeter of rec-
tangles covering completely the k-space, having as center of gravity the center of the 
k-space array and having distance from their two adjacent ones of 1 pixel. It can move  
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clockwise or counterclockwise or in both directions. For every position of the sliding 
window, the corresponding input pattern of (2M+1) X (2M+1) – 1 complex numbers 
is derived following the above described normalization procedure.  Subsequently, this 
normalized pattern feeds the SVM approximator. The wanted complex number corre-
sponding to the sliding window center, is found as zcentre = zSVM

out
  *  |zaver|, where 

zSVM
out is the SVM output and |zaver| the average absolute value of the complex num-

bers comprising the un-normalized input pattern. For each rectangle covering the k-
space, the previously defined filling in process takes place so that it completely covers 
its perimeter, only once, in both clockwise and counterclockwise directions. The final 
missing complex values are estimated as the average of their clockwise and counter-
clockwise obtained counterparts. The outcome of the SVM filter application is the 
reconstructed test image, herein named SVM_Img (equation (2) below). Its difference 
from the image I(t) to be obtained during the current step of conjugate gradient optimi-
zation in the Bayesian reconstruction formula (1), provides the neural prior of time 
instance t to be added  for the current optimization step.  

In the proposed memory based framework for constructing efficient Bayesian pri-
ors based on ANN filters, however, SVM_Img(t-1), that is the reconstructed image in 
step t-1 by the associated SVM filter is, also, kept.  Its difference from the image I(t) to 
be obtained during the current step of conjugate gradient optimization in the Bayesian 
reconstruction formulae (1)&(1)’, provides the neural prior of time instance t-1 to be 
added in the set of priors for the current optimization step. Such a memory based 
framework in the Bayesian formalism provides the advantages of the momentum term 
well known in ANN and signal processing research [5] for smoothing the image to be 
reconstructed.  

4   Integration of Neural Priors into the Bayesian Formalism in a 
Memory Based System Framework 

Following the 5 steps above, we can formulate the incorporation of SVM priors to the 
Bayesian restoration process as follows. 

• Design the SVM Neural filter at time instance t as previously defined 
• Consider the Bayesian reconstruction formula (1)&(1)’. The image to be restored 

through the maximum likelihood optimization process of equations (1)&(1)’ is I given 
the k-space S. The initial image in the process of conjugate gradient optimization is 
the zero-filled image. At each time step t of the process a different I(t) (the image at 
the t step, that is, the design variables of the problem) is the result. Based on figure 1 
below, by applying the SVM filter on the original sparse k-space, but with the missing 
points initially filled by the FFT of I(t)  (in order to derive the I(t) k-space)- and after-
wards refined by the SVM interpolations, we could obtain the difference I(t) - 
SVM_Img(t) as the Neural Prior of time instance t. Having, also, kept SVM_Img(t-1), 
the sum of differences ∆I(t) -∆SVM_Img(t)  and ∆I(t) -∆SVM_Img(t-1)  is considered as 
the memory based ANN prior at time instances t and t-1. By ∆F(t) we consider the 
first derivative of image F(t) or gradient of image F(t) with respect to x,y directions 

 



 Efficient MRI Reconstruction Using a Hybrid Framework 243 

• Therefore, the neural model prior form, based on SVM interpolation is:   

SVM_Memory_Based_Priors_Sum=                                  
 

=∑ −
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where, SVM_Img(t)(x,y) is the SVM estimated pixel intensity in image space (SVM 
reconstructed image: Inverse FFT of SVM completed k-space) at time step t and 
I(t)(x,y) is the image obtained at step t of the conjugate gradient optimization process 
in the Bayesian reconstruction . SVM_Img(t-1)(x,y) is the SVM estimated pixel inten-
sity in image space at time instance t-1 and R is a user defined parameter between 
zero and one. It is actually the weight of the gradient memory based priors in the 
Bayesian priors sum. In our simulations R=0.25. In the proposed Memory based sys-
tem of gradient Bayesian priors Framework we have involved only the previous time 
step t-1 prior. Of course more such gradient priors could be involved to smoothen the 
optimization process of Bayesian reconstruction but following the concepts of using  
 

Integrating Memory Based SVM filters into the Bayesian prior formalism 
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Fig. 1. The difference between the image to be restored I(t) and the SVM filled in image 
SVM_Img(t) constitutes a neural prior in time instance t. The differences between the gradient 
of the image to be restored ∆I(t) and the gradients of the SVM filled in images ∆SVM_Img(t) 
and ∆SVM_Img(t-1) constitute the memory based neural priors in time instances t and  t-1. 
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the momentum term in signal processing and ANN research [5], we have adopted the 
one past image gradient prior approach. 

• The proposed Prior in the Bayesian reconstruction is given as  
Final Prior = Lorentzian Bayesian Prior             +                                                      + 
a* SVM_Memory_Based_Priors_Sum                                                                       (3) 

• That is, the optimization process I(t) in (1) and (1)’ is guided by the SVM_Img(t) 
as well as by the memory based system of gradients ∆SVM_Img(t)  of the images 
interpolated by the SVM at time (t) and (t-1). Therefore, the proposed algorithm at-
tempts to find an optimum image I(t) subject to the constraints of Lorenzian smooth-
ing plus the constraints of that the reconstructed image is close to the neural filtered 
one as well as of that the gradient of the reconstructed image is close to the memory 
based gradients of the neural filtered MRI images. 

5   Evaluation Study, Conclusions and Future Trends 

An extensive experimental study has been conducted in order to evaluate the above 
defined novel Bayesian reconstruction methodology. All the methods involved have 
been applied to a large MRI image database downloaded from the Internet, namely, 
the Whole Brain Atlas http://www.med.harvard.edu/ AANLIB/home.html (copyright 
© 1995-1999 Keith A. Johnson and J. Alex Becker). We have used 10 images ran-
domly selected out of this collection for training the SVM approximation filters, and 
20 images, again randomly selected for testing the proposed and the rival reconstruc-
tion methodologies. All images are 256 by 256. Their k-space matrices have been 
produced applying the 2D FFT to them. Radial trajectories have been used to scan the 
resulted 256 X 256 complex k-space arrays. 4 X 256 = 1024 radial trajectories are 
needed to completely cover such k-spaces. In order to apply the reconstruction tech-
niques involved in this study, each k-space has been sparsely sampled using 128 only 
radial trajectories. Regarding the sliding window raster scanning the k-space, a 5 X 5 
window was the best selection. 

Concerning the SVM filter architecture, the 48-17-2 (number of inputs-number of 
support vectors-number of outputs) one was found after the SVM design stage (step 4, 
section 3). Actually, as explained in step 4 of section 3 this SVM filter is comprised 
of two different SVMs (this explains the number two of outputs). The first one is 
associated with approximating the real part of znorm

centre while the second one with 
approximating its imaginary part. This SVM approximation filter has been trained 
using 3600 training patterns. The compared reconstruction techniques involved in this 
study are: the proposed novel Bayesian mining approach, the traditional Bayesian 
reconstruction technique as well as the SVM filtering approximation technique. In 
addition, a Multilayer Perceptron (MLP) neural interpolator of 48-12-2 (number of 
inputs-hidden nodes-number of outputs) architecture (found to be the best one) has 
been involved in the comparisons. Moreover, the simplest “interpolation” approach, 
namely filling in the missing samples in k-space with zeroes and then, reconstructing 
the image, has been invoked. All these methods have been implemented using the 
MATLAB programming platform.  

Concerning the measures involved to quantitatively compare reconstruction per-
formance, we have employed the usually used Sum of Squared Errors (SSE) between 
the original MRI image pixel intensities and the corresponding pixel intensities of the 
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reconstructed image. Additionally, another quantitative measure has been used, which 
expresses performance differences in terms of the RMS error in dB [4]. 

The quantitative results obtained by the different reconstruction methods involved 
are outlined in table 1 (average SSE and RMS errors for the 20 test MRI images). 
Concerning reconstruction performance qualitative results, a sample is shown in fig-
ure 2. Both quantitative and qualitative results clearly demonstrate the superiority of 
the proposed Bayesian image mining methodology embedding SVM filtering based 
prior knowledge, in terms of MRI image restoration performance over the other rival 
methodologies (simple Bayesian restoration, SVM / MLP MRI filter and zero-filled  
 

Table 1. The quantitative results with regards to reconstruction performance of the various 
methodologies 

MRI Restoration Method SSE (average in the 
20 test MRI images) 

dB (average in the 
20 test MRI images) 

Proposed Memory Based Frame-
work of stepwise Bayesian MR 
Image Restoration with SVM Priors, 
including gradient priors 

2.22 E3 19.78 

Memory based  Framework  of 
traditional Bayesian MR Image 
Restoration with SVM Priors, and 
without gradient priors 

2.31 E3 18.91 

Bayesian MR Image Restoration 
with SVM Prior in a non-memory 
based priors framework 

2.62 E3 17.51 

Bayesian MR Image Restoration 
with MLP Prior in a non-memory 
based priors framework [7] 

2.84 E3 16.68 

Traditional Bayesian restoration [1] 3.40 E3 15.93 
SVM restoration 3.27 E3 16.02 
MLP restoration [6] 3.30 E3 15.98 
Zero-filling restoration 3.71 E3 15.27 

 

Fig. 2. Left to right: The proposed Bayesian MR Image Restoration with Memory Based SVM 
priors, the sparsely sampled k-space (nr=128)–zerofilled image reconstruction, the Bayesian 
MR Image Restoration with MLP priors [7] and the traditional Bayesian  
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reconstructions). Future trends of our research efforts include implementation of the 
3-D Bayesian reconstruction with Neural Network priors for f-MRI as well as appli-
cations in MRI image segmentation for tumor detection. 
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Abstract. An increasing effort has being devoted to researching on the field of 
Intrusion Detection Systems (IDS’s). A wide variety of artificial intelligence 
techniques and paradigms have been applied to this challenging task in order to 
identify anomalous situations taking place within a computer network. Among 
these techniques is the neural network approach whose models (or most of 
them) have some difficulties in processing traffic data “on the fly”. The present 
work addresses this weakness, emphasizing the importance of an appropriate 
segmentation of raw traffic data for a successful network intrusion detection 
relying on unsupervised neural models. In this paper, the presented neural 
model is embedded in a hybrid artificial intelligence IDS which integrates the 
case based reasoning and multiagent paradigms. 

Keywords: Computer Network Security, Network Intrusion Detection, 
Artificial Neural Networks, Unsupervised Learning, Projection Methods, 
Artificial Intelligence, Hybrid Artificial Intelligence Systems. 

1    Introduction 

Intrusion Detection Systems (IDS’s) [1] are becoming more and more popular as 
network security tools, although firewalls are still the most widely used tool of this 
kind. A network IDS (NIDS) monitor the activity of a network with the purpose of 
identifying intrusive events and can take actions to abort these risky events.  

Up to now, a wide range of Artificial Intelligence (AI) techniques have been used 
to build IDS’s. On the one hand, there have been some previous attempts to take 
advantage of agents and Multiagent Systems (MAS) [2] in the field of Intrusion 
Detection (ID) [3], [4], [5]. It is worth mentioning the mobile-agents approach [6], 
[7]. On the other hand, some different machine learning models – including Data 
Mining techniques and Artificial Neural Networks (ANN) – have been successfully 
applied for ID [8], [9], [10], [11], [12]. As can be seen, there have been a huge 
number of attempts to apply ANN to the detection of intrusions. 

Additionally, some other AI techniques have been combined (genetic algorithms 
and fuzzy logic [13], genetic algorithms and K-Nearest Neighbor (K-NN) [14] or K-
NN and ANN [15] among others) in order to face ID from a hybrid point of view. In 
some cases they provide intelligence to MAS. This paper employs the Mobile 
Visualization Connectionist Agent-Based IDS (MOVICAB-IDS) [2], a dynamic 
multiagent architecture for network intrusion detection that includes deliberative 
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agents capable of learning and evolving with the environment. Some previous work 
has been devoted to the managing and processing of network traffic data [16], [17], 
[18], [19]. 

The remaining four sections of this paper are structured as follows: traffic data 
management is outlined in section 2, section 3 contains an overview of MOVICAB-
IDS; some experimental results are described in section 4; finally, section 5 shows a 
comparative study and puts forward a number of conclusions. 

2    Traffic Data Preparation 

As in the case of traffic management [16], we can divide ID into three well defined 
tasks:  

1. Data collecting: prior to getting the data from the network, some issues must be 
addressed; selecting the sources from where the information is going to be 
extracted, specifying the parameters (time length, filters, etc.) of the data gathering, 
defining the final format of the collected data, etc. 

2. Data processing: once the data is gathered, it is processed for the identification of 
intrusions and attacks. 

3. Intrusion abortion: some IDS’s (lately referred as Intrusion Prevention Systems) 
incorporate any mechanism for stopping intrusions at the very moment they are 
identified. 

This paper focuses on the Data collecting task, taking into account the 
connectionist techniques applied in the processing task. For the data collecting task, a 
4 stage framework is proposed. These four stages are described in the following 
sections. 

Stage 1. Data Capture 

As this framework is proposed for a NIDS, a continual data flow must be managed. This 
data flow contains information about all the packets travelling along the network to be 
monitored. For this information to be captured, one of the network interfaces of a host 
within this network must be set up in promiscuous mode. Thus, this interface is able to 
“see” all the packets travelling along the network, whatever its destination host is. 

Stage 2. Data Selection 

NIDS’s have to deal with the practical problem of high volumes of quite diverse data 
[17]. To deal with the problem of high diversity, we propose the splitting of the traffic 
into different groups, taking into account the protocol (either UDP, TCP, ICMP…) 
over IP as TCP and UDP packets are quite different. Once the captured data is 
classified by the protocol over IP, it can be processed in quite different ways. There 
have been several approaches dealing with traffic data summarized by TCP 
connections, such as the well-known KDD dataset [20]. On the contrary, we propose 
a packet-based approach, where each instance in the final datasets corresponds to a 
single packet. This packet-based approach has proven to be successful in the 
identification of some anomalies [2], [12]. 
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Stage 3. Segmentation 

The two first stages do not deal with the problem of continuity in network traffic data. 
As it is said before, most neural models can not process traffic data “on the fly”. 
Therefore, in order to overcome this shortcoming, we propose a way of creating 
limited datasets from this continuous data flow by segmenting it. Two kinds of 
segments are proposed: 

− Simple segments. Each simple segment contains all the packets whose timestamps 
are between the initial and final time limits of the segment. There must be a time 
overlap between each pair of consecutive simple segments because anomalous 
situations could conceivably take place between simple segment Sx and Sx+1 (where 
Sx+1 is the next segment following Sx). In this case, it would be necessary to 
consider some packets twice in order to visualize the end of the anomalous 
situation and the evolution between simple segments. 

− Accumulated segments. Each one of these segments contains several consecutive 
simple ones (removing the time overlap). The main considerations are, firstly, to 
present a long-term picture of the evolution of network traffic and, secondly, to 
allow the identification of attacks lasting longer than the length of a simple 
segment. 

There are some key issues concerning segmentation that are quite important, such 
as the length (time duration) of the simple segments, the overlap time and the number 
of simple segments making up the accumulated segments among others. 

Stage 4. Data Preprocessing 

Finally, the different datasets (simple and accumulated segments) must be 
preprocessed before presenting them to the neural model. In this case of network 
traffic data, it is not needed the application of some techniques such as 
denoisification, outlier detection, missing data managing and some others. Depending 
on the neural model to be applied, only data normalization is needed. 

3   MOVICAB-IDS 

For the experimental verification (see section 4) of the proposed data segmentation 
framework, MOVICAB-IDS, is proposed. It may be roughly defined as a hybrid 
NIDS formed of different software agents [21] that work in unison in order to detect 
anomalous situations by taking full advantage of an unsupervised connectionist model 
[22], [23]. The traffic data preparation is performed by MOVICAB-IDS in the 
following steps: 

− 1st step.- Traffic Data Capture: packets travelling over the different network 
segments are captured. 

− 2nd step.- Data Selection: the captured data is selected. A set of packets and 
features contained in the headers of the captured data is extracted from the raw 
network traffic. 

− 3rd step.- Segmentation: the data stream is divided into simple and accumulated 
segments. 
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Once the data is ready, the detection of intrusions goes through: 

− 4th step.- Data Analysis: after preprocessing the data, the Cooperative Maximum 
Likelihood Hebbian Learning (CMLHL) model  [22], [23] is applied to analyse it 
(see section 3.1 for further details). 

− 5th step.- Visualization: the projections of traffic data are presented to the network 
administrator for the supervision and monitoring (see section 5 for samples). 

MOVICAB-IDS makes use of the hybrid approach to perform all these steps, 
combining the following paradigms: 

• Multiagent systems (MAS) [2]: this NIDS employs deliberative agents capable of 
learning and evolving with the environment.  

• Case-Based Reasoning (CBR) [24]: some of the agents contained in the previously 
described MAS are known as CBR-BDI agents [25] because they integrate the BDI 
(Believes, Desires and Intentions) [26] model and the CBR paradigm.  

• Artificial Neural Networks: the connectionist approach fits the intrusion-detection 
problem mainly because it allows a system to learn empirically the input-output 
relationship between traffic data and its subsequent interpretation. The previously 
described CBR-BDI agents incorporate the CMLHL neural model [22], [23]. 

The combination of these paradigms let us take advantage of some of the 
properties of ANN (generalization that allows the identification of previously unseen 
attacks), CBR (learning from past experiences) and agents (reactivity, proactivity and 
sociability), making the ID task possible. 

3.1   The Neural Model 

The Data Analysis step previously mentioned is based on the use of the unsupervised 
neural model called Cooperative Maximum Likelihood Hebbian Learning (CMLHL) 
[22], [23]. It is based on Maximum Likelihood Hebbian Learning (MLHL) [22], [27]. 
Consider an N-dimensional input vector, x , and an M-dimensional output vector, y , 

with 
ijW being the weight linking input j  to output i  and let η  be the learning rate. 

MLHL can be expressed as: 
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Where: η is the learning rate and  p  is a parameter related to the energy function. 
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Lateral connections [28], [23] have been derived from the Rectified Gaussian 
Distribution [29] and applied to the MLHL model. The resultant net (CMLHL) can 
find the independent factors of a data set but do so in a way that captures some type of 
global ordering in the data set. So, the final CMLHL model is as follows:  

Feed forward step: Equation (1)  

Lateral activation passing:  ( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1 . (4) 

Feed back step: Equation (2)  

Weight change:  Equation (3)  

Where: τ is the “strength” of the lateral connections, b is the bias parameter and A is 
a symmetric matrix used to modify the response to the data. Its effect is based on the 
relation between the distances among the output neurons. 

4    Experimental Study 

Among all the implemented network protocols, there are several of them that can be 
considered potentially dangerous, such as the Simple Network Management Protocol 
(SNMP) [30], ICMP (Internet Control Message Protocol), TFTP (Trivial File Transfer 
Protocol) and so on. SNMP was identified as one of the top five most vulnerable 
services by CISCO [31], specially the two first versions of this protocol that are the 
most widely used at present time. An attack based on this protocol may severely 
compromise the security of the whole network [32]. Thus, this research line is focused 
on the identification of anomalous situations concerning SNMP.  

Most of the security tools focus their attention on attacks coming from the internet 
but attacks are just as likely to come from inside the network as from the outside, 
however. MOVICAB-IDS helps network administrators to identify one of the most 
dangerous set of inside attacks: those related to the SNMP.  

SNMP was oriented to manage nodes in the Internet community [30]. That is, it is 
used to control routers, bridges, and other network elements, reading and writing a 
wide variety of information about the devices, such as operating system, version, 
routing tables, default TTL (Time To Live) and so on. The Management Information 
Base (MIB) can be defined in broad terms as the database used by SNMP to store 
information about the elements that it controls.  

Three main anomalous situations related to the SNMP are analyzed in this section, 
namely: network/port scans, SNMP community search and MIB information 
transfers. These SNMP-related anomalous situations are described in this section. 

Network Scan 

A network scan may be seen as series of messages sent to the same port number of 
different host to gain information on protocols/services activity status. These 
messages can be sent by an external agent attempting to access a host to find out more 
about the network services running. A network scan provides information on where to 
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probe for weaknesses, for which reason scanning generally precedes any further 
intrusive activity [33]. 

SNMP Community Search 

The community string can be seen as the SNMP password for versions 1 and 2. This 
anomalous situation is characterized by the intruder sending SNMP queries to 
determine the SNMP community string. Once the community string has been 
obtained, all the sensitive information stored in the MIB is available for the intruder. 

MIB Information Transfer 

This situation is a transfer of some (or all the) information contained in the SNMP 
MIB. This kind of transfer is potentially quite a dangerous situation, but, on the other 
hand, the “normal” behaviour in the network includes queries to the MIB. 
 

The segments analyzed in this section contain examples of all these anomalous 
situations. As SNMP is based on UDP, this section only deals with UDP traffic. Apart 
from the anomalous traffic previously described, information concerning normal 
traffic from a middle-size network is included as well. The MOVICAB-IDS 
visualization of the following four segments is depicted in Fig. 1: 

− S1: this simple segment does only contain normal data. The segment length is 600 
seconds. 

− S4: this simple segment contains an MIB information transfer as well as normal 
data. The segment length is 600 seconds. 

− A3: this accumulated segment contains several network scans and SNMP 
community searches as well as normal data. The segment length is 1560 seconds. 

− A13: this accumulated segment contains several network scans, SNMP community 
searches and two MIB information transfers as well as normal data. The segment 
length is 6360 seconds. 

All the packets contained in the three first segments (S1, S3, A3) are also contained 
in A13. 

As can be seen in Fig. 1.a, normal traffic is depicted by MOVICAB-IDS as parallel 
straight lines. That is, all the packets (associated by protocol) evolve in the same 
direction (labelled in Fig. 1.a as “Normal” direction). In the case of an MIB 
information transfer, it can be identified in Fig. 1.b (labelled in Fig. 1.b as Groups 1 
and 2) due to the high concentration of packets and the evolution of these packets in 
directions non-parallel to the one for normal traffic. It is easy to identify anomalous 
situations within simple segments. 

The other two anomalous situations, namely network scans and SNMP community 
searches are identified as anomalous in Fig. 1.c (Groups 1, 2 and 3). The non-parallel 
evolution of these groups enables us to label them as anomalous. It can be checked 
once again in Fig. 1.d where examples of all the three anomalous situations 
understudy can be identified as anomalous due to their non-parallel evolution and 
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a) Visualization of S1 b) Visualization of S4 
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Group 3 

 

Group 2 Group 1 

Group 3 

Group 4 

Group 5 Group 6 

Group 7 Group 8 

 

c) Visualization of A3 d) Visualization of A13 

Fig. 1. Visualizations obtained by MOVICAB-IDS 

high temporal concentration of packets: network scans (Group 1 in Fig. 1.d), 
SNMPcommunity search (Group 2, 3 and 4 in Fig. 1.d) and the MIB information 
transfers (Groups 5, 6, 7 and 8 in Fig. 1.d). In this case, as the analysed dataset is 
much bigger, the identification of some anomalous situations (specially the cases of 
the community search) is not as easy as in the other smaller segments. 

5   Comparative Study and Conclusions 

For comparison purposes, two well-known projection neural models, namely 
Principal Component Analysis (PCA) and Curvilinear Component Analysis (CCA) 
were applied to A3 segment (Fig. 2). It also validates the proposed framework for 
traffic data preparation. As can be seen in Fig 2.a, PCA failed to detect the anomalous 
situations (network scans and SNMP community search) contained in A3. Both the 
network scans (Groups 1 and 2 in Fig. 2.a) and the SNMP community searches 
(Group 3 in Fig. 2.a) contained in A3 are not identified as anomalous traffic as these 
packets evolve in parallel lines. 
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Fig. 2.b shows the projection of A3 obtained by CCA using Euclidean distance. 
The anomalies are differentiated from normal traffic on the basis of parallel evolution 
as in the case of CMLHL. The network scans (Groups 1 and 2 in Fig. 2.b) together 
with the SNMP community searches (Groups 3 and 4 in Fig. 2.b) are depicted as lines 
non parallel to normal traffic. The main difference between the CMLHL projection 
and the one obtained by CCA is that CMLHL minimizes the overlapping between the 
different groups, getting clearer and more sparse projections. 

Group 1 

Group 2 Group 3 

 

Group 1 

Group 2

Group 3 

Group 4 

 
a) PCA projection of A3 b) CCA projection of A3 

Fig. 2. Comparison of A3 projections 

We can conclude that a proper traffic data preparation enables a successful network 
intrusion detection relying on neural models. However, it does not ensure a successful 
identification of attacks as the applied neural model is decisive as well. On the other 
hand, there are some issues concerning segmentation whose importance is worth 
mentioning. That is the case of the length (time duration) of the simple segments, as 
the longer the segments are, the more likely an attack will be unnoticed. 
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Abstract. In this work we study and compare hybrid versions of two different 
metaheuristics to solve a real-world frequency assignment problem (FAP) in 
GSM networks. We have used a precise mathematical formulation, developed 
in published work, in which the frequency plans are evaluated using accurate 
interference information coming from a real GSM network. Therefore, we focus 
on solving FAP problem for a realistic-sized, real-world GSM network using a 
hybrid version of Scatter Search and Differential Evolution algorithms. We 
have analyzed and fixed both approaches to the FAP problem and, after a de-
tailed statistical study, the obtained results prove that our hybrid approaches 
compute accurate frequency plans for real-world instances in an optimum way. 
In fact, our results surpass all the results previously published in the literature. 

Keywords: FAP, Frequency Planning, SS, DE, real-world GSM network. 

1   Introduction 

In this paper we study and compare two different hybrid metaheuristics which solve 
in an optimum way a realistic-sized real-world frequency assignment problem (FAP). 
FAP is an NP-hard problem, so its resolution using metaheuristics [1] has proved to 
be particularly effective. We have evaluated hybrid versions of the algorithms DE 
(Differential Evolution) and SS (Scatter Search) on a real-world GSM (Global System 
for Mobile communications) network with 2612 transceivers. Moreover both used 
metaheuristics have proved to be very effective in the resolution of optimization prob-
lems (such as the FAP is) and consequently its usage has been significantly increased 
in the last few years [2, 3]. It is important to point that GSM is the most successful 
mobile communication technology nowadays. In fact, by mid 2006 GSM services are 
in use by more than 1.8 billion subscribers [4] across 210 countries, representing 
approximately 77% of the world’s cellular market. Besides, FAP is one of the most 
relevant and significant problems that it can be found in the GSM technology. To deal 
with the realistic problem we work with, we use a complex formulation, proposed in 
[5], which takes in consideration the requirements of real-world GSM. The two most 
significant elements we find in the frequency planning problem are the transceivers 
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(TRXs) which give support to the communication and the frequencies which make 
possible the communication. A mobile communication antenna includes several 
TRXs placed in several sectors. The problem is that there are not enough frequencies 
(there are not more than a few dozens) to give support to each transceiver (there are 
usually thousands of them) without causing interferences. It is completely necessary 
to repeat frequencies in different TRXs, so, a good planning to minimize the number 
of interferences is highly required. 

The rest of the paper is structured as follows: In section 2 we present the funda-
mentals of the FAP solved and the mathematical formulation we use for its resolution. 
Section 3 describes the hybridization performed in the metaheuristics used. The algo-
rithms compared in this study are explained in sections 4 (SS) and 5 (DE). In section 
6 we explain the experiments and the results obtained. Finally, the conclusions and 
future work of the research are discussed in the last section. 

2   Frequency Planning Problem in GSM Networks 

The two most relevant components which refer to frequency planning in GSM sys-
tems are the antennas or, as they are more known, base transceiver stations (BTSs) 
and the transceivers (or TRXs). The TRXs of a network are installed in the BTSs 
where they are grouped in sectors, oriented to different points to cover different areas. 
The instance we use is quite large (it covers the city of Denver, with more than 
500,000 inhabitants) and the GSM network includes 2612 TRXs, grouped in 711 
sectors, distributed in 334 BTSs. We are not going to extend the explanation of the 
GSM network architecture but the reader interested on it can consult reference [6]. 

FAP lies in the assignment of a channel (or a frequency) to every TRX [6] in the 
network. This is one of the latest stages in a GSM network design. The optimization 
problem arises because the usable radio spectrum is very scarce and frequencies have 
to be reused for many TRXs in the network. However, the multiple use of a same 
frequency may cause interferences that can reduce the quality of service (QoS) down 
to unsatisfactory levels. Although there are several ways of quantifying the interfer-
ences produced in a telecommunication network, the most extended one is by using 
what is called the interference matrix [7], denoted by M. Each element M(i,j) of this 
matrix contains two types of interferences: the co-channel interference, which repre-
sents the degradation of the network quality if the cells i and j operate on the same 
frequency; and the adjacent-channel interference, which occurs when two TRXs 
operate on adjacent channels (e.g., one TRX operates on channel f and the other on 
channel f+1 or f–1). An accurate interference matrix is an essential requirement for 
frequency planning because the final goal of any frequency assignment algorithm will 
be to minimize the sum of all the interferences. In addition to the requirements de-
scribed above, frequency planning includes more complicating factors which occur in 
real life situations (see [6] for a detailed explanation). 

Finally, in the following subsection we give a brief description of the mathematical 
model we use. This model was proposed in a previous work, so the reader who wants 
a deeper explanation can consult the reference [5]. 
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2.1   Mathematical Formulation 

Let T = {t1, t2,…, tn} be a set of n transceivers (TRXs), and let Fi = {fi1,…, fik} ⊂ N be 
the set of valid frequencies that can be assigned to a transceiver ti ∈ T, i = 1,…, n. 
Note that k, which is the cardinality of Fi, is not necessarily the same for all the trans-
ceivers. Furthermore, let S = {s1, s2,…, sm} be a set of given sectors (or cells) of cardi-
nality m. Each transceiver ti ∈ T is installed in exactly one of the m sectors. Moreover, 
we denote the sector in which a transceiver ti is installed by s(ti) ∈ S. Finally, the 
interference matrix, M, is defined as: M = {(µij, σij)}mxm, where the two elements µij 
and σij of a matrix entry M(i,j) = (µij, σij) are numerical values greater or equal than 
zero, and they represent the mean (µij) and the standard deviation (σij) of a Gaussian 
probability distribution describing the carrier-to-interference ratio (C/I) when sectors i 
and j operate on a same frequency. The higher the mean value is, the lower the inter-
ference will be, and thus the better the communication quality. 

A solution to the problem is obtained by assigning to each TRX ti ∈ T one of the 
frequencies from Fi. We will denote a solution (or frequency plan) by p ∈ F1 x F2 x … 
x Fn, where p(ti) ∈ Fi is the frequency assigned to the TRX ti. Therefore, the plan 
solution will be to find a solution p that minimizes the following cost function: 
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In order to define the function Csig(p,t,u), let st and su be the sectors in which the 
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over, let µstsu and σstsu be the two elements of the corresponding matrix entry M(st,su) 
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K>>0 is a very large constant defined by the network designer to make undesirable 
allocating the same or adjacent frequencies to TRX serving the same area (e.g., placed 
in the same sector). Cco(µ,σ) is the cost due to co-channel interferences, whereas 
Cadj(µ,σ) represents the cost in the case of adjacent-channel interferences [5, 8]. 

3   Hybridizations Performed in the Metaheuristics 

In this study we use two metaheuristics (SS and DE), and both of them have been 
hybridized with two extra methods (the same for both) in order to optimize the results 
(the frequency plans) that the evolutionary algorithms can obtain only by themselves. 

The first method we hybridize was explained in [9], and it basically consists in a 
local search method adapted to our FAP problem (used to optimize the assignment of 
frequencies to every TRX in each sector of the solution). This method is used to im-
prove every single individual created in each iteration of both algorithms, such as 
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Fig. 1. Pseudocode for efficient population generator method 

we can see in figures 2 and 3 (localSearch method). To get a detailed explanation 
about this method, please, consult reference [9]. 

On the other hand, the other method we hybridize with the metaheuristics is an ef-
ficient algorithm we use every time that a new individual is generated (lines 1 and 8 
in figure 2 and line 1 in figure 3). This heuristic method is very important, since it is 
used when the initial population is generated (and we can state that the better the 
solutions are from the beginning, the best results will be obtained at the end). The 
pseudo-code for this method can be observed in figure 1. Basically, this method 
avoids the highest-cost interferences (with K cost, see equation 2). This is checked in 
line 5 and case that it is necessary, a better frequency for a sector will be searched 
(line 8) to make sure that the final result of the method will provide a good solution 
(choosing the frequencies in a sector so that they do not produce high interferences) to 
the FAP. Therefore, the metaheuristics used work with a good population of solutions. 

4   Scatter Search 

Scatter Search (SS) [10, 11] is a metaheuristic used to solve optimization problems 
(such as the FAP is). The algorithm and its fine adaptation (before the hybridization 
presented here) to the FAP problem have been explained in detail in a previous work 
[12]. We can summarize here that the values found for the main parameters of the 
algorithm after a complete set of experiments are: 40 for the population size and 9 for 
the RefSet size. Please, consult references [9, 12] for a detailed explanation of the 
algorithm adaptation and the experiments performed to fix the parameters of SS to 
solve the FAP problem. What we want to emphasize here is the hybridization of the 
algorithm with the methods explained in section 3. The pseudocode of the final hybrid 
version of SS with the methods explained in section 3 can be observed in figure 2. 

As we can see in figure 2, we have followed the typical structure of SS but with 
some variations to improve it when solving the problem we deal with. Firstly we 
create a population and improve it using the two methods explained in section 3 (lines 
1 and 2, PopulationSize = 40). Using these methods we make possible that the algo-
rithm works with a quite better set of solutions, which makes that the final results are 
better as well than using only the SS metaheuristic. 
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Fig. 2. Pseudocode for Scatter Search 

From the initial population we create the RefSet (RefSetSize = 9) and the algo-
rithm works with its solutions (lines 5-7) until no more new solutions are generated. 
In that moment the population is regenerated again (lines 8, 9, using again the meth-
ods described in section 3) to create a new RefSet from it and the algorithm restarts 
until the time limit is expired (line 4). 

5   Differential Evolution 

Differential Evolution (DE) [3, 13] is a metaheuristic which is also very used for 
function optimization. In a similar way to SS, the scheme of DE has been modified 
and improved to adapt its general structure to the resolution of the FAP problem. A 
detailed description of a previous (before the hybridization presented here) DE adap-
tation to the FAP can be consulted in [14]. To sum up this previous study, we will say 
that, after a complete set of experiments, the main parameters values are: Population-
Size = 10, F = 0.1, CR = 0.2 and Strategy used = Rand2Bin [14]. Again, what we 
want to underline in this section is our last improvement developed over the algo-
rithm, which basically consists in the hybridization described in section 3. The pseu-
docode of this final hybrid version of DE can be seen in figure 3. 

As we can observe in figure 3, the general structure of the algorithm is kept, but we 
have included the methods that we have described in section 3 to improve the algo-
rithm results when solving the FAP problem. In line 1 we can see that we use the 
 

 

Fig. 3. Pseudocode for Differential Evolution 
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efficient population generator (PopulationSize = 10 –as we can see here and in section 
4, populations for solving FAP problem should not be very big–) and from that popu-
lation the algorithm evolves making crossover and mutation operations (such as it is 
described in [14]). However, we make the difference in the evolution in this version 
because every new individual generated (line 5, using the scheme known as 
DE/Rand2Bin to obtain the trial individual) is improved by using the local search 
method (line 6) described in section 3. Finally, in line 8, it is checked if the new indi-
vidual is better than its parent to update the population nicely. 

6   Empirical Results 

All the experiments performed with the used algorithms have been developed over the 
real-world instance described in section 2 (2612 TRXs, 711 sectors and only 18 fre-
quencies to give support to all the TRXs). The objective of the experiments was to 
adjust both algorithms and to show that hybrid metaheuristics can obtain optimum 
frequency plannings when solving a real-world FAP problem. 

In order to provide the results with statistical confidence and check the behaviour 
of the algorithms within short and long periods of time, we have considered 30  
independent runs for each experiment taking in consideration the results every two 
minutes (such as we can see in the graph of figure 4, where the mean results of the 
solutions obtained in the 30 executions, in function of cost units, are represented). 

 

Fig. 4. Results evolution from 2 to 30 min. for the two metaheuristics used 

Besides, according to the mathematical formulation of the problem (section 2.1), 
the results are given in function of the cost that a frequency plan is able to obtain. The 
smaller the value of the cost is, the better the frequency plan (and the result) will be. 
Our best results obtained before the hybrid versions of the algorithms described in this 
paper were the results published in [9] and [12]. These references described how we 
obtained good frequency plannings using the SS algorithm. The best result obtained 
here was: 93820.4 cost units on average (after 30 executions too). From that point we 
began to work to improve the results obtained there. Therefore, from that state we 
have developed several improvements and fine adjustments over the SS algorithm, 
mainly the hybridizations explained in this paper, until we have obtained optimum 
results with the algorithm when solving a realistic FAP problem. On the other hand, a 
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parallel line of work has laid in the development of an optimal hybrid version with 
DE to analyze the results obtained using the same hybridization with a second meta-
heuristic. Figure 4 summarizes the results obtained in our study. As we can see, the 
evolution and final results for both algorithms are very positive. In fact, to our best 
knowledge, we have obtained the best results tackling this problem, if we compare 
our results with all the ones found in the bibliography (using very different metaheu-
ristics, as seen in table 2) which work with the same problem instance (table 2. For 
more details, please, see the references: [5], [8], [9], and [12]). 

In table 1 we can observe the precise cost results in three specific periods of time 
(2, 10 and 30 minutes). Although SS clearly beats DE, both algorithms have very 
good results. The best frequency plan obtained by DE has a cost of: 87845.9 units, 
which clearly improves the results obtained in [5], [8], [12] and it is a very similar 
result to the obtained in [9]. On the other hand, the best frequency plan obtained with 
SS has a cost of 84234.5 units, which is to our best knowledge, the best result ob-
tained solving the FAP problem with a real-world instance: the previous best result 
was 85607.3 interference units, obtained by an (1+2) EA -Evolutionary Algorithm- in 
1800 seconds [9]. It is important to highlight that, based on our experience, obtaining 
differences of 1372.8 units in the long term (1800 seconds) is very difficult. 

Table 1. Empirical results (in cost units) of the metaheuristics used for 3 different time limits. 
We present the best, the average and the standard deviation of 30 independent executions. 

120 seconds 600 seconds 1800 seconds 
 

Best Avg. Std. Best Avg. Std. Best Avg. Std. 
DE 92145.8 95414.2 1080.4 89386.4 90587.2 682.3 87845.9 89116.8 563.8 
SS 86169.4 88692.7 1124.9 84570.6 86843.8 950.5 84234.5 85767.6 686.3 

Table 2. Comparison among the best and mean results (in cost units, after 30 executions) ob-
tained by different metaheuristics when solving the same FAP problem in 30 minutes 

 SS ssGA LSHR (1+2) EA DE ACO PBIL 
Best 84234.5 85720.3 87743.0 85607.3 87845.9 89305.9 162810.2 
Avg. 85767.6 86908.9 88550.3 88574.3 89116.8 90649.9 163394.1 

7   Conclusions and Future Work 

In this paper we show that the usage of hybrid metaheuristics obtains optimal fre-
quency plans when solving a real-world FAP problem in a GSM network composed 
of 2612 transceivers (and only 18 frequencies available). But even more, we have 
improved the results obtained in all the other works found in the bibliography ([5], 
[8], [9], and [12]) which tackle the FAP problem with the same real-world instance. 
Besides, we have compared two different approaches, such as we can see in table 1, 
and results show us that SS obtains better frequency plans than DE (possibly thanks to 
its better combination method), but in any case, both of them obtain very good results 
(both have a similar evolution curve, the main difference is the starting point, SS 
obtains the lowest interference values because it managed to descend faster during the 
first 120 seconds, see figure 4) thanks to the adjustment and the hybridization per-
formed in each algorithm. 
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Future work includes the study of other evolutionary algorithms to make deeper 
analysis with more different metaheuristics. Furthermore, we are working now to 
obtain more real-world instances, in order to evaluate the algorithms using different 
instances. In other lines we are also going to use cluster and grid computing in order 
to speedup all our experiments. 
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Abstract. Today an extensive variety of cutting tool is available to suit different 
cutting situations and needs. Cutting tool selection is a very important subtask 
involved in process planning activities. This paper proposes the application of 
the particle swarm optimization (PSO) process for the definition of the optimal 
cutting tool geometry. This optimization model was developed considering an 
approach to the macro-level optimization of tool geometry in machining model 
satisfying technological constraints. To determine the most appropriate configu-
ration of the algorithm and its parameters a set of tests were carried out. The 
different parameters settings were tested against data obtained from the litera-
ture. A variety of simulations were carried out to validate the performance of 
the system and to show the usefulness of the applied approach. The definition 
of proposed system also has presented the following main conclusion: through 
the utilization of the PSO approach, the selection of the appropriate cutting tool 
geometry is possible in real world environments. 

Keywords: PSO, Cutting Tools, Computer Aided Manufacturing. 

1   Introduction 

Cutting tool geometry selection is a very important and very complex subtask involved 
in process planning systems. Figure 1 shows a description of the main angles of a ge-
neric cutting edge in turning operations. One of the main factors that made this subtask 
so difficult is the large number of available tools and to the wide variety of considera-
tions that are involved in this domain. An extensive variety of tool geometries is avail-
able today to suit different situations. As a consequence, the process planner has to work 
with voluminous machining data handbooks before deciding on the best tool geometry 
for the machining task at hand. In addition, the rules for selection are often vague and 
contradictory; hence, it is almost impossible for engineers or machinists to check all 
available cutters to find the most appropriate one. Up to now, no article has considered 
technological factors when selecting effective cutting tools and their geometries. There 
are a number of papers in the literature that suggest the use of soft computing and evolu-
tionary approaches to represent the knowledge of manufacturing operations. An exam-
ple was presented by Knapp and Wang [1] who used an Artificial Neural Networks 
(ANN) in process planning. Cutting tool selection using ANN was introduced by Dini 
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[2]. Monostori, Egresits, Hornyk and Viharos [3] proposed a set of models to estimate 
and classify tool wear using neural networks based techniques. Liao and Chen [4] have 
used back-propagation neural networks for modelling and. optimising the creep feed 
grinding of aluminium with diamond wheels. Recently, there have been others attempts 
to determine in an automated way the optimal tool for a given machining operation. 
Zhao, Ridgway and Al-Ahmari [5] proposed a knowledge based system that performs 
the selection of cutting tools and conditions for turning operations. Arezoo, Ridgway 
and Al-Ahmari [6] developed a knowledge based system for selection of cutting tools 
and conditions in turning operations. The proposed system selects the toolholder, insert 
and cutting conditions. Mookherjee and Bhattacharyya [7] presented an expert system, 
which automatically selects the turning tool insert or milling insert, the material and the 
geometry, based on the requirement of the users. Toussaint and Cheng [8] propose a 
web-based engineering approach to developing a design support system using case-
based reasoning (CBR) technology for helping in the decision-making process when 
choosing cutting tools. Dereli and Filiz [9] have proposed an approach using genetic 
algorithms (GAs), which mathematically determines from the 3D features of a mechani-
cal part the best tooling arrangement to optimize the tooling set. McMullen, Clark, Al-
britton and Bell [10] have focused on optimizing production sequences by limiting the 
number of tooling replacements. Their approach is concerned with finding relevant 
tooling sequences while trying to maintain tool-wear uniformity through correlation and 
heuristic methods. The tool selection procedures developed thus far use expert systems 
approaches based on productivity or accessibility factors and others different than the 
impact that the cutting edge geometry may cause in machinability, surface roughness, 
chip breaking and cutting temperature. Here we propose the application of a biological 
inspired algorithm for selecting cutting tool regarding technological aspects and defin-
ing the cutting tool geometry using an empirically obtained relationship between cutting 
tool angles and the cutting performance as the main objective function. Kaldor and 
Venuvinod [11] proposed a macro level optimization of cutting tool geometry. They 
defined a model to describe the interactions among the tool material, workpiece material 
and the tool geometry. The authors proposed a geometric number called σr, that charac-
terizes the ideal set of tool angles at which a given tool material functions best (in terms 
of the tool life) in the context of machining a given work material (equation 1): 
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Where σr corresponds to a nondimensional stress factor that characterizes a cutting 
tool geometry; αn represents the tool normal clearance angle, βn represents normal 
wedge angle, γn represents tool normal rake angle and λn represents tool cutting edge 
inclination angle. (Figure 1) shows the geometric specification of single point tools 
based on ISO 3002/1. Figure 2 shows the relationships among σr and different cutting 
tool angles. Kaldor and Venuvinod [11] examined over 80 published sources listing 
machinability data and relevant experimental results encompassing a wide range of 
cutting operations, tool and work materials and cutting conditions. They found that 
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Fig. 1. Cutting geometry Model 

the following quantitative semiempirical expression relating tool and work material 
properties can be assumed with a confidence greater than 95%(eq.2): 

G = log{Sb/{EU}2} + 4.73 (2) 

Where G number represents the ideal relationship between tool material and work-
piece material providing maximum tool life; Sb represents the bending strength of the 
tool material; E is the modulus of elasticity of the tool material and U corresponds to 
the specific cutting energy of the work material, all expressed in GPa. In conse-
quence, the ideal tool geometry for a given cutting situation can be obtained through 
the minimization of the difference between G and σr. 

 

Fig. 2. Relationship among αn, γn, λn and σr 

As it was mentioned, the data provided by the aforementioned authors is based on 
a collection of results from laboratory experiments and specific cutting operations. 
However, there are insufficient machining cases available until now. This fact has 
become the bottleneck for the utilization of the proposed model. Therefore, more 
research is needed in this field to provide a basis for practical use of the model. 
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2   Particle Swarm Optimization 

The Particle Swarm Algorithm (PSO) is an adaptive algorithm based on a socialp-
sychological metaphor [12]. A population of individuals adapt by returning stochas-
tically towards previously successful regions in the search space, and are influenced 
by the successes of their topological neighbors. Most particle swarms are based on 
two sociometric principles. Particles fly through the solution space and are influ-
enced by both the best particle in the particle population and the best solution that a 
current particle has discovered so far. The best particle in the population is typically 
denoted by (global best), while the best position that has been visited by the current 
particle is denoted by (local best). The (global best) individual conceptually con-
nects all members of the population to one another. That is, each particle is influ-
enced by the very best performance of any member in the entire population. The 
(local best) individual is conceptually seen as the ability for particles to remember 
past personal successes. The dimension of the search space is D. Therefore, the 
current position of a particle in this space at the moment t is given by a vector x(t), 
with D components. Its current velocity is v(t). The best position found up to now 
by this particle is given by a vector p(t). Lastly, the best position found by infor-
mants of the particle is indicated by a vector g(t). In general, we will write simply x, 
v, p, and g. The dth component of one of these vectors is indicated by the index d, 
for example xd . With these notations, the equations of motion of a particle are, for 
each dimension d: 

vd = c1vd + c2(pd − xd) + c3(gd − xd)   (3) 

xd+1 = xd + vd (4) 

The confidence coefficients are defined in the following way: 

– c1 is constant (confidence in its own movement); 
– c2 and c3 (respectively confidence in its best performance and that of its best infor-
mant) are randomly selected with each step of time according to a uniform distribu-
tion in a given interval [0, cmax]. 
 
In the rest of this paper we refer c1 as inertia and cmax as correction factor. 

3   Proposed Approach 

In essence, the proposed approach points to the use of particle swarm optimization for 
selecting adequate cutting tool geometry in a given combination of material work-
piece and cutting tool material. An optimization model that uses a fitness function that 
embodies the difference between a given (as a function of a given set of tool angles) 
and G (for a given combination of tool material and workpiece material) is presented. 
The PSO algorithm performs the evaluation of a selected numbers of individuals (that 
represent a set of feasible tool angles) until a given termination a criterion is satisfied. 
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Therefore, once the set of tool angles is obtained through the PSO algorithm, an 
expert system can recommend the appropriate cutting angles for a given situation. In 
this experiment the following objective function is selected: 

Minf(λ, α, γ) = ABS(σr − G) (5) 

Subject to: 
 
−20o ≤ λn ≤ 20o 
0o ≤ αn ≤ 20o 
−20o ≤ γn ≤ 20o 
βn= 90o - (αn + γn) 
 
The three angles have to be within predefined ranges. The limits of tose ranges are 
based upon technological and operational factors. 

In the model of Kaldor and Venuvinod, any combination of angles within the 
specified range are permissible and may be selected so as to provide optimum cut-
ting tool geometry. This research has applied a PSO algorithm for tool angles defi-
nition, considering Kaldor and Venuvinod model while satisfying angle constraints. 
It starts with some valid solutions generated randomly, then makes a random 
change to them and accepts the ones whose fitness function is reduced. The process 
is repeated until no changes for fitness function reduction can be made or until other 
finalization condition is reached. To determine the most appropriate configuration 
of the algorithm and its parameters a set of 20 tests were carried out. The different 
algorithm settings were tested against data obtained empirically from Kaldor and 
Venuvinod [11]. A sub set of these data is shown in Table 1. The values of the con-
trol parameters tested and compared are reported in Table 2. The average results of 
20 runs for each set of parameters are shown in Table 3. As it can be observed, test 
number 7 corresponds to the minimum average error. Therefore, we selected the 
following parameters: correction factor equal to 0.4 and inertia equal to 1.0. The 
swarm size is equal to 40 elements. 

Table 1. Subset of empirical data used to set the PSO algorithm parameters 

n n s r n n s r n n s r

10,0 -4,0 -8 1,82 10,0 16,0 0,0 2,82 13,0 5,0 0,0 2,42
18,0 -18,0 -16,0 1,82 13,0 15,0 0,0 2,96 8,0 24,0 4,0 2,79

6,2 -16,0 -20,0 1,25 5,0 8,0 0,0 1,83 8,0 8,0 0,0 2,07
0,0 -3,0 0,0 1,32 4,8 9,6 -2,6 1,85 8,9 18,0 -1,3 2,34
1,0 0,0 0,0 1,4 4,8 9,7 -2,6 1,86 5,0 6,0 0,0 1,78
0,0 3,0 0,0 1,41 4,0 15,0 0,0 1,94 8,0 15,0 0,0 2,34
5,0 -7,5 0,0 1,5 4,8 14,0 6,6 1,96 7,0 -0,7 -4,0 1,74
4,8 -6,1 -3,5 1,51 4,8 14,0 6,6 1,98 4,8 4,8 -1,3 1,73
4,8 -6,1 -3,5 1,51 6,0 14,0 6,0 2,08 4,8 4,8 -1,3 1,73
6,0 -6,0 6,0 1,56 8,0 9,8 5,7 2,11 6,0 0,0 0,0 1,7
4,0 0,0 0,0 1,58 7,9 10,4 4,1 2,14 9,8 -12,0 -7,0 1,63
3,5 3,5 3,5 1,61 5,8 15,5 4,1 2,18 10,0 -10,0 -13,0 1,62
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Table 2. Inertia and Correction parameters tested 

Test
Num.

Inertia
weight

Co-
rrect.
Factor

Test
Num.

Inertia
weight

Co-
rrect.
Factor

Test
Num.

Inertia
weight

Co-
rrect.
Factor

Test
Num.

Inertia
weight

Co-
rrect.
Factor

1 0,2 0,5 6 0,2 1,0 11 0,2 1,5 16 0,2 2,0
2 0,4 0,5 7 0,4 1,0 12 0,4 1,5 17 0,4 2,0
3 0,6 0,5 8 0,6 1,0 13 0,6 1,5 18 0,6 2,0
4 0,8 0,5 9 0,8 1,0 14 0,8 1,5 19 0,8 2,0
5 1,0 0,5 10 1,0 1,0 15 1,0 1,5 20 1,0 2,0  

Table 3. Average results obtained by the set of tested parameters 

Test
Number

Average
Error

Test
Number

Average
Error

Test
Number

Average
Error

Test
Number

Average
Error

1 0,0642210 6 0,0491310 11 0,0026906 16 0,0027164
2 0,0016095 7 0,0014614 12 0,0052967 17 0,0796200
3 0,0014934 8 0,0068968 13 0,0770290 18 0,1447400
4 0,0025370 9 0,0207910 14 0,1450600 19 0,2424900
5 0,0031807 10 0,0752900 15 0,1920500 20 0,3804800  

4   Application Example and Results 

An expert system was developed for cutting tool selection from CAM databases. 
Each CAM system has a cutting-tool database and the appropriate cutting tool may 
be selected from it. Based on the answer of the developed expert system, one or a 
set of cutting tools are selected from database for a given combination of tool mate-
rial and workpiece material. Since no cutting tool in the database is likely to meet 
100 percent of the σr, a sort of Euclidean distance algorithm was implemented for 
the automatic search of the database (i.e. nearest neighbours algorithm). This search 
algorithm produces objects (cutting tools) that are geometrically close to the opti-
mal one. Therefore, it can find one or more cutting tools in the database that meet 
the optimal geometric properties recommended by the G value or at least, a near 
approximation to it. 

To implement such an interaction a series of Matlab functions calls were written 
using the ODBC protocol. The system is composed of a graphical user interface, a 
PSO-based expert system, an interconnected machining tool database and an interface 
for a CAMsoftware package. Figure 3, shows the dialog box where the user inputs the 
information about the workpiece material and identifies the type of tool material. The 
results of the searching algorithm are presented to the end user, which is in charge of 
the final selection of the specific tool among the candidates isolated by the expert 
system in coordination with the searching algorithm (Figure 4). The system returns all 
the tools that meet the cutting angles recommended by the genetic algorithm. Several 
other parameters can be extracted or computed by the system. The cutting speed and 
feed, are calculated by an intelligent module that were implemented using neural 
networks approach. The maximum depth of cut is obtained by computing the effective 
cutting edge for the selected tool. This values are used for calculate the Maximum  
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Fig. 3. Graphical user Interface - Input dialog box 

 

Fig. 4. Windox with the result of the searching algorithm 

Power consumption. All this information is presented to the user in a dialog box. 
Finally, the user can select or define the appropriate tool from the CAM database. 

5   Conclusions 

A PSO approach for selecting the optimal cutting tool geometry was suggested. The 
proposal points to the definition of an optimal set of cutting tool angles for a given 
machining situation. A variety of simulations were carried out to validate the per-
formance of the algorithm and to show the usefulness of the suggested approach. 
Further evolution of the approach is possible. Future work aims at the integration of 
this algorithm with other commercial CAM systems for identification of a list of cut-
ting tools stored in a database to aid the CAM operator to select the more appropriate 
cutting tool in a given operation. 
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Abstract. This paper presents an ant system coupled with a local search applied 
to an over-constrained airport gate assignment problem (AGAP). In the airport 
gate assignment problem we are interested in selecting and allocating aircrafts 
to the gates such that the total passenger connection time is minimized. Our al-
gorithm uses pheromone trail information to perform modifications on AGAP 
solutions, unlike traditional ant systems that use pheromone trail information to 
construct complete solutions. The algorithm is analyzed and compared with 
tabu search heuristic and Ant Colony System metaheuristic. 

Keywords:  ant algorithms, assignment problems, constraints, t-test. 

1   Introduction 

An airport is a transfer point between travel domains in which two unlike carriers, 
motor vehicles and airplanes, must interact to exchange people and luggage. The main 
purpose of flight-to-gate assignments is to assign aircrafts to suitable gates so that 
passengers can conveniently embark and disembark. The distance a passenger has to 
walk in any airport to reach various key areas including departure gates, baggage belts 
and connecting flights provide for an important performance measure of the quality of 
any airport. 

The Airport Gate Assignment Problem (AGAP) seeks optimal flight-to-gate as-
signments to minimize the total passenger connection times. AGAP can be viewed as 
an instance of the Quadratic Assignment Problem (QAP).   

Braksma and Shortreed [2] have described one of the first attempts to use quantita-
tive means to minimize intra-terminal travel into a design process. Babic et al. [1] 
modeled the AGAP as a 0-1 integer program and used branch-and-bound algorithm to 
find solutions where transfer passengers were not considered. Yan and Chang [11] 
proposed a network model that was formulated as a multi-commodity flow problem. 
Network-based simulation of aircrafts at gates in airport terminals were considered by 
Cheng [5,6]. Wang et al. [9] presented an optimization algorithm for solving AGAP 
and as an application, they achieved in optimizing the dispatch of 334 airlines by us-
ing of 18 gates in the case of Beijing International Airport. 

The most notable heuristic methods developed for AGAP are the following: tabu 
searches Xu and Bailey [10], Ding et al. [7], a hybrid simulated annealing Ding et al. 



274 C.-M. Pintea et al. 

[7] and a genetic algorithm Gu and Chung [8]. Ding et al. in [7] focused on the AGAP 
with the objective of minimizing distance costs of the over constrained gate assign-
ment problem, minimizing the number of ungated aircraft and the total walking dis-
tances. 

This paper presents a hybrid ant-local search system for the airport gate assignment 
problem, denoted HAS-AGAP, which works better than known heuristics (presented 
in the next section). The paper is organized as follows. The definition, a quadratic 
programming formulation for the AGAP and a greedy method for minimizing ungated 
flights are presented in Section 2. Our hybrid ant-local search is presented in Section 
3. Then, the performance of our algorithm is analyzed by comparing with Ant Colony 
System. Finally, in the last section some conclusions are drawn.  

2   The Airport Gate Assignment Problem 

The Airport Gate Assignment Problem (AGAP) seeks feasible flight-to-gate assign-
ments so that the total passenger walking distances and consequently connection 
times are minimized. Distances in airports that are taken into account are those from 
check-in to gates in the case of embarking or originating passengers, from gates to 
check-out in the case of disembarking or destination passengers and from gate to gate 
in the case of transfer or connecting passengers. 

In the over-constrained case the number of aircrafts exceeds the number of avail-
able gates and the distance from the apron area to the terminal for aircraft assigned to 
these areas is considered.  Let us consider the following notations:  

- N is the set of flights arriving at (and/or departing from) the airport; 
- M is the set of gates available at the airport; 
- n is the total number of flights; 
- m is the total number of gates; 
- ai is the arrival time of flight i; 
- di is the departure time of flight i; 
- wkl is the walking distance for passengers from gate k to gate l; 
- fij is the number of passengers transferring from flight i to flight j. 

Two dummy gates are used. Gate 0 represents the entrance or exit of the airport 
and gate m + 1 represents the apron where flights arrive at when no gates are avail-
able. In order to model the AGAP as a quadratic program there were considered the 
binary variable yik denoting that flight i is assigned to gate k if yik = 1 and yik = 0 oth-
erwise, where (0<k<m + 1). 

The walking distance between gate k and the airport entrance or exit is wk0, f0i 
represents the number of originating departure passengers of flight i and fi0 is the 
number of the disembarking arrival passengers of flight i. The walking distance be-
tween the apron and gate k is wm+1k.  The objectives refer to minimizing the number of 
flights assigned to the apron and the total walking distance (the walking distance of 
transfer passengers, disembarking arrival passengers and originating departure pas-
sengers). AGAP may be formulated as follows, see [7]. 
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Minimize the number of flights assigned to the apron: 
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(1) 

ai < di, ∀ i, 1 ≤ i ≤ n (2) 

(dj − ai)(di − aj)yikyjk  ≤ 0, ∀ i, j 1 ≤ i, j ≤ n, k ≠ m + 1 (3) 

yik ∈{0, 1}, ∀i, 1 ≤ i ≤ n, ∀ k, 1 ≤ k ≤m + 1. (4) 

Constraint (1) ensures that every flight must be assigned to one and only one gate 
or assigned to the apron. Constraint (2) specifies that each flights departure time is 
later than its arrival time. Constraint (3) says that two flights schedule cannot overlap 
if they are assigned to the same gate. Condition (4) disallows any two flights to be 
scheduled to the same gate simultaneously except if they are scheduled to the apron. 

The above mentioned model is a 0-1 integer programming model with a quadratic 
objective function.  As in [7], the first step for the over-constrained AGAP is to mini-
mize the number of flights that need be assigned to the apron. The minimal number of 
flights can be calculated by greedy algorithm described in the following. After sorting 
all the flights by the departure time, flights are assigned one by one to the gates. Any 
flight is assigned to an available gate with latest departure time. If there are no gates 
available, the flight will be assigned to the apron.   

Correctness of the greedy algorithm is proved in [7]. The greedy solution gives the 
optimal number of flights that can be scheduled in gates and also helps us to get a 
feasible initial solution (L+), which is used in the proposed metaheuristic.  

3   Solving AGAP with an Hybrid Ant System 

The idea of imitating the behaviour of the ants for finding good solutions to the com-
binatorial optimization problems was initiated by Dorigo, Maniezzo and Colorni  [4]. 
The principle of these methods is based on the way ants search for food and find their 
way back to the nest. 

In the best ant system to date (Dorigo and Gambardella [3]), pheromone trails are 
not only modified locally by the artificial ants during or just after the construction of a 
new solution, but also globally, considering the best solution generated by all the ants 
at a given iteration or even the bets solution ever constructed. 

The introduced Hybrid Ant System (HAS-AGAP) uses the pheromone trails in a 
non-standard way: in proceeding applications of ant systems pheromone trails were 
exploited to build a completely new solution. In our paper pheromone trails are used 
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to modify an existing solution, in the spirit of a neighbourhood search. After an artifi-
cial agent has modified a solution, taking into account only the information given by 
the pheromone trail intensity, an improvement phase that consists in performing a fast 
local search that takes into consideration just the objective function is applied. 

Adding local search to ant systems has also been identified as very promising by 
other researchers such as Dorigo and Gambardella [3] in the case of the TSP, where 
they design an ant system almost as efficient as the best implementations of the Lin 
and Kernighan heuristic by adding a simple 3-opt phase after the construction phase. 
In HAS-AGAP each ant is associated with a problem solution that is first modified 
using pheromone trail and later is improved using a local search mechanism. 

3.1   Neighbourhood Search 

A neighbourhood search move is the operation that maps one solution π to another 
solution π1. The attractiveness of a move from π to π1 can be examined by calculating 
the cost (objective function value) improvement of π1 compared to that of π. In our 
neighbourhood search we used three types of neighbourhoods, which prevailed in 
AGAP applications based on concepts from Xu et al. [10] and Ding et al. [7]: 

- The Insert Move: move a single flight to a gate other than the one it currently as-
signs. 
- The interval Exchange Move: Exchange two flights intervals in the current assign-
ment, where a flight interval consists of one or more consecutive flights in one gate. 
- The Apron Exchange Move: Exchange one flight which has been assigned to the 
apron with a flight that is assigned to a gate currently. 
The elements of the algorithm based on ant colony system coupled with a local search 
for solving the AGAP, are:  
- Graph representation: the nodes of the graph are locations, and the goal of the ants is 
to visit all the locations and match an activity to it, forming a bijective mapping from 
activities to locations. At time t each edge (i,j) is labelled by a trail intensity τij(t). 
- Initially the ants are randomly placed in the nodes of the graph. 
- At each iteration an ant moves to a new node. When an ant decides which node is 
the next move it does so with a probability based on the distance to that node and the 
amount of trail intensity on the connecting edge. The inverse of distance to the next 
node, is known as the visibility ηij. 
- At each moment evaporation takes place to stop the intensity trails increasing un-
bounded. The values of rate evaporation ρ, are in the unit interval [0,1]. 
- A tabu list: ants memorizing locations that they have visited, so that they never visit 
them again. 
- A tabu list: ants memorizing the activities that have been mapped to the visited loca-
tions. 
- In order to favour the selection of an edge that has a high pheromone value τ and 
high visibility value η, a probability is considered. If we denote by Jk

i the unvisited 
neighbours of node i by ant k and u ∈ Jk

i , then pk
iu is defined as the probability of 

choosing j = u as the next node if q > q0 (the current node is i) and is given by the 
rule (see [4]): 
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where β is a parameter used for tuning the relative importance of edge length in se-
lecting the next node. Consider a random variable q uniformly distributed over [0, 1] 
and q0 with 0≤ q0 ≤ 1. If q ≤ q0 the next node j is chosen as: 

j = k
iJu∈maxarg  {τiu(t) [ηiu(t)]β} (6) 

- Manipulation of solutions: local search 
Local search consists in applying the above mentioned neighbourhood search based 
on three types of neighbourhoods with first improving strategy to a solution. We de-
note by S the solution space, V the neighbourhood structure containing the three types 
of neighbourhoods and by c the cost function. The local search procedure is: 
 
Neighbourhood search procedure 
Select a starting solution s[0] from S 
Repeat  
      Select s such that c(s)< c(s[0]) 
      Replace s[0] by s 
Until c(s)>c(s[0]) for all s from V(s[0]) 
s[0] is the approximation of the optimal solution. 
 

This procedure examines all the possible swaps according to the considered 
neighbours and immediately performs an improving swap, if one is found. The update 
of the pheromone trails is done differently from the standard ant system where all the 
ants update the pheromone trails with the result of their computations. The pheromone 
trails are updated by taking into account only the best solution produced by the local 
search. First, all the pheromone trails are weakened by setting 

τij = ( 1-ρ ) · τij. (7) 

A  parameter ρ (0 < ρ < 1)  that controls the evaporation of the pheromone trail, close to 
0 implies that the pheromone trails remain active a long time, while a value of ρ close to 
1 implies a high degree of  evaporation. Then, the pheromone trails are reinforced by 
considering only the best solution s* generated by the system so far and setting:  

)( ***

scijij

αττ +=   (8) 

4   Numerical Results 

HAS-AGAP is compared with tabu search heuristic and with Ant Colony System [3]. 
For the comparison, a large set of problem instances is considered (see Tables 1-2), 
with sizes between 100×16 (m×n) and 460×34 and used in the experiments [7]. For 
small test data, (e.g. less than 25×5 as in [7]) when all the flights can be assigned to 
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the gates, or using the apron for Tabu Search [9], ACS and HAS-AGAP found for all 
problems optimal solutions, like using the  Brute Force Method. 

We considered as in [7] an airport with two parallel sets of terminals, where gates 
are symmetrically located in the two terminals. The distance between the check-in / 
check-out point to gate 1 (and gate 2) is 5 units. The distance between two adjacent 
gates in one terminal (e.g., gate 1 and gate 3) is 1 unit and the distance between two 
parallel gates in different terminals (e.g., gate 1 and gate 2) is 3 units.  

It is assumed that the passengers can only walk horizontally or vertically. It is used 
the Manhattan Distance. If one passenger wants to transfer from gate 3 to gate 2, the 
walking distance is 4 units.  

The arrival time ai of flight i is randomly generated in the interval [10i, 10i+7] and 
the departure time di is generated in the interval [ai+60, ai+69]. There is considered, as 
in real life, the total number of passengers in a flight within an interval [300,400]. 
The number of transfer passengers will increase if flight schedules are close, but not 
too close. For each flight i, the number of disembarking passengers whose destination 
is this airport fi0 and the number of embarking passengers whose origin is this airport 
f0i are generated within the interval [1, 100]. 

The parameters chosen for the considered ant-based algorithms are: α=1, β=5, 
ρ=0.01, τ0 = 0.01 and q0=0.9. The number of ants is considered the same with the 
number of gates (m). The number of iterations is considered 2m ·2500.  In our imple-
mentations we considered two test cases: 
 
- Randomized large input: the test cases generated are categorized into 10 different 
sizes with 10 cases in each size; 
- Fully packed input: all the flights are fully packed (i.e. one flight is followed by an-
other and there are no gaps between the consecutive flights); 

The computational results obtained using our algorithm HAS-AGAP, compared with 
the Tabu Search (TS) [7] and Ant Colony System [3], are presented in the next tables.  

Table 1. Test Set: randomized large input  

Size TS-cost TS-time ACS-cost ACS-time HAS-cost HAS-time 
100×16   101456 26.12 100927 5564.48 100782 5343.53 
160×20 160345 64.23 160332 9247.50 158934 10762.48 
220×24  215342 80.67 213987 11422.25 213243 16956.20 
280×28  325412 86.24 324647 12965.20 324825 17043.87 
340×32 365521 88.64 365866 13245.57 365784 18564.13 
400×36 481256 125.36 480867 17453.15 480432 21130.52 
460×40 498688 238.66 496334 17988.68 495487 17122.33 
520×44 566325 425.66 562887 18966.22 563147 18425.40 
580×48 674889 504.30 671225 20501.50 671322 19688.57 
640×52 716455 702.36 710288 25457.32 709058 25036.28 

We find that among these groups of test cases, HAS-AGAP performs better than TS and 
ACS for AGAP and having almost the same running time in seconds as ACS, but longer 
running time than TS (see the results on Tables 1-3). The computer used for numerical 
tests: AMD 2600, 1.9 GHz, 512GB RAM. It is possible to obtain better values, using a 
computer with higher performances or/and using better value for the parameters. 
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Table 2. Test Set: fully packed input 

  Size TS-cost TS-time ACS-cost ACS-time HAS-cost HAS-time 
100×16   221485 24.80 219432 4214.42 218865 4205.26 
140×18 350426 32.96 347885 6210.24 346299 5833.45 
180×20 522830 44.25 519887  14335.70 519758 13742.48 
220×22 647239 71.12 648335  17567.80 647232 16956.20 
260×24 871246 86.44 870843  18499.25 870916 18823.15 
300×26 1015284 89.20 1013244  20430.18 1013428 20104.28 
340×28 1143906 105.15 11344952  27211.26 1144823 26521.30 
380×30 1434850 143.42 1434695  31218.36 1434507 31126.22 
420×32 1572625 175.03 1572439  38846.52 1572483 36228.18 
460×34 1951522 239.11 1949927 42185.63 1949912 40815.25 

Table 3. Results of t-test 

  t-test 
results 

Test Set:  
randomized large input 

Test Set:  
fully packed input 

 ACS-HAS TS-ACS TS-HAS ACS-HAS TS-ACS TS-HAS 
t 2.31 2.81 3.23 1.87 2.32 2.73 

probability 0.046 0.020 0.010 0.095 0.045 0.023 

The t-test is performed [11]. The results of a paired t-test performed are shown in 
Table 3. The degrees of freedom are 9 in all considered cases. The probability, assum-
ing the null hypothesis, is less than 0.05, proving the significant statistic difference 
between all considered algorithms from Table 1, test set.  The difference between 
ACS and HAS for test set - fully packed input is not significant.  

For test set - fully packed input, the probability, assuming the null hypothesis, is less 
than 0.05, proving the significant statistic difference between TS–ACS and TS–HAS. 

5   Conclusions 

Nowadays results in the application of metaheuristic algorithms for providing good 
solutions to difficult combinatorial optimization problems seem to indicate that com-
bining local optimization with good metaheuristics can give powerful optimization 
algorithms. In this paper we present an ant colony system coupled with a simple local 
search applied to the over-constrained airport gate assignment problem. Comparison 
with tabu search heuristic and ant colony system is showing good results for the hy-
brid algorithm. 
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Abstract. With the development of brain science, various kinds of new  
methods and techniques are applied. A mass of Functional Magnetic Resonance 
Imaging (fMRI) data is collected ceaselessly, which implicates very important 
information. The useful information need be extracted and translated to intelli-
gible knowledge, which is exigent to develop some methods to analyze them ef-
fectively and objectively. In this paper, we attempt to extract multi-knowledge 
from fMRI Data using rough set approach. We introduce the data pre-
processing workflow and methods. A rough set reduction approach is presented 
based on particle swarm optimization algorithm, which discover the feature 
combinations in an efficient way to observe the change of positive region as the 
particles proceed through the search space. The approach supports multi-
knowledge extraction. We also illustrate some results using our approach, 
which is helpful for cognition research. 

Keywords: Rough set, fMRI, Particle swarm optimization, Multi-knowledge. 

1   Introduction 

Neuroinformatics is a research field that encompasses the development of neurosci-
ence data and application of computational models and analytical tools. These areas 
of research are important for the integration and analysis of increasingly fine grain 
experimental data and for improving existing theories about nervous system and brain 
function [1]. Functional Magnetic Resonance Imaging (fMRI) is one of the most im-
portant tools for Neuroinformatics, which combines neuroscience and informatics 
science and computational science to develop approaches needed to understand hu-
man brain. Recently most of the researches mainly arrange the activation features on 
region of interest (ROI) through statistical analysis, and neuroscientists or psycholo-
gists give out some explanation for the experimental results, which depends strongly 
on on their accumulative experience and subjective tendency. Rough set theory pro-
vides a novel approach to reduce the fMRI data and extracting knowledge. It helps us 
to derive rules from data represented in a given information system. The derivation of 
rules serves two main purposes: Firstly, the rules may be used in the classification of 
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database objects, that is, predict the outcomes of unseen objects. Secondly, the rules 
may be used to develop a model of the domain under study, that is present knowledge 
in a format that can be understood by a human [2]. The rough set approach consists of 
several steps leading towards the final goal of generating rules from informa-
tion/decision systems. The main steps of the rough set approach are: (1) mapping of 
the information from the original database into the decision system format; (2) com-
pletion of data; (3) discretization of data; (4) computation of reducts from data; (5) 
derivation of rules from reducts; (6) filtering of rules. One of most important task is 
the data reduction process.  

Conventional approaches always try to find a good reduct or to select a set of fea-
tures [3]. In the knowledge discovery applications, only the good reduct can be ap-
plied to represent knowledge, which is called a single body of knowledge. In fact, 
many information systems in the real world have multiple reducts, and each reduct 
can be applied to generate a single body of knowledge. Therefore, multi-knowledge 
based on multiple reducts has the potential to improve knowledge representation and 
decision accuracy [4]. However, it would be exceedingly time-consuming to find 
multiple reducts in an instance information system with larger numbers of attributes 
and instances. In most of strategies, different reducts are obtained by changing the 
order of condition attributes and calculating the significance of different condition 
attribute combinations against decision attribute(s). It is a complex multi-restart proc-
essing about condition attribute increasing or decreasing in quantity. Swarm-based 
search approaches are of great benefits in the multiple reduction problems, because 
different individual trends to be encoded to different reduct. So it is attractive to find 
multiple reducts in the decision systems. 

Particle swarm algorithm is inspired by social behavior patterns of organisms that 
live and interact within large groups [5]. The swarm intelligent model helps to find 
optimal regions of complex search spaces through interaction of individuals in a 
population of particles [6]. The particle swarm algorithm is particularly attractive for 
feature selection as there seems to be no heuristic that can guide search to the optimal 
minimal feature subset. Additionally, it can be the case that particles discover the best 
feature combinations as they proceed throughout the search space. This paper intro-
duces particle swarm optimization algorithm to the rough set reduction processing and 
its application on fMRI data analysis. 

2   Data Pre-processing 

A typical normalized image contains more than 500,000 voxels, so it is impossible that 
feature vector can contain so immense voxels. We transform datasets from MNI  
template to Talairach coordinate system. Then we can use the region information in 
Talairach as features to reduce the dimensionality of the images. We used a SPM99 
software packag1 and in-house programs for image processing, including corrections for 
head motion, normalization and global fMRI signal shift [7]. A simplified workflow is 
illustrated in Figure 1. Feature selection and extraction approach for fMRI data is com-
posed of: (1) Find out the most active voxels in several regions of brain under the t-test 

                                                           
1 http://www.fil.ion.ucl.ac.uk/spm/ 
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of basic models in SPM99 and save their coordinates; (2) Scan fMRI image and search 
the voxels according to the coordinates saved; (3) Respectively average all voxels in the 
spherical region whose center is corresponding saved voxel and whose radius is a prede-
fined constant. These results of a single image are formed one feature vector; (4) If the 
image is not the last one, go to Step 2, otherwise, end. The user interface for feature 
selection & extraction is illustrated in Figure 2. 

 

Fig. 1. Pre-precessing workflow for fMRI data 

 

Fig. 2. Location for feature selection & extraction 

3   Rough Set Reduction Algorithm 

3.1   Reduction Criteria 

The basic concepts of rough set theory and its philosophy are presented in [3], [8-10]. 
Here, we explain only the denotements relevant to our reduction method. 

In rough set theory, an information system is denoted in 4-tuple by S = (U, A, V, f), 
where U is the universe of discourse, a non-empty finite set of U objects {x1, x2, …, 
x|U|}. A is a non-empty finite set of attributes such that a : U→Va for every a∈A, 
where Va is the value set of the attribute a and V = ∪a∈AVa. f: U×A →V is the total 
decision function (also called the information function) such that f(x,a)∈Va for every 
a∈A, x∈U. The information system can also be defined as a decision table by S = 
(U, C, D, V, f). For the decision table, C and D are condition and decision attributes, 
respectively. 
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Lower Approximation: Let R ⊆ C∪D, X ⊆ U and U/R = {R1, R2, …, Ri, … }. The  
R-lower approximation set of X is the set of all elements of U which can be with  
certainty classified as elements of X, assuming knowledge R. It can be presented for-
mally as 

_
R i i iAPR (X)= { R  | R U/R, R X}∈ ⊆U  (1) 

Positive Region: Let B ⊆ C, U/D = {D1, D2, …, Di, … }. The B-positive region of D is 
the set of all objects from the universe U which can be classified with certainty to 
classes of U/D employing features from B, i.e., 

i

_
B B i

D U/D
POS (D)=  APR (D )

∈
U  (2) 

Reduct: The attribute a∈B ⊆ C is D-dispensable in B, if POSB(D) = POSB-a(D); oth-

erwise the attribute a is D-indispensable in B. If all attributes a∈B are D-
indispensable in B, then B will be called D-independent. A subset of attributes B ⊆ C 
is a D-reduct of C, iff POSB(D) = POSC(D) and B is D-independent. Usually, there are 
many reducts in an instance information system. Let 2|A| represent all possible attrib-
ute subsets { {a1}, …, {a|A|}, {a1, a2}, …, {a1, …, a|A|} }. Let RED represent the set of 
reducts, i.e., RED = { B | POSB(D) = POSC(D), POS(B-a)(D) < POSB(D)}. 

Multi-knowledge: Let φ is a mapping from the condition space to the decision space. 
Then multi-knowledge can be defined as Ψ = {φB | B∈RED}. 

Reduced Positive Universe: Let U/C={[u1']C, [u2']C, …, [um']C}. Reduced Positive 
Universe U' can be written as: 

' ' ' '
1 2 mU ={u ,u , ,u }L  (3) 

and 

1 2 t

' ' '
c i c i c i cPOS (D)=[u ] [u ] [ u ] .∪ ∪ ∪L  (4) 

Where 
s

' '
iu U∀ ∈  and 1

s

'
i C / D[ u ] = (s = 1, 2, …, t). 

Reduced Positive Region: Reduced positive universe can be written as: 

1 2 t

' ' ' '
pos i i iU ={u ,u , ,u }L  (5) 

and B C∀ ⊆ , reduced positive region 

1'
pos

'
B

X U ' X U |X / D|
POS (D)= X

∈ ∧ ⊆ ∧ =
U  (6) 

where |X/D| represents the cardinality of the set X/D. B C∀ ⊆ , POSB(D) = POSC(D) 
if POS'B(D) = U'pos [10]. It is to be noted that U' is the reduced universe, which usually 
would reduce significantly the scale of datasets. It provides a more efficient method to 
observe the change of positive region when we search the reducts. We only calculate 
U/C, U', U'pos, POS'B and then compare POS'B with U'pos. 
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3.2   Particle Swarm Approach for Reduction 

The particle swarm model consists of a swarm of particles, which are initialized with 
a population of random candidate solutions. They move iteratively through the d-
dimension problem space to search the new solutions, where the fitness f can be 
measured by calculating the number of condition attributes in the potential reduction 
solution. Each particle has a position represented by a position-vector pi (i is the index 
of the particle), and a velocity represented by a velocity-vector vi. Each particle re-
members its own best position so far in a vector pi

#, and its j-th dimensional value is 
pij

#. The best position-vector among the swarm so far is then stored in a vector p*, and 
its j-th dimensional value is pj

*. The particle moves in a state space restricted to zero 
and one on each dimension. At each time step, each particle updates its velocity and 
moves to a new position according to Eqs.(7) and (8): 

1 21 1 1 1# *
ij ij 1 ij ij 2 j ijv (t)=wv (t-1)+ r ( p ( t ) p ( t ))+ r ( p ( t ) p ( t ))φ φ− − − − − −  (7) 

ij
ij

1 if  <sig(v (t));
p (t)=

0 otherwise.

ρ⎧
⎨
⎩

 (8) 

Where 1φ  and 2φ  are positive constants, r1 and r2 are the random numbers in the 

interval [0,1]. w is called as the inertia factor, ρ is random number in the closed inter-
val [0,1]. 

Given a decision table T = (U, C, D, V, f), the set of condition attributes, C, consist 
of m attributes. We set up a search space of m dimension for the reduction problem. 
Accordingly each particle's position is represented as a binary bit string of length 
$m$. Each dimension of the particle's position maps one condition attribute. The 
domain for each dimension is limited to 0 or 1. The value `1' means the corresponding 
attribute is selected while '0' not selected. During the search procedure, each individ-
ual is evaluated using the fitness. According to the definition of rough set reduct, the 
reduction solution must ensure the decision ability is the same as the primary decision 
table and the number of attributes in the feasible solution is kept as low as possible. In 
our algorithm, we first evaluate whether the potential reduction solution satisfies 
POS'E = U'pos or not (E is the subset of attributes represented by the potential reduc-
tion solution). If it is a feasible solution, we calculate the number of `1' in it. The 
solution with the lowest number of `1' would be selected. The pseudo-code for the 
particle swarm search method is illustrated in Algorithm 1.  

Algorithm 1. A Rough Set Reduct Algorithm Based on Particle Swarm 

begin 
    Calculate U', U'pos using Eqs.(3) and (5). 
    Initialize the particle swarm, and other parameters. 
    While (the end criterion is not met) do 
      t=t+1 
      Calculate the fitness value of each particle,  
        if POS'E ≠ U'pos, the fitness is punished as the 
           total number of the condition attributes, 
        else the fitness is the number of 1. 
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1 21* n *

i np arg min ( f ( p ( t ), f ( p ( t )), , f ( p ( t )));== − L  

      For i= 1 to n; 
        

1 1# n #
i i i ip ( t ) arg min ( f ( p ( t ), f ( p ( t ));== −  

        For j = 1 to d 
            Update the j-th dimension value of pi and vi  
               according to Eqs.(7) and (8); 
        Next j 
      Next i 
    End While.  
End. 

3.3   Experiments Using Benchmarks 

To illustrate the effectiveness and performance of the considered algorithms, we illus-
trate the rough set reduct process and results through two benchmark problems. In this 
experiment, Genetic algorithm (GA) was used to compare the performance with PSO. 
In GA, the probability of crossover is set to 0.8 and the probability of mutation is set 

to 0.08. In PSO, 1φ  and 2φ both are 1.49, and the inertia weight w is decreasing line-

arly from 0.9 to 0.1. The size of the population in GA and the swarm size in PSO both 
are set to ( even )( 10 + 2 * sqrt( D ) ), where D is the dimension of the position, i.e., 
the number of condition attributes. In each trial, the maximum number of iterations is 
(int)(0.1 * recnum + 10* (nfields - 1)), where recnum is the number of records/rows 
and nfields is the number of condition attributes. Each experiment (for each algo-
rithm) was repeated 3 times with different random seeds. We consider two benchmark 
datasets, such as lung-cancer and lymphography from AFS2. 

Figure 3 illustrates the performance of the algorithms for lung-cancer and 
lymphography datasets, respectively. For lung-cancer dataset, the results (the number 
of reduced attributes) for 3 GA runs were 10: {1, 3, 9, 12, 33, 41, 44, 47, 54, 56} (The 
number before the colon is the number of condition attributes, the numbers in brack-
ets are attribute index, which represents a reduction solution). The results of 3 
 

           
[a]                                                                   [b] 

Fig. 3. Performance of rough set reduction for [a] lung-cancer dataset and [b] lymphography 
dataset 

                                                           
2 http://sra.itc.it/research/afs/ 
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PSO runs were 9: {3, 8, 9, 12, 15, 35, 47, 54, 55}, 10: {2, 3, 12, 19, 25, 27, 30, 32, 40, 
56}, 8: {11, 14, 24, 30, 42, 44, 45, 50}. For lymphography datasets, the results of 3 
GA runs all were 7: {2, 6, 10, 13, 14, 17, 18}, the results of 3 PSO runs were 6: {2, 
13, 14, 15, 16, 18}, 7: {1, 2, 13, 14, 15, 17, 18}, 7: {2, 10, 12, 13, 14, 15, 18}. PSO 
usually obtained a better result than GA. 

4   Extracting Knowledge from fMRI Data 

We analyze the fMRI data from three cognition experiments: Tongue movement ex-
periment, Associating Chinese verb experiment, and Looking at or silent reading 
Chinese word experiment. They are involved in 9 tasks: 0 - Control task; 1 - Tongue 
movement; 2 - Associating verb from single noun; 3 - Associating verb from single 
non-noun; 4 - Making verb before single word;  5 - Looking at number; 6 - Silent 
reading Number; 7 - Looking at Chinese word; 8 - Silent reading Chinese word. We 
select 13 ROIs and rank their actives as 0, 1, 2 and 3. The dataset includes 1 record 
for control task and 2580 records for other 8 cognitive tasks. In other words, the in-
formation system consists of 2581 rows and 14 columns. 2581 objects with 13 condi-
tions and 1 decision attributes could be classified to 9 classes. The swarm size in PSO 
is set to 18. Each experiment (for each algorithm) was repeated 3 times with different 
random seeds. Other parameter settings are set to as same as ones for the benchmarks 
in last section. When our algorithm put out the reduction results, we check each parti-
cle for the solution. If the solution of the particle satisfies the criterion POS'E = U'pos, 
we accept the solution. It provided 18×3 opportunities to extract the rules, although 
the length of these reduction results are not always ''best'', a minimum length. Some of 
rules are illustrated as follows: 

Rule1: if M1=2, SMA=2, Broca=2 then Task=1; 
Rule2: if BAs { 7,19,20,40,44,45 } =3, BSC=2 then Task=2; 
Rule3: if BAs { 10,11,13,44,45 } =3, BSC=1 then Task=3; 
Rule4: if BAs { 7,19,40 } =3, BSC=3 then Task=4; 
Rule5: if SMA=2, Broca=3 then Task=6; 
Rule6: if SMA=2, Broca=2, Wernike=3 then Task=8. 

5   Conclusions 

In this paper, we investigated the rough set approach to extract knowledge from fMRI 
Data. The data preprocessing workflow and methods for the rough set approach were 
first discussed. A rough set reduction approach was presented based on particle 
swarm optimization algorithm, which discover the best feature combinations in an 
efficient way to observe the change of positive region as the particles proceed through 
the search space. We also evaluated the performance of particle swarm optimization 
algorithm with genetic algorithm based on two benchmark datasets. Empirical results 
indicated that PSO usually required shorter time to obtain better results than GA, 
although its stability needs to be improved in further research. The swarm-based 
search approach provides some good benefits in the multiple reduction problems for 
multi-knowledge extraction. We illustrated some results using our approach for fMRI 
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data analysis. Although the correctness of the rules need neuroscientists to analyze 
and verify further, the approach is helpful for cognition research. 
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Abstract. This paper presents an application of Differential Evolution (DE) to 
determine optimal crop plan for command area of Pamba-Achankovil-Vaippar 
(PAV) link project, so as to maximize the net irrigation benefit. The mathemati-
cal model of the problem is linear in nature subject to various constraints due to 
availability of total land area, water, fertilizers, seeds and manure, etc. Numeri-
cal results show that DE gives a better performance in comparison to the usual 
software tools used for solving such problems.  

Keywords: Differential Evolution, Reservoir, Crop Plan, Optimization. 

1   Introduction 

DE has emerged as one of the most promising contemporary optimization technique 
in the past few years. Some of the reasons for the popularity of DE include easy im-
plementation, little parameter tuning and fast convergence. It has been successfully 
applied to solve a wide range of optimization problems such as clustering [1], unsu-
pervised image classification [2], digital filter design [3], optimization of non-linear 
functions [4], chemical engineering processes [5] and multi-objective optimization [6] 
etc. In the present study we discuss the performance of DE to obtain optimal crop 
plans under adequate, normal and limited irrigation water availability for irrigation 
area under the PAV link project. A linear programming based optimization model is 
used for this. 

The proposed Pamba-Achankovil-Vaippar Link project has three storage reser-
voirs, two tunnels, necessary canal system and a few power generating units [7]. The 
Punnamedu reservoir (reservoir-2) is located at a higher elevation on river Pamba Kal 
Ar in the Pamba basin of Karala state in India, which serves a part/full of its down-
stream mandatory requirements and supplies surplus water to reservoir-1 by intra-
basin export of surplus water (diversion) through tunnel-2. The Achankovil Kal Ar 
reservoir (reservoir-1) located on Achankovil Kal Ar river in Achankovil river 
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,Fig. 1. Schematic Diagram for PAV Link Diversion System 

 

Fig. 2. Monthly inflows at Reservoir-I 

basin of Kerala state, supplies water for irrigation purposes to the state of Tamilnadu, 
through tunnel-1 to the main canal. The water from main canal is then distributed to 
the command area of Vaippar basin in Tamilnadu state. The reservoir is proposed as a 
within-the-year storage scheme. Figure 1 shows a schematic representation of the 
PAV link diversion system. Besides this, reservoir-1 releases water for power genera-
tion. The Achankovil reservoir (reservoir-3), which is located on Achankovil river in 
the Achankovil river basin of Kerala state, besides acting as a pumped storage scheme 
accommodating the water drawn from the upstream reservoir-1, also serves the pur-
pose of releasing water to downstream to meet its downstream mandatory demands. 
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Also, if there is deficit at reservoir-1 the surplus water of reservoir-3 can be pumped 
back to reservoir-1. The monthly inflow at reservoir-1 for the 50 percent, 75 percent 
and 90 percent water year dependable flows are shown in Figure 2.  

The GCA (gross command area) potential and CCA (culturable command area) po-
tential of the project would be 145,573 and 101,555 ha, respectively. The proposal is 
to irrigate 91,400 ha (CCA actually considered) of area per annum with an irrigation 
intensity of 90 percent. The proposed cropping pattern was formulated by the Tamil-
nadu State Agriculture Department exclusively for this project. Crop areas given in 
the report were determined on the basis of the food requirements of the population 
likely to be benefited from project. The suggested cropping pattern consists of 8 crops 
namely; Paddy, Oilseed, Jowar, Vegetables (Brinjal, Ladyfinger and Beans), Pulses, 
Bajra, Cotton and Chillies; the proposed corresponding area allocation for each crop 
is 15234, 7109, 12187, 15233, 6093, 15233, 12187 and 8124 ha, respectively, and 
crop yields  from these crops under irrigation area; 5.39, 1.51, 2.56, 3.0, 0.741, 2.56, 
1.66 and 1.51 metric tones (M.T) per unit cropped area, respectively. The gross irriga-
tion requirement for the command area as per project is 635 mcm including transmis-
sion losses.  

The total production from proposed irrigation, cost of produce and expenses on 
cultivation of various crops under irrigation conditions, i.e., total cost on seeds, fertil-
izers, manure, irrigation charges and labour per unit area of each crop is available 
from project report [8]. The water release from reservoir-1 for irrigation is obtained 
through joint operation of the reservoir system with the help of successive approxima-
tion dynamic programming model [9]. The water available at the main canal is further 
distributed among the areas under Reaches-I, II and III. In this study, however, opti-
mal cropping patterns are presented for the total CCA for water available during 50 
percent, 75 percent and 90 percent water year dependable flows. The remaining of the 
paper is organized as follows; in section 2, we briefly describe the working of DE. In 
section 3, we discuss the mathematical model used in the present study. Section 4 
deals with experimental settings. In section 5, we give numerical results and the paper 
finally concludes with section 6. 

2   Differential Evolution 

Differential Evolution was proposed by Storn and Price [10]. It is a population based 
algorithm like genetic algorithms using the similar operators; crossover, mutation and 
selection. The main difference in constructing better solutions is that genetic algo-
rithms rely on crossover while DE relies on mutation operator [11]. DE works as 
follows: First, all individuals are initialized with uniformly distributed random num-
bers and evaluated using the fitness function provided. Then the following will be 
executed until maximum number of generation has been reached.For a D-dimensional 
search space, each target vector gix , , a mutant vector is generated by 

)(* ,,,1, 321 grgrgrgi xxFxv −+=+  (1) 

where },....,2,1{,, 321 NPrrr ∈ are randomly chosen integers, must be different from 

each other and also different from the running index i. F (>0) is a scaling factor which 
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controls the amplification of the differential evolution )( ,, 32 grgr xx − . In order to 

increase the diversity of the perturbed parameter vectors, crossover is introduced [12]. 
The parent vector is mixed with the mutated vector to produce a trial vector 1, +gjiu , 
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where j = 1, 2,……, D; ]1,0[∈jrand ; CR is the crossover constant takes values in the 

range    [0, 1] and ),.....,2,1( Djrand ∈ is the randomly chosen index. 

Selection is the step to choose the vector between the target vector and the trial 
vector with the aim of creating an individual for the next generation. 

3   Mathematical Model 

A linear programming based optimization model is used for crop planning. The model 
maximizes net returns from crops and yields optimal crop plan and monthly releases 
required from reservoir-1. Surface water, land availability, fertilizers (N, P, and K), 
seeds and manure requirements are considered as constraints in the model. For the 
purpose of modeling, the crops have been segregated as food grains, cash crops and 
others. Paddy, Jowar and Bajra are clubbed together as these falls under the category 
of food grains.  

Crop Planning Model 
Objective function: 

TT PGZMax −=  (3) 

iiii
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In the above equation Z = annual net return from irrigated agriculture, GT = total 
annual gross returns from crops, PT = total annual net expenses on cultivating crops, 
N = total number of crops, i= 1, 2, …, 8 for Paddy, Oilseeds, Jowar, Vegetables, 
Pulses, Bajra, Cotton and Chillies, respectively, Ai = area under ith crop, CSi = ex-
penses on seeds for ith crop per unit area, CMi = expenses on manure for ith crop per 
unit area, CFi = expenses on fertilizers for ith crop per unit area, CLHi = expenses on 
labor and machinery for ith crop per unit area, CIi = expenses on irrigation water 
charges for ith crop per unit area, yi = crop yield in weight units from ith crop per unit 
area, and bi = value of crop produce from ith crop per unit yield. 
 

Constraints 

(i) Surface Water Availability Constraint 
The volumes of water releases should be less than or equal to the surface water avail-
able, i.e., 
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where Wi,t = gross irrigation requirement of ith crop during time period t in terms of 
depth , Ai = area under ith crop and Rt = irrigation water released from reservoir in 
time period t. 

 

(ii) Land Availability Constraints: 

The net area allocated to the given crops should be less than or equal to the total area 
available, i.e., 

  AA andt   allfor,AA)(λ
N
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TiTiti,

N
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∑∑

==

≤≤  (5) 

where λi,t = land use coefficient of the ith crop during time period t and AT = total area 
under irrigation per annum. 
 

(iii) Yield Requirement Constraint: 
Yield produced from the crops should be greater than or equal to the proposed yield 
requirement, i.e., 

iallfory A yand6and31,iforyAy i
Ti

i i

i
Tii i

≥=≥∑ ∑  (6) 

where i
Ty  =total yield required from ith crop. 

 

(iv) Fertilizers Availability Constraints: 
Quantity of fertilizer of type ƒ required will be less than or equal to the quantity of 
fertilizer type ƒ available, i.e., 

∑
=

≤
N

1i
T,ii, allforFAF fff  (7) 

where Ff,i = quantity of fertilizer type f required per unit area for ith crop and Ff,T = total 
available quantity of fertilizer of type f. Three types of fertilizers have been considered 
in the application of model, i.e., Nitrogen, Phosphorus and Potassium (N, P, K). 

 

(v) Manure Availability Constraint: 
Total quantity of manure required will be less than or equal to the total quantity of 
manure available, i.e., 

∑
=

≤
N

1i
Tii MAM  (8) 

where Mi  = quantity of manure required per unit area for ith crop and MT = total 
available quantity of manure. 
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(vi) Seeds Availability Constraint: 

Si Ai ≤ ST  for all  i (9) 

where Si  = quantity of seeds required per unit area for ith crop and Si,T  = total avail-
able quantity of seeds for ith crop. 

 

 (vii) Bounds on Areas under Various Crops: 

Ai,min ≤ Ai ≤ Ai,max (10) 

where Ai,min = lower limit on the area under ith crop and Ai,max = upper limit on the 
area under ith crop. 

A minimum crop area constraint has been specified on each crop so as to see that 
area occupied by crops does not fall below area under rain-fed cultivation. It has also 
been specified that area proposed under cotton and chillies should not be more than 18 
percent and 17 percent of annual irrigation. This condition is justified because their 
yields have high revenues and optimally higher area allocation to these crops may cause 
reduction in food grain output, which is socially undesirable. It has been considered 
essential that total food grain production should not be less than 101, 995 M.T. 

4   Experimental Settings  

In this section we give the data used for the mathematical model used in section 3 and 
the parameter settings for DE. From information available [13] estimates of average 
values of quantities/ha required for each crop for resource inputs, i.e., seeds, manure 
and fertilizers are obtained. Total requirements of these resources are obtained from 
these values and crop area allocation as per project report. Initially it was assumed 
that total quantity available for each resource is equal to total quantity required for the 
resource. The crop planning model is solved using LINGO package. The first trial run 
is made of the model assuming that the amount of each resource available is equal to 
the required amount, and from results it was seen that out of the total CCA, i.e., 91400 
ha only 88818.64 ha is allocated to the crops, i.e., with this trial the total CCA was not 
allocated to various crops (Table 1). Further model runs were made by varying quan-
tity of resource availability in some percent of required amount the area allocations 
for these trials are given inTable 1. 

Finally it was assumed that 120 percent of the total quantity initially estimated for 
each resource may be considered as the extent of quantity available as input, for 
which almost all the area proposed has been allocated (Table 2).  
 

Parameter settings for DE 

As discussed in the earlier section, DE requires very few parameter settings in com-
parison to other Evolutionary algorithms. Only three parameters; Population size, 
crossover constant and scaling parameter are needed for DE. 

Population size: 30; crossover constant CR= 0.5; Scaling parameter F = 0.5. 
Maximum number of generation: 1000; Number of runs: 30;            
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Table 1. Optimal area allocations 
with variable resource inputs avail-
able 

Resource 
Inputs 

Optimal Area 
Allocations 
(ha) 

80% 73120.00 

90% 74384.31 

100% 88818.64 

110% 89754.08 

120% 91399.99 

130% 91400.00 

Table 2. Extents of resource available 

Resource 
 
Extent 

Availability+  
N 5774510 
P 4911240 

Fertilizers 
   (kg) 

K 2303256 
Manure (M.T.) 1431135 

Paddy 1188252 
Oil seeds 2102154 
Jowar 93838.8 
Vegetables 178403.04 
Pulses 329049 
Bajra 255906 
Cotton 319893 

Seeds 
(kg) 

Chillies 329049 

Table 3. Performance Comparison of DE with LINGO for 50%, 75% and 90% water year 
dependable flow 

 

5   Numerical Results 

The performance of DE is compared with LINGO, which is another popular software 
tool for solving Linear Programming Problems. From the numerical results given in 
Table 3, it can be seen that for 50% water year dependable flow, both DE and LINGO 
gave exact results. However for 75% and 90% water year dependable flow perform-
ance of DE is superior to LINGO in terms of net profit. For 75% water year 
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dependable flow, the net profit as obtained by DE is 16503.3 and by LINGO is 
16449.01, which shows an improvement of 0.33 %. For 90 % water year dependable 
flow DE gave a profit of Rs 15319.1, whereas profit obtained by LINGO is Rs 
15264.7, which shows an improvement of 0.36 %. Also we get to know the optimal 
area allocation for different crops while using DE and LINGO. The time taken by DE 
and LINGO are same for all the three cases. 

  
         (a)                                                                                (b)  

 

 
  (c)  

Fig. 3. (a), (b), (c) represent convergence graphs for 50%, 75% and 90% water year dependable 
flow 

 

Fig. 4. Objective function value obtained by DE and LINGO 
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6   Conclusion  

In the present study an application of DE is shown for determining the optimal crop-
ping pattern so as to maximize the net profit under the given conditions. Its perform-
ance is compared vis-à-vis LINGO, which is a very popular tool for solving Linear 
Programming Problems.  Numerical results show that DE gives a superior perform-
ance in comparison to LINGO for 75% and 90% water year dependable flow. Thus 
DE may be considered as an alternative for solving such type of problems. In future 
we shall be comparing the performance of DE with other techniques like PSO for 
solving similar types of problems. 
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Abstract. Several metaheuristic approaches for global optimization (GO) are 
investigated and their performances compared in this paper. We critically re-
view and analyze recently proposed Stochastic Genetic Algorithm (StGA) for 
GO and compare it with our GO hybrid metaheuristic called Genetic LPτ and 
Simplex Search (GLPτS), which combines the effectiveness of Genetic Algo-
rithms during the early stages of the search with the advantages of Low-
Discrepancy sequences and the local improvement abilities of Simplex search. 
For comparison purposes we also use Fast Evolutionary Programming (FEP) 
and Differential Evolution (DE) methods. In parallel to our method, FEP and 
DE, we investigate further, re-run and test the StGA implementation on a num-
ber of multimodal mathematical functions. The obtained StGA results demon-
strate inferior performance (compared with our GLPτS and DE methods), 
producing much worse than the reported in [1] results (with the only exception 
for the two-dimensional cases). We argue that the published in [1] accuracy and 
convergence speed results (given as number of function evaluations) are incor-
rect for most of the testing functions and investigate why the method is failing 
in those cases.  

Keywords: Hybrid methods, Metaheuristics, Evolutionary computation, Global 
optimization. 

1   Introduction 

The GO techniques could be broadly classified into three groups – deterministic, 
heuristic (or stochastic, including metaheuristic approaches), and hybrid methods. The 
objective functions of the deterministic methods are usually subjected to certain as-
sumptions and involve calculation of the derivatives or Lipschits constants, which 
provide analytical rules and mechanisms for reaching a global optimum in a finite 
number of steps. The methods from the second group use heuristic and stochastic 
rules to guide the search, with meta-heuristic ones having even adaptive rules that 
tailor the search to the particular landscape of the objective function. The algorithms 
from these two groups have specific advantages and drawbacks and in order to im-
prove their performances, authors often hybridize them, in search for faster and more 
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robust techniques [1, 2, 3]. In this study, we critically analyse and compare perform-
ances of several GO approaches with our hybrid GO method that uses novel meta-
heuristic rules and a local search [4]. 

2   GO Heuristic Methods Used in the Comparative Study  

In this section we briefly introduce our hybrid metaheuristic method, called Genetic 
LPτ and Nelder-Mead Simplex Search (GLPτS) [4], which combines the effectiveness 
of GA during the early stages of the search with the advantages of the LPτO method 
[2], and the local improvement abilities of Simplex search. In [2] we reported promis-
ing results for the LPτO global optimisation technique over a set of multimodal test 
functions of moderate dimensions (up to 20). However, in order to be able to handle 
efficiently problems of higher than 20 dimensions, we improved the hybrid method by 
incorporating evolutionary strategy and genetic operators for finding promising re-
gions in the early exploration of the searched hyperspace. Also, our initial population 
points are not random (as in a conventional GA), but uniformly distributed LPτ points 
(detailed description of the method can be found in [4]). 

Generally, the technique could be described as follows: 

a) Generate a number I of initial LPτ points; 
b) Select G points, (G ∈  I), that correspond to the best function values. Let this 

be the initial population p(G) of the GA; 
c) Perform GA until a halting condition is satisfied; 
d) From the population p(G) of the last GA generation, choose N points (1 ≤ N ≤ 

G/2); 
e) Initialize the LPτO search in the neighbourhood of each chosen point; 
f) After the stopping conditions of the LPτO searches are satisfied, initialize a lo-

cal Simplex Search in the best point found by all LPτO searches. 

In this work we also use Fast Evolutionary Programming (FEP), [3], for a com-
parison, and implement and report results for Differential Evolution (DE) method. 
This is a well known technique and four different implementations of DE are applied 
for optimisation of a number of 2 to 30 dimensional test functions in [5]. 

The other metaheuristic approach, which is the main subject of the critical review 
and investigation of this work, is Stochastic Genetic Algorithm (StGA). The novelty 
claimed by the authors in [1] is the employed stochastic coding strategy. However, 
this approach is very similar to a class of Genetic Algorithms that use local improve-
ment procedures as part of the evaluation of individuals [6, 7], also known as Memetic 
Algorithms [8], which, in general need more function evaluations to converge to a 
global solution. The reported in [1] optimization results from tests on mathematical 
functions were considerably superior and so dominant (reducing the computational 
effort sometimes more than 100 times, e.g., compared with FEP, in the case of func-
tion f8, Table 1), that we decided to further investigate this method, implement it and 
execute all tests again (we also used Matlab for this purpose). 
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The proposed in [1] StGA method can be described briefly as follows: 
a) Initialize the population with size NP; 
b) Perform local selection for the current population; 
c) Perform global selection for the current population; 
d) Perform recombination with the selected individuals; 
e) Perform mutation with probability Pm and compute the fitness function for the 

new individuals; 
f) If the predefined number of iterations is not reached, repeat steps 2 to 6 for the 

new population. 

1
1R

M1

2
1R

M2
1
2R

C1

C2

3C
3M

 

Fig. 1. Illustration of StGA crossover.  C3 is the child chromosome, result of crossover of the 
parents C1 and C2. The chromosomes represent stochastic regions around the mean points Mi 
(each determined by five randomly chosen asexual children).  

The novelty of StGA is the Stochastic Coding Mechanism – individuals are not 
coded as points with n coordinates in the space, but as regions with mean and vari-
ance in each direction of space. For example, one chromosome is given as  

Ci = [(Mi1, Vi1), (Mi2, Vi2), …, (Min, Vjn)], where i = 1, …, NP, n is the problem di-
mensionality, Mij is the mean value in each direction and Vij – the corresponding vari-
ance. This coding plays a role only during the local selection stage. All other stages of 
StGA are trivial, in terms of being used in most evolutionary algorithms. 

One specific characteristic of StGA is that the authors use chromosome binary rep-
resentation with flexible number of bits for each test function. 

3   Discussion and Critical Comparison 

For demonstrative purposes, let us consider Fig. 1, where two chromosomes from a 
parent generation are denoted with C1 and C2. 

During the local selection, five points (N = 5, asexual children) are generated ran-
domly in stochastic regions around points M1 and M2. The size of the regions corre-
sponds individually to each chromosome Ci and is different for all n dimensions (n=2 in 
Fig. 1). If any of the asexually produced children has better fitness value than the corre-
sponding mean Mi, it takes the place of Mi (and the stochastic region shrinks a bit), 
otherwise, the stochastic region expands a bit. After the local selection phase, there is a 
global tournament selection, where the chromosomes are selected for the mating pool.  
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Let C1 and C2 be two such points expected to undergo crossover to produce a new 

chromosome 3C . As described in [1], and further clarified in our correspondence with 

the authors, the crossover in the mating pool has the following steps: 

a) The mean points M1 and M2 (that correspond to the chromosomes C1 and C2) are 
coded as integer binary strings; 

b) After one-point crossover of M1 and M2 and taking the average of the corre-

sponding radii of the stochastic regions, a new chromosome 3C  is produced with 

a mean 3M  and stochastic region with 1 1 1
3 1 2( ) / 2R R R= +  and 

2 2 2
3 1 2( ) / 2R R R= + . 

Although M1 and M2 are points with real coordinates, when coded, their coordinates 
are transformed into integers. The authors claimed that their coding mechanism al-
lows “a somewhat coarse division of the variable space without compromising the 
accuracy of the final solution”, because “those points that are not covered by the 
binary string could also be approached by StGA through numerical sampling of the 
stochastic regions” (provided by the local selection phase). However, we argue that 
such an integer binary coding can lead to misinterpreting the actual search and can 
produce misleading results, mainly due to: 

a) Let the chromosomes C1 and C2, that were chosen for the mating pool during the 
tournament selection, have fitness values F1=F(M1) and F2=F(M2) respectively. 
After coding M1 and M2 as integer binary strings, two new points *

1M  and *
2M  

(with integer coordinates) that most likely have two different fitness values – F*
1 

and F*
2 will be obtained. These values will not necessarily be as good as the val-

ues of F1 and F2. Or, at least it can be said that the fitness values used in the se-
lection procedure, do not correspond to the actual coded individuals. Therefore, 
the new solution 3M  (obtained by one-point crossover of *

1M  and *
2M ) is most 

likely not to correspond and not to lead to an improved fitness value, which in 
turn puts question mark about the method convergence to a global minimum. 

b) It is obvious that 3M  will have coordinates with integer values (generated as an 

integer binary string). In the next generation, during the local selection stage, 
N = 5 points will be generated in the stochastic region of point 3M . However, 

even if a better point 3M̂ , (F( 3M̂ ) < F( 3M )) is encountered during this stage, 

and is selected to be a representative of the chromosome 3C , when chosen for the 

mating pool, its coordinates will be transformed into integers as well. Therefore, 

it is likely (especially if the stochastic region is small) that the new point 3M̂  will 

coincide with 3M  after the coding. As stated by the authors in our correspon-

dence: “the integer determined by each binary string corresponds to a real num-
ber in the physical space of the variable being represented”. If we consider the 
cases of functions f7, f9 and f20, where 8-bit binary representation is used, the 
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number of represented values (chromosomes) will be 2(27-1) + 1 (assuming one 
bit is used for the sign). It can be seen that not too many numbers (chromosomes) 
can be presented in this way and that the numerical grid is rough enough to miss 
vital optimization points in the searched space. 

Considering the last proposition, one can conclude that the size of a stochastic re-
gion plays very important role during the local selection (the size is given by the radii 

j
iR , j = 1, …, n and i = 1, …, K, where K is the population size). Accordingly to [1], 

radii j
iR  take random values in the region 

V
iR  = (1/120~1/80) (Bui - Bli), (2) 

and can decrease or increase during the optimization with an adaptation step δi = 
(2/100~5/100) R

iV , where R
iV  takes random value within V

iR . 

To demonstrate our second proposition, let us consider the Rastrigin function (f9), 
used as a test function in [1]. The global minimum fmin (0, …, 0) = 0 is in the origin 
and the function is investigated in the interval [-5.12, 5.12], n = 30. From (2) follows 
that V

iR  = [0.853, 0.128] and the maximal possible value for R
iV  = 0.128. Therefore, 

the maximal possible interval for δ i = (0.00256, 0.0064). After k iterations, providing 

the stochastic region is always expanding, the maximal possible value for the radii 
j

iR  will be j
iR  = 0.128+0.128*k*0.0064. Let us assume k = 200 (the authors used 

190 iterations in total), then the maximal possible value for any radius of any stochas-
tic region will be j

iR  = 0.292. Following our previous discussion, the coordinates of 

all asexually produced children, when coded in a region with this radius will coincide 
with the closest integer. In the case of Rastrigin function, we argue that these values 
are ‘very small’ and the authors’ coding makes the local selection practically useless, 
since all asexual children will be too close to Mi. 

3.1   Counting the Number of Function Evaluations 

Mean number of function evaluations (MNFE) is commonly used metrics for assess-
ing convergence properties of many GO methods. This metric is also used in [1], but 
we believe that the MNFE needed for StGA is not correctly calculated in [1].  

Accordingly to the results shown in Table II of [1], MNFE = (NP*NS)*NG, (where 
NP – population size, NS – number of children produced during local selection in 
each region and NG – number of generations), which would give the number of func-
tion evaluations only for the local selection stage, but not for the computation of each 
new generation and also excludes the number of initial points. The actual process 
count, in our view, should be: NP(1+NS+1+NS +1+…+ NS + 1). Therefore, the total 
number of function evaluations should be: NP + NG*(NP*NS+NP). 

For function f1 this would give 39030 number of function evaluations in total, in-
stead of the 30000 reported in [1]. However, even if the counting was correctly done, 
there is still significant difference between the performance of StGA and the other 
Evolutionary heuristics used in this comparative study. 
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4   Simulation of StGA and Comparison of Results 

We simulated in Matlab the proposed by Tu and Lu StGA method and tested it on the 
same test functions and used the same parameter values as given by the authors (in 
Table II and Table VII of [1]). The obtained results are given in Table 1. 

Table 1. Comparison of StGA [1] with StGA* (our implementation), FEP and GLPτS (without 
function tuning) in terms of number of function evaluations. All functions are 30 dimensional.  

Fun  StGA StGA* GLP S FEP 
f1 30 000 111 000 117 355 150 000
f2 17 600 174 000 105 673 200 000 
f8   1 500 265 000  96 600 900 000 
f9 28 500 250 000 132 183 500 000 
f10 10 000 118 000 103 229 150 000 
f11 52 500 165 000 101 495 200 000 
f12   8 000 125 000 111 884 150 000 
f13 16 000 135 000 122 835 150 000 

 

We also performed parameter tuning individually for each testing function when 
implementing our GLPτS method [4], and our simulation of DE method [5] (Table 2). 

As expected there was a large discrepancy between the reported in [1] results (sec-
ond column of Table 1 and Table 2) and our implementation StGA* of the method 
(column 3 of the tables). It can be seen from Table 1 and Table 2 that the results of 
StGA* are inferior in most of the cases (with the exception for FEP). 

Table 2. Comparison of StGA [1] with StGA* (our implementation), FEP, GLPτS and DE (last 
two methods with individuall tuning for each function). All functions are 30 dimensional.  

Fun  StGA StGA* FEP GLP S DE 
f5 45 000 1x106 2x106 43 186 115 137
f8 1 500 265 000 900 000 14 333   20 691 
f9 28 500 250 000 500 000 66 729 118 936 
f10 10 000 118 000 150 000 18 741   46 157  
f11 52 500 165 000 200 000 14 446 34 210 

 

Results from additional experiments and simulations are also given in Table 3. 
Here, in the second column, we show the accuracy (mean value and standard devia-
tion given in parentheses) for each function reported in [1]; in the third column - the 
analytic minimum that we want to achieve; in the fourth column - the accuracy results 
(mean and standard deviation) achieved by our simulation of StGA; in the fifth col-
umn - the number of successful runs out of 20; and in the last two columns we give 
the best and worst optimization values achieved in those 20 runs. We used as a stop-
ping criterion the number of function evaluations given in Table II of [1], as we ex-
pected the method to converge to a global minimum for that expense (as reported by  
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Table 3. Comparison of the StGA accuracy results reported in [1] and our implementation 
StGA*. The same parameter values are used in both cases. 

StGA in [1] Analytic 
Min 

StGA* our simulation Succ. 
Runs

Min Max 

 f1 2.45x10-15 (5.25x10-16) 0 2.54 x10+3 (741.58) 0/20 505.31 3.9 x10+3

f2 2.03x10-7 (2.95x10-8) 0 17.6 (18.67) 0/20 6 93.875 
f3 9.98x10-29 (6.9x10-29) 0 6.8x10+5 (1.86x10+5) 0/20 4.5 x10+5 1.2 x10+6

f4 2.01x10-8 (3.42x10-9) 0 25.47 (3.76) 0/20 17.97 32.84 
f5 0.04435   (0.0) 0 563.37 (686.37) 0/20 54.05 2.3 x10+3

f6 0.0         (0.0) 0 3.58 x10+3 (465.8) 0/20 2.65 x10+3 4.6 x10+3

f7 8.4x10-4 (1.0x10-3) 0 2.31 x10-4 (2.1 x10-4) 20/20 6.4 x10-5 9.5 x10-4

f9 4.42x10-13 (1.14x10-13) 0 16.155 (23.95) 9/20 0 101.7 
f10 3.52x10--8 (3.51x10-9) 0 16.33  (2.8) 0/20 8.593 18.85 
f11 2.44x10-17 (4.54x10-17) 0 145.29 (28.99) 0/20 98.65 214.25 
f12 8.03x10-7 (1.96x10-14) 0 173.34 (34.97) 0/20 121.28 275.38 
f13 2.01x10-8 (3.42x10-9) 0 3. 8 x10+3 (1.34 x10+4) 0/20 266.45 6 x10+4

f14 1.0       (0.0) 1 0.998  (7 x10-8) 20/20 0.998 0.998 
f15 3.179x10-4 (4.726x10-6) 3.08 x10-4 5.49 x10-4  (2.8 x10-4) 20/20 3.2 x10-4 0.0012 
f16 -1.03034 (1.0x10-3) -1.0316 -1.0316 (4.53 x10-6) 20/20 -1.0316 -1.0315 
f17 0.3986  (6.0x10-4) 0.398 0.3979 (2.54 x10-5) 20/20 0.3979 0.3980 
f18 -9.828  (0.287) -10.1532 -4.28  (2.71) 3/20 -10.1532 -2.63 
f19 -10.40 (0.0) -10.4029 -6.01  (3.71) 8/20 -10.403 -1.8371 
f20 -10.45  (0.037) -10.5363 -5.21  (3.21) 5/20 -10.5363 -1.8589 
f5

100 1.01 (1.1959) 0 6.8 x10+6  (3 x10+6) 0/20 2.65 x10+6 1.22 x10+7

g(x) -78.29368 (0.03) -78.3322 -56.6687 (1.57) 0/20 -60.23 -53.74 
 

the authors). As it can be seen from Table 3, the StGA method failed to converge in 
most of the cases (with the exception for functions f14 to f17). 

We also experimented leaving the method to run until a global solution (or close 
enough global solution) is found and in all cases (with the only exception of the 2 
dimensional test functions), the computational expense was considerably higher than 
the one reported in [1]. For example, for function f1 we needed more than 110 000 
function evaluations (compared to the reported 30 000), in the case of function f2 - 
more than 170 000 (compared to the reported 45 000), etc. 

The results from our StGA implementation can be summarized as follows: 

a) For the 100 dimensional cases ( 100
5f and g(x)) the StGA simulation (using the 

authors’ parameter values) produced much worse than the reported in [1] results 
and we were not able to achieve even a single successful run; 

b) For the 30 dimensional test functions (f1 - f13), we achieved successful runs for 
two functions only (about 50% success rate for function f9 and 100% success rate 
for f7). For all other functions the method simply failed to converge for the speci-
fied number of function evaluations. The obtained results were not even close to 
the ones reported in [1]. Our hypothesis is that the accidental success for func-
tions f7 and f9 is due to the small number of binary bits used for them – 8, as well 
as the position of the minima – in the origin (0, …, 0). Also, the small search in-
tervals for those functions and the way binary coding works helped StGA to con-
verge accidentally to a global minimum in both of those cases; 
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c) For the cases of 4 dimensional test functions (f18 – f20), the results of StGA simu-
lation looked a bit better, with an average of 25% percent successful runs, but 
were still far from the ones reported in [1]. For one of the four-dimensional cases 
– function f15, our results were comparable with those given in [1], (but with 
worse accuracy); 

d) For all two-dimensional cases (functions f14, f16 and f17) we received very close to 
the published in [1] results (for f16 and f17 they were even slightly better). 

5   Conclusion 

Several GO heuristic evolutionary approaches (StGA, FEP, DE and GLPτS) have 
been briefly investigated, reviewed, tested on a number of multimodal mathematical 
functions of high dimensionality and critically compared based on their convergence 
speed and accuracy. 

The results of our simulation of StGA method lead to a conclusion that the accu-
racy and convergence characteristics (such as number of function evaluations for 
reaching a global minimum) differ significantly from those reported in [1]. For most 
of the test cases (with the only exception for the two-dimensional test functions) the 
method simply failed to reach a global solution for the specified number of function 
evaluations. The authors rightly claim their stochastic coding strategy as a novelty 
(although it might be considered as a memetic algorithm), but in our view, their im-
plementation of chromosomes integer binary coding limits significantly the power of 
their search approach. The results from our implementation show that the method 
either accidentally hits a global solution (mainly, because most of the test functions 
are with global minimum in the origin), or their software implementation contains a 
bug that produced these exceptionally superior results. 

For all of the test functions StGA produced inferior results comparing to DE and 
our GLPτS method. 
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Abstract. The planning of an optimal design of routes is a complex problem of 
optimization and belongs to the type of NP-Hard problems. In this case, to find 
an exact solution is nonviable, and, therefore, it needs methods that assure the 
optimal management of the real resources to the design of the new routes under 
the best criteria about times and costs.  

This paper proposes the use of heuristic algorithms bio-inspired for the op-
timization in the design of the routes under diverse restrictions in the collective 
urban public transport in a town. This is because there are many applications in 
the transport field where this type of heuristic have proved to be very efficient. 
Moreover, among the variables that have greatest impact in developing this 
work, is the passenger demand, seen as uncertain data. For his treatment, it is 
suggested the use of the Fuzzy Sets Theory. 

Therefore, the purpose of this study is to establish a model for solving a 
complex and uncertain problem. 

Keywords: Collective Urban Public Transport, Routes Generator, Combinato-
rial Complexity, Ant Colony Optimization, Fuzzy Demand, Triangular Fuzzy 
Numbers. 

1   Introduction 

The present study examines the problem of generating routes in a system of collective 
urban public transport for any mid-size city. It requires having a model for the suit-
able planning of such lines [1]. The problem has to consider a large number of deci-
sion variables and with uncertain data, which is the passenger demand to cover. 
Therefore, the problem is considered as a complex and uncertain problem of combina-
torial optimization. 

A difficulty of this work, to get the service previously established, is because of the 
impossibility of knowing the exact number of passengers going up and down at every 
stop in each line and in each time period considered within the timeframe set. How-
ever, it may be possible to estimate to these values using mathematical techniques to 
work with estimated data. Thus, it is suggested, as a possible alternative, the use of 
the Fuzzy Sets Theory [12], to keep the information on the terms under which has 
been expressed. 
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Moreover, it is an optimization problem in terms of its resolution, so it must be 
polynomial programmable [13]. So, it needs procedures to provide a solution to the 
problem through a number of operations depending on the size of the problem. 
Among these procedures are those that take the behavior of nature [3] as a reference 
point for its development, also known as Bio-inspired Algorithms. In this area, Ant 
Colony Optimization algorithms, from now on is referred as ACO, are relatively re-
cent and have proved to be efficient in these types of problems. They are based on the 
imitation of how ants of a colony find the shortest path between the nest and the food. 

Therefore, to solve this problem, in Section 2 this paper analyze the social problem 
and the main features to be considered to solve the problem about collective urban 
public transport. And, with this information, in Section 3 it has been proposed the 
following: The construction of routes through an algorithm based on the Ant Colony, 
and the application of the Fuzzy Sets Theory to be able to operate with fuzzy demand. 
This paper finalize with the conclusions and evaluation of the strategy used. 

2   Social Problem and Main Features in Urban Public Transport  

Currently, designing routes in collective urban public transport has a great complexity 
in their operations, caused by the need to provide a good and effective service to the 
passengers who are in the stops in the different routes. To provide a quality service, 
we must build a set of optimal routes to cover all passengers demand with the mini-
mum number of buses, since the number of lines to build depends on the number of 
buses to take. To do so, it must find a system of routes for each pair origin-
destination, with the best results in economic terms, but always getting a fixed level 
of service previously established.  

Overall, maximizing the service quality for the passengers is considered as mini-
mizing travel times and waiting times, and maximizing the service quality for trans-
port companies is considered as reducing the number of buses. In any case, both of 
them depend on the number of passengers who are in the different stops on the topog-
raphical network studied. Therefore, as the demand is not a concrete date, it requires 
the use of techniques to work with estimated data. 

Moreover, it should be considered that changes on routes without the proper tools 
can cause an excessive increase in their time of travel and that passenger demand 
could not be covered. Therefore, it is necessary to consider the main features of the 
problem and the algorithm to use. 

2.1   Combinatorial Complexity 

This problem is considered a complex problem of combinatorial optimization, which 
belongs to the class of problems known as NP-hard, those whose exact resolution 
requires specific models and algorithms with great difficulty and much processing 
time to obtain the optimal solution.  

Otherwise, because of the size of this type of problem, it is considered that could 
be solved in a reasonable computer time through heuristics techniques or efficient 
algorithms, to provide a “good” solution, which is relatively close to the optimum by 
examining only a small subset of the total number of solutions. For this reason, the 
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problem is developed through the use of heuristics techniques, concretely algorithms 
based on the nature, and in a specific way, through an ACO [4]. Complex systems are 
composed of a large set of individual components that interact with each other and 
they can change their internal states as a result of these interactions. The process of 
interactions can generate collective and global behaviour.  

This paper uses one of the more simply algorithms based on the Ant Colony, 
namely as Ant Colony System [9], in order to  construct a routes Generator to this 
problem, where the elements that interact among themselves, called agents, establish 
their relations, the type of communication that may have, when they can do it, and the 
type of information they can share [2].  

In its application to a real problem it is necessary that the same can be represented 
as a graph. Thus, the following Figure represents the search of a path between two 
stops in any network or graph. 

 

Fig. 1. Ant Colony between two stops  

2.2   Fuzzy Demand  

The Fuzzy Sets Theory is a branch of mathematics which considers the subjective and 
the uncertain. If in a problem, the available information is vague or uncertain, is better 
use realistic representations but imprecise than only supposedly accurate models.  
However, the probability and possibility can be linked into a single model, but having 
in mind that they are different concepts.  

Therefore, in this paper, by the consideration that the demand is seen as uncertain 
data, not fixed, it was decided to work with Fuzzy Numbers, concretely Triangular 
Fuzzy Numbers. So, it is possible to represent value of the number of passengers 
between two stops, generating other two values, representing with it the minimum, the 
average and the maximum demand that can occur between these two stops, trying in 
this way the uncertainty in demand. 

This work uses Fuzzy Numbers and Fuzzy Sets, and they are different concepts. 
Next, the following figures represents both of these terms, where in the Figure 2 you 
have a Fuzzy Set between 5 and 8 to represent a range of demand, namely as A, and 
in the Figure 3 there is a Fuzzy Number around 4, to represent a concrete value of 
demand, namely as B. 

 

Fig. 2. A Fuzzy Set for the demand between 5 
and 8, namely as A 

 

Fig. 3. A Fuzzy Number for the demand 
around 4, namely as B 
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Next, the following Figures, considering the ones before, show some operations 
that can be done with these data about the demand. Figure 4 shows the intersection 
operation “AND” of the Fuzzy Set A and the Fuzzy Number B. Figure 5 shows the 
union operation “OR” of the Fuzzy Set A and the Fuzzy Number B. And, finally, 
Figure 6 shows the negation operation “NOR” of the Fuzzy Set A. 

 

Fig. 4. Intersection of the 
Fuzzy Set A and the Fuzzy 
Number B 

 

Fig. 5. Union of the Fuzzy Set 
A and the Fuzzy Number B 

 

Fig. 6. Negation of the 
Fuzzy Set A 

The description of the previous operations has been done for finite demand, it is 
easy to generalize to infinite values of the demand.  

3   Routes Generator with ACO Algorithms under Uncertainty 

Therefore, as discussed before, the problem here studied is the urban network of any 
medium-sized city, composed of a set of nodes that will be the stops and a set of 
edges that connect pairs of nodes or stops. Thus, it may be assumed that the problem 
of itineraries to resolve must be to visit nodes or edges of a graph, in terms of finding 
the shortest paths between each two stops previously considered as origin and destina-
tion, and satisfying a number of additional restrictions. The system, based on input 
data and some restrictions previously established, must determine, in an effective 
way, an optimal design of routes, which provide a fixed level of service and cover the 
demands required respecting the number of buses available. It also provides informa-
tion that needs to be relevant, flexible and adaptable to the changing conditions on the 
environment on which applies. 

3.1   ACO Algorithms 

Currently there are many algorithms based on ACO, such as: Ant System [10], Ant 
Colony System [9], Max-Min Ant System [14], Elitist Ant System, Rank-Based Ant 
System [5] and Best-Worst Ant System [7,8]. Moreover, in any of them, this problem 
can be represented as a graph with weights, in which each arc contains two different 
types of information and with different functions, namely: 

• Heuristic Information: which represents a measure of the cost of the arc, depend-
ing on the specific case, which is calculated before starting the algorithm and it is 
not changed during the performance of the algorithm.  

• Stored Information: which contributes a measure of the “desirability” of the arc, 
represented by the amount of pheromone placed on it and changed during the im-
plementation of the algorithm (based on the number of ants which went over the 
same one previously). 
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Thus, in this study, an ant has been defined as an artificial agent that:  

• Remember all the nodes which it has visited, which are stored in a list.  
• At the end of each iteration, this list contains the solution built by the ant.  
• At each step, from the current node, it chooses a node to move between the possi-

ble nodes that have not been visited yet, as a rule probabilistic transition.  
• Once built its solution, it leaves a trail of pheromone (in an amount that depends on 

the kindness of this solution) on each arc through has gone by and empty the list 
referred to in the first point.  

• Alternatively, it can also deposit pheromone on each arc that runs while building 
the solution. 

According to this, is necessary to determine how to establish the rules of transition 
states and of updating the pheromone. 

3.2   Triangular Fuzzy Numbers to Handle Fuzzy Demand 

In this work, it is used a particular case of Fuzzy Numbers to represent the value of 
the demand, namely as Triangular Fuzzy Numbers. And, as its name suggests, it has 
triangular shape perfectly defined by three real numbers, representing with it the 
range of the demand. The meaning of these three real numbers that define a Triangu-
lar Fuzzy Number are: an initial amount below which it will not descend (a1), other 
over which is impossible to reach (a3), and a third (a2) which represent the highest 
level of presumption.  

Thus, a value of the demand is represented by a Triangular Fuzzy Number that can 
be represented in the two next ways:  
1. Through the list of real numbers that describes it: 

A = (a1, a2, a3)  a1, a2, a3 ∈ R  a1 ≤ a2 ≤ a3 

2. Through its role as membership:  
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3.3   Construction of a Routes Generator 

Once chosen any algorithm based on ACO and with the application of Fuzzy Sets The-
ory [6], by the justifications before, the next is to establish, in a more precisely way, the 
data to construct the routes, as well as the rules to insert the stops in the routes. 

For collecting and processing the necessary information, it requires a previous and 
accurately analysis of the actual situation of the urban transport in the city studied, to 
allow analyzing the characteristics of this problem. This information will be:  

1. Geographic information:  
1.1. Network routes: Current routes and their frequencies 
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1.2. Available resources: Buses (number, types, capacities, etc) 
1.3. Any other relevant information: Restrictions on routes, facilities for dis-

abled people, etc 
2. Reports of demand: Estimations of passengers going up and down at every stop in 

each line, and each time period. 
 

Therefore, from this study of the actual network that represents a town, it’s also 
necessary to get the following input data: 
• Number of stops or nodes in the network 
• Minimum distance between every two stops 
• Ordinary demands of passengers between those stops per hour 
• Special demand among pairs of stops and in what time or time interval considered 

it occurs. 
• Stop or stops representing the city centre 
• Stop or stops that represent extremes of the city 
• Maximum number of routes allowed to be constructed 
• Knowledge about stops with have some type of restriction  
• Percentage of demand allowed not to be covered 

 
Thus, these data are part of the information of the network considered.  

Moreover, we also have to consider the next decision variables: 
• On how obtaining their lines and routes  
• On the insertion of stops in the paths of the routes 

Therefore, the identification of all these data (input data and decision variables) 
will allow subsequently to formalize the problem to solve. Finally, it should be noted 
that the evaluation of the solution implies calculating the objective function of the 
model, and that, moreover, it implies to choose a resolution method, in which there 
must be a commitment between efficiency and quality of the solution obtained.  

On the other hand, the mathematical model, that represents the problem studied, 
can be seen as a multiple objective function (maximize the level of service and mini-
mize the number of buses required) [11] or as a single objective function (maximize 
the level of service, considering the number of buses available as a restriction). In 
both cases, it should be noted that the approach to maximize the level of service is 
considered as minimizing time travel and waiting time of passengers at stops.  

For this reason, when a problem routes is discussed, it is often addressed through 
the formulation of models whose decisions can be obtained through algorithms to 
solve instances of suitable size in a optimal way and in a reduced time. 

Finally, based on all the previous considerations, in the next example, it has been 
implemented an Ant Colony System with Triangular Fuzzy Numbers to work with the 
demand. Programs are designed to get the feasible routes that can be formed from a 
series of stops taken as initial data. Previously, it is necessary, for each possible line 
to be constructed, to have established their origin and destination stops. 

Thus, considering the previous variables and for the following network considered, 
the system would provide the next designs of routes shown in the next Figures. 



312 M.B. Vaquerizo García 

  

Fig. 7. Generation of Lines and their paths 

These feasible routes satisfied specific conditions based on the number of stops, total dis-
tance, maximum time travel, passenger demand satisfied, etc. 

4   Conclusions and Evaluation of the Strategy Used 

A real problem of this type presents some features, mainly in terms of its size, exces-
sive input variables, and also requires that the solution is for real-time.  

An important contribution of this paper is that it differs from the resolution strate-
gies that can be found in the existing literature on the subject. So, among the main 
difficulties of this work, to get the service previously established, is the need to know 
the number of people using each line in each time period. According to it, this work 
uses mathematical strategies, Fuzzy Sets Theory, to control uncertainty data, the pas-
sengers demand in this case. Consequently, the process adds complexity on how to 
solve the problem, but it ensures obtaining better solutions.  

Moreover, the algorithms based on ACO are simple conceptually and, thus, they 
are easy to program and adapt to a high number of problems. However, it has been 
proved that for big networks, with a lot of restrictions and decision variables and other 
considerations, they obtain disappointing results, one reason is the use of randomness 
as the primary mechanism for searching. 

By the other hand, all these algorithms can be improved with a local search algo-
rithm that improves the quality of solutions, including 2-Opt once all the ants have 
completed their path and before the global update of the pheromone. 
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Abstract. Headache is not a disease which typically shortens one's life. How-
ever, it can be a serious social as well as a health problem. Approximately 27 
billion euros per year are lost through reduced work productivity in the Euro-
pean Community. While the diagnostic criteria developed by the International 
Headache Society (IHS) have been extensively used in the epidemiological 
research, there is no such a tool which helps physicians make diagnoses. This 
research focussed on diagnosing certain primary headache types in working 
people employing the rule-based fuzzy logic system. The rules were facilitated 
by the application of the IHS criteria for headache types. Clinical experience 
was used to extend the established rules and improve the system. The proposed 
system is in the starting phase of the implementation at the Clinical Centre Vo-
jvodina, Institute of Neurology in Novi Sad.  

Keywords: headache, diagnosing, rule-based fuzzy logic. 

1   Introduction 

Headache is not a disease which typically shortens one's life. However, it can be a 
serious social as well as a health problem. Headache is a common disorder amongst 
working people. A lot of people with headache are unaware of the type of headache 
they are suffering from. People do not always visit physicians for their complaints, 
and when they do, physicians do not always make a correct diagnosis.    

Migraine is a highly disabling, associated with a substantial economic burden. Ap-
proximately 13 billion dollars per year are lost through reduced work productivity in 
the United States [1]. Migraine is the most expensive neurological problem in the 
European Community costing 27 billion euros annually [2].  

While the diagnostic criteria developed by the International Headache Society 
(IHS) have been widely validated, there is no reliable (software) tool that would help 
physicians make diagnoses [3]. Our efforts are directed towards developing the soft-
ware tool for daily clinical practice in order to distract physician’s attention from 
primary headache. Sometimes, the doctor, preoccupied with work, is satisfied with 
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excluding the organic cause of headache. However, the diagnosis is not conducted to 
the end, which further on has an influence on to the therapy approach.  

The results of our research on 80 patients which suffer from headache were: 12.5% 
patients with migraine, 47.5% patients with tension type headache, and 40% patients 
with other primary headache types; also 20% of those suffering from migraine suffer 
from migraine with aura, while 80% suffer from migraine without aura. The results 
coincide with the research presented in [4]. Now, for the time being, the tool is devel-
oped for migraine – migraine without aura, migraine with aura – tension type head-
ache and other primary headaches, but our plan is to classify the cluster headache and 
other primary headaches as well.   

The rest of the paper is organised as follows. Section 2 presents the rule-based 
fuzzy logic (RBFL) as a successful technique for knowledge-based decision support. 
Basic headache classification and designing the health questionnaire are outlined in 
section 3. Knowledge mining using health questionnaires, and the organisation of our 
questionnaire are given in section 4. Section 5 describes the results of the health ques-
tionnaire and some improvements to the RBFL system. Section 6 describes related 
work and section 7 concludes the paper.                       

2   Rule-Based Fuzzy Logic System    

Rule-based fuzzy logic (RBFL) is considered to be a successful technique for knowl-
edge-based decision support in many domains, including medicine. In this research, 
the rule-based fuzzy logic system was used as a tool for diagnosing certain primary 
headache types.  

Rule-based fuzzy logic systems contain four components as shown in fig. 1. Once 
the rules have been established, the fuzzy logic system can be viewed as a mapping 
from inputs to outputs.    

Fuzzifier
Crisp Output

Processor

Rules

Inference

inputs
x

Crisp

outputs
y

y = f (x)  

Fig. 1. Rule-Based Fuzzy Logic System - basic model 

Rules are the heart of the fuzzy logic system, and may be provided by an expert or 
can be extracted from numerical data. In either case, the rules we are interested in can 
be expressed as a collection of IF-THEN statements. The IF-part of a rule is the ante-
cedent, and the THEN-part of a rule is its consequent. In general, in their original 
form, rule-based fuzzy logic systems were initially used in: 1) forecasting time-series, 
and 2) knowledge mining using surveys [5]. 
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3   Headache and Designing a Health Questionnaire   

The International Classification of Headache Disorders 2nd edition (ICHD) is perhaps 
the single most important document to read for physicians taking an interest in the 
diagnosis and the management of headache patients. All headache disorders are 
classified into two major groups: 1) Primary headaches and 2) Secondary headaches. 
Each group is further subdivided into types, subtypes and sub-forms. Primary head-
aches are thus subdivided into: 1) Migraine, 2) Tension-type headache, 3) Cluster 
headache and other trigeminal autonomic cephalalgias and 4) Other primary head-
aches. There are only six types of migraine, yet these are further divided into 17 
subtypes. 

Considering the wide range of migraine and other headache types, our research fo-
cussed on migraine without aura, migraine with aura, tension-type headache and other 
primary headaches. 

Health questionnaires can cover a variety of topics, such as the etiology of disease, 
response to illness or maintenance of health on the part of the patient or the public, 
and the health care staff and organisation. The health status is the explicit or implicit 
focus of health questionnaires - factors that directly or indirectly influence, measure 
or are affected by people's health.  The diagnostic criteria developed by the IHS have 
been widely validated and were used for creating an original questionnaire. The 
methodological approach to diagnosis of certain headache types – the ”Diagnosis 
Cycle” is presented in fig. 2.  

Patient with headache

ICHD criteria

Anamnesis
&

physical examination

+

Migraine

Tension-type headache

Cluster headache

Other primary headaches

Diagnostic tests

+ -Secondary
headaches

-

 

Fig. 2. The ”Diagnosis Cycle” – methodological approach to diagnosing headache types  

A number of the feed backloops reflect the fact that designing a questionnaire is a 
dynamic, iterative and interactive process. Many decisions have to be made in tan-
dem, and the advent of a computerised system that can be used to carry out many or 
all the phases of a questionnaire has made this even more true.  
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4   Knowledge Mining Using Health Questionnaires     

Knowledge mining means extracting information in the form of IF-THEN statements 
made by questioned people, in our research - patients. These rules can be modeled 
using the fuzzy logic system. It is very important to emphasise that establishing the 
rules in our research was facilitated by our knowledge and the application of the In-
ternational Headache Disorder Criteria (IHDC) for headache types. The diagnostic 
criteria for migraine without aura according to the IHDC are as follows:  
 

A. At least 5 attacks fulfilling criteria B-D;     From the second questionnaire    
B. Headache attacks lasting;     Question 3, answer b) from 4 hours to 3 days  
C. Headache has at least two of the following characteristics:  

1. location;          Question 6, answer a) unilateral   
2. quality             Question 4, answer a) pulsating   
3. pain intensity                   Question 5, answer b) temperate  or c) strong  
4. aggravation of routine physical activity   Questions 7 and 8, answer a) yes 

D. During headache at least one of the following:  
1. nausea and/or vomiting 

Question 9.1, answer a) yes; Question 9.2, answer a) yes, or b) no   
2. photophobia and phonophobia;     Questions 9.3 and 9.4, answer a) yes    

E. Not attributable to another disorder;     From the second questionnaire        
 

Questions based on the IHDC represent an input on our model, according to the 
basic RBFL model (fig. 1.). Output represents the specific type of headache: migraine 
without aura, migraine with aura, tension type headache and other primary headaches. 
The rules, which are the heart of the fuzzy logic system, are provided according to the 
IHDC and presented as the collection of IF-THEN statements.        

5   First Results and Improvements    

After inserting the responses of 80 questioned subjects, an analysis of headache types, 
received as the inserted results of responses, was carried out. It was not expected to 
obtain a lot of other primary headaches diagnoses.  

The high specificity of IHS diagnostic criteria, while ideal for clinical trails, ap-
pears to lack the necessary sensitivity for migraine mandated in routine clinical prac-
tice. This lack of clinical sensitivity may be a contribution factor to the continued 
underdiagnosis and undertreatment of migraine [6]. The system presents the following 
results (table 1.):  

Table 1. First results of a Headache health survey  

Headache type  Number % 
Migraine with aura  0 0 
Migraine without aura  7  8.75  
Migraine 7 8.75 
Tension type headache  26  32.5 
Other primary headaches 47 58.75 
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Working experience of physicians was used in order to extend the established rules 
and improve the system for suggesting diagnosis in patients suffering from headaches. 
This clearly shows that in order to establish the rules it is not enough to use defined 
standards or professional textbooks and manuals, but it is necessary to include physi-
cians with, ad hoc, their practical experience. Also:  
 

1. Differentiating between migraine with aura and infrequent episodic tension type 
headache may be difficult.   

2. Differentiating between migraine without aura and chronic migraine may be 
difficult.     

3. Pain in migraine is one-sided, pulsating and severe or moderate and unbearable. 
Unbearable headaches are often described as diffuse in patients suffering from 
migraine.  

4. Patients sometimes characterise moderately severe headache as oppressive.   
 
Based on our own clinical experience, we have made a decision to apply the modi-

fied established IHD criteria. The improvement of the system has been carried out by 
adding, subtracking or changing the criteria but by increasing the significance of some. 

The improvement and the extension of the decision-making logic were conducted 
in a manner where IHD criteria for migraine without aura: B, C1, C2, and C3 were 
kept as obligatory conditions for migraine without aura determination. Other criteria, 
C4, D1, and D2, are optionally used with altered logic among them. Considering that 
C4, D1 and D2 represent optional decision-making criteria of migraine diagnoses, the 
term ”surely assessed” is introduced. The term ”surely assessed” shows the degree of 
assessed diagnoses of migraine types. Since there are 4 possible values observed, the 
value of ”surely assessed” can vary from 0 to 3. It’s obvious that 0 represents low 
level migraine type diagnosis assessment. The values 1 and 2 increase the value of 
accurate assessment in suggested diagnosis, while for ”surely assessed” it could be 
said that the highest value is 3 (table 2.).  

The improvements to the established rules removed certain fuzzy system shortcom-
ings, making it possible to establish the diagnosis in patients suffering from headaches 
with more accuracy. Having improved the rules with new facts the new diagnoses 
were: 12.5% patients with migraine (20% of those suffering from migraine suffer 
from migraine with aura, while 80% suffer from migraine without aura), 47.5% pa-
tients with tension type headache, and 40% patients with other primary headache 
types. Our results are in the expected range but with a little higher number of other 
primary headaches and a smaller number of patients with tension-type headache. 

Table 2. Improving the rules and assessment headache type of Headache health survey   

Headache type  Number Surely assessed % 
4 1 5 
4 3 5 Migraine without aura 
8  10 

Migraine with aura  2 1 2.5 
Migraine 10  12.5 
Tension type headache  38  47.5 47.5 
Other primary headaches 32 40 40 
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Epidemiological data indicates that migraine affects over 10% of the world popula-
tion. The prevalence of migraine in Norway is 12%, similar to other western countries 
- Denmark 10%, France 12%, the USA 12%. In other cultures the migraine  
prevalence is lower: Japan 8%, Hong Kong 1%. These differences in the migraine 
prevalence amongst studies may be attributed to cultural, genetic, dietary, climatic or 
environmental factors. The prevalence of tension-type headache varies between 29-
71%, the wide range being partly a result of different study designs [4].  

The responses, given by the questioned patients suffering from headache are ob-
served as a fuzzy process. While the same response applies to the different headache 
types, some of them apply to just one type. However, a patient may suffer from one or 
more headache types, but in one attack, the patient suffers from the specific one. The 
results of the questionnaire show presence of both types, simultaneously. The pro-
posed software tool could be coded as a flexible rule-based model with parameters 
tuning, according to the [7], and also presented system in the [8].    

According to the previous statement, it should be predicted, for the future devel-
opment, that the system output may represent several diagnoses and not just one.   

6   Related Work 

As mentioned earlier, the original form of rule-based fuzzy logic systems were ini-
tially used for: 1) forecasting time-series and 2) knowledge mining using surveys [5]. 
The systems have already been applied along with their further development.    

6.1   Application of Rule-Based Fuzzy Logic Systems  

Rule-based fuzzy logic systems are already used in different domains:  
1. D-FLER, is a distributed, fuzzy logic engine for rule–based wireless sensor net-

works [9]  
2. A fuzzy rule-based methodology for downscaling local hydrological variables 

from large scale atmospheric circulation [10]  
3. A fuzzy logic system applied to umbilical Acid-Base assessment, which can 

provide vital information on the infant’s health and guide requirements for neo-
natal care [11].   

6.2   Studies Involving Headache Patients     

1. An approach to therapeutic management of patients suffering from migraine and 
primary headache in general   

2. AIDA Cefalee is a diagnostic expert system able to suggests the correct    
ICDH-II diagnosis [12] 

6.3   Applications of Modern Information and Communication Technologies  

Latest information technologies (IT) are increasingly used in modern research in 
medicine, in addition to the interview and questionnaire, as illustrated by the internet 
questionnaire research conducted by the Swiss Society of Radiology [13].        
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6.4   Headache Research in (Post) Transitional Countries  

1. The prevalence study comparing the lifestyles of female Belgrade students with 
migraine and non-migraine primary headache [14] 

2. The epidemiological survey of the prevalence of migraine, tension-type head-
ache and chronic daily migraine in Georgia [15].  

7   Conclusion and Future Work  

Headache is common in working people and represents a significant health as well as 
social and economic problem. The paper presents one of the approaches to diagnosing 
certain primary headache types. Our research demonstrated that the rule-based fuzzy 
logic method is a promising support in diagnostic decision making in medicine.  

The rules in our research were facilitated by the application of the IHS criteria for 
headache types. Physicians’ clinical experience was used in order to extend the estab-
lished rules and improve the system. After the general rules were improved, our re-
sults were in the expected range.  

Having improved the rules with the new facts the new diagnoses were: 12.5% pa-
tients with migraine, 47.5% patients with tension type headache, and 40% patients 
with other primary headache types. Our results are in the expected range but with a 
little higher number of other primary headaches and a smaller number of patients with 
tension type headache.  

Now, for the time being, the software tool is developed for migraine and tension 
type headache but our plan is to classify cluster headache as well. This system for 
diagnosing primary headache types is the part of a project conducted at the Institute of 
Neurology of the Clinical Centre Vojvodina in Novi Sad [16], aimed at improving  
the primary headache diagnosis and headache severity assessment in patients suffer-
ing from headache.  
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Abstract. This paper presents a new hybrid approach based both on traditional 
and soft computing techniques to provide ambient temperature for those places 
where such a datum is not  available. Indeed, we combine neural networks with 
the nearest neighbouring algorithm; we use a fuzzy logic decision maker and 
later compare the results of each single technique to the hybrid one. Experi-
ments have been performed on several Italian places; results have shown a re-
markable improvement  in accuracy compared to single methods. 

Keywords: Neural Networks, Fuzzy Logic, Nearest Neighbour algorithm. 

1   Introduction 

The design of energy production systems on an efficiently solar basis and projecting 
eco-sustainable buildings strongly depends on simulations where the accuracy of the 
hourly computation of several environmental values is critical.  

When approaching this task two principal problems rise : the only available data 
are often based on monthly averages ; the data we possess concern few places nearby 
airports. As far as the first problem algorithms [4] help in evaluating to estimate reli-
able hourly values given the monthly ones. The second problem is slightly tougher. 
So far, tools like TRNSYS [6] are based on the fact that data are taken from historical 
databases and if it occurs that the database is lacking in the information we are look-
ing for , the data of the nearest unknown location will be given as an estimate of the 
unknown one (the Nearest Neighbour - NN). This approach does not satisfy  since 
climate is a highly non linear system and depends on a large number of variables. It is 
not always true that locations close to each other have similar environmental behav-
iours (for example temperature) thus causing a great number of mistakes.  

On the other hand the scientific world has shown an increased interest in soft com-
puting methodologies, like Artificial Neural Networks (ANN) and Fuzzy Systems 
(FS), which have proved [7][10] to be powerful tools to solve complex modelling 
problems for non-linear systems.  Indeed, some applications of soft computing tech-
niques in the field of modelling environmental parameters[8][12][13][14] have pro-
vided interesting results. 
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In this context we try to carry out a new hybrid approach trying to combine  
traditional (NN) with soft computing methods (ANN, FS) in order to model ambient 
temperatures. The main advantage of this approach is that we have a non linear inter-
polation tool capable to provide a reliable estimate when dealing with localities not 
present in the database. Experiments have been performed in several Italian localities. 

2   The Methodologies  

In this work we applied the following three methodologies : Nearest Neighbour (NN), 
Artificial Neural Networks (ANN) and Fuzzy Systems (FS). 

2.1   Nearest Neighbour  

This is a very simple, and for this reason widely used, method to estimate unknown 
climate data of a locality because it provides as estimation the data of the closest 
known locality according to the following formula : 

t = ti  (1) 

 Where t is the parameter to be estimated (for instance ambient temperature) and ti is 
the datum of the i-th locality which corresponds to the closest one, therefore  

i = min(dj)  (2) 

for j=1,…,n where n is the number of known localities and  

dj = 22 )()( jj yyxx −+−   (3) 

Where x and y are the latitude and longitude of the requested locality and xj and yj are 
the latitude and longitude of the known localities. 

2.2   Artificial Neural Networks 

ANN are nowadays a widely known tool applied to solve a wide range of modelling 
problems. A broad scope of architectures as well as learning algorithms and a detailed 
comprehensive foundation on these topics can be found in [5]. In this work we ap-
plied the simplest neural paradigm : a feed-forward architecture trained by the Back-
Propagation algorithm [11].  

The topology we used is made of 4 input neurons (the three geographical coordi-
nates and the month of the year), 6 hidden neurons and one output neuron (the aver-
age monthly temperature). All the transfer functions are the classic sigmoid. The 
neural models were trained for approximately 1000000 cycles and no early stopping 
criterion was used. 

2.3   Fuzzy Systems 

Since the first paper on fuzzy sets [15] a wide range of applications and theoretical 
issues have been developed [3][16] and nowadays this is a mature methodology. In 
this work we applied fuzzy sets in order to develop a Fuzzy Decision Maker (FDM) 
capable to combine the NN and the ANN estimations.  
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Fig. 1. Overall hybrid architecture   

In general, to build up a fuzzy system it is possible to think of fuzzy rules typical of 
human reasoning and therefore build up qualitative and quantitative knowledge. In the 
figure below the steps composing a fuzzy system are represented. 

fuzzification inference defuzzification

 

Fig. 2. Fuzzy system steps 

The first step, the fuzzification, consists in the representation of the input values as 
fuzzy sets. For each input its membership value to the a priori defined fuzzy sets is 
determined by the corresponding membership functions. The choice of the most  
appropriate fuzzy sets, with the corresponding membership function, is a very impor-
tant stage which remarkably affects the performance of the whole system. In the in-
ferential step the composition rules among the fuzzy sets of the previous step are 
embedded. The result of this stage is the truth value of each rule. In the last step, the 
defuzzification, the final output of the system is the effect of the input and truth values 
of the rules of the previous step. For this task formal methods exist, among these the 
most effective is the ‘centre of gravity’ for which the output is computed as 
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where n is the number of inputs, xi is the i-th input, µR(xi) is the membership value of the 
fuzzy set R, resulting from the composition rules of the inferential step, referred to xi. 

For this work we designed a very simple fuzzy system made of one simple rule 
measuring the reliability of the NN estimate. Indeed, analysis performed on the NN 
method showed that it is mostly reliable when the altitude difference between the 
requested locality and the chosen one is little. Therefore, the inference engine has just 
one (following) simple rule: 
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IF the NN is reliable THEN y= NNY  

ELSE IF the NN is NOT reliable THEN y= ANNY  
 

where NNY  and ANNY  are the estimation provided by the NN and ANN modules.  
Then, for the fuzzification step we may define the following fuzzy set 

Fnn = “Altitude difference is little”   
whose membership function is defined as 

µFnn ( dh ) = 
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dh = |h-h′| (6) 

where h is the altitude of the requested locality and h′ is the altitude of its nearest 
neighbour. 

Since the proposed method is very simple, fuzzy inference is actually not used, 
therefore the output is a simple fuzzy weighted evaluation.  

Output = µFnn ( dh ) NNY  +  (1 - µFnn ( dh )) ANNY  (7) 

3   Experimentation 

Experiments focussed on the estimate of the monthly ambient temperature of three 
different Italian selected areas using data taken from [1]. At present not all the Italian 
areas have been tested but we performed the experimentation on three areas represen-
tative of northern, central and southern Italy. In particular, we tested the following 
areas : 

• North : Trentino AA – Veneto – Friuli VG – Emilia R (TVFE) 
• Centre : Marche-Abruzzo (MA) 
• South : Sicily  

For each area the data have been partitioned into train and test set. In the following 
tables we show the results of blind testing on the latter. In two cases out of three 
(TVFE and MA) to achieve better accuracy we had to split the data into two main 
seasons: summer and winter. The tables report the average and, in brackets, the 
maximum absolute error made by each approach (NN=Nearest Neighbour, 
ANN=Artificial Neural Networks, HYB=Hybrid) in Celsius degrees. Moreover, as a 
benchmark, we show the theoretical error (TH) that an ideal judge, with the perfect 
knowledge of the error committed by each model in each point, would get.  

The TVFE data set was composed by 180 localities which were split into 162 and 
18 for training and testing. The MA data set was composed by 56 localities which  
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were split into 43 and 13 for training and testing. The Sicily data set was composed by 
52 localities which were split into 47 and 5 for training and testing. 

Although the data sets we used are not very large, at present they are the most 
complete available in Italy. We think that in the near future these data sets will be 
expanded in order to include more localities.  

Table 1. Results on the TVFE area  

 NN ANN HYB TH 
Summer 1.7 (6.8) 0.68 (1.82) 0.63 (1.74) 0.55 (1.74) 
Winter 1.24 (6.8) 0.92 (3.45) 0.73 (1.92) 0.59 (1.92) 

    
Year 1.47 (6.8) 0.78 (3.45) 0.73 (2.4) 0.54 (1.99) 

 

Table 2. Results on the MA area  

 NN ANN HYB TH 
Summer 1.03 (4.2) 0.82 (2.92) 0.53 (1.3) 0.46 (1.28) 
Winter  1.02 (3.8) 0.73 (2.02) 0.57 (1.6) 0.46 (1.52) 
     
Year 1.02 (4.2) 0.77 (2.21) 0.57 (2.21) 0.45 (2.20) 

Table 3. Results on Sicily  

 NN ANN HYB TH 
Year 3.11 (9.1) 0.66 (1.87) 0.56 (1.21) 0.55 (1.21) 

Experiments show the effectiveness of the proposed hybrid approach. In fact it al-
ways outperforms the best of the two single models (NN and ANN) in terms of aver-
age and what is more relevant, in terms of maximum absolute estimation error which 
is getting very close to the theoretical lower limits. 

From the tables above we point out that the average error is about 0.6 degrees and 
the maximum is always less than 2 degrees. 

Moreover, as example we report two graphs comparing the real temperature (Treal) 
to the estimated one given by the proposed hybrid approach (Thyb).  

In table 4 we report the values of the parameters of eq. (5) for each of the three ar-
eas which we performed the experimentation on. 

Table 4. Eq. (5) parameters  

 δ σ 
TVFE winter=80 summer=40 20 
MA winter=250 summer=90 20 

Sicily 160 20 
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Fig. 3. Winter testing results on the MA area  
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Fig. 4. Summer testing results on the MA area  

4   Conclusion 

In this paper we showed a novel hybrid approach based both on traditional and soft 
computing techniques to estimate ambient temperature for those places where such 
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datum is not available. Indeed, we combined neural networks with the nearest 
neighbour algorithm; we used a fuzzy logic decision maker and compared the results 
of the single techniques to the hybrid one. Experimentation was performed on three 
Italian areas and results showed the effectiveness of the proposed hybrid approach. 
The hybrid model always outperformed the best out of the two single models in terms 
of average and maximum absolute estimation error, achieving about 0.6 degrees of 
average error and less than 2 degrees as maximum, being very close to the theoretical 
lower limits of the perfect judge. 

Future work will expand the test on all Italian areas and different modelling meth-
ods, like Radial Basis Networks and Support Vector Machines, will be compared 
and/or added to the current framework. 
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Abstract. This paper describes an approach to create an Intelligent Tutoring 
System that provides dynamic personalization and learning activities sequenc-
ing adaptation by combining eLearning standards and Artificial Intelligent 
techniques. The work takes advantage of the functionalities provided by an 
open source Learning Management System, dotLRN, which supports eLearning 
standards such as IMS-LD, and generates personalized sequences of learning 
activities. Moreover, the user model draws on standards such as IMS-LIP and 
IMS-AccLIP and the personalized learning path provided to the user is enriched 
with feedback coming from various Agents. In turn, the agents apply Fuzzy 
Logic to evaluate the students’ assignments and to update the user model with 
their preferences by means of machine learning techniques. 

1   Introduction 

Programming learning implies that students of computer science should acquire and 
develop several competences. Students must solve problems presented strategically 
by the teacher applying the notion of trial and error. Solving several kinds of prob-
lems will make students acquire the abilities and aptitudes they need to solve the real 
problems in their future labour life. 

Students of programming algorithms use computers for developing the learning ac-
tivities specified by the teacher.. This makes it an ideal environment for Computer 
Assisted Learning (CAL), where students are assisted by an Intelligent Tutoring Sys-
tem (ITS) that guides them in their learning process [1], helping them to improve and 
to acquire the abilities and aptitudes they should acquire and develop, reducing the 
need for the slow trial and error process. 

An ITS allows adapting the learning process to each student. For this, ITSs focus 
on determining which the student cognitive model is by knowing which parts of the 
domain he/she knows. Thus, ITSs can infer the next learning activity for each specific 
student. With that approach an ITS for programming learning algorithms in Computer 
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Science is proposed in [2]. In that work, a set of functional services are outlined, tak-
ing into account eLearning standards and several Artificial Intelligent techniques. 
Instructional adaptation is provided by merging eLearning specifications, allowing 
communication, integration and interoperability with other eLearning systems, with 
Artificial Intelligent techniques for enabling ITS , so that students can achieve the 
abilities and aptitudes they need for their future work. 

The paper is structured as follows: First, we will introduce the framework in which 
the work is based (section 2). Second, we outline how to provide adaptation to the 
student profile (section 3). Third, we will describe the way in which the learning flow 
is adapted to lead the students to reach the learning objectives by combining eLearn-
ing standards and Fuzzy Logic (section 4). And finally, we will outline some conclud-
ing remarks and future works (section 5). 

2   Framework: ADAPTAPlan Project 

The work presented in this paper is being developed within ADAPTAPlan project [3]. 
This project focuses on the automatic generation of standard-based adaptive learning 
routes by considering some initial requirements from the course author and the meta-
data that characterizes the learning objects. The system uses a combination of plan-
ning techniques and user modelling techniques to lead the students through learning 
activities according to their specific characteristics. 

 

Fig. 1. ADAPTAPlan architecture [3] 

As an application domain to work with, the research presented in this paper focuses 
on helping learners to create programming algorithms. Processing the student devel-
oped algorithms as solution to their assignments is an essential input for planning the 
subsequent learning tasks. This allows the system 1) to assess the degree in which the 
objectives are being achieved in the learning process, 2) to determine whether there is 
a need for re-planning the activities, and 3) to adapt the learning process to the stu-
dent’s specific cognitive characteristics. Thus, Figure 1 shows the ADAPTAPlan 
architecture [3], where the planner is the centrepiece. Once a set of requirements 
about the course  (e.g. learning objects/ materials, questionnaires, restrictions, compe-
tences, educational services, etc.) have been given by the teacher,, the planner is  
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responsible for determining the sequence of activities where the previous require-
ments fit for each student to achieve the specific learning objectives. The activities 
plan is delivered as an IMS-LD unit of learning [4]. The interactions of the learner 
with the learning management system (LMS) feed back the planner, indicating the 
degree in which the objectives are being achieved. If those objectives are not being 
fulfilled by a particular student, the planner generates a new plan accordingly. 

Groups such as IEEE LTSC, IMS Global Leargning Consortium or ADL,work on 
standards allowing reusability and interoperability into the eLearning industry, setting 
the standard base where engineers and developers must work for getting eLearning 
systems integration. ADAPTAPlan uses dotLRN as open source LMS since it sup-
ports these standards (e.g. IMS-LD [4], IMS-QTI [5], IMS-CP [6], IEEE-LOM [7], 
IMS-MD [8] and SCORM [9]) and provides the necessary features for users’ man-
agements, instructional design deployment, collaboration features, etc. Furthermore, 
to interact with external tools, it uses Web Services as engine [10]. 

We aim at providing the planner with valuable feedback in order to allow the best 
adaptations. In next sections, we will present how the user modelling is supported in 
this approach by analyzing the student actions to adapt the way in which the students 
interact with the system, and how fuzzy logic techniques can be used to evaluate the 
student’s assignments in a semi-automatic way to allow an adaptation in the learning 
flow, leading the student through a personalized activity sequence. 

3   Student Profile Adaptation 

Multi Agent Systems (MAS) are commonly used to maintain and update a user model 
to generate dynamic adaptations to relevant users’ characteristics due to their flexibil-
ity for combining different proposed solutions [11]. In ADAPTAPlan, the user model 
is described in terms of IMS-LIP [12] and IMS-AccLIP [13] specifications. More-
over, a multi-agent architecture is built in order to monitor the performance of the 
learners in the system and constantly to update their user model. This architecture is 
called ADA+ and is described elsewhere [14]. It offers some autonomous entities 
(agents) who, acting on a coordinate way, generate recommendations (taking into 
account the individual user features and the context) on what to do during the course 
in those situations in which the IMS-LD defined for the learner does not cover the 
learner’s needs. The generation of these recommendations takes as input the informa-
tion about the course structure in IMS-LD and the learners’ interactions. In particular, 
it considers the following information to produce the adaptations [3]: a) Felder’s 
Learning styles, b) Collaboration level and c) Knowledge level.  

A learning style is defined as characteristic strengths and preferences in the ways 
people take in and process information [15], and it determines the unique way of 
learning for each student. Felder’s Learning Style Inventory consists of a 44 questions 
test. From the user responses, the four dimensions of Felder learning style (i.e. proc-
essing, perception, input and understanding) are obtained. 

The collaboration competence of a learner in a course is computed taking into ac-
count the usage of the course services, such as forums, shared files, comments, etc. 
This competence is learnt by ADA+ and is used to establish a relationship of the user 
behaviour in the course with his/her success of the learning process. The definition of 
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this collaborative competency takes six levels, in an incremental manner. The learner 
shifts from Non_Collaborative to Communicative, as she/he progresses on collabora-
tive tasks until the highest appreciated level (Useful) is achieved (see [3]). 

The knowledge level associated to a learning objective within the course is com-
puted through the analysis of the learner interactions with the learning objects and 
activities, and the evaluations results obtained from test, questionnaires or other 
evaluation tasks. In [3], the knowledge level of a learner within an objective is de-
scribed by one attribute taking one of the possible values: novice, average or expert. 

With these user features in mind, it is possible to link them together with learning 
objects and resources, to be integrated into an IMS-LD unit of learning, as described 
in [3]. 

4   Instructional Adaptation: Combining IMS-LD and Fuzzy Logic 

In this section we will describe how we can combine eLearning standards and Fuzzy 
Logic to provide a mechanism that allows the students to be led through a personal-
ized learning activity flow as a consequence of their solution delivered to each as-
signment. 

4.1   IMS-LD as Scripting Language for Instructional Adaptation 

Since our aim is to develop an ITS that allows to apply instructional strategies accord-
ing to the subject to learn/teach, we use IMS-LD [4] for specifying the method that 
must be used in the teaching/learning process, that is, for specifying the instructional 
adaptation model. The IMS-LD specification runs in dotLRN, receiving the feedback 
from the execution environment.  

IMS-LD represents instructional strategies using the theatre metaphor. Hence, an 
instructional method is divided in play elements containing several acts where differ-
ent roles bring activities in specific environments in their role-parts. These activities 
can be classified into three kinds: 1) learning-activities that lead the learner to get the 
knowledge; 2) support-activities that do not contribute to the learning process itself, 
but are needed for the success of learning activities; 3) structure-activities that allow 
to structure learning activities, support-activities or other structure-activities in se-
quence or selection order. All these activities can be brought into specific environ-
ments. These environments have learning objects and services that can be used by the 
different roles in the activities. 

IMS-LD can be used for developing Adaptive Learning (AL) [16]. The learning de-
sign can be enriched with a collection of properties from the student profile. These 
properties allow to specify conditions which can determine if a learning activity or a 
branch of the learning flow (a set of learning activities) is shown or hidden to a specific 
student. This can be done in the following way: each method has a section for defining 
conditions that points how it must be adapted to specific situations through rules.  

In our system, the variables used for defining the adaptation rules in the condition 
section of an instructional method consider the learning styles, the collaboration level 
and the knowledge level, which is obtained by evaluating the algorithm developed by 
the student as solution to his/her assignment. 
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   IF student::(Knowledge, less-than, 5) 

        THEN hide activity A1 and show activity A2 

        ELSE show activity A1 and hide activity A2 

Fig. 2. Example of rule for adapting an instructional design 

In figure 2, a rule is showed as an example: the rule considers the results from the 
evaluation algorithm: “if the student evaluation for a task is less than 5, then activity 
A1 is hidden and activity A2 is shown, in the opposite case, activity A1 is showed and 
activity A2 is hidden”. In the next subsection we will explain how to evaluate the 
algorithms that the students design as a result of the learning activities. 

4.2   Evaluating the Student Algorithm to Feedback 

For evaluating the student algorithm developed as solution to an assignment, we use 
the method proposed in [17] In brief, the objective is getting a tool that allows to 
compare the algorithm developed by the student with that specified by the teacher. It 
provides a way for representing the approximate ideal algorithm that the teacher 
estimates for solving a certain problem using Fuzzy Logic. Next, the algorithm that 
the student has written is compared with that approximate ideal representation. 

Algorithm that
solves the problem

Algorithm for trying
to solve the problem

Writes

Teacher

Metrics
calculation

Metrics
calculation

Writes

Degree of membership
with the fuzzy set

Student

Ideal Algorithm
Fuzzy

Representation

 

Fig. 3. Evaluating the student algorithm 

The evaluation process is summarized in figure 3. In this figure, the teacher writes 
an implementation for the ideal approximate algorithm that solves a problem (at the 
figure lower-left-hand corner). Next, several software metrics shaping its functionality 
are calculated. That provides an instance of the ideal approximated algorithm. After 
that, the fuzzy set for each metric is established in the next way: initially, each fuzzy 
set will be a default trapezoidal function around the metric value from the approxi-
mate algorithm; the teacher can evaluate first students’ algorithms indicating whether 
an algorithm is not correct, little correct or correct; thus, each fuzzy set will be adapt-
ing and deforming itself. With all that, we obtain a collection of fuzzy sets that  
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characterizes the algorithm. Thus, we get a fuzzy representation of that ideal ap-
proximated algorithm, that is, we obtain an ideal approximated algorithm fuzzy repre-
sentation that solves a concrete problem (at the top of the figure 2). Algorithms that 
students have written (on the right of the figure) will be correct if they are instances 
of that ideal algorithm fuzzy representation. Knowing the degree of membership for 
each software metric, obtained from the algorithm wrote by students in the correspon-
dent fuzzy set for the ideal approximated algorithm fuzzy representation, gives us an 
idea of how good is the algorithm that the students have developed. 

As working environment we use the widely available Eclipse platform 
(http://www.eclipse.org/). Eclipse is an integrated development environment that 
works with Java, C/C++ and other programming languages, which allows creating 
extensions by using its own API. Such extensions are implemented as plug-ins that 
can be optionally loaded by users. We have developed a plug-in for the Eclipse envi-
ronment to be able to do the described evaluation process and to communicate with 
other software entities. 

Code

Explanation 

Test Cases

Sources

Fuzzy representation 

Evaluation 

A

B

C

Software metrics

 

Fig. 4. The students’ environment for developing the algorithm 

Figure 4 shows the environments that the students use for developing the assign-
ments the system proposes: in zone A we can see the code the student has developed 
as a solution for a concrete assignment; zone B shows the fuzzy loaded representa-
tion, used to do the evaluation, and the software metrics obtained from the code that is 
evaluated; in zone C the result of the evaluation is shown providing a bit explanation 
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about the evaluation to notify to the student a tip about what is wrong, and providing 
the total evaluation that the system will take into account to determinate the next 
learning activity. 

This evaluation functionality will interact with IMS-LD unit of learning. For this, 
an activity of the course design should consist in developing a programming algo-
rithm. When the learning design is running, if the properties evaluated for the user 
model (e.g. learning style, knowledge and collaboration level) consider that the user is 
ready to perform this activity, dotLRN IMS-LD player will indicate it to our custom-
ized eclipse framework and the user will work in the assignment. When the student 
finishes, the evaluation is performed and the result obtained stored, thus available for 
next runs in IMS-LD as well as for other adaptations in the platform.  

5   Concluding Remarks and Future Works 

In this paper we have described a standard-based approach to provide dynamic in-
structional adaptation in  Learning of Programming We have shown a system that 
combines eLearning standards with different Artificial Intelligent Techniques within 
the ADAPTAPlan framework. In particular, three components are integrated: 1) a 
user model, following IMS LIP and IMS-AccLIP specifications, whose attributes can 
be learned by machine learning techniques; 2) an eclipse-based framework that evalu-
ates the algorithms developed by students as solutions to their assignments; and 3) an 
open source standard-based LMS called dotLRN with an IMS-LD player. 

In ADAPTAPlan, the teacher can set several requirements about a course, then a 
planner proposes a sequence of learning activities specified in IMS-LD and optimized 
for a particular student. The interactions of students in the LMS, as well as the solu-
tions they deliver for the assignments feedback, are the basis to carry out a better 
adaptation. To this, the system follows a twofold strategy. Firstly, a Multi Agent Sys-
tem is used to maintain and update the user model so as to generate dynamic adapta-
tions to relevant users’ characteristics. Secondly, a technique based on Fuzzy Logic is 
used to analyze and evaluate the algorithms the students have developed as solution to 
the assignment. This evaluation is used together with the IMS-LD specification to 
allow the students to be led through a personalized learning activity flow as a conse-
quence of their solution delivered to each assignment. 

With all this, we have a system that supports the adaptation of the learning process 
to each student. Starting from a set of specifications about a concrete course, the sys-
tem provides a first approximation to an IMS-LD specification and reacts to the stu-
dents’ behaviour and performance. In our next steps, we must check if the system 
performs the correct adaptations. Comparing the adaptations done automatically by 
the system with those suggested by a teacher will indicate how good the adaptation 
that the system provides is. 
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Abstract. Connectionist systems such as Radial Basis Function Neural Net-
works and similar architectures are commonly applied to solve problems of 
learning relations from available examples. To overcome their limits in clarity 
of representation, they are often interfaced with symbolic rule-based systems, 
provided that the information they have memorized can be interpreted. In this 
paper, an automatic implementation of a RBF-like system is presented using 
only gradual fuzzy rules learned by induction directly from training data. It is 
then shown that the same formalism, used with type-II truth values, can learn 
second-order, fuzzy relations. 

Keywords: Radial Basis Function, Fuzzy Logic, Induction. 

1   Introduction 

Many real world problems can be formalized as finding the optimal general relation 
between a “data” domain X and an “answer” range Y: solving classification problems 
requires to find the boolean characteristic function of a tuple of features with respect 
to some target class; decision and control problems consist in mapping states to ac-
tions by means of policies; forecasting is the act of estimating of the future state of a 
system given the actual one and so on. 

In many cases the ideal relation is too complex to be computed – and sometimes it 
is not even a relation, e.g. when alternative responses exist - so it is necessary to ap-
proximate it with a simpler model, usually local in the sense that its accuracy is guar-
anteed only for some parts of the domain X. In the context of Artificial Intelligence 
these models are defined – or at least tuned in their parameters – by means of machine 
learning techniques, which generalize a relation from a set of training examples.  

The existing approaches are usually divided in “symbolic” and “connectionist”, de-
pending on whether they represent the knowledge using human-readable encodings – 
such as in Rule-Based Systems – or not, like Neural Networks. The latter are generally 
more adaptable, but less understandable due to the non evident way the process the 
information. The former, instead, are preferred when their modularity and clarity can 
be exploited.  

Several hybrid systems have been developed combining modules of different type 
in order to get the best of both worlds, while overcoming the individual limitations: 
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the degree of interaction between the modules ranges from loose coupling to full 
integration, but specific interfaces are needed to allow communication. Unified sys-
tems do not have this recoding requirement, but are commonly made integrating con-
nectionist modules.  

In this work, instead, a module usable in both hybrid and unified symbolic systems 
is proposed. Many systems learn relations using Radial Basis Function Neural Net-
works and then try to extract rules from the trained network (e.g. [1]): in the following 
sections, instead, similar results are attained generating and learning gradual rules [2] 
directly. 

2   Radial Basis Function Networks 

RBFs have been designed to solve problems of exact interpolation of multi-
dimensional data points: given a set of inputs xj:1..N, and a set of targets tj, the goal is 
to find a function h such that ∀j: h(xj) = tj. The RBF approach [3] uses N basis func-
tions in the form φ(║x-xj║), depending on the distance ║x-xj║ between points of the 
domain and reference inputs. The output is usually a linear combination: 

( ) ( ).∑ −⋅=
j jj xxwxh φ  (1) 

The interpolation constraints can be written in matrix form: Φw = t, leading to the 
exact solution w = Φ−1t when all the inputs xj are different and Φ is non-singular. 
Several types of basis functions have been used in literature, all being nonlinear, uni-
modal, localized functions: the most common is the Gaussian one [3]  
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Others exists, such as the triangular: 

( ) { }.1,0max jj xxxh −−= σ  (3) 

The model, known as Radial Basis Function (Neural) Network is obtained relaxing 
the exact interpolation constraints: 

1. The number M of basis functions is much less than N 
2. The basis centres xj are no longer required to be input points 

In this case, the matrix Φ is no longer square and an exact solution may not exist, but 
the optimal solution, in a least-square error sense, is obtained computing the pseudo-
inverse matrix Φ+ and taking wopt = Φ+t. 

This model requires that the centers xj are set, usually during a previous, independ-
ent training stage: for this, various clustering and data analysis techniques have been 
used, from data clustering to Self-Organizing Maps [3]. 

3   Rational Logic 

Fuzzy logic [4] is an extension of first-order predicate logic which adds vagueness to 
a predicate P annotating each statement P(x) with a truth value ε which models the 
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degree of membership of the arguments x in the set defined by P. Formally, a mem-
bership function µ : X → L is defined to map arguments in the domain X to truth 
values defined over a set L. Hence the notation: 

P(x)ε ↔ ε = µP(x) (4) 

Given a particular choice of L, the operators (∧,∨, ¬…) and the quantifiers (∀, ∃) 
have to be defined accordingly: in the simplest case L ≡ ℜ, but other alternatives exist 
such as intuitionistic fuzzy logic, where truth values are actually intervals (L ≡ ℜ×ℜ). 
In this work, they will be modeled using multimodal discrete type-II fuzzy sets [5], 
which represent vague and uncertain truth values. The truth interval [0,1] is divided 
into N slots: each slot ε[j] has an associated weight βj, so that ε[j] = βj/Σkβk is the 
degree at which ε[j] represents the actual truth value. From a probabilistic point of 
view, the weights can be considered the hyperparameters of a multinomial distribu-
tion [6] denoting the likelihood of  a given truth value, with the maximum being at 
ε[j]. This representation includes the intuitionistic one, by observing that a truth inter-
val [τ, 1–ϕ] can be obtained setting τ = ε[j*] and ϕ = ε[j*]. j* (resp. j*) is the maximum 
(resp. minimum) index such that all the previous (resp. following) ε[j] are below a 
given threshold: j* = arg maxk (mink) : j < (>) k → ε[j] < ε0. 

3.1   Logic Operators 

In fuzzy logic, there is not a unique definition for the logic operators as in standard 
logic. Instead, there is a class of fuzzy logics whose instances are different in the way 
they coherently define the concepts of t-norm ∗ (strong conjunction), its conjugate 
norm ⇒ (logic implication) and negation ¬. For the reasons outlined in [7], in the 
following sections, Pavelka’s linear operators, some of which are briefly recalled 
below (for more details see [4] and [8]), will be adopted. The definitions generalize to 
intervals and can be applied to type-II fuzzy truth values using Dubois and Prade’s 
extended composition principle [2]. 

• Strong And  ⊗ Pi:1..n  ε⊗ = max { 0 , Σi εi  – (n – 1) } 
• Negation  ¬P  ε¬ = 1 – εP 
• Implication  P → C  ε→ = min {1 , 1 – εP + εC } 
• Equivalence P ≡ Q  ε≡ = | εP  –  εC | 

3.2   Fuzzy Inference 

Fuzzy rule bases usually have the form of a list of implications of the form “if - then”: 

X is P → Y is C 
X is Q → Y is D 

… 

The basic inference mechanism is Modus Ponens , according to the extended schema 
which states that a partial match in the premise leads to a partial match in the ex-
pected conclusions: <P’(X) , P(X) → C(Y)> / C’(Y).  

This schema is commonly applied to fuzzy sets as well as to fuzzy predicates. The 
truth value of the conclusion is computed using the t-norm: 
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εC = εP ∗ ε→ (5) 

In rational logic, however, it must be considered that the result of MP is not necessar-
ily the truth value of the conclusion, but only a lower bound [4]: in fact, an interval 
can be constructed by deducing the conclusion and its negation: 

τC = εP ⊗ εP→C                                          ϕC = εP ⊗ εP→¬C (6) 

When using type-II truth values, MP gives a distribution for τ, which can be trans-
formed into an estimate distribution for ε using one of the techniques in [5]. Finally, 
when multiple implications lead to the same conclusions, the results must be com-
bined: Dempster-Shafer’s combination rule can be used for type-II distributions: 

[ ] [ ] [ ] [ ] [ ]∑ ⋅⋅=∩ k
kkjjj 212121 εεεεε  (7) 

It is the natural extension of the intersection of two intervals which, in turn, is an 
extension of the max composition principle for simple real truth values. Globally: 

C(Y) = ∩i Pi(X) ⊗ Pi(X) → {¬}C(Y) (8) 

3.3   Induction 

In general, the implication P(X) → C(Y) can be fuzzy and, more importantly, can be 
learned by induction from a proper set of examples {xt

i, y
t
i}. It is possible to compute 

→i directly for each given couple, but then the values must be combined and general-
ized. The safe and sound canonical approach requires that ∀X,Y: P(X) → C(Y) but 
this generalizes poorly in practice: in order to comply to the definition of ∀, the 
minimum of the →i must be taken. While it does not ensure the soundness, since an 
input never seen before could lead to a lower implication, it is also unsafe as a single 
false exception is sufficient to invalidate any number of positive examples. Rather 
than the minimum, using a (weighted) average several yields several properties, other 
than being intuitive: 

[ ] [ ] ∑∑ →→ ⋅=
i ii

i
i wjwj εε  (9) 

The training procedure can be incremental: if type-II fuzzy sets are used, it is equiva-
lent to a Bayesian update of the available distribution after each new observation. 

The weight of each observation should be equal to, or at least a non decreasing 
function of, the truth value of the premise Pi alone. This is a (fuzzy) measure of the 
relevance of a couple {xt

i, y
t
i} in determining the truth value of the implication: no-

tice, in fact, that an implication if trivially true if the premise is false, which can lead 
to undesirable results. With this scaling, instead, falser premises are penalized. 

Finally, considering an estimate of the global approximation error once ε→ has 
been fixed equal to ε∗

→: 

( )2*∑ →⊗−=
i

t
i

t
i xyE ε  . (10) 

The derivative with respect to ε∗
→ leads to the condition: 

( ) *
*0

→¬>→ ⋅⊗−=∑ εδε t
ixi

t
i

t
i xy  (11) 
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Since ⊗ is linear or constant, depending on whether x is greater than ¬ε∗
→ or not: 

( )∑∑
→→ ¬>¬>

→ +−=
** ::

* 1
εε

ε
t
i

t
i xi

t
i

t
i

xi

xy  
(12) 

The optimal value for the induction is the average of the relevant couples. Unfortu-
nately, ε∗

→ is not known: if its prior probability distribution is uniform in [0,1], xt
i is 

the probability that the ith couple will be used for induction and so the weighted aver-
age over the training set is also the expected value of the optimal truth degree of the 
implication. 

4   Emulating RBF-NNs within a Rule-Based System 

The problem of extracting sensible rules from a trained neural network and its dual, to 
force a network to learn a given set of rules, is of great importance in the development 
of hybrid systems. The common approach involves a two-stage process: first, a NN is 
trained, then some interpretation algorithm is applied to extract the rules describing 
the learned knowledge. When the problem is learning a relation, RBF-NNs are con-
venient since, once the centers have been placed over the domain, the training is op-
timal and fast. In the rest of this work, starting from the formal similarity between 
equations (4) and (8) [9], a proper set of rules will be defined to emulate the training 
procedure and the outputs of a RBF-NN, even if with some important differences, 
forming a parallel between fuzzy sets and basis functions. The function to be ap-
proximated must be defined on a domain and a range compatible with a description in 
term of truth values, i.e. it must be a map  

F : X ⊆ [0,1]m → Y ⊆ [0,1] (13) 

For real-valued functions this may require a scaling and/or a translation in the original 
domain, while more complex domains may require other forms of fuzzification. When 
the domain involves multiple features (m>1), they are typically aggregated, possibly 
using logical operators, so it can be assumed that m = 1 without losing in generality. 

A single rule, implemented by a gradual implication, is the basic way of defining a 
relation between fuzzy inputs and outputs. For example, consider a relation between 
the level of the liquid in a tank, Full(Tank), and the volume of an alarm, 
Loud(Alarm). The rule  

Full(Tank) → Loud(Alarm) 

can be read “the fuller the Tank, the louder the Alarm” and is useful when there is a 
direct (the exact form depends on the definition of →) relation between the two quan-
tities. A single global rule, however, is unlikely to model a more complex non-linear 
relation, so common controllers recur to a deeper level of detail, using several rules 
capturing the local behavior at different points in the domain, usually divided and 
described using terms such as “Very Low”, “Low”, and so on. 
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4.1   Basis Definition 

The local rules correspond directly to different fuzzy sets or basis functions. Like in 
standard RBF-NNs, it can be assumed that the centers have been placed using some 
criteria: many standard fuzzy controllers deploy centers uniformly over the domain, 
while RBF-NNs typically cluster the data. Under the given assumptions, the centers 
correspond to particular truth values εc:1..M, and the “distance” becomes the opposite 
of a logical equivalence, so each center defines implicitly a triangular basis func-
tion/fuzzy set by the formula: Pc(X) := X ≡ εc. 

The “scope” parameter σ has a similar logic interpretation: the operator ⊗ can be 
applied n times to a predicate, yielding εn = max {0 , 1– n(1–ε)}. The operator, alter-
ing the steepness of the membership function, model the so-called linguistic edges 
“very”, “more or less”, …, as n, which need not be an integer, varies, so: 

Pc,σ(X) := X ≡σ εc (14) 

4.2   Training and Evaluation 

For each basis a pair of rules is written in the form: 

Pc,σ(X) → F(Y)  
Pc,σ(X) → ¬F(Y) 

(15) 

to obtain a lower and an upper bound for Y. Given the training set {xt
i, y

t
i}, the 2M 

implications are learned by induction. Notice that inputs too far from the centre εc 
become irrelevant and so do not contribute to the final value of the implication. The 
learning of each rule also does not depend on the others. 

The logic definition of the premises is not mandatory: in fact, any hybrid system 
capable of describing a property P with a truth degree can exploit this system (e.g. see 
[10]). After all the implications have been fixed, the function F can be reconstructed 
using MP and DS combination according to (8) to yield F’(Y). The reconstruction 
error can be quantified at each point by the logic expression ¬{F(y) ≡ F’(y)}. A 
global descriptor Eavg, corresponding to the average error (distribution) can be com-
puted by induction using uniform weights w = 1/|Y|. An even more synthetic result is 
obtained by taking the average:  

[ ] ( ){ }'( )avg F Y F Y

j
E j

N
ε

¬ ≡
= ⋅  (16) 

5   Experimental Results 

In a first experiment, the induction framework has been tested on the reconstruction 
of elementary functions. 500 training points {xt

i, yt
i} have been sampled uniformly 

from a Gaussian function N(0.5,0.25) and a Linear function (slope = 3) clamped 
within the range [0,1]. The centers of M = 1, 5 and 9 basis rules have been placed 
uniformly over the domain [0,1]: each implication has been induced and the rules 
have been used to estimate the distributions di(x

t
i) = [τi(x),1−ϕi(x)].  
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Figure 1 shows the basis position and the reconstructed results for M = 5 and 9: the 
color is darker where the probability of locating the predicted output value is higher; 
Table 1 reports the average approximation error, compared to the RMSE of a canonic 
gaussian RBF-NN with 5 basis functions. 

 

Fig. 1. Approximation of simple functions by M=5,9 rules (σ = 2) 

Table 1. Approximation error for different functions and configurations 

 M=1 M=5 M=9 RBF (M=5) 
Linear 0.404 0.101 0.055 0.055 
Gaussian 0.243 0.086 0.052 0.040 

The advantage of using type-II truth values is that F needs not strictly be a 
function, but can be a generic (fuzzy) relation. A second test has been carried out to 
learn and predict the effect of seasonality on a chemical nitrification process (a 
wastewater treatment reaction [10]). Its duration varies from about 20 to 200 minutes, 
so the process has been monitored for two years, in the period from May to October. 
The data show a weak long-term trend, but also a high short term variance due to 
variations in the load which makes it difficult to predict the duration of the current 
process. In order to model the relation, the function approximation techniques have 
been applied. The data have been learned by a 5-neuron RBF-NN as shown in figure 
2a: it captures the average trend  (RMSE = 0.118) but can’t memorize the local 
variability, which is not constant. A set of uncertain rules (Eavg = 0.115) of the same 
size, instead, associates a distribution to each input, yielding a range for the expected 
duration, instead of a point estimate. 

 

Fig. 2. Approximation of process duration data using a 5 neuron RBF-NN and 5 rules 
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6   Conclusions and Future Works 

The method shows a way of learning relations while suggesting an implementation of 
a RBF-like module in the context of a fuzzy Rule-Based System. Unlike the RBF 
algorithm, where the output is globally optimal, the rules are learned locally and inde-
pendently. This allows a graceful degradation of the performances: inputs not match-
ing any premise lead to an “unknown” conclusion, i.e. are mapped into a uniform 
distribution over [0,1] rather than on any particular value. The system, is suitable for 
automatic rule generation once the parameters (M, σ, Ci) have been fixed; compared 
to a canonical RBF-NN, it achieves similar performances with a slightly higher num-
ber of basis, with the error being influenced by the use of discrete values. A hybrid 
version of the learning algorithm, using a SOM with Gaussian activation functions, 
has already been applied to the recognition of the sub-phases of a chemical reaction 
from the analysis of indirect signals [10], in the context of a monitoring and diagnosis 
project where these techniques will be applied. 
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Abstract. One objective for classifying textures in natural images is to achieve 
the best performance possible. As reported in the literature, the combination of 
classifiers performs better than simple ones. The problem is how they can be 
combined. We propose a relaxation approach, which combines two base classi-
fiers, namely: the probabilistic Bayesian and the fuzzy clustering. The first es-
tablishes an initial classification, where the probability values are reinforced or 
punished by relaxation based on the support provided by the second. A com-
parative analysis is carried out against classical classifiers, verifying its 
performance.  

Keywords: Relaxation, Bayesian, fuzzy clustering, classifier, image texture 
classification. 

1   Introduction 

Nowadays the increasing technology of aerial images is demanding solutions for 
different image-based applications. The natural texture classification is one of such 
applications due to the high spatial resolutions achieved in the images. The areas 
where textures are suitable include agricultural crop ordination, forest or urban identi-
fications and damages evaluation in catastrophes or dynamic path planning during 
rescue missions or intervention services also in catastrophes (fires, floods). 

Different classical techniques have been studied for image texture classification, 
namely: Bayesian, K-Nearest, Neural Networks, Vector Quantization [1], [2], [3], [4], 
[5], among others.  

An important issue reported in the literature is that the combination of classifiers 
performs better than simple ones [6], [7], [8], [9]. The studies carried out in [10] and 
[11] report the advantages of using combined classifiers against simple ones. Never-
theless, the main problem is: which is the best strategy for combining simple classifi-
ers? This is an issue still open. Indeed in [8] and [9] it is stated that there is not best 
combination method, where a revision of different approaches is reported including 
the way in which the classifiers are combined. In this work we propose the combina-
tion of two base classifiers namely: the probability Bayesian (BP) [12] and the Fuzzy 
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Clustering (FC) [13], [14]. They are combined under a relaxation scheme for classify-
ing textures in natural images. BP establishes an initial classification based on prob-
ability values and FC reinforces or punishes these values by applying a consistency 
criterion. This makes the main contribution of the work.  

There are pixel-based and region-based approaches. A pixel-based approach tries 
to classify each pixel as belonging to one of the classes. The region-based identifies 
patterns of textures within the image and describes each pattern by applying filtering 
(laws masks, Gabor filters, Wavelets, etc.), it is assumed that each texture displays 
different levels of energy allowing its identification at different scales [15], [16], [17]. 
This is out of the scope of this paper. 

The aerial images used in our experiments do not display texture patterns. This im-
plies that textured regions cannot be identified by applying region-based. In this work 
we use a pixel-based approach under RGB color representation because it performs 
favorably against other color mappings, as reported in [16]. Hence, the three RGB 
spectral values are the features used in our method. The same texture could display 
different RGB levels. 

The paper is organized as follows. Section 2 describes the relaxation hybrid ap-
proach, where the BP and FC base classifiers are briefly introduced. Section 3 shows 
experimental and comparative results. Finally, in the section 4 some concluding re-
marks are presented.  

2   Combining Classifiers under Relaxation 

Our system works in two phases: training and classification. We have available a set 
of training samples clustered in c classes wj, where j = 1,2,…,c. Each cluster consists 

of ni samples where j
j

i w∈x and i = 1,2,…,ni.  

2.1   Probability Bayesian Estimator (BP) 

Given a sample xi the problem is to classify it as belonging to a cluster. This is carried 
out by the Bayesian framework. The Bayes rule computes the posterior probability, 

( ) ( ) ( ) ( )ijjiij pwPwpwP xxx || = ,   j = 1,2,…,c (1) 

P(wj) is the a prior probability that the sample belongs to the class wj; p(xi) is the c-
fold mixture density distribution. So, the decision is made through the equation (2), 

( ) ( ) ( ) ( )kkijjiji wPwpwPwpw ||  if  xxx >∈ ,  jk ww ≠∀      (2) 

The main problems to be solved are the estimations of the class-conditional prob-
ability density functions )|( ji wp x and the a priori probabilities, )( jwP . The first 

ones are obtained via the well-known parametric Bayesian estimator assuming a 
Gaussian distribution [17]. The second ones requires some previous knowledge, but if 
this is not possible the a priori probabilities are all set to the same fixed value, this is 
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our case; p(xi) in (1) has not discriminatory properties. Hence, the decision through 
(2) is made based only on the probability provided by )|( ji wp x .  

2.2   Fuzzy Clustering (FC) 

Given the number of clusters c and following [13], [14] the FC algorithm is based on 
the minimization of the objective function J, 

( )∑ ∑= == n
i

c
j ij

mj
i dUJ 1 1

2);( µv . (3) 
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where { }cvvvv ,...,, 21= . These cluster centers are to be updated. The n x c matrix 

][ j
iU µ= contains the membership grade of pattern i with cluster j; ( )jiddij vx ,22

≡  is 

the squared Euclidean distance. The number m is called the exponent weight [13]. In 
order to minimize the objective function (2), the cluster centers and membership 
grades are chosen so that high memberships occur for patterns close to the corre-
sponding cluster center. The higher the value of m, the less those patterns whose 
memberships are low contribute to the objective function. Such patterns tend to be 
ignored in determining the cluster centers and membership grades [14]. The parame-
ter m is set to 4 in this paper by cross-validation [12]. 

The original FC computes, for each xi at the iteration t, its membership grade and 
updates the cluster centers according to equation (5), 
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The stopping criterion of the iteration process is achieved when 

ijtt j
i

j
i ∀<−+   )()1( εµµ  or a number Nmax of iterations is reached.  

2.3   Classifier Combination by Relaxation 

Given any image, the problem is to classify each pixel i located at (x,y) as belonging 
to a cluster wj. The probability that the pixel i with features xi belongs to the cluster wj 
is given by the probability density function )|( ji wp x . For simplicity this probability 

is renamed as .)|( j
ii pwp j ≡x Classical approaches in relaxation labelling can be 

found in [18], [19]. The problem can be formulated as follows. For each cluster we 
build a network of nodes netj, where each node represents a pixel location in the im-

age ).,( yxi ≡  The node i in this network is initialized with j
ip (state value) but 

mapped linearly to the range ]1,1[ +− instead of ].1,0[ +  The proposed relaxation ap-

proach updates through the iteration t the initial states by considering the support 
provided by the FC classifier taking into account a neighbourhood of nodes 



348 M. Guijarro, G. Pajares, and P. Javier Herrera 

m
ik N∈ around i. This is the combination scheme. The relaxation process obtains a 

new state at the iteration t + 1 by adding the fraction ),( ⋅⋅f  to the previous one and 

then averaging these values,  
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where )()()( tptstl j
kk

j
ik

j
i ∑= is the total force exerted on node i by the other nodes 

m
ik N∈ at the iteration t; the term j

iks is a regularization coefficient representing the 

mutual influence exerted by the k neighbors over i for each netj. The neighborhood is 

defined as the m-connected spatial region, m
iN , where m is set to 8 in this work. We 

define a compatibility coefficient at the iteration t as follows,  
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where j
kµ is supplied by FC, it is the membership degree that a node (pixel) k with 

attributes xk belongs to the cluster wj, computed through the equation (5). These val-
ues are mapped linearly to range in [−1, +1] instead of [0, +1] for compatibility com-

putation. From (7) we can see that )(tj
ikr  ranges in [−1, +1] where the lower/higher 

limit means minimum/maximum influence respectively. Finally, the regularization 
coefficient is defined as, 
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sgn is the signum function and v is the number of negative values in the 

set { }j
k

j
i

j
ik pttrC ),(),( µ≡ , i.e. given { } CqCqS ⊆<∈≡ 0/ , v = card (S). The process 

is as follows:  

Initialize: t = 0; load each node with )0( =tp j
i ; set 05.0=ε  (constant to accelerate 

the convergence); tmax = 100. Define nc as the number of nodes that change their state 
values at each iteration.  

while maxtt < or 0≠nc set t = t + 1;  nc = 0; for each node i update )1( +tp j
i  accord-

ing to the equation (6); if  ε>−+ )()1( tptp j
i

j
i  then  nc = nc + 1. 

Outputs: the states )(tp j
i for all nodes updated.  

The final decision is made as described in the section 2.1 with the output states. 
The compatibility coefficient is the kernel of the proposed hybrid approach. Indeed, it 
combines both, the probabilities and membership degrees provided by BP and FC 
respectively. Then, through the relaxation process the initial probabilities are updated 
based on the own influence and the influences exerted by the neighborhoods through 
their corresponding membership degrees, Eq. (6).   
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3   Comparative Analysis and Performance Evaluation 

We have used a set of 26 digital aerial images acquired during May in 2006 from the 
Abadin region located at Lugo (Spain). They are multispectral images with 512x512 
pixels in size. The images are taken at different days from an area with several natural 
textures. The initial training patterns are extracted from 10 images of the full set. The 
remainder 16 images are used for testing and four sets, S0, S1 S2 and S3 of 4 images 
each one, are processed during the test according to the strategy described below. The 
images assigned to each set are randomly selected from the 26 images available. 

3.1   Design of a Test Strategy 

In order to assess the validity and performance of the proposed approach we have 
designed a test strategy with two goals: 1) to verify the performance of our hybrid 
approach as compared against some existing strategies; 2) to study the behaviour of 
the method as the training (i.e. the learning) increases.     

Our combined relaxation (RS) method is compared against the base classifiers 
used for the combination. RS is compared against the hybrid classifier, based on the 
combination of BP and FC (BF) [20]. The combination is carried out through the 
equation (1) where the a priori probabilities are considered as supports provided by 
FC. RS is also compared against the following classical hybrid strategies [9]: Mean 
(ME), Max (MA) and Min (MI). Yager [20] proposed a multicriteria decision making 
approach based on fuzzy sets aggregation. So, RS is finally compared against the 
fuzzy aggregation (FA) defined by the equation (9), 
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This represents the join support provided by BP and FC; the decision is made 
based on the maximum support for all clusters. The parameter a has been fixed to 4 
after trial and error.  

In order to achieve the above two goals, each pixel in the images included in S0, 
S1, S2 and S3 is classified as belonging to a cluster. This is carried out in three 
STEPs. The percentage of error is computed based on the ground truth established by 
each cluster for each image under the supervision of the expert human criterion. In 
STEP 1 we classify S0 and S1. The classified samples coming from S1 are added to 
the previous training patterns and a new training process is carried out for BP and FC 
where their parameters are updated with all available samples at this STEP. In STEP 2 
we classify S0 and S2 and the classified samples coming from S2 are added as new 
training samples for a new training process where the parameters are again updated. 
Finally in STEP 3 S0 and S3 are classified. 

Through the three STEPs we verify the performance of the different methods as the 
learning increases. At the STEPs 1 and 2 we add 4x512x512 new training samples. 
The set S0 is a pattern set which is classified at each STEP but without intervention in 
the training processes carried out in STPEs 1 and 2. This allows us to verify specifi-
cally the relevance of the learning process as it increases.   

Based on the assumption that the automatic training process determines four classes, 
we classify each image pixel with the simple classifiers obtaining a labeled image with 
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four expected clusters. For each class we build a binary image, which is manually 
touched up until a satisfactory classification is obtained under the human supervision. 

Figure 1 (a) displays an original image belonging to the set S0; (b) displays the 
correspondence between the classes and the color assigned to the corresponding clus-
ter center according to a color map previously defined; (c) labeled image for the four 
clusters obtained by our proposed RS approach; (d) ground truth for the cluster num-
ber two. The labels are artificial colors identifying each cluster. The correspondence 
between labels and the different textures is: 1.-yellow with forest vegetation; 2.- blue 
with bare soil; 3.- green with agricultural crop vegetation; 4.- red with buildings and 
man made structures. 

(a) (b) (c) (d) 

Fig. 1. (a) Original image; (b) colors-labels; (c) labeled textures (b) ground truth for cluster #2  

3.2   Analysis of Results 

Table 2 shows the percentage of successes in terms of correct classifications obtained 
for the different classifiers. For each STEP s we show the results obtained for both sets 
of tested images S0 and either S1 or S2 or S3. These percentages are computed taking 
into account the correct classifications for the four clusters according to the correspond-
ing ground truth. The numbers in square brackets in the row RS indicates the rounded 
and averaged number of iterations required by each set at each STEP. From results in 
table 2 one can see that the best performance is achieved by the proposed RS strategy. 
The best performance for the simple hybrid methods is achieved by ME and for the 
simple methods is BP. The results show that the hybrid approaches perform favourably 
for the data sets used. The MA and ME fusion methods provide best results than the 
 

Table 1. Percentage of successes obtained for the methods analysed at the three STEPs  

STEP 1 STEP 2 STEP 3  % Error 
S0 S1 S0 S2 S0 S3 

Relaxation  [iterations] 
RS 

[12] 
22.6 

[15] 
22.7 

[11] 
20.6 

[9] 
17.3 

[9] 
18.9 

[11] 
19.6 

Fuzzy aggregation FA 25.1 26.2 23.8 24.1 20.9 20.1 

Hybrid Bayesian-Fuzzy BF 23.8 24.5 22.2 20.1 19.9 20.0 

MA 30.4 29.6 27.8 26.9 26.6 26.0 

MI 36.4 36.1 31.4 34.3 29.9 28.3 

 
Simple hybrid methods 

ME 28.6 28.3 24.8 26.1 24.3 24.2 

FC 32.1 30.2 27.1 27.4 26.0 25.9 Simple methods 

BP 30.2 29.1 26.1 26.4 25.2 24.7 
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individual ones. This means that fusion strategies are suitable for classification tasks. 
Moreover, as the learning increases through STEPs 1 to 3 the performance improves 
and the number of iterations for S0 decreases. This means that the learning phase is 
important and that the number of samples affects the performance.  

The best performance is achieved by the proposed method. This is based on  
the following two reasons: 1) the influences exerted by the neighbours nodes try to 
modify the probability of the node which is analysed based on their criteria; 2) the 
relaxation process also modifies that probability progressively and considers the own 
criterion of the node which is being updated.  

The main drawback is its execution time, which is greater than for the remaining 
methods and directly proportional to the number of iterations. The implementation 
has been carried out in Matlab and executed on a Pentium M, 1.86 GHz with 1 GB 
RAM. On average the execution per iteration is 11.2 seconds. 

4   Conclusions 

We have proposed the combination of classifier through a relaxation strategy that 
performs favourably as compared with other existing strategies. This method com-
bines supports of two simple classifiers. The BP classifier is influenced by the FC, 
more classifiers could be added for influencing. Also, in the future, a mutual influence 
could be considered. The method has been tested for images where the spatial 
neighbourhood is an important issue. The method can be applied to problems where a 
neighbourhood can be established (image change detection), but also in problems 
where some nodes are affected by others (social or political decisions).    
 
Acknowledgments. Thanks to SITGA (Servicio Territorial de Galicia) and Dimap 
company (http://www.dimap.es/) for the aerial images supplied and used in this work.  
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Abstract. This work applies new techniques of automatic learning to diagnose 
neuro decline processes usually related to aging. Early detection of cognitive 
decline (CD) is an advisable practice under multiple perspectives. A study of 
neuropsychological tests from 267 consultations on 30 patients by the Alz-
heimer's Patient Association of Gran Canaria is carried out. We designed neural 
computational CD diagnosis systems, using a multi-net and ensemble structure 
that is applied to the treatment of missing data present in consultations. The re-
sults show significant improvements over simple classifiers. These systems 
would allow applying policies of early detection of dementias in primary care 
centers where specialized professionals are not present. 

Keywords: Cognitive Decline; Dementia; Diagnosis; Alzheimer's Disease; 
Cognitive Tests; Missing Data; k-fold Cross-validation; Artificial Neural Net-
work; Modular Neural Network; Counterpropagation; Multi-net; Ensemble. 

1   Introduction 

The progressive aging of the world population has brought with it an increase in the 
incidence of diseases that are associated with this advanced age. Neurodegenerative 
processes, especially those including dementias, are two areas that are noteworthy. One 
outstanding feature is its high prevalence, 8-10% in individuals older than 65, and more 
than 25% of the population who are very advanced in years [1]. This prevalence has 
some very important repercussions in the patient’s life and in other spheres. Its impact 
on the quality of life and individual autonomy is apparent, but we must not ignore the 
changes seen in the familiar, social and healthcare settings as well [2][3]. 

These consequences in these settings are a clear signal for research and applica-
tions to be carried out in possible precocious diagnosis. Of course the diagnosis has to 
be as accurate as possible while trying to resist the devastating effects of this pathol-
ogy through the use of a therapeutic plan and suitable approach [4]. This is why the 
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early detection of CD is an advisable practice at every level of attention. However, the 
high uncertainty diagnosis [5], and the degree of the underdiagnosis which is so cru-
cial and can reach 95% of the cases in some settings [6] highlights the need to de-
velop detection programs and new instruments of diagnosis. 

Three types of CD evaluation are possible. The first uses an open form, another is 
semi structured, while the third evaluation is carried out using the application of a 
series of cognitive evaluation scales. It must be stressed, however, that a test or a 
cognitive-based scale does not necessarily confirm deterioration or a normality diag-
nosis, but only indicates the possible existence of a cognitive deficit. Several neuro-
psychological tests [7] have been developed and used to evaluate different cognitive 
sections of a patient throughout the years. However, it is not a simple task to define a 
clear relationship between test results and specific symptoms or different levels of 
CD. Wide validation and testing are, of course, needed to determine levels of sensitiv-
ity, specificity and predictive value. Other important problems in the use of these 
scales are the absence of universal cut points, trans-cultural difficulties and the level 
of precision that seems to be similar with the use of short or long scales [8][9]. 

Automated decision making applications using consultation with several experts 
are now being rediscovered by the computational intelligence community. This appli-
cation has emerged as a popular and heavily researched area, known as ensemble 
systems, and has produced favorable results when compared to results from single 
expert systems for a broad range of applications and under a variety of scenarios [10]. 

We present a proposal for CD diagnosis based on modular neural computation sys-
tems by means of a multi-net and an ensemble system that is directed towards the 
treatment of frequently missing data in physician-clinical environment. 

2   Data Environment 

The dataset includes results from 267 clinical consultations on 30 patients during 
2005 at the Alzheimer's Patient Association of Gran Canaria [11]. The data structure 
includes a patient identifier, results from 5 neuropsychological tests, and a diagnosis 
of CD as well as differential dementia. An important advantage in this data set is in its 
homogeneity, each patient has scores from monthly tests, except the Mini Mental test, 
which is carried out twice a year. Nevertheless, even though the majority of the  
patients were tested 12 times, there are some patients with missing data in their con-
sultations. In effect, we are working with a dataset where a missing data feature is 
present, since not all of the patients are subject to the complete set of tests. 

A collection of 5 different data tests are used [11]: Mini Mental Status Examina-
tion (MMSE), Functional Assessment Staging scale (FAST), Katz's index (Katz), 
Barthel's index (Bar) and the Lawton-Brody's index (L-B). 

The missing data from the MMSE test were introduced using interpolation from 
both annual tests. Almost all of the patients were subject to this test, and clinical ex-
perts agreed with this approximation. Still other missing values had to be accounted 
for, in this case 71 from a total of 1335. See Table 1 for a distribution by test and 
number of patients.  
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Table 1. Statistics of missing data in data set 

Test type Number of missing data Number of patients 
MMSE 36 (13.5%) 4 (13.3%) 
FAST 0 (0%) 0 (0%) 
Katz 33 (12.4%) 12 (40%) 

Barthel 1 (0.3%) 1 (3.3%) 
Lawton-Brody 1 (0.3%) 1 (3.3%) 

Total 71 (5.3%) 16 (53.3%) 

Different fields that make up successfully obtained information were preprocessed. 
This step was carried out to facilitate posterior convergence (in the use of the data 
set). The neuropsychological tests were standardized based on the minimum and 
maximum values that could be attained in these tests. Fields that were not completed 
were labeled as having missing values and were submitted to special treatment later. 

Diagnostic values are used at a control stage. The diagnosis of the CD can result in 
one of four possible values: Without CD, Slight CD, Moderate CD and Severe CD. 
An analysis of the complete set of consultations reveals that 15% were diagnosed with 
Slight CD, 34% with Moderate CD and 51% with Severe CD. Recall that the data 
source does not include patients without CD. Regarding the diagnosis of dementias, 
73% of the consultations correspond to Alzheimer-type dementias, while the remain-
ing 27% were included in other types of dementias. 

Data set size is one of the added difficulties which must be addressed when  
designing an artificial intelligence system which will aid in the diagnosis of DC. 
The data set limits how suitable the training of the used neural models will be, in 
addition to accurate generalization error. A method must be found that allows an 
efficient approach to this aspect of the problem. A cross-validation method is used 
and it improves training and error considerations [12]. These methods are based on 
making several partitions on the total data employed, or resampling. Diverse  
training is carried out with these data. A first part is used as a training set while the 
second one functions as a validation set. The generalization average error of the 
different estimations carried out on the different validation sets will provide a 
trustworthy measurement of the evaluated model error. The cross-validation variant 
was the denominated k-fold, and consisted in partitioning the data set into k sub-
groups, performing k training exercises, and leaving a validation data subgroup in 
each one while using the remaining (k - 1) as training data. The conducted partition 
on our queries was based on the identification of the patient involved in the consul-
tation, that is, the consultations performed on the same patients were grouped in the 
same subgroup. Consequently we created 30 different subgroups, or a 30-fold con-
sultation. This approach allows more objective results to be obtained because a 
model that has not been trained with other source consultations from the same pa-
tient will be used when the error validation of the consultation is carried out. In 
other cases the consultation using to train would have a much greater correlation 
with the evaluation consultation. 
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3   Diagnosis Systems 

Two modular neural computing systems employing a multi-net and an ensemble ap-
proach [10] were used to approach the problem of CD diagnosis. The systems are 
based on modules that implement Counterpropagation neural networks (CPNs) [13]. 
The first system assembles these modules in a competitive way using a Decision Tree 
based Switching Ensemble (DTBSE) [14]. The desired goal is that the system chooses 
the module that, a priori, offers a more effective diagnosis in that type of consultation, 
based on available tests to diagnose a patient in a determined consultation. The sec-
ond system uses a Simple Majority Voting Ensemble (SMVE) combining method to 
assemble the modules [10]. This system counts the outputs from the best modules as 
votes, and then selects as system output the class with the maximum number. 

3.1   Counterpropagation Modules 

Counterpropagation architecture [13] is a modular neural network of two independ-
ent-learning cascaded layers. One layer is based on supporting the classification under 
self-organizing learning. It includes one first stage consisting of a quantifier layer 
with competitive learning, in our case a Kohonen self-organizing map (SOM) [15]. 
The second stage implements delta rule learning, since it receives a single input value 
of 1 from the previous stage. This second stage is equivalent to outstar learning [16]. 
One of the most important advantages in this network is its tremendous speed. Possi-
ble trainings take place between 10 and 100 times faster than the conventional back-
propagation networks, producing similar results. Increased speed is attributed to the 
simplification which occurs in the self-organizing stage. Simplification also allows 
the second stage to use a simple classifier that produces proven convergence in linear 
problems, better generalization skills and a reduction in the consumption of comput-
ing resources. 

The problem of missing input data in the first stage is avoided by using a variant of 
the SOM architecture that is able to process missing data [17]. This variant prevents 
missing values from contributing when coming out or modifying the weights. Even 
so, this way of approaching missing values is insufficient by itself, the proportion of 
missing values is excessive for this network because of its low tolerance. 

3.2   Decision Tree Based Switching Multi-net System 

Our multi-net system is an alternative to the missing data processing of CPN. It treats 
the missing data training in all the CPN modules with different input subgroups that 
can be given as a variant of the 5 dimensions corresponding to each of the tests used 
during consultations when diagnosing a patient. The design of a DTBSE [14], adapted 
to the obtained results, causes the CPN module to be chosen because, a priori it more 
effectively diagnoses the input consultation according to the corresponding test.  

The design of the DTBSE was based on the accomplishment of training and 
evaluation of the generalization error of the different CPN modules with every possi-
ble input combination configuration. The dominations between classifiers were ob-
tained from the analysis of the obtained results. In other words, we considered that a 
classifier dominates another one if using an input subgroup used by the second one 
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produces a validation error equal to or less than the second one. Some modules were 
quickly discarded according to the obtained classifier that dominates and the suitable 
rules were designed to select at every moment the module with smaller generalization 
error according to the presence of tests in the input consultation.  

3.3   Simple Majority Voting Ensemble System 

Finally our DTBSE is not using the ability of CPN to process missing data, because 
the system only sends data with all available inputs to each module. The domination 
exclusion method also eliminates some of the better modules. The ability of our CPN 
modules to process inputs with missing data is incorporated into the design of a neural 
ensemble, SMVE. The neural ensemble uses the modules with the lowest average of 
validation errors and creates a simple majority voting process based on their outputs. 
The class with the maximum number of votes is selected as the system output. The 
combination of the outputs of several classifiers does not guarantee a superior per-
formance to the best ensemble module, but it clearly reduces the risk of making a 
particularly poor selection [10]. 

4   Results and Discussion 

Fig. 1 summarizes average error for the calculated training and validation sets by 
means of the cross-validation method for all of the CPN modules with different input 
subgroups. The validation error for each module was calculated using only the data 
without missing values according to the inputs of the module. It can be deduced that 
MMSE, FAST and Katz, in this order, are the most important tests when carrying out 
the diagnosis. The best module using all validation data is the CPN with the MMSE 
and FAST tests inputs (CPN MMSE+FAST). Average error reached in the validation 
sets are 8.99% and 7.44% in the training ones. Table 2 includes all the statistics for 
the validation sets. 
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Fig. 1. Average training and validation errors for all the CPN modules with different inputs 
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The obtained results from Fig. 1 led to a decision to only use 12 of the most domi-
nating modules. The DTBSE scheme used is described in Fig. 2. In it, depending on 
the not missing values present in the input consultation, the module with the best 
expected outcomes is selected. 

The DTBSE obtained system presents an average error in the validation sets of 
7.49%, Table 2 summarizes all the statistics for the validation sets. These results im-
prove successfully, in a 1.5% the average validation error, to the best modules (CPN 
MMSE+FAST) applied on the total of the consultations, which reaffirms the utility of 
using a multi-net system such as the one described. 
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Fig. 3. SMVE scheme and the modules used in it. The number of each module is the validation 
error calculated using only the data with some available value to the inputs of the module. 

The 7 best modules were used in the SMVE. The SMVE scheme used is described 
in Fig. 3. The class with the maximum number of votes is selected. 

The SMVE obtained system with this approach presents an average error in the 
validation sets of 4.12% (see Table 2). These results successfully improve, by 4.87% 
the average validation error when compared to the best one from the modules (CPN 
MMSE+FAST) applied on the total of all consultations, and by 3.37% to the DTBSE. 
The drawback of this system is its computational requirements. Output computation 
of more than one module is required, unlike DTBSE, and combines the exit of theirs. 
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Table 2. Comparison between results for the validation sets of the three approaches 

  CPN MMSE+FAST DTBSE SMVE 
Slight CD 59% 71% 76%

Moderate CD 97% 93% 99%
Se

ns
it

iv
it

y 

Severe CD 97% 99% 100% 

Slight CD 96% 85% 97%
Moderate CD 81% 86% 90%

Sp
ec

if
ic

it
y 

Severe CD 100% 89% 100% 

Average error 8.99% 7.49% 4.12% 

5   Conclusions 

The present work offers an important advance in the area of neuroinformatics and 
medical computer science based on a proposal to apply new techniques from auto-
matic learning to diagnose cognitive decline processes usually related to aging. 

The combination between the knowledge retrieved through cognitive tests and the 
ensemble techniques used to diagnose put our proposal in the field of Hybrid Intelli-
gent Systems. 

Required clinical tests may not be available at the time of a patient evaluation. This 
difficulty is overcome through the use of a variant of CPN with capacity for process-
ing missing data. In addition, we also designed two multi-net systems that, according 
to missing input data, use the more suitable CPN modules during their treatment. 

The use of this new instrument can help alleviate the degree of existing under-
diagnosis, since it would allow policies of early detection of dementias to be applied 
in primary care centers where specialized professionals are not on staff. In addition 
the analysis conducted on the different modules that make up the system allows the 
best cognitive test for a correct diagnosis to be selected. Therefore the study of other 
possible tests could be extended to elaborate refined diagnosis protocols. 
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Abstract. The Multiple Classifier Systems are nowadays one of the most prom-
ising directions in pattern recognition. There are many methods of decision 
making by the ensemble of classifiers. The most popular are methods that have 
their origin in voting method, where the decision of the common classifier is a 
combination of individual classifiers’ decisions. This work presents methods of 
classifier combination, where neural networks plays a role of fuser block. Fu-
sion on level of recognizer responses or values of their discriminant functions is 
applied. The qualities of proposed methods are evaluated via computer experi-
ments on generated data and two benchmark databases. 

1   Introduction 

This paper presents an algorithm of training a compound classifier. Multiple classifier 
systems are currently the focus of intense research. The mentioned concept has been 
known for over 15 years [22]. Some works in this field were published as early as the 
’60 of the XX century [2], when it was shown that the common decision of independ-
ent classifiers is optimal, when chosen weights are inversely proportional to errors 
made by the classifiers. In the beginning in literature one could find only majority 
vote, but in later works more advanced methods of receiving common answer of the 
classifier group were proposed. Attempt to estimate classification quality of the clas-
sifier committee is one of fundamental importance. Known conclusions, derived from 
analytic way, concern the particular case of the majority vote [10] when classifier 
committee is formed on the basis of independent classifiers. Unfortunately this case 
has only theoretical characteristic and is not useful in practice. A weighted vote is also 
taken into consideration. In [18] it was stated that the optimal weight value should be 
dependent on the error of the single classifier and on the prior probability of the class, 
on which classifier points. One also has to mention many other works that describe 
analytical properties and experimental results, like [9, 11]. The problem of establish-
ing weights for mentioned voting procedure is not simple. Many of authors have  
proposed treating the block of voting as a kind of classifier [12, 15] but the general 
question is “does the fuser need to be trained?” [7].  

This paper presents method of a trained voting procedure obtained via neural net-
works learning. Its quality is compared to another voting schemes.  
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2   Problem Statement 

This section presents two methods of classifier combination. The first one allows us 
to obtain classifier on the basis of the simple classifiers responses and the second one 
uses discriminant functions for the decision values. 

2.1   Classifier Fusion Based on Classifier Response 

Let us assume that we have n classifiers ( ) ( ) ( )nΨΨΨ ...,,, 21 . Each of them decides if 

object belongs to class { }Mi ...,,1=∈ M . For making common decision by the group 

of classifiers we use following classifier Ψ : 

( )∑
=

∈ ΨΨ=Ψ
k

i
iiij wj

1

,maxarg δM , (1) 

where iw  is the weight of i-th classifier and 

( )
⎩
⎨
⎧

=
≠

=
ji

ji
ji

if1

if0
,δ . (2) 

Let us note that iw  could play role of the quality of classifier ( )iΨ . The accuracy of 

classifier Ψ is maximized by assigning weights 

,
1 ,

,

ia

ia
i

P

P
w

−
∝  (3) 

where iaP ,  denotes probability of accuracy of i-th classifier. Unfortunately it is not 

sufficient to guarantee the smallest classification error. The prior probability for each 
class has to be also taken into account. In real decision problems the values of the 
prior probabilities are usually unknown.  

In [10] authors proposed to train the fuser. In our research we propose to use AWC 
algorithm (Adaptive Weights Calculation) [23]. Its idea has been derived from the 
well known single perceptron learning concept [19], where weight values are cor-
rected in each iteration. The correction depends on estimator of probability errors of 
single classifiers and estimator of classifier committee based on weights counted in 
this step. AWC increases the weights of classifiers whose accuracies are higher than 
accuracy of common classifier. The pseudocode of procedure is shown bellow. 
 

Procedure AWC 
Input:   kΨΨΨ ...,,, 21  - set of k classifiers for the same 
decision problem, Learning set LS,  
T number of iterations 
1.. For each classifier iΨ  

   a) compute weights of classifier ( ) kwi 10 =  

   b) estimate accuracy probability of ( )iΨ - iaP ,
ˆ  
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2. For t:=1 do T 

   a) estimate accuracy probability of Ψ - ( )tPâ  
   b) sum_of_weights:=0 
   c) for each classifiers iΨ  

          ( ) ( ) ( )( )
( ) ⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛

+
−

+−=
γt

PtP
twtw iaa

ii
,

ˆˆ
1  

          if ( ) 0>kwi  

          then sum_of_weights:= sum_of_weights+ ( )kwi  

           else ( )twi :=0; 
   d) if sum_of_weights >0  
      then  
          i) for each classifier iΨ  

                ( ) ( )
weightsofsum

tw
tw i

i __
:=  

      else  
          i)  for each classifier iΨ  

             ( ) ( )1−= twtw ii  

          ii) Tt =:  

The γ  is integer, constant value fixed arbitrary (usually given by expert or obtained 

via experiments) which is connected with the speed of the weights learning process. 
The weight corrections in each step is reverse proportional to the γ  value. 

2.2   Classifier Fusion Based on Values of Classifiers’ Discrimination Function 

Another proposition of combining method is formed by fusions of simple classifier 
discriminant functions, the main form of which are posterior probability estimators 
[5, 9], referring to the probabilistic model of a pattern recognition task [1, 3, 28]. The 
aggregating methods, which do not require training, perform fusion with the help of 
simple operators such as maximum or average. However, they can be used in clearly 
defined conditions, as it has been presented in a research paper by Duin [7], which 
limits their practical applications. Weighting methods are an alternative and the selec-
tion of weights has a similar importance as it is in case of a weighted majority voting. 
The advantages of this approach include an effective counteraction against the occur-
rence of elementary classifier overtraining. 

Let’s assume that we have n classifiers ( ) ( ) ( )nΨΨΨ ...,,, 21 . Each of them makes 

decision based on the value of discriminant function. Let ( )( )xiF l ,  means such a 

function of class i with given value of x, which is used by the l-th classifier ( )lΨ . For 
making common decision by the mentioned group of classifiers let’s use the follow-

ing classifier ( )xΨ̂  
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( ) ( ) ( ),,ˆmax,ˆˆ
Mk

xkFxiFifix
∈

==Ψ  
(4) 

where 

( ) ( )( ) 1,,ˆ

11

== ∑∑
==

n

i
l

n

l

l
l andxiFxiF ηη . (5) 

We could give varied interpretations of the discriminant function. It could be the 
posterior  probability for the classifiers based on Bayes decision theory or outputs of 
neural network. In general the value of such function means support given for distin-
guished class. 

We use a neural network as the fusion block where for the input neurons values of 
discriminant functions of elementary classifiers will be given, what is shown in Fig.1. 

 

Fig. 1. Idea of classifier fusion using neural networks as fusion block. As classifier output we 
could use value of discriminant functions. 

The details of the net are as follow: 

• sigmoidal transfer function in hidden and output layers, 
• back propagation learning algorithm for hidden and output layers (input layers was 

not trained), 
• input layer of the fuser is connected to all output neurons of all elementary classifi-

ers, therefore, its number equals number of classes of given problem multiplied by 
number of elementary classifiers, 

• 5 neurons in hidden layers, 
• as it took place in elementary classifiers, number of neurons in the last layer is 

equal to number of classes. 
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3   Experimental Investigation 

The aim of the experiment is to compare the performance of combined classifiers 
based on simple classifier responses or values of classifier discriminant functions with 
the qualities of simple classifiers and with another types of classifier fusion, namely 
described in [13, 17].  

As we mentioned we used three generated sets of data. Each of them consisted of 
300 elements generated according the Higleman’s [24], Banana and difficult distribu-
tions [8]. In those experiments two-class recognition task was considered with the 
same prior probability values for each class.   

Additionally experiments were carried out on two benchmark databases:  

• Balance database was originally generated to model psychological experiments 
reported by Siegler [25]. Database is accessible at [26]. There are 625 instances in 
dataset described by 4 attributes (left-weight, left-distance, right-weight, right-
distance) and being classified as having the balance scale tip to the right, tip to the 
left, or be balanced. 

• Phoneme database was in use in the European ESPRIT 5516 project: ROARS, the 
aim of which was to implement a system used for French and Spanish speech rec-
ognition. The aim of the database is to distinguish between nasal and oral vowels, 
which leads to dichotomy recognition problem. There are 5404 samples (vowels) 
coming from 1809 syllables described by five attributes (forming x vectors) that 
are the amplitudes of the five first harmonics. 

The set of five elementary classifiers consisting of undertrained or trained neural 
networks (denoted as s1, s2, s3, s4, and s5) has been used in experiments for the pur-
pose of ensuring diversity of simple classifiers that allows their local competences to 
be exploited.  

They were used to construct the committees proposed in previous section. The first 
one (based on the class numbers given by single classifiers) presented in 2.1 was 
denoted as AWC and FDF stood for the second one (based on the discriminant func-
tion values of single classifiers). As it was mentioned in 2.2 a neural network was 
used as the fuser of the discriminate functions of the elementary classifiers. The de-
tails of used neural nets are as follow: 

• sigmoidal transfer function, 
• back propagation learning algorithm, 
• 5 neurons in hidden layer, 
• 15 and 10 neurons in the input layer for Balance and Phoneme databases respec-

tively. 
• number of neurons in last layer equals number of classes of given experiment. 

Proposed fusers were well trained using learning set. It has to be underlined that dur-
ing fuser training process no alteration of the elementary classifiers were made as they 
were fully trained and ready to work. 

Additionally the qualities of mentioned classifiers were compared with classifier 
using majority voting of all simple recognizers (denotes ad MV) and Oracle classifier. 
Oracle is an abstract fusion model, where if at least one of the classifiers produces the 
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correct class label, then the committee of classifiers produces the correct class label 
too. It is usually used in comparative experiments [20]. 

Other details of experiments were as follow: 

• All experiments were carried out in Matlab environment using the PRtools toolbox 
[8] and own software.  

• Errors of the classifiers were estimated using the ten fold cross validation method 
[14]. 

Results of experiments are presented in Fig 2. 
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Fig. 2. Classification error for different classifiers and distributions 

Firstly, one has to note that we are aware of the fact that the scope of computer  
experiments were limited. Therefore, making general conclusions based on them is 
very risky. In our opinion mentioned below statements should not be generalized at 
this point, but they should be confirmed by other experiments in much broader scope. 

In the case of the presented experiment: 

1. We could observe that the quality of committee using majority voting scheme gave 
worse results than the best individual or two best individual classifiers. It never 
achieves higher quality than the best single classifier. We have to notice that when 
the differences between the qualities of individual classifiers had been quite big 
then decision of the group classifiers should be the decision of the best classifier. It 
is not undesirable behavior so let’s consider the following team of five independent 

classifiers ( ) ( ) ( ) ( ) ( )54321 ,,,, ΨΨΨΨΨ , with accuracies 55.01, =aP , 60.02, =aP , 

65.03, =aP , 70.04, =aP , 80.05, =aP . The probability of error of the committee of 

classifiers (voting according majority rule) is ( ) 20086.05 =eP . As we see it would be 

better if we remove the worst classifiers and reduce the ensemble to the individual 

and the most accurate classifier ( )5Ψ [18]. 

2. Proposed committees with well trained fuser always gave better results than the 
individual classifiers.  
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3. FDF classifier always gave better results than AWC. Additionally we have to no-
tice that FDF was definitely better than the best individual classifier, but quality of 
AWC is only slightly better or similar to the quality of the best individual classi-
fier. 

4. For some data sets FDF gave results slightly worse than Oracle.  
5. We observed that γ  factor had been playing the important role in the learning 

process of AWC. For presentation we chose only one value of γ  with the best qual-
ity of classification. We stated that the weights values established in the first 5-10 
iterations. For some experiments we observed that after about 10 iterations classifi-
cation error of combined classifier was increasing. In some cases the weights of the 
best individual classifier exceeded 0.5 what caused that quality of decision of 
committee of classifiers was the same as for the best single classifier.  

4   Final Remarks 

The original method of learning fusion block for classifier committee was presented 
in this paper. The proposed methods of fusion were evaluated via computer experi-
ments on benchmark and computer generated databases.  
The obtained results justify the use of methods based on weighted combination and 
they are similar as published in [4, 6, 16, 21]. Unfortunately, as it was stated, it is not 
possible to determine weight values in the analytical way. One should although hope 
that in case of application of above mentioned methods for real decision tasks, we 
have judgment of an expert, who can formulate the heuristic function of weights se-
lection or can be learned by methods proposed in this paper or any cited ones. The 
results of experiments encourage us to improve fusion method on the level of dis-
criminant function also. 
 
Acknowledgments. This work is supported by The Polish State Committee for Scien-
tific Research under the grant which is being realized  in years 2006-2009. 
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Abstract. It is well known that linear slack penalty SVM training is equivalent 
to solving the Nearest Point Problem (NPP) over the so-called µ-Reduced Con-
vex Hulls, that is, convex combinations of the positive and negative samples 
with coefficients bounded by a µ < 1 value. In this work we give a simple ap-
proach to the classical Gilbert-Schlesinger-Kozinec (GSK) and Mitchell-
Demyanov-Malozemov (MDM) algorithms for NPP that naturally leads to their 
updating pattern selection criteria and suggests an easy way to extend them to 
coefficient clipping algorithms for NPP over the µ-Reduced Convex Hulls.  
Although the extended GSK algorithm does not perform as well as the more 
complex recent proposal by Mavroforakis and Theodoridis, clipping MDM co-
efficient updates results in a fast and efficient algorithm. 

1   Introduction 

Given a sample },,1:),{( NiyXS ii K==  with 1±=iy , the standard formulation 

of SVM for linearly separable problems seeks [1] to maximize the margin of a sepa-
rating hyperplane by solving the problem 

min
2

2

1
W , with ,1)( ≥+⋅ bXWy ii  i = 1, …, N. (1) 

In practice, however, the problem actually solved is the simpler dual problem of 
minimizing 

∑ ∑−⋅=
ji i

ijijiji XXyyW
,2

1
)( αααα   with ∑ =≥

i
iii y 0,0 αα  (2) 

The optimal weight oW can be then written as ∑= ii
o
i

o XyW α  and patterns for 

which 0>o
iα  are called support vectors (SV). There are quite a few proposals of 

algorithms to solve (2) which can be broadly divided into two categories. In the first 
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one, decomposition algorithms, Platt's SMO [2] or Joachims' SVM-Light [3] are the 
best-known ones. Here, however, we will consider the alternative geometrical meth-
ods, that train SVMs by solving the Nearest Point Problem (NPP; see [4]) in which 

we want to find the nearest points *
+W  and *

−W  of the convex hulls )( ±SC  of the 

positive }1:{ ==+ ii yXS  and negative }1:{ −==− ii yXS  sample subsets. The 

maximum margin hyperplane is then ***
−+ −= WWW  and the optimal margin is 

given by 2/*W . If we write a )( ++ ∈ SCW  as ∑=+ pp XW α , with ∑ = 1pα  

and a )( −− ∈ SCW  as ∑=− qq XW α , with ∑ = 1qα  we have =−= −+ WWW   

iii Xy∑α  with −+=∈ SSSX i U . We can thus state the NPP problem as follows: 

,
2

1
min

2
W with ∑ =∑ =≥

i
i

i
iii y ,2,0,0 ααα  (3) 

where we assume again a linearly separable training sample. In [5, 6] specific algo-
rithms have been proposed for NPP that originate in the more classical Gilbert-
Schlesinger-Kozinec (GSK; [7, 8]) and Mitchell-Demyanov-Malozemov (MDM; [9]) 
algorithms to find the minimum norm vector of a convex set. 

Although SVM algorithms for linearly separable problems extend immediately to 

non separable ones if square penalties ∑ 2
iξ  are applied to margin slacks iξ  [10], a 

different setup has to be pursued if linear penalties ∑ iξ , the most widely used alter-

native, are considered. Geometric algorithms have then (see [4]) to solve NPP over 
the so-called µ -Reduced Convex Hulls ( µ -RCH), where an extra restriction 

µα ≤i  has to be added to those in (3). Recently some proposals [11, 12] have been 

presented to solve NPP over RCHs which are based on the observation that the opti-

mal *W  must be a combination of extreme points of the µ -RCH, that have the form 

∑ −+= = +

K
p ii Kp

XKXW 1
*

1
)1( µµ  for an appropriate sample pattern selection 

piX  

and where ⎣ ⎦µ/1=K . Both algorithms adapt respectively the standard GSK and 

MDM algorithms to this situation. 
However, a simpler approach could be to simply “clip” the GSK and MDMα coeffi-

cient update rules so that the µα ≤i  bound is kept. In this work we shall follow this 

approach and study such clipped versions of the GSK and MDM algorithms. In section 
2 we will briefly review the standard GSK and MDM algorithms under a new, simple 
and clear viewpoint, that also leads naturally to clipped versions that we shall introduce 
in section 3, where we shall also show how clipped GSK may run into some pathologi-
cal situations that may render its convergence quite slow while, on the other hand, this is 
much less likely for clipped MDM. We will numerically illustrate this in section 4 
where we will compare our clipped GSK algorithm with the one proposed by Mavro-
forakis and Theodoridis in [11], showing the latter to be faster even if at each step it 
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must perform an ordering of the projections iXW ⋅  of the sample points iX  over the 

current −+ −= WWW . However, we shall also see that the clipped MDM is much 

faster than either RCH version of GSK. A brief discussion ends the paper. 

2   Standard GSK and MDM Algorithms 

2.1   Standard GSK Algorithm 

The GSK algorithm uses a single pattern lX  to update one of the components ±W  of 

the current weight vector −+ −= WWW  to a new one lXWW δδ +−= ±± )1('  where 

lX  is in the same class of the ±W  vector being updated. The new coefficients are 

thus ilii Ξ+−= δαδα )1(' , with 1=Ξ il  if 1=i  and  0 otherwise. Assume first that 

we want to update +W . The new vector 

,
~

)()1(''
llll XyWWXWWXWWWW δδδδ +=−+=−+−=−=′ +−+−+  

where we write +−= WXX ll
~

 and use the fact that now 1=ly . Similarly, if we 

want to update −W , we would have −=−=′ +−+ WWWW ''  

,
~

)1( lll XyWXW δδδ +=−− − where we now use 1−=ly . In both cases we have 

)(
~~

2
~ 22222

δδδδ Φ=+⋅+=+=′ lllll XXWyWXyWW  (4) 

and, therefore, )
~~

(2)( lll XXWy δδ +⋅=Φ′ . Thus, ll XWy
~

2)0( ⋅=Φ′  and the lX
~

 

update will provide a decrease in 
2

W ′  whenever 0)(
~ <−⋅=⋅ ±WXWyXWy llll , 

that is, 0<⋅=⋅ ±WWyXWy lll . If this is the case, the optimal *δ  value is 

2
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XWy ⋅
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and the corresponding ( )*δΦ  becomes 
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If we ignore the 
2~

lX  denominator, the maximum decrease in 
2

W ′  will be ob-

tained if we take 0}){(maxarg 2 <⋅−⋅= ±WWyXWyl llll  which, since we must 

have ±⋅<⋅ WWyXWy lll , will be given by 
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}:{minarg ±⋅<⋅⋅= WWyXWyXWyl iiiiii  . (5) 

We finally observe that we must clip *δ  if necessary so that we ensure 

1)1( ** ≤+− δαδ l , which means that we must force 1* ≤δ . 

2.2   Standard MDM Algorithm 

The MDM algorithm uses two pattern vectors 
21

, ii XX to update the current weight 

W  to another one of the form 
222111 iiiiii XyXyWW δδ ++=′ . The advantage of 

this is that at each step we will have to modify only two multipliers 
1i

α  and 
2i

α  in-

stead of all, as it was the case in GSK. The restrictions in (3) imply 

2121
22 iiiiii δδδδαα ++=++∑∑ =′=  and ++∑=∑ ′=

11

0
iiiiii yyy δαα  
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21 ii yy = . As a consequence, 
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2
W ′  is a function of 

2i
δ  and we have 

}.,,{2)(

,,,2)(

2

2222

1221222

12
2

12222

iiiiiii

ii
i

iiiii

ZZWy

ZZWyWW

δδ

δδδ

+⋅=Φ′

+⋅+=′=Φ
 

In particular, since now 
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Notice that the condition 0
2

<∆iy  makes 
2i

δ be positive. In other words, we have to 

make 0<∆ if 1
2

=iy  and 0>∆ if 1
2

−=iy . If we ignore now the 
2

12 ,iiZ  de-

nominator and write }1:{ ±==± iyiI , we simply select 
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Finally, we select += 2,12,1 ii  if −+ ∆>∆  and −= 2,12,1 ii  otherwise. 

3   Clipped GSK and MDM Algorithms for RCH SVM 

The basic idea in the work by Mavroforakis et al. [11] is that it is possible to calculate 

the updating lX  in the RCH as the vertex of the RCH with least margin. This calcula-

tion implies a combination of the projections of a certain number of vertices of the 
standard CH ( 1=µ  case) along the direction W , so that a computationally expensive 

sorting of the projections is required. 
On the other hand, in order to arrive to a clipped GSK algorithm, we may dispense 

with the sorting step simply by working with the lX  selected as in (5), that is, the 

vertex with least margin in the standard CH, instead of in the µ -RCH. With such a 

choice, the update will obviously be the same as in GSK, but this time we have to clip 
δ  so as not to get out of the RCH. Recall that the updates in GSK are 

ilii Ξ+−= δαδα )1(' , with 10 ≤≤ δ . Thus, if li ≠  and µα ≤≤ i0 , we clearly 

have µα ≤′≤ i0 . However, if li =  and we want the update δαδα +−= ll )1('  to 

be µ≤ , we must take )1()( / ll ααµδ −−≤  (observe that with 1=µ  we recover 

the previous 1≤δ  bound for standard GSK). Moreover, since we have 

llll αδααα >−+= )1(' , it is clear that we cannot consider iX  patterns with 

µα =i  as updating candidates. We must thus refine the previous l  choice as 

{ }±⋅<⋅<⋅= WWyXWyXWyl iiiii ii
,:minarg µα  . (6) 

We will call the resulting algorithm clipped GSK, or C-GSK in short. When apply-
ing the last l  selection there is the obvious risk that the right hand side index set is 
empty. How this may happen is shown in figure 1, where a convex hull formed by 
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four vectors is depicted. We assume )0,0(=−W , += WW �is the point in the center of 

the convex hull (which lies obviously inside the reduced hull), 2/1=µ and the coeffi-

cients are the ones shown. It is clear that the only possible choices for lX would be the 

points with a zero coefficient, but for them ±⋅=⋅ WWXW i . No updating vector 

could then be found and C-GSK would be stuck at a clearly wrong W weight. Inter-
estingly enough, this condition never happened in our experiments so the patterns 

provided by (6) did always improve
2

W . Nevertheless, the situation described might 

be very close to actually happen, so that the norm decrease may be very small. As we 
shall see, this may explain why after many iterations C-GSK often gives a poor per-
formance. 

Turning our attention to the MDM algorithm, since it only increases the +
2i

α  and 

−
2i

α coefficients, in a µ -RCH setting we can simply refine our previous choice of ±
2i  as 

{ }
{ }.,1:maxarg

,,1:minarg

2

2

µα

µα

<−=⋅=

<=⋅=
−

+

jjjj

jjjj

yXWi

yXWi
 (7) 

Moreover, after the optimal 12 , ii �have been chosen, we must make sure that 

µδαα ≤+=′
222 iii  and 0

211
≥−=′ iii δαα . This forces us to clip 

2i
δ as 

( )
1222

,,min iiii ααµδδ −=  . 

In what follows we shall refer to this clipped MDM procedure as C-MDM. 

4   Numerical Experiments 

We will first compare the performance of C-GSK and that of the RCH GSK algorithm 
(R-GSK) given in [11] on 10 of G. Rätsch's benchmark datasets [13]. In table 1 each 
algorithm's performance is measured in terms of test classification errors, final number 
of support vectors and number of iterations done. The stopping criterion for R-GSK will 
be a small reduction of the norm; more precisely, we will stop when 

,
222

WWW ε≤′− with a tolerance level of 610−=ε . As for C-GSK, we will per-

form three times more iterations than in R-GSK in order to achieve a similar execution 
time in both algorithms (in R-GSK we have used the well known QuickSort algorithm, 
that has an average complexity of ,log2 NN with N being the sample size); it is clear 

that an iteration of R-GSK will be more expensive than one of C-GSK. 
As it can be seen in table 1, the performance of C-GSK is significantly worse than 

that of R-GSK in most of the datasets, even if it is allowed to have three times more 
iterations. Besides, C-GSK shows an inability to remove support vectors: both algo-
rithms use each hull's barycenter as the starting weight vectors and, when it ends, all 
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Fig. 1. Example of a situation where C-GSK gets stuck without finding the optimum. The 
optimum point is a bounded support vector with 2/1=µ . Any movement towards the two 

possible choices for lX  would produce an increase of the norm. 

patterns are support vectors for the C-GSK's final weight .W  R-GSK is slightly better 
on this, but it is neither able to remove many wrong initial SV choices. This is in fact 
a characteristic inherited from standard GSK. In short, besides not been able to re-
move any support vector, C-GSK seems to progress much more slowly than R-GSK 
towards the optimum and, when it ends, seems still to be far from reaching it, as its 
test errors are clearly worse. 

On the other hand, the results obtained by C-MDM are quite different and much bet-
ter. They are shown in table 2 over the previous 10 datasets. The stopping criterion is 
the same than for R-GSK (this time we do not round the number of iterations) and the 
algorithm also starts at the barycenters of the reduced convex hulls. Comparing both 
tables, it is clear that the C-MDM error rates are smaller than those of C-GSK; they are 
also better than those of R-GSK except for the image and splice datasets, for which 
the ε value used may not be accurate enough. Besides, the number of final SVs is much 
smaller in C-MDM, something to be expected, as standard MDM is designed to get rid 
of wrong SV choices; C-MDM seems to inherit this property. The number of C-MDM 
iterations is also greatly reduced; moreover, it should also be noted that the cost of a C-
MDM iteration is smaller than that of a C-GSK one and even more so for R-GSK. 

Table 1. Average test errors, number of support vectors and number of iterations given by the 

R-GSK and C-GSK algorithms, with 6
10

−=ε  

DATASET ERR. R ERR. C SVs R SVs C IT. R IT. C 
TITANIC 24.0±7.3 25.1±5.4 148.5±3.4 150.0±0.0 20000 60000 
HEART 16.0±3.1 16.1±3.5 107.7±11.8 170.0±0.0 500 1500 
DIABETES 23.8±1.8 29.1±4.8 354.3±23.3 468.0±0.0 500 1500 
CANCER 29.1±4.8 31.1±4.1 199.8±2.2 200.0±0.0 2000 6000 
THYROID 4.3±2.0 4.6±2.1 128.8±16.8 140.0±0.0 1500 4500 
FLARE 32.9±1.6 34.9±1.7 658.7±16.8 666.0±0.0 1000 3000 
SPLICE 11.1±0.9 11.1±1.0 1000.0±12.8 1000.0±0.0 15000 45000 
IMAGE 3.2±0.6 4.5±1.5 1300.0±0.0 1300.0±0.0 19000 57000 
GERMAN 24.6±2.3 31.8±2.4 697.7±12.1 700.0±0.0 1000 3000 
BANANA 13.4±2.7 13.5±3.3 400.0±0.8 400.0±0.0 35000 105000 
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Table 2. Average test errors, number of support vectors and number of iterations given by the 

C-MDM algorithm, with 6
10

−=ε  

DATASET ERR. C-MDM SVs C-MDM IT. C-MDM 
TITANIC 23.7±6.2 114.0±9.1 125.4±21.6 
HEART 16.0±3.2 83.2±6.7 208.9±21.9 
DIABETES 23.8±1.8 265.4±7.6 534.7±27.4 
CANCER 28.8±4.9 116.0±6.4 694.3±135.3 
THYROID 4.3±2.0 25.1±5.6 225.0±35.1 
FLARE 32.9±1.7 514.5±25.6 684.1±137.5 
SPLICE 11.5±1.8 630.8±13.3 1081.1±348.5 
IMAGE 5.1±3.0 327.2±155.8 4718.8±3488.5 
GERMAN 24.0±2.1 413.3±15.2 922.2±209.5 
BANANA 12.3±1.3 102.1±18.5 20890.0±42118.4 

5   Discussion and Conclusions 

The equivalence between SVM training for a linearly separable sample and solving 
the Nearest Point Problem for the convex hulls of the positive and negative subsam-
ples is well-known. It is also known that linear slack penalty SVM training is equiva-
lent to solving NPP over the so-called µ -Reduced Convex Hulls, where the convex 

combination coefficients are bounded by µ instead of 1 as it is the case for standard 

convex hulls. Recently some algorithms have been proposed for µ -RCH that extend 

the classical Gilbert-Schlesinger-Kozinec and Mitchell-Demyanov-Malozemov algo-
rithms. On the other hand, a natural idea to solve µ -RCH is to appropriately clip the 

coefficient update rules of the GSK and MDM algorithms. 
In this work we have given a simple approach to the linearly separable sample 

GSK and MDM algorithms that naturally leads to their updating pattern selection 
criteria and suggests an easy way to extend them to coefficient clipping algorithms 
for µ -RCH. Although the so extended GSK algorithm does not perform as well as the 

more complex proposal presented in [11], clipping results in a fast and efficient µ -

RCH MDM algorithm. Future work will focus on refining the algorithms proposed 
here and comparing the clipped MDM algorithm with the more involved MDM ex-
tensions proposed in [12]. 
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Abstract. The hybrid intelligent system presented here, forecasts the presence 
or not of oil slicks in a certain area of the open sea after an oil spill using Case-
Based Reasoning methodology. The proposed CBR includes a novel network 
for data classification and data retrieval. Such network works as a summariza-
tion algorithm for the results of an ensemble of Visualization Induced Self-
Organizing Maps. This algorithm, called Weighted Voting Superposition 
(WeVoS), is mainly aimed to achieve the lowest topographic error in the map. 
The system uses information obtained from various satellites such as salinity, 
temperature, pressure, number and area of the slicks. WeVoS-CBR system has 
been able to accurately predict the presence of oil slicks in the north west of the 
Galician coast, using historical data. 

Keywords: Case-Based Reasoning; Oil Spill; Topology Preserving Maps; En-
semble summarization; Self Organizing Memory; RBF.  

1   Introduction 

When an oil spill is produced, the natural risks are evident, and complicated decisions 
must be taken in order to avoid great natural disasters. Predicting if an area is going to 
be affected by the slicks generated after an oil spill will provide a great aid to take 
those decisions.  

The ocean is a highly variable environment where accurate predictions are difficult to 
achieve. The complexity of the system is increased if external elements are introduced 
in the analysis. In this case, oil spills are added, generating a rough set ofelements. 

The solution given by the system presented in this paper is a probability of finding 
oil slicks in a certain area. The proposed system is a forecasting Case-Based Reason-
ing system [1]. A CBR system has the ability to learn from past situations, and to 
generate solutions to new problems based in the past solutions given to past problems.  

The hybrid system combines the efficiency of the CBR systems with artificial intelli-
gence techniques in order to improve the results and to better generalize from past data.  

The developed system has been constructed using historical data and the knowl-
edge generated after the Prestige accident, from November 2002 to April 2003. The 
WeVoS-ViSOM algorithm [2] is applied for the first time under the frame of a CBR 
to perform classification tasks, when creating the case base. The algorithm also facili-
tates the retrieval phase, and makes it faster by properly grouping together those cases 
that are actually similar. 

After explaining the oil spill problem, both the CBR methodology and the 
WeVOS-ViSOM algorithm are explained. Then, the developed system is described, 
ending with the results, conclusions and future work. 
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2   Description of the Oil Spill Problem 

Once an oil spill occurs, the evolution of the oil slicks generated must be supervised or 
even predicted, in order to know if an area is going to be contaminated or even better, to 
avoid contamination in some critical areas. To get an accurate prediction it is necessary to 
know how the oil slicks behave or, at least, the probability of finding oil slicks in an area.  

First, position, shape and size of the oil slicks must be identified. Data related with 
the oil slicks, like their positions and sizes, has been obtained by treating SAR (Syn-
thetic Aperture Radar) satellite images [3, 4]. The satellite images show certain areas 
where it seems to be nothing, like zone with no waves; that are the oil slicks. With 
these kind of images it is possible to distinguish between normal sea variability and 
slicks. It is also important to distinguish between oil slicks and look-alikes.  

Once the slicks are identified, it is also essential to know the atmospheric and mari-
time situation that is affecting the slick in the moment that is being analysed. Informa-
tion collected from satellites is used to obtain the atmospheric data needed. That is 
how different variables such as temperature, sea height and salinity are measured in 
order to obtain a global model that can explain how slicks evolve.  

3   Case-Based Reasoning Systems  

Case-Based Reasoning origins are in knowledge based systems. CBR systems solve new 
problems acquiring the needed knowledge from previous situations [5]. The principal 
element of a CBR system is the case base, a structure that stores the information used to 
generate new solutions. In the case base, data is organized into cases, where problems and 
its solutions are related. A case base can then be seen as a kind of database where a series 
of problems are stored, as long as their solutions and the relation between them.  

The learning capabilities of the CBR systems are due to its own structure, com-
posed of four main phases [6]: retrieval, reuse, revision and retention.  

Applying CBR to solve a problem generally implies using other artificial intelli-
gence techniques to solve the problems related with the different phases of the CBR 
cycle. In this study, a new algorithm is used to structure the case base and to easily 
and fast recover the most similar cases from the case base. That algorithm is the 
WeVoS-ViSOM algorithm, which will be explained next. 

4   WeVoS-ViSOM for CBR 

In this section, a novel classification algorithm for CBR is presented. It is used to sort 
out all the information that is stored in the case base and to retrieve the most similar 
cases to the one introduced in the system as a problem to solve. 

4.1   Visualization Induced SOM (ViSOM) 

The Self-Organizing Map (SOM) algorithm [7] and the Visualization Induced Self-
Organizing Map (ViSOM) [8] are different types of Topology Preserving Mappings 
with a common target: to provide a low dimensional representation of multi-
dimensional datasets while preserving the topological properties of the input space.  

The ViSOM, aims to directly preserve the local distance information on the map, 
along with the topology. It constrains the lateral contraction forces between neurons 
and hence regularises the interneuron distances so that distances between neurons in 
the data space are in proportion to those in the input space [8].  
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Update of neighbourhood neurons in ViSOM: 
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where vw  is the winning neuron, α the learning rate of the algorithm, ),,( tkvη  is the 

neighbourhood function where v represents the position of the winning neuron in the 
lattice and k the positions of the neurons in the neighbourhood of this one, x is the 
input to the network and λ  is a “resolution” parameter, vkd  and vk∆  are the dis-

tances between the neurons in the data space and in the map space respectively. 

4.2   Weighted Voting Summarization (WeVoS) 

The idea behind the novel fusion algorithm, WeVoS, is to obtain a final map keeping one 
of the most important features of this type of algorithms: its topological ordering. WeVoS 
is an improved version of an algorithm presented in several previous works: [2, 9, 10] and 
in this study is applied for the first time to the ViSOM in the frame of a CBR. 

It is based in the calculation of the “quality of adaptation” of a unit in the same po-
sition of different maps, in order to obtain the best characteristics vector in each of the 
units of the final one. This calculation is performed as follows: 
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The model, called WeVoS is described in detail in the algorithm 1. 

Algorithm 1. Weighted Voting Superposition (WeVoS) 

1: train several networks by using the bagging (re-sampling with replacement) meta-algorithm 
2: for each map (m) in the ensemble
3: for each unit position (p) of the map
4:     calculate the quality measure/error chosen for the current unit 
5: end
6: end
7: calculate an accumulate total of the quality/error for each position Q(p) in all maps 
8: calculate an accumulate total of the number of data entries recognized by a position in all 
maps D(p)
9: for each unit position (p)
10:   initialize the fused map (fus) by calculating the centroid (w’) of the units of all maps in 
that position (p)
11: end
12: for each map (m) in the ensemble 
13:   for each unit position (p) of the map 
14:     calculate the vote weight of the neuron (p) in the map (m) by using Eq. 2 
15:     feed, to the fused map (fus), the weights vector of the neuron (p) as if it was an input to 
the network, using the weight of the vote calculated in Eq. 2 as the learning rate and the index 
of that same neuron (p) as the index of the BMU.  
This causes the unit of the final map (w’) to approximate the unit of the composing ensemble 
(wp) accordingly to its adaptation. 
16:   end
17: end
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5   WeVoS-CBR: A New Oil Spill Forecasting System 

There have already been CBR systems created to solve maritime problems [11] in 
which different maritime variables have been used. In this occasion, the data used 
have been previously collected from different observations from satellites, and then 
pre-processed, and structured to create the case base. The created cases are the main 
elements to obtain the correct solutions to future problems, through the CBR system. 
The developed system determines the probability of finding oil slicks in a certain area 
after an oil spill has been produced. To properly obtain the solutions, the system uses 
square divisions of the area to analyze of approximately half a degree side. Then the 
system calculates the number of slicks in every square as long as the surface covered 
by them. 

The structure of a case in the presented system is composed by the values obtained 
in each square for the following 14 variables: longitude, latitude, date, sea height, 
bottom pressure, salinity, temperature, meridional wind, zonal wind, wind strength, 
meridional current, zonal current, current strength and area of slicks.  

The described system includes different AI techniques to achieve the objectives  
of every CBR phase. Every CBR phase uses one or more AI techniques in order to 
obtain its solution. Those phases with its related techniques are going to be explained 
next. 

5.1   Creating the Case Base and Recovering the Most Similar Cases 

The data used to train the system has been obtained after the Prestige accident, be-
tween November 2002 and April 2003, in a specific geographical area to the north 
west of the Galician coast (longitude between 14 and 6 degrees west and latitude 
between 42 and 46 degrees north).  

When the case base is created, the WeVoS algorithm is used to structure it. The 
graphical capabilities of this novel algorithm are used in this occasion to create a 
model that represents the actual variability of the parameters stored in the cases. At 
the same time, the inner structure of the case base will make it easier to recover the 
most similar cases to the problem cases introduced in the system.   

The WeVos algorithm is also used to recover the most similar cases to the problem 
introduced in the system. That process if performed once the case base is structured 
keeping the original distribution of the available variables.  

5.2   Adaptation of the Recovered Cases 

After recovering the most similar cases to the problem from the case base, those cases 
are used to obtain a solution. Growing RBF networks [12] are used to generate the 
predicted solution corresponding to the proposed problem. The selected cases are 
used to train the GRBF network. This adaptation of the RBF network lets the system 
grow during the training phase in a gradual way increasing the number of elements 
(prototypes) which work as the centres of the radial basis functions. In this occasion 
the creation of the GRBF is automatically done, which implies an adaptation of the 
original GRBF system. The error definition for every pattern is shown below: 
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where tik is the desired value of the kth output unit of the ith training pattern, yik the 
actual values ot the kth output unit of the ith training pattern. After the creation of the 
GRBF network, it is used to generate the solution to the introduced problem. The 
solution will be the output of the network using as input data the retrieved cases. 

5.3   Revision and Retention of the Proposed Solution 

In order to verify the precision of the proposed solution, Explanations are used [13]. 
To justify and validate the given solution, the retrieved cases are used once again. To 
create an explanation, different possibilities have been compared. The selected cases 
have their own future associated situation. Considering the case and its solution as 
two vectors, a distance between them can be measured by calculating the evolution of 
the situation in the considered conditions. If the distance between the proposed prob-
lem and the solution given is not bigger than the distances obtained from the selected 
cases, then the proposed solution considered as a good one, according to the structure 
of the case base. 

Once the proposed prediction is accepted, it can be stored in the case base in order 
to serve to solve new problems. It will be used equally than the historical data previ-
ously stored in the case base. The WeVoS algorithm is used again to introduce new 
elements in the case base. After introducing a new case in the case base, the structure 
formed by the information stored in the case base, also change, to be adapted to the 
new situation created. 

6   Results 

To create the case base, data obtained from different satellites have been used. Tem-
perature, salinity, bottom pressure, sea height, number and area of the slicks, as long 
as the date have been involved in the case base creation. All these data define the 
problem case and also the solution case. The problem solution is defined by the vari-
ables related to an area, but with the values of the different variables changed to the 
prediction obtained from the CBR system related to a future point.  

The WeVoS-CBR system has been checked with a subset of the available data that 
has not been previously used in the training phase. The predicted situation was con-
trasted with the actual future situation as it was known (historical data was used to 
train the system and also to test its correction). The proposed solution was, in most of 
the variables, close to 90% of accuracy.  

Table 1 shows a summary of the obtained results. In this table different techniques 
are compared. The table shows the evolution of the results along with the increase of 
the number of cases stored in the case base. All the techniques analyzed show an 
improvement in their results when the number of cases stored in the case base is in-
creased. The “RBF” column corresponds to a simple Radial Basis Function Network 
trained with all the available information. The RBF network generates an output that 
is considered a solution to the problem giving it, as input, the problem to be solved. 
The “CBR” column represents a simple CBR system, with no artificial intelligence 
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techniques included. The cases are stored in the case bases and recovered considering 
the Euclidean distance. The most similar cases are selected and after applying a 
weighted mean depending on the similarity, a solution is proposed. It is a mathemati-
cal CBR. The “RBF + CBR” column corresponds to an approximation that uses a 
RBF system combined with a CBR methodology. The cases are recovered from the 
case base using the Manhattan distance to retrieve the most similar cases to the intro-
duced problem. The RBF network is applied in the reuse phase, modifying the se-
lected cases to generate the new solution. The results of the “RBF+CBR” column are, 
normally, better than those of the “CBR”, mainly due to the removal of worthless data 
to obtain the solution. Last, the “WeVoS-CBR” column shows the results obtained by 
the proposed system, being better than the three previous solutions analyzed. The 
solution proposed do not generate a trajectory, but a series of probabilities in different 
areas, what is far more similar to the real behaviour of the oil slicks. 

Table 1. Percentage of good predictions obtained with different techniques 

Number of cases RBF CBR RBF + CBR WeVoS-CBR 
100 45 % 39 % 42 % 43 % 
500 46 % 41 % 44 % 47 % 
1000 49 % 46 % 55 % 63 % 
2000 56 % 55 % 65 % 72 % 
3000 58 % 57 % 66 % 79 % 
4000 60 % 63 % 69 % 84 % 
5000 60 % 62 % 73 % 88 % 

7   Conclusions and Future Work 

A new hybrid intelligent predicting system, based on the CBR methodology, to fore-
cast the probability of finding oil slicks in an area after an oil spill is presented in this 
paper. The explained system uses information recovered from different orbital satel-
lites. All that information has been used to create the CBR system. The available data 
is first structure and classified to create the case base, where the knowledge used by 
the system to generate its predictions is stored. To achieve the different tasks related 
with the phases of the CBR cycle, the developed system uses diverse artificial intelli-
gence techniques. A new voting algorithm, the Weighted Voting Superposition algo-
rithm is used both to organize the case base and to retrieve the most similar cases to 
the one introduced as a problem to the system. The great organization capabilities of 
that new algorithm allow the system to create a valid structure to the case base and to 
easily recover similar cases from the case base. 

Growing Radial Basis Function Networks has been used to generate a prediction 
using the cases retrieved from the case base. Using this evolution of the RBF net-
works a better adaptation to the structure of the case base is obtained. The results 
using Growing RBF networks instead of simple RBF networks are about a 4% more 
accurate, which is a quite good advance. 

It has been proved that the system can predict in already known conditions, show-
ing better results than previously used techniques. The use of the blend of techniques 
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integrated in the CBR structure makes possible to obtain better results than using the 
CBR alone (17% better), and also better than using the techniques isolated, without 
the integration feature produced by the CBR (11% better).  

The next step is generalising the learning, acquiring new data to create a base of 
cases big enough to have solutions for every season. Another improvement is to cre-
ate an on-line system that can store the case base in a server and generate the solu-
tions dynamically to different requests. This on-line version will include real time 
connection to data servers providing weather information of the current situations in 
order to predict real future situations. 
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Abstract. For systematic analyses of quantitative mass spectrometry data a 
method was developed in order to reveal peptides within a protein, that show 
differences in comparison with the remaining peptides of the protein concerning 
their regulatory characteristics. Regulatory information is calculated and 
visualised by a probabilistic approach resulting in likelihood curves. On the 
other hand the algorithm for the detection of one or more clusters is based on 
fuzzy clustering, so that our hybrid approach combines probabilistic concepts as 
well as principles from soft computing. The test is able to decide whether 
peptides belonging to the same protein, cluster into one or more group. In this 
way obtained information is very valuable for the detection of single peptides or 
peptide groups which can be regarded as regulatory outliers. 

Keywords: Clustering, iTRAQ™, LC-MS/MS, likelihood curve. 

1   Introduction 

Comparative analyses between normal and pathological states of biological systems 
are an important basis for biological and medical research. Therefore, quantitative 
analyses of biological components, e.g. proteins, are of particular importance. 
Proteins are the basic components of cells and responsible for most of the processes in 
organisms. The basic structure of proteins are amino acid chains, which can be 
digested into smaller chains termed peptides. The totality of proteins, called the 
proteome, is highly dynamic and can vary significantly concerning its qualitative and 
quantitative composition due to changed conditions. A common technology for the 
analysis of the proteome is called liquid-chromatography mass spectrometry (LC-
MS/MS). 

In the meantime besides protein identification, mass spectrometry enables relative 
peptide quantitation by LC-MS/MS. One of the most popular technologies for this 
purpose is called iTRAQ™, which is based on chemical labelling of peptides. 
iTRAQ™ allows comparative analyses of up to eight proteinogenic samples in 
parallel (see [1], [2]). After iTRAQ™-labelling of peptides from different samples 
and subsequently LC-MS/MS analysis a so-called mass spectrum is available for 
every detected peptide. The obtained mass spectrum contains information on the 
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amino acid sequence as well as information on the relative concentrations of the 
actually measured peptide in all analysed samples. Concentration of a peptide is given 
by a so-called “intensity”. In order to compare the concentrations of a peptide under 
different conditions, a ratio is calculated by dividing the intensities measured from the 
different samples (or conditions). The resulting ratio is termed “expression ratio” and 
“regulation factor”, respectively. 

 

Fig. 1. Likelihood curves represent the most suitable regulation factor of peptides (top) and 
proteins (bottom), respectively as well as robustness of regulatory information. High iTRAQ™ 
intensities correlate positively with the robustness and thus result in narrow likelihood curves 
on the one hand and in small IR values on the other hand. 

In several studies noise was observed in iTRAQ™ analysed data. Particularly if a 
peptide is detected with low intensities, impreciseness of the calculated ratio is 
significantly higher than in the case of peptides, that were measured with high 
intensities. This effect is called “intensity-dependent noise”. Based on this 
observation we developed a mathematical model for the estimation of noise inherent 
in quantitative data analysed from iTRAQ™-labelled peptides analysed by 
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LC-MS/MS (for details see [3]). Subsequently, we were able to derive several 
applications from our noise model, e.g. likelihood curves for the calculation of the 
most suitable regulation factor for single peptides and total proteins as a collective of 
all contributing peptides ([4]). Furthermore, likelihood curves provide evaluation of 
robustness of the calculated regulation factor, which again is strongly depending on 
measured intensities. 

Depending on the aim of performed analysis various views on a protein may be 
useful. Peptides can be visualised separately by individual likelihood curves or they 
can be combined and visualised by a shared protein likelihood curve. Fig. 1 shows 
both peptide view (top) and protein view (bottom) for the same protein. Likelihood 
curves give the likelihoods for regulation factors, which are deviating from the 
calculated ratio to a greater or lesser extent. X-axis refers to regulation factors, y-axis 
refers to the likelihood.  

Robustness of the underlying data is proportional with both the height and the 
slope of the produced curve. Furthermore, robustness is represented numerically by 
the interval of robustness (IR), which is given on the upper right hand side within 
each plot. IR gives the length of the minimal interval that is covered by 80% of the 

area beyond each area-normalised likelihood curve (normalised to ∫= 1). All peptide 

curves are fairly robust (IR between 0.06 and 0.17) and most of them are fluctuating 
near -1.2 (no regulation). Robustness of the resulting protein curve of all peptides is 
extremely high (IR = 0.03) and the regulation factor approximates the regulation 
factor of the majority of peptide curves. 

2   Distance Measure 

Studying regulatory information of peptides, which is a common practice in biology 
(especially in proteomics), requires the detection of peptides, that differ in their 
regulatory characteristics from the remaining peptides of the same protein. Studies 
like this are important in order to reveal mismatched (by software) peptides or for the 
investigation of special peptide modifications. For the analysis of large protein 
samples resulting in very large datasets (several hundreds of proteins) cluster analysis 
for the automatic identification of proteins consisting of more than one group of 
peptides concerning their regulatory behaviour is a very helpful means. In the 
majority of cases all peptides, that belong to the same protein, fluctuate near the same 
regulation factor and therefore build one cluster. Hence, distinguishing between 
proteins containing one cluster of peptides and those, which have more than one 
peptide cluster is the main focus in this approach. 

For the following cluster analysis a distance measure dij giving the distance of two 
elements i (prototype) and j (peptide j) is to be defined. In order to compare area-
normalised likelihood curves i and j the size of the overlapping area a is the distance 
measure if there is an overlap of curves. Then the distance dij is given by 

⎩
⎨
⎧ ≤−≤

=
ji

jia
dij  and  curves of overlap  total                    0

 and   curves of overlap partial     110
 (1) 

with a = size of overlapping areas of curves i and j. 



388 C. Hundertmark and F. Klawonn 

In the case of non-overlapping curves i,j dij is defined by the distance with regard 
to the scaling of the x-axis which is given by the distance of the highest calculated 
regulation factor xmax of the lower regulated element el1 and the lowest calculated 
regulation factor xmin of the higher regulated element el2. Since dij = 1 for curves 
without overlap, this is the minimum value for non-overlapping curves and must be 
added to the calculated distance. Therefore, in the case of non-overlapping curves i 
and j the distance measure dij is given by 

( ) ( )
112

maxmin
+−= xx

elel

ijd  (2) 

3   Testing for the Existence of a Single Cluster 

In search of proteins with significant differences in regulation of related peptides 
proteins are out of interest for further analyses, which consist of only one cluster. 
Those proteins are to be identified and can be discarded for following investigation. 
Therefore, we developed a method for the detection of consistently regulated proteins 
in order to obtain the remaining proteins consisting of differentially regulated 
peptides. For these purposes we created a hybrid approach. We combined the 
probabilistic proceeding for the calculation of protein and peptide likelihood curves 
with a prototype based fuzzy clustering method . 

Our approach for the detection of one-cluster-proteins is based on the generation of 
a prototype for all regarded peptide likelihood curves and subsequently removing the 
most distant peptide curve in terms of the prototype curve. In this way the set of 
likelihood curves is reduced little by little and the distances of the removed curves are 
plotted by the means of a scatterplot. Analysis of entries within the scatterplot returns 
the result whether there is only one cluster or not. In detail the procedure is as 
follows: 

First of all, a prototype curve representing all likelihood curves of the protein is 
calculated. Since the distance measure dij is based on area overlaps the prototype 
curve must consist of those parts of all peptide likelihood curves, where most of the 
peptide curves are overlapping. According to likelihood curves the prototype curve 
has to consist of connected areas and the likelihood must always be greater than zero 
at every discretised regulation factor. In detail, calculation of the prototype is done by 
the detection of the number of overlapping curves for every area that is located below 
one curve at least. Afterwards, areas, that are part of the highest number of likelihood 
curves are added to the prototype curve subsequently. This process is finished as soon 
as the total area of the prototype curve reaches 1. 

The second step consists in repeatedly calculating the distances dij of every peptide 
likelihood curve and the prototype by application of (1) and (2) and removing the 
most distant object until there are no likelihood curves left. The respective distances 
of the removed curves are plotted against the number of iterations within a scatterplot. 

Finally, the scatterplot shows whether the protein consists of only one or more 
different regulatory peptide clusters. In the case of one cluster the entries are arranged 
homogeneously and close to each other. In the case of multiple clusters on the other 
hand, there are groups of entries. After removing the last curve of a cluster a 
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significant step is observable in the scatterplot. For automatic detection of steps a 
threshold is defined: A step is regarded to be significant if the absolute value between 
the new entry et+1 and the previous entry et is greater than the fivefold mean 

difference c∆  from the mean value cx  within the actual regarded (or lost) cluster. 

Hence, 

⎪⎩

⎪
⎨
⎧ ∆>−

= +

elset    significannot 

5e if t         significan 1t cte
step  (3) 

It should be noted that the distance of two curves within a cluster is always smaller 
than 1. 

The following figures illustrate this effect: Fig. 2 shows six peptide likelihood 
curves for a protein, which are clearly clustering into two groups. The corresponding 
scatterplot (Fig. 2 insert) shows two groups as well. According to the likelihood plot, 
every group is composed of three entries. The step between the third and the fourth 
entry identifies the loss of the last curve from one cluster and is equivalent to the 
distance of both clusters. 

 

Fig. 2. Likelihood plot consisting of six peptide curves, which are clustering into two groups. 
Insert: The corresponding scatterplot clearly indicates that the protein is composed of more than 
one peptide cluster. 

Fig. 3 gives an example for a protein, whose peptides are regulated very similarly. 
Therefore, our method returns that only one cluster is found, which is indicated by 
one group of entries that are located close to each other. For comparability the scaling 
of y-axis is the same as in Fig. 2. 

Unfortunately, the test is not able to differentiate between different clusters, whose 
distances to the main cluster are similar. Since the test is using distances without 
consideration of the localisation of the likelihood curves (lower or higher regulated 
than the main cluster) two similar distant clusters result in a common step in the 
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Fig. 3. Likelihood plot consisting of five peptide curves, which are clustering into one group. 
Insert: The corresponding scatterplot clearly indicates that the protein is composed of one 
peptide cluster. 

scatterplot. Therefore, the test is not suitable for the determination of the number of 
clusters, but only for the discrimination of one cluster on the one hand and multiple 
clusters on the other hand. An example is given in Fig. 4: Next to the main cluster (in 
the middle) are additional clusters on the left as well as on the right. Both additional 
clusters are located very closely to the main cluster but they are not overlapping. 
Regarding the inserted scatterplot, it can be observed clearly that four curves are 
removed in the beginning and after a step the remaining curves are considered. 
Curves removed first originate from both additional clusters (the left cluster consists 
of three curves which can not be kept apart visually in the likelihood plot). 

 

Fig. 4. Likelihood plot consisting of 17 peptide curves, which are clustering into three groups. 
The leftmost cluster is composed of three curves, the cluster in the middle consists of 13 
peptide curves and the rightmost cluster contains one curve. Distances between the main cluster 
in the middle and the leftmost and the rightmost cluster respectively are more or less equal. 
Insert: The corresponding scatterplot clearly indicates that the protein is composed of more than 
one peptide cluster. 
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4   Conclusion 

We have presented an approach for clustering complex data types in the form of 
likelihood curves. Our method has the advantage that it can cope with small datasets 
as well as with a small number of cluster, even one cluster. Determining the number 
of clusters based on validity measures as it is for instance done in fuzzy cluster 
analysis (see for instance [5,6]) is not suitable for such datasets. Although our 
approach as it is presented here is only designed to distinguish between one cluster 
and more than one cluster, our method can also be applied to determine the number of 
clusters in the following. In case more than one cluster is detected in the dataset, the 
main cluster corresponding to the likelihood curves after the last significant drop in 
the scatter plot like in Fig. 2 is removed from the dataset and our method is applied 
again to the remaining data. A similar idea of subtractive clustering based on 
removing distant data points, however for standard datasets, but not for likelihood 
curves, has also been proposed in [7,8]. 
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Abstract. Generative Topographic Mapping (GTM) is a probabilistic latent 
variable model for multivariate data clustering and visualization. It tries to cap-
ture the relevant data structure by defining a low-dimensional manifold embed-
ded in the high-dimensional data space. This requires the assumption that the 
data can be faithfully represented by a manifold of much lower dimension than 
that of the observed space. Even when this assumption holds, the approximation 
of the data may, for some datasets, require plenty of folding, resulting in an en-
tangled manifold and in breaches of topology preservation that would hamper 
data visualization and cluster definition. This can be partially avoided by modi-
fying the GTM learning procedure so as to penalize divergences between the 
Euclidean distances from the data to the model prototypes and the correspond-
ing geodesic distances along the manifold. We define and assess this strategy, 
comparing it to the performance of the standard GTM, using several artificial 
datasets. 

1   Introduction 

Amongst density-based methods, Finite Mixture Models have established themselves 
as flexible and robust tools for multivariate data clustering [1]. In many practical data 
mining scenarios, though, the available knowledge concerning the cluster structure of 
the data may be quite limited. In these cases, data exploration techniques are valuable 
tools and, amongst them, multivariate data visualization can be of great help by pro-
viding the analyst with intuitive cues about data structural patterns. 

In order to endow Finite Mixture Models with data visualization capabilities, cer-
tain constraints must be enforced. One alternative is forcing the mixture components 
to be centred in a low-dimensional manifold embedded into the usually high-
dimensional observed data space. Such approach is the basis for the definition of 
Generative Topographic Mapping (GTM) [2], a flexible manifold learning model for 
simultaneous data clustering and visualization whose probabilistic nature makes pos-
sible to extend it to perform tasks such as missing data imputation [3], robust handling 
of outliers, and unsupervised feature selection [4], amongst others. 

The density estimation performed by GTM does not necessarily account for the in-
trinsic geometric structure of the data. The standard Gaussian GTM orients the den-
sity mass in the neighbourhood of a data point along all the directions in the input 
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space rather than only along the manifold and it may grant too much probability to 
irrelevant directions of space and not enough to directions along the manifold. 

The approximation of certain datasets of complex structure may require plenty  
of folding from the GTM model, resulting in an unduly entangled embedded manifold 
and breaches of topology preservation that would hamper both the visualization of  
the data and the definition of clusters the model is meant to provide. Following an 
idea proposed in [5], in turn inspired in [6], the learning procedure of GTM is here 
modified to avoid, at least partially, this undesired effect by penalizing the diver-
gences between the Euclidean distances from the data to the model prototypes and the 
corresponding approximated geodesic distances along the manifold. In this paper, we 
define and assess the resulting Geo-GTM model, which incorporates the data visuali-
zation capabilities that the model proposed in [5] lacks, and compare its performance 
to that of the standard Gaussian GTM, using several artificial datasets. 

2   Manifolds and Geodesic Distances 

Manifold methods such as ISOMAP [7] and Curvilinear Distance Analysis [8] use the 
geodesic distance as a basis for generating the data manifold. This metric favours 
similarity along the manifold, which may help to avoid some of the distortions that 
the use of a standard metric such as the Euclidean distance may introduce when learn-
ing the manifold. In doing so, it can avoid the breaches of topology preservation that 
may occur due to excessive folding. 

The otherwise computationally intractable geodesic metric can be approximated by 
graph distances [9], so that instead of finding the minimum arc-length between two 
data points lying on a manifold, we would set to find the shortest path between them, 
where such path is built by connecting the closest successive data points. In practice, 
this is achieved by using either the ε-rule or the K-rule. The ε-rule allows connecting 
data points x and y whenever ||x-y||< ε, for some ε >0. The K-rule allows connecting 
the K-nearest neighbours. A weighted graph is then constructed by using the data and 
the set of allowed connections. The data are the vertices, the allowed connections are 
the edges, and the edge labels are the Euclidean distances between the corresponding 
vertices. If the resulting graph is disconnected, some edges are added using a mini-
mum spanning tree procedure in order to fully connect it. Finally, the distance matrix 
of the weighted undirected graph is obtained by repeatedly applying Dijkstra's algo-
rithm [10], which computes the shortest path between all data samples. 

3   GTM and Geo-GTM 

3.1   The GTM Model 

The standard GTM is a non-linear latent variable model defined as a mapping from a 
low dimensional latent space (usually 2-dimensional, as in this study, for visualization 
purposes) onto the multivariate data space. The mapping is carried through by a set of 
basis functions generating a constrained mixture density distribution. It is defined as a 
generalized linear regression model: 
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y=Φ(u)W , (1) 

where Φ are R basis functions, Gaussians in the standard formulation; W is a matrix 
of adaptive weights wrd ; and u is a point in the 2-dimensional latent variable space. 
To avoid computational intractability, a regular grid of M points um can be sampled 
from the space defined by the latent variables of the model. Each of them, which can 
be considered as the representative of a data cluster, has a fixed prior probability 

 and is mapped, using Eq. 1, into a low dimensional manifold non-
linearly embedded in the data space. This latent space grid is similar in design and 
purpose to that of the visualization space of the SOM. A probability distribution for 

the multivariate data { }N

nn 1== xX  can then be defined, leading to the following expres-

sion for the log-likelihood: 
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where ym, usually known as reference or prototype vectors, are obtained for each um 
using Eq. 1; and β is the inverse of the noise variance, which accounts for the fact that 
data points might not strictly lie on the low dimensional embedded manifold gener-
ated by the GTM. The Expectation Maximization (EM) algorithm is a straightforward 
alternative to obtain the Maximum Likelihood estimates of the adaptive parameters of 
the model, namely W and β. In the E-step, the responsibilities zmn (the probability of 
cluster m membership for data point xn) are computed as 
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where ( ) ( )( )ββ ,,,, WuyWux mmn Np = . 

3.2   Geo-GTM 

The Geo-GTM model is an extension of GTM that favours the similarity of points 
along the learned manifold, while penalizing the similarity of points that are not con-
tiguous in the manifold, even if close in terms of the Euclidean distance. This is 
achieved by modifying the standard calculation of the responsibilities in Eq. 3 propor-
tionally to the discrepancy between the geodesic (approximated by the graph) and the 
Euclidean distances. Such discrepancy is made operational through the definition of 
the exponential distribution 
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where ( )mne ,d yx  and ( )mng ,d yx  are, in turn, the Euclidean and graph distances be-

tween data point xn and the GTM prototype ym. Responsibilities are redefined as: 
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When there is no agreement between the graph approximation of the geodesic dis-
tance and the Euclidean distance, the value of the numerator of the fraction within the 
exponential in Eq. 4 increases, pushing the exponential and, as a result, the modified 
responsibility, towards smaller values, i.e., punishing the discrepancy of metrics. 
Once the responsibility is calculated in the modified E-step, the rest of the model's 
parameters are estimated following the standard EM procedure. 

The only additional computational effort incurred by Geo-GTM is the result of 
building a graph and the computation of its corresponding distance matrix, which is 
calculated only once before the EM algorithm is run. The dominant computational 
complexity of Geo-GTM is therefore similar to that of GTM. 

3.3   Data Visualization Using Geo-GTM 

The GTM was originally defined as a probabilistic alternative to the SOM. As a re-
sult, the data visualization capabilities of the latter are fully preserved and even aug-
mented by the former. The main advantage of GTM and any of its extensions over 
general finite mixture models consists precisely on the fact that both data and results 
can be intuitively visualized on a low dimensional representation space. 

Each of the cluster representatives um in the latent visualization space is mapped, 
following Eq. 1, into a point ym belonging to a manifold embedded in data space. 
Given that the posterior probability of every Geo-GTM cluster representative for 

being the generator of each data point, or responsibility geo
mnz , is calculated as part of 

the modified EM algorithm, both data points and cluster prototypes can be visualized 
as a function of the latent point locations as the mean of the estimated posterior distri-
bution:  . 

4   Experiments 

The experimental settings and visualization results for four artificial datasets are re-
ported in this section. 

4.1   Experimental Settings 

Geo-GTM was implemented in MATLAB®. For the experiments reported next, the 
adaptive matrix W was initialized, following a procedure described in [2], as to 
minimize the difference between the prototype vectors ym and the vectors that would 
be generated in data space by a partial Principal Component Analysis (PCA). The 
inverse variance β was initialised to be the inverse of the 3rd PCA eigenvalue. This 
initialization ensures the replicability of the results. The latent grid was fixed to a  
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square layout of approximate size , where N is the number of 
points in the dataset. The corresponding grid of basis functions was equally fixed to a 

55×  square layout for all datasets. 

4.2   Results and Discussion 

The main goal of the experiments reported next was assessing whether the proposed 
Geo-GTM model could capture and visually represent the underlying structure of 
datasets generated from smooth curves and surfaces of convoluted geometry better 
than the standard GTM. 

Four artificial 3-dimensional datasets, represented in Fig. 1, were used in the experi-
ments. Datasets of higher dimensionality were not used at this stage in order to better 
illustrate the effect of the proposed model on the visualization of the data. The first one 
is the Swiss-Roll dataset, consisting on 1,000 randomly sampled data points generated 
by the function: , where t and t2 follow U(3π/2, 
9π/2) and U(0,21), respectively. The second dataset, herein called Two-Spirals, consists 
of two groups of 300 data points each that follow a similar distribution to that of Swiss-
Roll although, this time, the first group follows the uniform distribution U(3π/4, 9π/4), 
while the second group was obtained by rotating the first one by 180 degrees in the 
plane defined by the first two axes and translating it by 2 units along the third axis. The 
third dataset, herein called Helix, consists of 500 data points that are images of the func-
tion x = (sin(4πt), cos(4πt), 6t-0.5), where t follows U(-2, 2). The fourth and final data-
set, Two-Helix, is formed by two sub-groups of 300 data points each that are images of 
the functions x1=(sin(4πt), cos(4πt), 6t-0.5) and x2=(-sin(4πt), -cos(4πt), 6t-0.5), where t 
follows U(-1, 1). Noise was added to all datasets but Two-Helix: Gaussian noise of zero 
mean and standard deviation (σ) of 0.05 was added to Swiss-Roll and Two-Spirals. A 
higher level of Gaussian noise (σ =0.20) was added to Helix. 

The posterior mean distribution visualization maps for all datasets are displayed in 
Figs. 2 to 5. Geo-GTM , in Fig. 2, is shown to capture the spiral structure of Swiss-Roll 
far better than standard GTM, which misses it at large and generates a poor data visuali-
zation with huge overlapping between non-contiguous areas of the data. A similar situa-
tion is reflected in Fig. 3: The two segments of Two-Spirals are neatly separated by 
Geo-GTM, whereas the standard GTM suffers a breach of topology preservation due to 
folding that manifests itself in the lack of contiguity of the segment represented by cir-
cles and also by the overlapping of part of the data of both segments. The results are 
even more striking for Helix, as shown in Fig. 4: the helicoidal structure is preserved by 
Geo-GTM, whereas it is mostly missed by the standard GTM. The former also faithfully 
preserves data contiguity, whereas many breaches of contiguity hinder the visualization 
generated by the latter. Remarkably, Geo-GTM is much less affected by noise than the 
standard GTM, as it recovers, in an almost perfect manner, the underlying noise-free 
helix. This is probably due to the fact that this model favours directions along the mani-
fold, minimizing the impact of off-manifold noise. 

The visualization of Two-Helix in Fig. 5 fully confirms the previous results: 
Geo-GTM faithfully represents the underlying helicoids as two symmetric and  
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Fig. 1. The four datasets used in the experiments. (Top left): Swiss-Roll, where two contiguous 
fragments are identified with different symbols in order to check manifold contiguity preserva-
tion in Fig. 2. (Top right): Two-Spirals, again with different symbols for each of the spiral 
fragments. (Bottom left): Helix. (Bottom right): Two-Helix.    

 
Fig. 2. Data visualization maps for the Swiss-Roll set. (Left): standard GTM; (right): Geo-
GTM. 

contiguity-preserving smooth curves. On the contrary, the standard GTM represents 
these data as several unconnected curves, a result of the breaches of contiguity pro-
duced by incorrect folding. 
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Fig. 3. Visualization maps for the Two-Spirals set. (Left): standard GTM; (right): Geo-GTM. 

 
Fig. 4. Data visualization maps for the Helix set. (Left): standard GTM; (right): Geo-GTM. 

 
Fig. 5. Data visualization maps for the Two-Helix set. (Left): standard GTM; (right): Geo-
GTM. 

5   Conclusion 

In this brief paper, we have introduced a novel variation of the manifold learning 
GTM model, namely Geo-GTM, which is able to faithfully recover and visually rep-
resent the underlying structure of datasets generated from smooth curves and surfaces 
of convoluted geometry. It does so by limiting the effect of manifold folding through 
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the penalization of the discrepancies between inter-point Euclidean distances and the 
approximation of geodesic distances along the model manifold. Formal quantitative 
measures of topography preservation will be considered in the next stages of the re-
search. 

The performance of Geo-GTM has been favorably assessed in several experiments 
with control artificial data. Moreover, Geo-GTM has been shown to recover the true 
underlying data structure even in the presence of noise. This capability of the model 
will also be investigated in detail in future research. Also, future research will involve 
more extensive experimentation, including a wider variety of datasets, both real and 
artificial, and of higher dimensionality. 
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Abstract. Subspace clustering methods seek to find clusters in different sub-
spaces within a data set instead of searching them in full feature space.  In such 
a case there is a problem how to evaluate the quality of the clustering results. In 
this paper we present our method of the subspace clustering quality estimation 
which is based on adaptation of  Davies-Bouldin Index to subspace clustering. 
The assumptions which were made to build the metrics are presented first. Then 
the proposed metrics is formally described. Next it is verified in an experimen-
tal way with the use of our clustering method IBUSCA. The experiments have 
shown that its value  reflects a quality of subspace clustering thus it can be  an 
alternative   in the case where there is no expert's evaluation. 

1   Introduction 

Data clustering in the full feature space, based on measuring the distance between 
objects using values of all attributes, works well in analysis of data sets with a small 
number of features.  It is crucial to notice that features which distribution of values 
over the data set is nearly uniform, have no special influence on partitioning the 
objects into clusters. In traditional clustering methods like: k-means, hierarchical 
clustering, DBSCAN, etc. [3,1,5] they are taken into account during calculating the 
distance between instances. This phenomenon may have negative impact on the clus-
tering results, and is called curse of dimensionality. 

This problem becomes very important in the analysis of data sets where objects  
form clusters in different subspaces, as for instance in microarray gene expression 
results. Traditional data clustering algorithms are unable to limit the subspace to only 
these attributes that are important with regard to a  cluster existence. These drawbacks 
have led to the concept of subspace clustering algorithms which are able to simulta-
neously find clusters existing in various subspaces of attributes. In such a case it is 
difficult to use the same metrics evaluating quality of clustering as in the full feature 
space clustering. The difficulties in creation such metrics are signaled in the literature 
[8]. It would be especially useful in the case when an expert is not available or it can 
be used to compare results of different subspace clustering methods.  

To fulfill this gap we have proposed  the metrics  SCQE (Subspace Clustering 
Quality Estimate) which is presented in this paper. The metrics is calculated in 
a heuristic way. This heuristics applied to subspace clustering can be perceived as 
a hybrid combination of both methods. 
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The paper is organized as follows. In the next section short description of IBUSCA 
subspace clustering method is presented, the clustering results of which were evalu-
ated with the use of the proposed SCQE metrics. Then our subspace quality clustering 
estimate SCQE metrics is introduced. In the subsequent section experimental results 
are shown and analyzed. The conclusion summarizes the paper and shows some fu-
ture works. 

2   IBUSCA – An Example of Subspace Clustering Method 

To show the problems that arrive in evaluation of the subspace clustering results in 
this section we will focus on the example of subspace clustering method – IBUSCA 
[4]. The reader interested in other subspace clustering methods is referred to the com-
parative study of the subspace clustering algorithms, for instance [7] and [5].  

A bottom-up approach is used in IBUSCA to find dense regions in single attrib-
utes and merge them into the new higher dimensional units that may form a cluster. 
One-dimensional dense regions are found using data histogram analysis. It is impor-
tant to compute histograms that bring out and reflect data distribution in a given  
attribute faithfully. IBUSCA evaluates the bin width for a histogram of numerical 
attribute as directly proportional to the standard deviation of values and inversely 
proportional to the number of instances in the data set [9]. 

 
Fig. 1. IBUSCA – a) calculation of histograms for each dimension; b) histogram of numerical 
attribute with more splitting points 

After computing a histogram for each attribute (fig. 1. a)) the data distribution in 
each attribute is analyzed to find meaningful differences in bins density, which sepa-
rate clusters included in the attribute.  Dense units in IBUSCA  are created by divid-
ing the domains of attributes into dense units by looking for the boundaries with the 
lowest density located between high density regions (fig. 1. b)).  

The measure of relevance of density differences between histogram bins is defined 
on the basis of  χ2 statistical significance test  to find splitting points between dense 
regions and separating domain into dense units.  

An example of the histogram for numerical attribute with multiple splitting points 
is shown in fig. 1. b). Two consecutive dotted vertical lines are the cutting planes 
going through the splitting points and dividing the attribute domain into three dense 
units. The dashed horizontal line is used to filter dense units of possible low density –  
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histogram count of the highest bin in the dense unit has to be greater than a density 
threshold. The density threshold is equal to the hypothetical average the histogram 
count if the attribute values were uniformly distributed, modified by parameter sensi-
tivity. It is crucial parameter for IBUSCA that influences on the clustering results. 
This approach allows IBUSCA to obtain adaptive, more accurate grid (fig. 1. b)). 

For each one-dimensional dense unit a threshold of minimal instances count is set 
on the basis of the algorithm parameter sensitivity – dense units created by merging 
lower dimensional units have to include the number of points equal to the greatest 
threshold from units which build the new cell.  

One-dimensional dense units created during histogram analysis are then merged in 
greater dimensions. Dense units in n dimensions are obtained by merging these dense 
units of n-1 dimensions which share any of the n-2 dimensions. This process is run-
ning until no new dense units of greater dimensionality can be created. The explosion 
of dense units number can be reduced by keeping only units with the greatest or one 
of the greatest dimensionality.  Finally, hyper–rectangular clusters are formed by 
dense units from the resulting set which can also be described as decision rules  
making the results easily understandable to a human. But the approach applied in 
subspace clustering methods results in clusters defined in various subspaces, with 
different dimensions, where some of them can be common in lower dimensional sub-
spaces. This causes many difficulties in evaluation of results. 

3   Cluster Quality Estimate in Subspace Clustering Methods 

In this section we present our method of subspace clustering quality evaluation. The 
method has come into being as an experiment result of Davies-Bouldin Index [2] adap-
tation to subspace clustering. Each instance  in data set is characterized by a large num-
ber of attributes, which can be divided into two categories: numerical and nominal. The 
instance is represented by a point in feature space. Different character of the attributes 
causes the problem with a distance calculating. A distance between two data points for 
numerical attribute is proportional to the arithmetical difference of these values divided 
by a full range of this attribute. The range means the difference between maximal and 
minimal values of this attribute. For nominal attributes a distance takes two values only: 
0 for the same values or 1 for different values. We have assumed the method should 
estimate clustering quality without any knowledge of real dependences between  data 
points as well as without verification whether nominal values could be graded. A defini-
tion of a good subspace clustering result has been an essential problem in order to 
evaluate it. It is very important to determine which clusters are better or worse than 
others. We have taken three assumptions into consideration: 

1. We expect compact and well-separated clusters in common subspace.  
2. High-dimensional clusters should be judged better than low-dimensional ones. 
3. Only attributes creating subspaces of clusters should be taken into consideration 

during evaluation of clustering. Unimportant attributes should be omitted. 

A dispersal of a cluster Ci in the subspace created by attributes from a collection D 
is calculated as an arithmetic average of Euclidean distances between each cluster 
data point and cluster centroid. During this calculation we take into account only 
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attributes from the collection D. A centroid is represented by the vector of mean val-
ues of each numeric attribute which belongs to Ci. For nominal attributes a centroid 
contains the most frequent value  in the cluster Ci. The distance between two clusters 
in common subspace is represented by the Euclidean distance between their centroids 
in this subspace. 

Evaluation of clustering result starts with a single cluster evaluation. It begins with 
finding common attributes of this cluster and each from the others in turn. Next, for 
each pair of clusters with disjoint sets of attributes the dispersal of these clusters is 
calculated, as well as their mutual distance  in a common subspace. The sum of dis-
persals in proportion to the other clusters distance is calculated for each cluster. Then, 
the maximal value is chosen which estimates actual cluster quality in regard to the 
common subspaces of attributes. In the next step the dispersal in its full subspace is 
calculated. After a comparison the highest from these two values is chosen. It ex-
presses the quality of a given cluster. 

To accomplish 2nd and 3rd assumptions, in the metrics expressing the quality of 
clustering we have introduced a factor referring to the  cluster dimensionality. So, fi-
nally the estimate of all subspace clustering quality is calculated as arithmetical average 
of  clusters estimation  multiplied by the cluster dimensionality factor  for all clusters in 
subspace clustering. This metrics is inversely proportional to the clustering quality. 

Going to the more formal specification of the metrics a distance between two  data 
points x and y is calculated according to eq. 1. 
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where: D  - is a set of attributes that create the cluster subspace, i - is an attribute 
index, R(xi,yi) - is the difference of i-th attribute values for data x and y, which is 
expressed by eq. 2. 
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where: maxi is the maximal value of i-th attribute in data set, mini is the minimal value 
of i-th attribute in data set.  As it can be noticed it is defined specifically for each type 
of considered types of attributes. 

The dispersal ∆  of cluster Ci in subspace created by attributes from the collection 
D is calculated as follows: 
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where: pCi
s , - is the average of p-th attribute values in cluster Ci, xp is the value of p-

th attribute of instance x which is a member of cluster Ci and | Ci | is a number of data 
points (instances) in a cluster Ci. 
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The distance between clusters Ci and Cj in subspace of attributes for both clusters 
from  common set D  of attributes, is equal to the distance between their centroids: 

)D,s,s(d)D,C,C(
ji CCji =δ  (4) 

The  quality estimate QEC of the cluster Ci is the maximal value calculated as a sum 
of dispersal of the cluster Ci and other cluster Cj divided by the distance between their 
centroids.   
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In generality a cluster Ci can be found as one from many others in common sub-
space. Then its quality can be expressed by QEC (eq. 5) but it can happen that the 
same cluster Ci can create a single cluster   in a higher subspace. In this case as a 
quality estimate for this cluster the higher value from both values is assumed (eq. 6). 

)}D,C(),C(QECmax{)C(QEC iii ∆=  (6) 

As we have explained we would like to promote the clusters which are created in 
higher subspaces. To realize this assumption  we have introduced a factor kdim(Ci) 
referring to the cluster Ci dimensionality: 
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where: nDim(Ci) is the dimension of i-th cluster, nDimmax is the maximal dimension 
between all clusters.   

The proposed metrics - SCQE of subspace  clustering quality estimation can be fi-
nally expressed as an average of quality estimate of clusters QEC weighted by dimen-
sionality factor: 
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where L is the number of clusters in this clustering. The less is this value the better is 
the clustering. 

4   Experimental Studies 

We have tested our metrics evaluating the quality of subspace clustering results for 
artificially created data sets and data sets from UCI Machine Learning Repository  
Labor and Iris [6]. For clustering we have used IBUSCA algorithm with different 
values of sensitivity parameter.  The aim of experiments with artificially created data 
was testing the conformity of the results with the assumption 1. and 2. The results 
have shown the metrics promotes clusters in higher dimensional subspaces. They  
have also confirmed that  as distance between clusters in a common subspace is de-
creased the value of metrics is decreased as well.  The experiments with UCI data sets 
will be presented wider. For these data  sets the class attribute has been used only to 
estimate the quality of received clusters after clustering. During grouping process 
these attributes were ignored. 
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Labor dataset contains 57 elements described by 16 attributes: 8 numeric and 8 
nominal. These elements are divided into 2 classes: bad (20 elements) and good (37 
elements). 

Table 1. Clusters for Labor dataset and the value of metrics SCQE 

class cluster subspace 
dimensions 

attributes: range 
bad good 

sensitivity = 1.4; SCQE = 0.05187 
#1 2 working-hours: [37,83667; 40,00400) 

 shift-differential: [0,00000; 4,16708) 
8 8 

#2 1 duration: [1,66677; 2,33353) 10 17 
#3 1 wage-increase-first-year: [2,00000; 4,50035) 20 23 
#4 1 statutory-holidays: [9,00000; 11,40060) 18 19 

sensitivity = 1.2; SCQE = 0.06007 
#1 2 working-hours: [37,83667; 40,00400) 

 shift-differential: [0,00000; 4,16708) 
8 8 

#2 1 duration: [1,66677; 2,33353) 10 17 
#3 1 wage-increase-first-year: [2,00000; 4,50035) 20 23 
#4 1 statutory-holidays: [9,00000; 11,40060) 18 19 
#5 1 wage-increase-second-year: [2,00000; 

4,00028) 
14 14 

Clustering result (Table 1) for sensitivity = 1.2 contains all clusters from clustering 
obtained with sensitivity = 1.4 and one cluster more (#5). Both of this clustering re-
sults consist of several clusters which are single in their subspaces (they do not have 
any common attributes). So the only criterion of clustering quality are clusters disper-
sals: ∆ (#1)=0.07331, ∆ (#2)=0, ∆ (#3)=0.17233,  ∆ (#4)=0.10226, 
∆ (#5)=0.13928. The dispersal of cluster #2 is equal to 0 because the value of dura-
tion attribute for all elements of this cluster is equal to  2.0.  Because value of our 
 

Table 2. Clusters for Iris dataset and the value of metrics SCQE 

class cluster subspace 
dimensions 

attributes: range 
Setosa Versicolor Virginica 

sensitivity = 1.6; SCQE = 0.02493 
#1 2 petallength: [1,00000; 2,18014) 

 petalwidth: [0,10000; 0,58005) 
49 0 0 

#2 1 sepalwidth: [2,60011; 3,20022) 16 32 35 
sensitivity = 1.5; SCQE = 0.05077 

#1 2 sepalwidth: [2,60011; 3,20022) 
 petallength: [2,77021; 6,90069) 

0 32 35 

#2 2 petallength: [1,00000; 2,77021) 
 petalwidth: [0,10000; 0,58005) 

49 0 0 

#3 1 sepallength: [5,32880; 5,84320) 10 19 5 
sensitivity = 1.1; SCQE = 0.09826 

#1 3 petallength: [2,77021; 6,90069) 
 sepalwidth: [2,60011; 3,50028) 
 petalwidth: [0,82007; 2,50025) 

0 34 40 

#2 2 petallength: [1,00000; 2,77021) 
 petalwidth: [0,10000; 0,82007) 

50 0 0 

#3 1 sepallength: [4,81440; 6,87199) 34 48 35 
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metrics is inversely proportional to clustering quality, the  clustering results for sensi-
tivity = 1.4 are better than for sensitivity = 1.2. It is worth to notice that the additional 
cluster (#5) groups the same number of elements of each class, which lie near each 
other so its relative value of dispersal to the distance between cluster centroids is high.  

Iris data set contains 150 elements divided into 3 classes, 50 elements each. The 
elements are described by 4 numerical attributes. Table 2 presents the  results. Clus-
tering result for sensitivity = 1.6 consists of two clusters. The first one contains ele-
ments only from the class Setosa, which is linearly separable from other classes (Fig. 
2). The elements of  Versicolor and Virginica classes are the most part of second 
cluster. 

This cluster is built in one-dimensional subspace created by sepalwidth attribute. 
Clustering result for sensitivity = 1.5 encloses three groups of elements. The second 
one is the same as cluster #1 for sensitivity = 1.6. The first cluster corresponds to the 
cluster #2 for sensitivity = 1.6 but here there is an additional subspace dimension 
(petallength) which limits data points in this cluster to the elements of two classes. 
The third cluster contains elements of all classes. This cluster is the reason for worse 
quality of this clustering than quality of clustering for sensitivity = 1.6. The set of 
clusters for sensitivity = 1.1 is the  worst. The main reason for this is its third cluster 
which contains comparable number of elements of each class. 

 

 

Fig. 2. Visualisation of Iris  dataset 

We have also examined the effect of attributes which do not contain any clusters on 
the value of our quality measure. For this purpose we have extended described data sets: 
Labor and Iris by adding 100 additional attributes. Each of these attributes have uniform 
distribution of values with 5% noise. The results of experiments have shown that the 
attributes which do not create any cluster do not make an effect on SCQE value. 

5   Conclusions 

The results of performed experiments have  shown that the SCQE metrics (subspace 
clustering quality estimate) reflects the real quality of received cluster groups. Never-
theless to fully evaluate it more experiments are needed with artificially created data 
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sets including specifically generated clusters what can lead to valuable evaluations 
and further improvements. Taking into account nominal attributes in the SCQE we 
have applied  a straightforward solution. In the future we plan to consider nominal 
values that can be semantically or structurally similar. 
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Abstract. High quality clustering is impossible without a priori information 
about clustering criteria. The paper describes the development of new clustering 
technique based on chaotic neural networks that overcomes the indeterminacy 
about number and topology of clusters. Proposed method of weights computa-
tion via Delaunay triangulation allows to cut down computing complexity of 
chaotic neural network clustering.  

Keywords: clustering, cluster analysis, chaotic neural network (CNN), chaotic 
map lattices, Delaunay triangulation. 

1   Introduction 

Clustering problem is considered to be one of the most complicated tasks among 
those defined in pattern recognition. The set of elements division into non-
overlapping groups (clusters) is provided via criterion of similarity that predetermines 
the result. To choose the proper measure of similarity between objects is very hard 
without a priori information about clusters topology and amount of clusters. To over-
come the uncertainty expert evaluation is used at various clustering stages. Thus all 
clustering methods remain to be automated, but not automatic. In one’s turn this fact 
restrains greatly pace of development of automatic decision making systems.  

This paper describes an improvement of a perspective clustering method that  
comprises the main ideas of synergetics and last results of chaos theory and pattern 
recognition. Proposed model is a hybrid system. It joins both the advantages of neural 
networks distributed parallel processing and wide abilities of nonlinear systems with 
chaotic dynamics. Parallel processing here allows overcoming the curse of averaging 
out when centers of clusters are not formed. Bringing in neural networks functioning 
chaotic component due to specific transfer functions helps to reveal unique implicit 
laws in any dataset even without a priori information about its topology.  

1.1   Metrics and Their Influence on Clustering Results 

In general clusterization quality is satisfactory if following prerequisites are fulfilled: 
within a cluster objects are strongly alike; objects from different clusters are dissimi-
lar to each other; with other things being equal distributions of objects within groups 
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should be uniform. First two requirements express the standard concept of compact-
ness of classes; last requirement consists in that the criterion did not impose associa-
tion objects into groups.  

Thus there are two types of metrics [1-2]: type 1 - similarity measure between  
objects within a cluster (Euclidean, Сityblock, Mahalanobis, Minkowski, Cosine, 
Chebyshev, Supremum norm); type 2 - similarity (or dissimilarity) measure between 
the clusters themselves (Single linkage, Complete linkage, Median clustering, Cen-
troid clustering, Ward’s method, Statistical clustering). Numerous clustering tech-
niques are named according to the concrete metric or group of metrics. 

Despite of great amount of methods clustering quality may be even unsatisfactory 
if the hypothesis about input image topology is wrong. In case of clustering problem 
we do not know the target clusterization. Under these conditions a whole set of meth-
ods are used to generate variants of solution.  In the end all of the variants are ana-
lyzed and the winning clusterization (the answer) is chosen as the most frequent one 
[3]. This induces greatly the increase of computational resources expenses.  So there 
is a great need of a method that is capable of adaptation to the peculiarities of input 
dataset.  

1.2   Synergetics and Hybrid Systems for Pattern Recognition  

Due to the direction of science integration new solutions of ‘old’ complex problems 
are being found on the intersections of various scientific fields. We improve a method 
based on using inhomogeneous coupled map lattices (CML) with chaotic dynamics. 
L. Angelini [5-8] and his colleagues for the first time used such a model for data  
clustering and named it as chaotic neural network (CNN). The method comprises 
knowledge from: cybernetics, self organization paradigm [4], chaos theory [5], syn-
chronization theory [5-7], and pattern recognition [1, 8]. We insist that it is necessary 
to add to this method a topological component. 

Forming clusters from previously separate elements turns out to be universal con-
cept in animate nature and in abiocoen. Self-organization occurs in various phenom-
ena such as structures creation, cooperative behavior, etc [4, 9]. Clusters built up from 
atoms, molecules, neurons are examined in many scientific fields.  

Computer science development predetermined great abilities of computer model-
ing. It became possible to study complex nonlinear dynamics. Great evidence for 
rich behavior of artificial chaotic systems was accumulated and thus chaos theory 
came into being [5, 11, 12].  Dynamics exponential unpredictability of chaotic sys-
tems, their extreme instability generates variety of system’s possible states that can 
help us to describe all the multiformity of our planet. It is assumed to be very advan-
tageous to obtain clustering problem solution using effects produced by chaotic sys-
tems interaction.  

We deal with structural hybridism. In this paper the hybrid neural network itself 
produces chaos not abstract but unique to each input dataset. So we don not have to 
use the concept of averaging out. The structure of neural network is like Hopfield’s 
[10] only without self-links, but transfer functions of neurons are logistic maps that 
guarantee chaotic fluctuations of outputs. Such recurrent neural network obtains an 
ability not only to solve classification problem but more complex one – clustering 
problem. 
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2   CNN Model 

Primary results on modeling high dimensional chaotic map lattices were published by 
K. Kaneko [11-12]. These works showed up the fact that globally coupled chaotic 
map lattices exhibit formation of ensembles synchronously oscillating elements. 
These ensembles were called clusters serving as system’s attractors. If there appear to 
be several clusters then the system is characterized by multistability, when several 
attractors coexist in the phase space at the same parameters values. 

Synchronization as a universal concept is comprehensively described in [5-6]. To 
summarize the conditions that cause inner synchronous motions among groups of 
nonlinear systems it is necessary to mark out the following: 

(a) large amount of globally coupled nonlinear elements; 
(b) weak coupling strength to exclude the possibility of several elements to sup-

press individual dynamics of all others; 
(c) instability dynamics of each nonlinear element; 
(d) feedbacks to provide own element’s dynamics tuning to the neighbors’ fluc-

tuations. 

To apply oscillatory clustering phenomenon L. Angelini and his colleagues proposed 
[13-15] to hand on information about input dataset to logistic map network by means 
of inhomogeneous weights assignment 
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where N – number of elements, ijw - strength of link between elements i and j, ijd - 

Euclidean distance between neurons i and j, а – local scale, depending on k-nearest 
neighbors. The value of a is fixed as the average distance of k-nearest neighbor pairs 
of points in the whole system.  So we can see that here the authors used modified 
Euclidean metric  

Each neuron is responsible for one object in the dataset, but the image itself is not 
given to inputs, because CNN does not have classical inputs – it is recurrent neural 
network with one layer of N neurons. Instead, the image (input dataset) predetermines 
the strength of neurons interactions (as at Hopfield’s network [10]).  

As long as 0=iid  ( Ni ,1= ), then there is no loops in Angelini’s model. Evolu-
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,  T – time interval, N – number of elements. Neurons state 

is dependent on the state of all other elements. In [11, 12] the system’s functioning is 
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divided into two parts: transition regime and stationary regime. The stationary regime  
of difference equation system (4) corresponds to a macroscopic attractor which is  
independent of the initial conditions. During transition period Tp the system converges 
to the macroscopic attractor. Stationary regime is characterized by gathering statistics 

about dynamics of each variable yi  ( Ni ,1= ). Then observation matrix {NOij}  

is formed: 
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where yi – output of variable i, Tn – time interval to gather dynamics statistics in sta-
tionary regime. Each row in the observation matrix corresponds to the sequence of 
bits that can be interpreted as messages and thus Shannon entropy for each variable is 

calculated. Then information matrix I = {Iij}, ( Nji ,1, = ) is fixed.  Each element in 
this matrix is the mutual information that ith element carries about jth element.  
Information is determined on the base of joint entropy. If maps i and j evolve inde-
pendently, then Iij = 0; if the two maps are exactly synchronized, then the mutual 
information achieves its maximum value [5], in the present case ln2 ≈ 0.69. Each time 
values {Iij} are compared with concrete threshold θi  and list of clusters is formed. 
Thus the hierarchy of solutions is obtained. 

Neurons are joined in clusters several times, because a priori it is unknown the 
veritable threshold θ  that corresponds to real clustering. The value of θi  controls  
the resolution at which the data is clustered. Thresholds are chosen with some step in 
the range of minimum and maximum values in the information matrix. Neural net-
work in which weight coefficients are calculated in compliance with (1) and evolution 
is given by (2) was called chaotic neural network (CNN) to stress the chaotic func-
tioning of the system, guaranteed by transfer function (3). 

3   CNN Modeling 

For a start 2D test clustering problem illustrated in Fig.1 were solved in terms of An-
gelini’s model. This gives us opportunity to reveal the influence of every parameter 
on the result. Since we know the answer for a test clustering problem then it is correct 
to order inputs in the dataset by their belongings to clusters. It is important to stress 
that this operation will not change CNN functioning, because initial conditions are set 
in a random way in the range [-1, 1] as before. This will help us to watch CNN pa-
rameters and dynamics. CNN parameters are: Tn, Tp, k and θ. Preliminary experi-
ments showed that Tn = 1000 is quite enough for system (with proper strengths of 
elements interactions) to achieve macroscopic attractor. And Tp should be taken more 
than 100 to gather representative statistics. As we have no a priory information about 
input dataset this means that we don’t know the target range of θ. So we generated 15 
output clusterizations changing θ  with step 0.05 from 0 up to maximum value in 
information matrix, calculated via (4).  
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Fig. 1. Clustering problems: (a) - simple clustering problem (134 objects, each described by 
two coordinates (p=2), four clusters are compact and stand apart from each others, clusters 
comprise correspondingly 49, 36, 30, 19 objects-points); (b) – more complex clustering prob-
lem (210 objects arranged with lower density in four clusters close to each other in future 
space, population is correspondingly 85, 50, 40, 35 points) 

Though it is said in [14] that number of k-nearest neighbors have no influence on 
clustering results in wide range of values, this parameter is of great importance.   In 
Fig. 2a, Fig. 2c, Fig. 2e  are visualized weight coefficients matrixes calculated for 
different numbers of k-nearest neighbors and in Fig. 2b, Fig. 2d, Fig. 2f is shown 
corresponding CNN dynamics. Number of nearest neighbors influence on the mean 
field that have an effect on all of the neurons. If the field is too inhomogeneous then it 
prevents synchronization of elements even within the same cluster as we can see in 
Fig. 2a, Fig. 2b. On the opposite, if the field is too homogeneous (number of 
neighbors is comparable with number of points in the image) complete synchroniza-
tion predetermines only one cluster and impossibility of the division into groups as we 
have in Fig. 2e, Fig. 2f.  

As it is shown on Fig. 2c, Fig 2d suitable synchronous dynamics occurs if  
k-nearest neighbors’ value approximately fits the smallest cluster population. In this 
case weights field is homogeneous within each of the clusters and is zero beyond 
their bounds. Besides, neurons dynamics dependence on initial conditions exist no 
more due to stationary regime (in terms of Kaneko to the ordered phase). The macro-
scopic attractor contains trajectories of all the variables in feature space. All trajecto-
ries remains to be chaotic due to the transfer function (4). Thus, a trajectory in the 
phase space of CNN undoubtedly depends on initial conditions. Yet, mutual trajecto-
ries disposition in N-dimensional phase space stands to be invariable to start point. 
That means that mutual synchronization is insensitive to initial conditions and as a 
result is insensitive the obtained solution of clustering problem. And this is exactly 
what we need.   

At present in general case solving high dimension system of difference equation 
does not always succeed. The solution is frequently obtained by means of computer 
modeling. Though this process can be automated at great extent nevertheless it re-
quires large computational resources and expert assistance at the final stage of CNN 
parameters definition. Number of clusters and their structure constancy independence 
from initial conditions serve as a criterion for unique and proper clustering result. 

A priori uncertainty about amount and topology of clusters now is replaced by un-
certainty about CNN parameters.  
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Fig. 2. Mean field and correspondent dynamics: (a, b) – number of nearest neighbors k=2; (c, 
d) –number of nearest neighbors k=30, (e, f) – number of nearest neighbors k=100 

4   Mean Field Via Delaunay Triangulation 

Mathematical analysis of Angelini model proposed in [14] helps to reveal the one of 
the impediments that prevents CNN application in solving complex clustering prob-
lems without expert’s participation.  

In CNN model weights matrix W is calculated under the condition that previously 
was determined local scale a on the base of a priori unknown value of k-nearest 
neighbors. Generalization of classical clustering methods brings to a conclusion that 
only geometrical criterion of least distances [1-3] values does not always provide 
proper clustering results especially if the assumption about the metric happens to be 
wrong.  To fix the parameters that ensure stable clustering results CNN has been run 
over and over again from different initial conditions and k-nearest neighbors’ values. 
To reduce number of frequentative experiments we propose to calculate weights coef-
ficients using Delaunay triangulation [16].  

In this paper we propose a new clustering method on the base of CNN as a devel-
opment of Angelini’s model. The method comprises new approach to analytical de-
termination of local scale a, and a different CNN’s dynamics interpretation. 
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The values range of local scale a ensuring solution insensibility to the changes in 
initial conditions becomes shorter as far as clusters topology complexity grows. The 
less is the range the more identical experiments are needed to find this range. Local 
scale depends on a priori unknown number of k-nearest neighbors. 

To find the way of automatic k-nearest value calculation were tried different vari-
ants. We took into account average pairwise dispersion between objects, or only those 
neighbors of ith point that lay at some distance, and other approaches based on statis-
tical analysis of input image. But all of them did not bring to desired being not uni-
fied. Lack of universality can be explained by consideration only nearest neighbors in 
the sense of distance but not the topology of the neighbors.     

To define nearest neighbors taking into account image topology we propose to use 
Delaunay triangulation. Triangulation is a set of lines connecting each point to its 
natural neighbors as it is shown in Fig. 3. These lines form a loop-free graph with 
triangles as component parts. There are many ways to find triangulation. If for each 
triangle is true the condition that the unique circle circumscribed about the triangle 
contains no data points then we deal with Delaunay triangulation.  
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Fig. 3. Delaunay triangulation for image in Fig 1b 

Delaunay triangulation [16] gives us all the nearest neighbors of each point from 
all directions. The value of a is now fixed as the average distance of Delaunay-nearest 
neighbor pairs of points in the whole system. Thus we form the proper mean field that 
contributes greatly to convergence of CNN dynamics to macroscopic attractor. 

Some results on experimental and analytical evaluation of local scale a you can see 
in Fig. 4.  

In Fig. 4a for both images local scale depends directly proportional on k-nearest 
neighbors (corner of an inclination depends on clusters topology).  In Fig. 4b we can 
see that the range of local scale a ensuring proper solution (in this paper number of 
coinciding variants R must be more than 7 from 15 various thresholds θi) when clus-
tering a simple image in Fig. 1a ([2,5; 9.8]) becomes shorter ([4.5; 6.1]) when cluster-
ing more complex problem in Fig. 1b . Local scale a calculated for both of images  
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Fig. 4. Experiment results: (a) – experimentally modeled local scale a dependence on k nearest 
neighbors (solid line – when clustering image on Fig.1a, dashed line - when clustering image 
on Fig. 1b), (b) – number of right clusterizations (from 15 available) depending on local scale 
a. With asterisk are marked values of a obtained via proposed method based on Delaunay 
triangulation. Both of them belong to the experimentally fixed ranges of a values, that corre-
spond to macroscopic attractor ( a = 6.5 ∈ [2,5; 9.8] for Fig. 1a, a = 9  ∈ [4.5; 6.1] for Fig. 1b). 

(and many others from our collection) via Delaunay triangulation always belonged to 
experimentally got range. On Fig. 4b analytically computed values of local scale are 
marked with asterisks. 

Thus proposed way of local scale determination allows to remove a priori ambiguity 
about value of k-nearest neighbors in Angelini model. Successful experiments on the 
wide set of images confirmed the effectiveness of suggested computational procedure. 

5   Conclusion 

It was shown that it is possible to cut down computational complexity of the CNN 
clustering method via proposed algorithm of mean field calculation. So the method 
consists of three phases: formalization of input dataset (and dynamics parameters 
estimation), evolution of system itself and outputs processing. We also tried to ex-
clude second phase and try to cluster images formalized via (1) with our method of 
local scale calculation by the help of set of classical clustering methods, but the re-
sults were negative. The proposed technique is effective with both taking into account 
topology of clusters and CNN dynamics. 

The main advantage of proposed technique is the ability to produce adequate clus-
terization even under the condition of absence of any a priori information about the 
topology and amount of groups. Other clustering techniques like single linkage, com-
plete linkage, median clustering, centroid clustering, ward’s method, statistical clus-
tering, k-means, self-organizing maps [10] on the same set of complex clustering 
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problems (the clusters are not compact in the feature space) can not produce mistakes-
free answers without an expert that preliminary classify the problems to the methods.   
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Abstract. This paper presents the image fusion algorithm using Radial Basis 
Function (RBF) neural networks. The clustering of every original image pixel is 
obtained by RBF neural networks combined with nearest neighbor clustering 
method. For each cluster center, the membership of every fused image pixel is 
adopted as the weighting coefficient of the weighted strategy, which is used to 
obtain the fusion image. The membership is obtained by maximum rule. The 
original data set is chosen as the candidate set of nearest neighbor clustering al-
gorithm, and the center set of hidden units are dynamically established. In this 
experiment, the fusion results of various widths of hidden unit are compared 
with the results obtained by self-organizing feature map (SOFM) neural net-
works method. The influence of the various widths is discussed in this paper. 
The experiment results show that the proposed method can achieve better per-
formance of the fused image. 

Keywords: RBF Neural networks; Image Fusion; Membership; Nearest 
Neighbor Clustering Algorithm. 

1   Introduction 

Image fusion is to integrate complementary information from the same view point 
under different focal sensors. Because of the different properties of image sensors, 
these images might provide totally different information. Image fusion process is 
required to give the new image which is more suitable for the purpose of human vis-
ual perception and computer-processing tasks. It has been widely applied to many 
areas such as computer vision, automatic target recognition, remote sensing, robotics 
and medical image processing etc. 

Many neural network models [1-3] have been proposed for image fusion such  
as BP and SOFM neural networks. BP algorithm has been mostly used. However,  
the convergence of BP networks is slow and the global minima of the error space may 
not be always achieved. As an unsupervised network, SOFM network clusters input 
                                                           
* Corresponding author. 
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sample through competitive learning. But the number of output neurons should be set 
before constructing neural networks model. 

RBF neural network [4] can approximate objective function at any precise level if 
enough hidden units are provided. The advantages of RBF network training include 
no iteration, few training parameters, high training speed, simply process and memory 
functions. This paper explores the way that using RBF neural networks combined 
with nearest neighbor clustering method to cluster, and membership weighting is used 
to fuse. Experiments show this method can obtain the better effect of cluster fusion 
with proper width parameter. 

The following sections of this paper are organized as follows. Section 2 presents 
the proposed algorithm. Experimental results compared with the SOFM algorithm are 
presented in Section 3. Finally Section 4 summarizes the conclusions. 

2   RBF Neural Networks Fusion Algorithm 

The flow chart of the proposed algorithm is shown in Fig.1. The two original images are 
merged into an image by weighted fusion strategy. Firstly, the nearest neighbor cluster-
ing algorithm is used to choose the centers of the RBF hidden units. Secondly, RBF 
neural network is used to cluster the image pixels. According to the maximum member-
ship rule, the fused image membership, which is the weighting coefficients of the 
weighted strategy, is obtained. The membership is the percentage content of every pixel 
to a different cluster. Finally, the fused image is obtained by the weighting coefficients. 

 

Fig. 1. The flow chart of the RBF neural networks algorithm 

2.1   Image Clustering Using RBF Algorithm 

RBF neural network is presented by J.moody and C.darken [5-7]. Generally, a RBF 
network is a feedforward architecture consisting of three layers: input layer, hidden 
layer and output layer. The hidden layer composed of the respective fields plays an 
important role. The respective fields are called radial basis functions. The radial basis 
function is typically chosen as Gaussian function, as 

( )
2

2
exp( )

1, 2,
2

ix
y i lx r

ω− −= = L
 

(1) 

where x  represents any pattern vector in the training set. iω  and r  are called the 
center of the kernel function of the ith hidden unit and its width respectively. l de-
notes the number of hidden units. 
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For clustering, RBF network construction includes two important decisions: the 
number of radial basis functions and the location of the cluster center[8-9]. In prac-
tice, the number of radial basis functions is related to the initialization methods. The 
standard way is to define the number of hidden units beforehand. Then the center is 
chosen randomly or determined by supervised or unsupervised way. It is still in use 
nowadays due to its simplicity in clustering. One drawback of this technique is that it 
depends on experience. Sometimes, inappropriate choice of centers will bring bad 
node and waste network source. 

To get rid of the drawback, we combine RBF neural network with the nearest 
neighbor clustering algorithm [10-11]. This algorithm is self-adaptive, and the num-
ber of hidden units doesn’t need to know beforehand. It establishes the centers dy-
namically according to the input samples. There is a simple linear relation between 
calculation amount and the number of data samples. Thus, little calculation amount 
and few control parameters are required. 

Assuming the size of source image is 1 2n n× , and kp ,denotes the gray scale of 

the kth data point, is the data sample. The RBF algorithm using nearest neighbor clus-
tering algorithm consists of the following steps: 

Step 1: Initialize the center vectors iω , and the learning parameter of RBF net-

work. Choose an appropriate width r  of the Gaussian function. 

Step 2: Consider the first data sample 1p . Set 1p  to be the first clustering center, 

that is 1 1pω = . The RBF network has only one hidden node whose center is 1ω . 

Step 3: For the second data sample 2p , calculate the distance between 2p  and 

1ω . If 2 1 rp ω ≤− , 2p  and 1ω  belong to the same nearest neighbor cluster, so 

there is still only one cluster. If the distance is larger than r , a new cluster shall be 

set. Let 2 2pω =  where 2ω  represents the center of the new hidden unit. 

Step 4: When the kth sample kp  is considered, assuming the number of hidden 

units is M , calculate the distances between kp  and all the existing centers 

1 2, ,..., Mω ω ω . If the distances between kp and the existing centers are all larger 

than r , set kp  to be a new center, that is 1M kpω + = . Therefore a new hidden unit 

is added in the construction of RBF network. Otherwise， if 
k jp w−  is the minimum 

among all the distances and k j rp ω ≤− , jω  is the nearest neighbor cluster center 

of kp  and there is no new cluster center. 

Step 5: Repeat the above processes until the last data sample 21n np ×  has been  

traveled. 

Finally, the number of the cluster centers comes to be K  and 1 2, ,..., Kω ω ω  are 

the values of center. If a pixel of source images belongs to a special cluster g , the 
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membership degree of µ  is ( )1k k gµ = =  or ( )0k k gµ = ≠ . Assuming kp  be-

longs to the hth cluster and the center value is hω , it can be expressed as follows: 

{ } 1 2
1

1, 2 , ,m in k jk h
j K

k n npp ωω
≤ ≤

= = ×−− L  (2) 

2.2   Membership of Image Pixel 

The improved membership degrees [12] are introduced to change the value range  
of µ  from the specific value of 0 or 1 to the range between 0 and 1. That is to say, 

the pixels will no longer belong to a special cluster but belong to a different cluster 

according to the percent content. ( )j kpµ  denotes the membership function of kp  

assigned to jth cluster center as follows: 
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k j j+1
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j+1 k j+1 j k j j+1
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ω ω
µ

ω ω ω ω ω
∉⎧⎪

⎨ ∈⎪⎩ － －
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where 1,2,j K= L ； 1 21,2, ,k n n= ×L ；  jω  and 1jω +  stand for the center of 

the jth and the j+1th cluster respectively. And the membership function to j+1th clus-
ter can be calculated by: 

( )1 1 11 ( ) ( ) 1 ( )j k j k j j j kp p pµ ω ω ω µ+ + += − − − = −  (4) 

Namely, when the grey level kp  is between[ ]1,j jω ω + , formula (3) and formula (4) 

can be used to get the memberships of this pixel to jω  and 1jω + . Thus we get 
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1

1
K

j k
j
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=

=∑ . 

2.3   Image Fusion 

We assume there are N  original images to be fused. ( )kp I  indicates the gray scale 

of pixel k  of the Ith image, and ( )( )j kp Iµ  denotes the membership degree of pixel 

k  of the Ith image to the jth cluster. Then the membership degree of the pixel k  of 
fused image F  to the jth cluster is expressed as: 

( ) ( )( )
1
maxF

k k
I N

p p Ij j
µ µ

≤ ≤
=  (5) 

The grey scale F
kp  of pixel k  of the fused image F  is obtained by the weighted 

mean method: 
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(6) 

The fused image can be constructed by outputs of formula (6). 
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3   Experimental Results 

To illustrate the RBF algorithm, two sets of source and fused images are presented in 
this section. The RBF algorithm is performed on two data sets with different width 
parameter r , the remaining two data sets tackled by SOFM algorithm are properly 
chosen for comparison. Root Mean Square Error (RMSE) and peak signal-to-noise 
ration (PSNR) [13] are applied in all the cases to evaluate the result. RMSE indicates 
the error between the fused image and the standard image, so the smaller the value, 
the better the fusion effect. PSNR indicates better image quality and more information 
if it is larger. 

As shown in fig. 2 and 3, fig.2(a), 2(b) and 3(a), 3(b) are the source images of dif-
ferent focus respectively. Their sizes are all 512*512 bits. Fig.2(d) and 3(d) are the 
results of RBF algorithm using 3 as width parameter r . Fig 2(c)and 3(c) are the re-
sults of SOFM algorithm. According to the fig 2 and 3, the results of RBF algorithm 
always outperform the results of SOFM algorithm. 

      
                          (a)Focus on peripheral                                 (b)Focus on center 

      
          (c)The fused image of SOFM algorithm    (d) The fused image of RBF algorithm 

Fig. 2. The fused images of the tank images 
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                          (a) Plane head is covered                          (b) Plane tail is covered. 

      
 

            (c)The fused image of SOFM algorithm    (d) The fused image of RBF algorithm 

Fig. 3. The fused images of the plane images 

Table 1 shows the evaluation value of two sets of images. In RBF algorithm, 
with the increment of r , the values of RMSE become larger and the values of 
PSNR become smaller. Compared with the results of SOFM algorithm, the results 
of RBF algorithm are satisfactory. However in plane image, the RMSE value of 
the SOFM algorithm is smaller than the result of the RBF algorithm using 25 as 
width parameter r . 

The fusion results of RBF algorithm with four sets of width parameter r obtain the 
different evaluation value. Overall, smaller radius can decrease the value of RMSE as 
well as increase the value of PSNR, so the fusion effect is better. If the r  is smaller, 
the number of clusters is more, and the more character details are preserved. At the 
same time, the noise points are clearly distinguished by clustering, and the fusion can 
eliminate their effects. If the r  is too big-scale, the number of clusters is few, some 
image information can be lost, the image quality can be influenced. It can be con-
cluded that the width parameter r is important to the quality of fusion image. In fact, 
the process of optimizing is equated with the process of image characteristic defini-
tion. It influences not only the number of clusters, but also quality of fused image. 
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Table 1. Comparison of RBF algorithm and SOFM algorithm 

  RMSE PSNR 
r=3 0.0134 27.6937 
r＝6 0.0144 26.2401 

r＝14 0.0188 20.6621 
RBF 

algorithm 
r＝25 0.0307 11.0259 

Tank images 

SOFM algorithm 0.0432 0.6621 
r=3 0.0418 7.0891 
r＝6 0.0433 6.3608 

r＝14 0.0466 4.8930 
RBF 

algorithm 
r＝25 0.0560 1.0307 

Plane images 

SOFM algorithm 0.0541 -0.0026 

4   Conclusion 

This paper proposes a novel image fusion algorithm using RBF neural networks com-
bined with nearest neighbor clustering method. The membership is used to highlight 
fusion method. It needs no iteration and establishes center set based on input sample. 
The process of training RBF neural network becomes faster and more efficient. In 
addition, we analyze the proper choice of width parameter with many experiment and 
detailed description. The better clustering leads to the better effect of fusion, thus 
create an effective approach for image fusion. 
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Abstract. Searching and processing in databases of general and non-specific 
images are highly subjective. The process of texture feature extraction from im-
ages produces results of highly theoretical and mathematical character that have 
little to do with human perception. We present a method to select from low-
level texture features, statistics and numerical groupings and to transform them 
into other high-level features, with visual meaning. We also aim to facilitate 
their use within CBIR systems. The detailed study of the composition and be-
haviour of the texture characteristics has enabled us to abstract and use them in 
an automated manner, similarly to how an observer would do. 

Keywords: Texture features, semantic features, CBIR. 

1   Introduction 

Texture is a key component of human visual perception. Like colour or shape, texture 
is an essential feature to consider when querying image databases. Everyone can rec-
ognize texture but it is more difficult to define it. Unlike colour, texture occurs over a 
region rather than at a point or pixel. Texture features are usually defined purely by 
grey levels and they have qualities such as periodicity and scale; they can be de-
scribed in terms of direction, coarseness, contrast, etc. That is what makes particularly 
interesting to work with textures and their extraction and selection processes. 

The texture features of images play an important role in CBIR (Content-Based Im-
age Retrieval) systems, especially if they are related to and used in conjunction with 
other features such as colour, shape, etc. Among the characteristics of texture, some 
of the most commonly used groups are second order statistics [2, 7] that base their 
performance on the grouping of pixels or on the repetitions of patterns, resulting in 
certain matrix values on which to do several specific calculations. 

In a CBIR or MIR (Multimedia Information Retrieval) system, the process of fea-
ture extraction is as important as the selection process to achieve better information 
retrieval. Therefore, it is necessary to select an optimal group among features ex-
tracted from images either by discarding some irrelevant or unnecessary ones, or by 
giving them a perceptual meaning in order to achieve a better interpretation of the 
content of the images. 
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The selection of groups of textural features is a much more subjective task than, for 
example, the use of colour characteristics or the recognition of a shape and its position 
within an image. It is, therefore, a process where the observer must make a greater 
effort to automate the perception of the meaning of certain physical characteristics. 

This paper proposes a way to combine different low level texture features obtained 
from an image by statistical methods, according to perceptual properties and behav-
iour. The purpose is to match each group of low level features with one given seman-
tic characteristic. 

2   Feature Extraction 

The features obtained from the images for this paper’s proposes are based on second 
order statistics. These statistics are structured according to three groups: 

Grey Level Coocurrence Matrix (GLMC). The spatial dependence of grey levels 
characterizes textures through a coocurrence matrix of grey levels. Resolving the 
coocurrence of grey levels may lead to the capability to describe the spatial relation-
ships of grey levels within a pattern of texture. Likewise, this procedure can also be 
done so that it is invariant to monotonous changes of grey levels [6, 8]. 

Grey Level Run Length Matrix (GLRLM). A coarse texture is characterized by a 
large number of pixels in a neighbourhood with the same level of grey, whereas a fine 
texture is characterized by small neighbourhoods with the same level of grey. The 
length (measured in number of pixels) of these texels in different directions serves as 
a texture descriptor. A primitive texture can be regarded as a set of consecutive pixels 
with the same level of grey which we can call "run of grey level", and the length of 
this run is the number of pixels that form it [3, 5]. 

Neighbouring Grey Level Dependence Matrix (NGLDM). Introduced by Sun et al. 
[11] and completed by Berry et al. [1]. This method is robust to translations, as it 
relies on the direct relationship between an element and all its neighbouring pixels, 
rather than growing in one direction. It is based on the assumption that the matrix of 
spatial dependence of a grey level image can adequately specify textural information. 
The NGLDM matrix is calculated from the grey level ratio between each element of 
the image and all its neighbours at a certain distance [10]. 

3   Feature Selection 

Traditional methods for the selection of features are based on the analysis of the dis-
criminating capacity of each feature, with maintenance of independence among them. 
Methods such as Fisher’s discriminant factor or Principal Components Analysis [12] 
are applied to achieve this aim. Our proposed method is based on the analysis of the 
relevance of features via non-expert users in mostly perceptual terms. 

The low level features used have been grouped in subsets. These are based on tests 
done on a specific database that enables the extraction of similar images according to 
a given physically perceivable property. Hereby an intuitive identification of images 
is achieved by means of texture features of a higher level. The choice of low-level 
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characteristics in each group is based on experiments that combine them, first in small 
quantities, and then in larger groups. Tests tell us that some important features are 
based on common factors that make their grouping meaningful. Other features are 
based on independent factors that lead to a grouping that either subtracts meaning or 
may yield conflicting results. 

We have used the system QatrisImanager to carry out all the experiments. This tool 
is a software package designed for the management of large amounts of images. It 
qualifies as a CBIR system, based on feature vector storage. The information is in-
dexed by a Q-tree that allows multiatribute searches [4], and the system is provided 
with classification tools. 

With the use of QatrisImanager [9] as the core analytical system, we can carry out 
tests on all possible combinations of selected features, while they can be tested also 
independently. We have found that certain groups of characteristics bring meaning to 
image retrieval; however, adding a texture characteristic to one of such groups makes 
it inconsistent, deriving into retrievals that present little meaning to the users. 

With this process of testing, assessment and correction, we find five groups, identi-
fied by means of a given property or feature visible in the images. We call these 
groups uniformity, contrast, shade, linearity, and perpendicularity. 

4   Giving Semantic Content 

Figure 1 displays some samples from a collection of 80 artificial images created for 
the experiments. We have studied the behaviour of individual characteristics; we then 
tried to add those features whose method of calculation could provide information to 
the search. The analysis processes characteristics based both on the detailed study of 
the mathematical processes behind them, and on the experiments done under the su-
pervision of users, who have contributed with their personal perceptions. 

We have relied on the opinion of twelve users from SICUBO and University staff. 
Six of them are not directly related to QatrisImanager development, only four people 
are expert in image processing and other two of them take part in the development of 
algorithms for classification and indexation. Every user has completed 59 tests (not in 
the same day). Each test consists of watching 80 images decreasingly sorted by every 
low-level feature (we have analyzed 59 textural features; therefore we have carried 
out 59 tests per user). Users must annotate which properties (maximum 2) they per-
ceive or miss in the placed images both in the first positions of the ranking and in the 
last ones respectively. We studied the answers of the users and determined that sev-
eral tests registered the same results. These coincidences showed us which features 
would form the groups as well as their denominations. 

      

Fig. 1. Artificial images from the sample 
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Then we select those features that bring the same kind of meaning to the results ob-
tained. We compare those results in relation to a high-level outcome feature that a 
given observer would emphasize when doing the same search for similar images. The 
goal is to achieve the results as observable and measurable data with which to assess 
the outcome accurately. 

The measure of similarity is given by the distance between the images obtained by 
means of the function of the normalized measure of similarity: 

Similarity (i) =
( )
( )∑

∀
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

c
c)(query)ValueChar(c)(i),ValueChar(max

c)(query)ValueChar(c)(i),ValueChar(min
1  

Where, i=1, 2, … number of images in the collection, c=1,2, … number of features. 
For each image of the collection (i), ValueChar(c)(i) is the value for each of the tex-
ture features (c) we want to consider. And ValueChar (c)(query) is the value of the 
same feature calculated for the query image. 

The retrieval of the images from the database is done with the values of the charac-
teristics nearest to those of the characteristics of the original image, i.e., those images 
with the lowest values of the similarity function. 

4.1   Set-Grouped Features 

Uniformity. Composed of 10 low-level features; GLCM (Energy), NGLDM (NNU), 
GLRLM 0º-45º-90º-135º (RLNU, RPC). The feature Energy obtained from the matrix 
of grey level coocurrence is indicative of the homogeneity of an image; the greater the 
value of its energy, the greater uniformity of the image. A similar property is present 
in the NNU feature, belonging to the group of descriptors of grey levels for a 
neighbourhood and linked to the degree of an image roughness. Therefore, the values 
from these characteristics in different images indicate certain uniformity, a degree of 
homogeneity, and a similar size of patterning. We complement the group with RLNU 
and RPC, calculated from the run length matrix, which have low values for coarse and 
fine textures, respectively calculated for each of the direction spaces, 0°, 45°, 90° and 
135º. These features increase the information of uniformity, adding directionality to 
homogeneity.  

Contrast. Composed of 3 low-level features; GLCM (Contrast, Inertia, Dissimilar-
ity). Contrast, Inertia and Dissimilarity, obtained from the grey levels of the coocur-
rence matrix, are related to the continuity of values between adjacent pixels. High 
values indicate that there are sudden changes in tone in the image, i.e., abrupt changes 
in the intensity of the image. Therefore, these characteristics, on being grouped, en-
hance the meaning of the high-level feature contrast. 

Shade. Composed of 20 low-level features; GLRLM 0º-45º-90º-135º (GLNU, 
SRLGE, SRHGE, LRLGE, LRHGE). Continuing with features extracted from the run 
length matrix, there are images that, after removing their colour information, have the 
same "tone", i.e. they visually present similar organization changes in intensity. This 
perception is measurable through a set of characteristics extracted from GLRLM: 
SRLGE, SRHGE, LRLGE, and LRHGE. All are calculated in the four directions 0º, 
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45º, 90º and 135º, which provide information about the spatial distribution of the 
linear and tonal continuity of the image. 

Linearity. Composed of 8 low-level features; GLRLM 0º-45º-90º-135º (LRE, SRE). 
The characteristics SRE and LRE of the Grey Level Run Length Matrix emphasize 
respectively the presence of short and long rows in an image; therefore, they are a 
measure of the linearity of an image. LRE presents values raised for soft textures and 
SRE values raised for abrupt textures. The calculation of these characteristics for each 
of the directional matrix (0º, 45º, 90º and 145º) provides a quantification of the linear-
ity of an image. 

Perpendicularity. Composed of 16 low-level characteristics; GLRLM 0º-90º (LRE, 
SER, GLNU, RLNU, RPC, SRLGE, SRHGE, LRHGE). If we simply looked for 
information on the direction spaces 0º and 90º, we would get images that have a sharp 
linear nature in such directions. This property known as perpendicularity is used to 
calculate features drawn from the GLRLM, just in the horizontal and vertical direc-
tions. The resulting images exhibit high linearity in parallel to the limits of the image. 

From all 59 analyzed characteristics, the five aforementioned high-level properties 
use only 41. Those are the ones with greater discriminating power and which modify 
values in greater proportion, similarly to the perception of an observer. The character-
istics of the three groups of descriptors depend on the calculation of a distance either 
between neighbours (GLCM, NGLDM) or levels of grey (GLRLM).  

Once obtained, these five high level features we have proceeded to its validation 
and implantation in a CBIR system, i.e., the QatrisImanager software developed by 
the SICUBOTM company [9]. 

5   Results 

In order to validate the behaviour of these semantic features, we have used a collec-
tion of 2500 images with different textures extracted from major groups. Those 
groups are visually distinct, e.g., brick, wood, metal, clothes, floor, and construction. 
In them, the properties are visually recognizable, e.g., directionality, uniformity, etc. 

Figure 2 shows some images per group. Figure 3 shows a snapshot of QatrisIman-
ager doing a search on perpendicularity. The query image is shown on the top left 
side, while the feature selected for the search on similarity appears on the top right. 
The results are at the bottom, ordered by a lower value of the distance function. As it 
can be seen, the query image has a horizontal and vertical directionality, easily recog-
nizable in the images returned. The user can change, in the graphical user interface, 
the priority of features by slice bars and buttons, so as to get the retrieved images that 
are most similar to the query. 

The examples shown in Figure 4 reveal similarity in relation to the query image on 
the basis of one of the obtained features. In (a) the images are estimated as presenting 
a nearby variability in the changes of intensity levels. In (b), in spite of the different 
colours, the homogeneity of texture makes them similar in uniformity to the query 
image. In (c) the query image presents a high vertical linearity, as the images demon-
strate. In (d) all the returned images present a similar tone. 
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Fig. 2. Sample images 

 

Fig. 3. Example of search for “Perpendicularity” in QatrisImanager 
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(a) Contrast 

(b) Uniformity 

(c) Linearity 

(d) Shade

 

Fig. 4. Examples of searches for Contrast (a), Uniformity (b), Linearity (c) and Shade (d) 

6   Conclusions 

One further step is taken in this paper to fill the semantic gap of CBIR systems. The 
abstraction of the characteristics from these developments, nearing to human percep-
tion, facilitates the selection process and makes the automation of these systems 
closer to human behaviour. 

Because texture features in an image inherently present complex mathematical 
components, an important obstacle rises and limits its verification by people in real 
time. Thus, more specific groupings and visual meaning provision in feature extrac-
tion from images tend to make the overall process of information retrieval and search 
more simple and intuitive. 

The outcomes of our queries have in fact demonstrated that the semantic features 
obtained are similar to the results returned by an user that chooses this feature among 
all the images in a collection. 
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Abstract. We propose a hybrid tracking algorithm consisting of two trackers 
built on grayscale appearance models. In a first tracker we employ an object 
template that consists of several grayscale image patches. Every patch votes for 
the possible positions of the object undergoing tracking. A grayscale appear-
ance model that is learned on-line is used in a supplementing tracker. A particle 
swarm optimization algorithm is utilized to shift particles toward more promis-
ing regions in the probability density function. Experimental results show that 
the hybrid tracker outperforms each of the trackers.  

Keywords: Natural computation, hybrid systems, particle swarm optimization. 

1   Introduction 

Natural computation refers to computational systems that use ideas and get inspiration 
from natural systems, including biological, sociological, ecological and physical sys-
tems [1]. The aim of such research is to develop methods for dealing with large, com-
plex, and dynamic problems. Computing inspired by nature takes nature as inspiration 
for the development of more robust and effective techniques. This often leads to com-
bination of natural patterns and behaviors, and the use of visual systems to gather the 
knowledge. The human visual system enables us to perform tasks such as object rec-
ognition and categorization. Understanding the internal processes that lead to such 
perceptual capabilities is one of aims of this emerging discipline.  

The work [2] presents arguments for the hypothesis that the human visual system 
consists of a number of interacting but autonomous systems that process different 
modalities and complement each other. Such subsystems can serve mutually in proc-
ess of learning and bootstrapping the object representations. Cognitive science states 
that complex entities are perceived as composition of simple elements. Objects are 
represented through such components and the relations between them [3]. 

Visual tracking is one of the central problems and has received considerable atten-
tion in past years. The goal of tracking is to automatically find the same object in 
adjacent frames in a video sequence. Despite attempts to make visual tracking resis-
tant to loosing the object undergoing tracking, most currently available algorithms 
inevitably fails under large visual perturbations including rapid unexpected motions, 
changes in ambient illumination, and occlusions. In this work we present a hybrid 
tracker that learns on-line within a co-training framework. To improve the tracking 
efficiency and effectiveness we employ particle swarm optimization and multi-part ob-
ject representation. 
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2   Swarm Based Particle Filtering 

2.1   Particle Filtering 

Particle filtering [4] is recursive process in which particles are repeatedly selected, 
moved forward according to a probabilistic motion model that is dispersed by an 
additive random noise component, evaluated against the observation model, and re-
sampled according to their weights to avoid degeneracy. The key idea underlying 
particle filtering is to approximate a probability distribution by a weighted particle set 

},...,1|),{( NnS nn == πs . In such representation each particle s  stands for 

a hypothetical state of the object, whereas the corresponding non-negative weight π  
represents the sampling probability. The weights are normalized such that 

.11 =∑ =
N
n nπ  Two important components of each particle filter (PF) are motion model 

)|( 1−ttp zz  describing the state propagation and observation model )|( ttp zy  de-

scribing the likelihood that the state tz  causes the observation ty . The evolution of 

the sample set takes place by drawing new samples from a suitably chosen proposal 
distribution, which may depend on the old state and the new measurements, i.e. 

),|(~ 1,,, ttntntn q yzzz − , and then propagating each sample according to probabilistic 

motion model of the target. To give a particle representation of the posterior density 
the particles are set to ),|(/)|()|( 1,,1,,,, ttntntntntnttn qpp yzzzzzy −−∝π . The parti-

cles should be re-sampled according to their weights to avoid degeneracy. 
The particle filter converges to the optimal filter in some sense as the number of 

particles grows to infinity. The most important property of the particle filter is its ability 
to handle complex, non-Gaussian and multimodal posterior distributions. However, the 
number of particles required to adequately approximate the conditional density grows 
exponentially with the dimensionality of the state space. This poses practical difficulties 
in applications such as articulated body tracking [5]. In such applications, weakness 
of the particle filter consists in that the particles can not cluster around the true state 
of the object and instead they can migrate towards local maximas in the posterior 
distribution. If particles are too diffused the track of the object can be lost. When the 
observation likelihood lies in the tail of prior distribution, most of the particles will 
become insignificant weights. If the system model is inaccurate, the prediction based 
on the system model may not be a good one. Predictions of poor quality can also be  
caused by the simulation in the particle filtering, when the system noise is large and 
the number of particles is not sufficient. In order to cope with the mentioned effects 
several improvements to basic algorithm have been proposed, among others solutions 
combining extended Kalman filter/unscented Kalman filter with generic particle filter 
[4]. Such filters incorporate the current observation to generate the better importance 
density than the generic particle filter that uses the prior as the importance density.  

2.2   Particle Swarm Optimization  

Particle swarm optimization (PSO) is a stochastic, population-based evolutionary 
algorithm for solving nonlinear, multimodal optimization problems [6]. This optimization 
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technique, which is based on swarm intelligence has been inspired by social behavior 
of fish schooling or bird flocking. PSO shares several similarities with evolutionary 
computation techniques. The swarm is initialized with a population of individuals 
representing random solutions and then it searches for optima by updating particle values. 
The particles iteratively evaluate the fitness of the candidate solutions and remember 
the locations ix̂ , where they achieved their best fit so far. Another important value for 

the swarm is the location ĝ  corresponding to the best fitness, which was obtained so 

far by any particle. Therefore, while exploring the hyperspace spanned by the possible 
parameters the particles employ reasoning capabilities about their own best location 
and the knowledge of the global best one. Through changing the velocity of each particle 

toward best fit ix̂  and ĝ  locations, the particle swarm finds mR⊆⊆ X*x̂  such that 

})()(:{)(minargˆ *** XX
X

∈∀≤∈==
∈

xxxxxx
x

fff , and Rf m →R:  is a fitness function.  

Let there be N  particles, each with associated locations m
i R∈x  and velocities 

m
i R∈v . The optimization algorithm takes the following form: 

• Initialize ix  and iv . Then ii xx ←ˆ , )(minargˆ if
i

xg
x

=  

•  While stopping criteria are not satisfied 
•  For each particle  
    •  Update the particle locations: iii vxx +←   

    •  Update particle velocities: )ˆ()ˆ( 2211 iiiii cc xgrxxrvv −+−+← ooω   

    •  Update the local best values, if )ˆ()( ii ff xx < , then ii xx ←ˆ  

    •  Update the global best, if )ˆ()( gx ff i < , then ixg ←ˆ  

The symbol ω  represents an inertial constant, o  stands for array multiply, 1c  and 2c  

are constants, which balance the influence of the particle’s local best and the global 
best, respectively, 1r  and 2r  are vectors of uniform random numbers between 0 and 1.  

The above algorithm was inspired by animal behavior. A few simple rules result in 
complex action. It has been demonstrated that in many problems PSO achieves better 
results in a faster way in comparison with other methods. PSO has been successfully 
applied in wide range of applications. Another reason that PSO is attractive is that it 
needs a few parameters to adjust.  

2.3   Swarm Based Particle Filter 

PSO algorithm and PF employ different schemes to concentrate particles near best 
locations. PSO shifts particles towards the optimum by updating position and velocity 
of each particle using its best previous value and global best value of all particles. 
Particle filter utilizes general prediction-update framework in which probabilistic 
motion and observation models are used alternately during approximating the condi-
tional density. The algorithm for swarm-based particle filter is as follows: 

1. Initialization. Sample 0,0,1 ,..., Nzz  i.i.d from initial density 0p  

2. Importance Sampling/Propagation. Sample ti,z  from Nip tit ,...,1),|( 1, =−zz  
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3. Initialize PSO. Assign initial values iv , then tii ,zx ← , ii xx ←ˆ , )(minargˆ if
i

xg
x

=  

  3a.  While not stop 
   For each particle 
      Update the particle locations: iii vxx +←  

      Update particle velocities: )ˆ()ˆ( 2211 iiiii cc xgrxxrvv −+−+← ooω  

      Update the local best values, if )ˆ()( ii ff xx < , then ii xx ←ˆ  

      Update the global best, if )ˆ()( gx ff i < , then ixg ←ˆ  

  3b. iti xz ˆ, ←  

4. Updating. Compute )()|(ˆ ,1 ,:1 ti
N
i tittp zzyz −∑= = δπ  using normalized weighs: 

   ),|( ,, titti p zy=π     ∑ == =
N
j tjtiti Ni1 ,,, ,...,1,/ πππ  

5. Resampling. Sample tNt ,,1 ,...,zz  i.i.d from )|(ˆ :1 ttp yz  

6.  1+← tt , go to step 2. 
The algorithm was compared with generic particle filter on example from work [4]: 
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where ρ  is a system parameter. The system noise ku  follows a Gamma distribution 

θ,3(Γ ), where θ  is the scale parameter. The observation noise follows a Gaussian 

distribution )50.10( e-, N . We simulated 100 independent runs of length 60 with random 

initializations. To compare filters we calculated the root mean square (RMS) error of 
the estimated states for each run, and the means of the RMS of the 100 runs. Using 
the generic particle filter built on 200 and 100 particles, respectively, we obtained the 
following RMS: 0.07, 0.2, in time 4.4 and 2.2 sec., respectively. Using the swarm-
based particle filter built on 50 particles and performing 3 and 5 iterations in PSO, 
respectively, we obtained the following RMS: 0.11, 0.07 in time 2.2 and 3.1 sec., 
respectively. From the above results we can observe that in time 2.2 sec. the generic 
particle filter produces estimates with RMS equal to 0.2, whereas the swarm based 
particle filter gives RMS equal to 0.11. The generic particle filter needs 4.4 sec. to 
yield estimates with RMS equal to 0.07, whereas the swarm-based particle filter takes 
3.1 sec. The better results are due to swarm intelligence, which considers the distribu-
tion both from local and global perspective.  

3   Appearance Based Person Tracking 

3.1   Adaptive Appearance Models 

The intensity model has been inspired by the WSL model [7]. The model consists  
of three components called wandering, stable and lost. During model learning each 
component votes according it its level of creditability. The model can adapt to slowly 
changing appearance and provides robustness to partial occlusions. It has been shown 
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to yield reliable tracing of pedestrians, where a second AdaBoost-based tracker with a 
different failure mode was used to support the learning of the pedestrian’s appearance [8].  

The appearance model that is assigned to a single gray observation td  consists of 

three components, namely, the W-component characterizing variations between two 
consecutive frames, S-component expressing stable component structures within the 
former observations, and C-component representing pixel values from the initial object 
template. Such a model exhibits the object appearances in frames up to time 1-t . It is 
a mixture of Gaussians with centers }|{ w,s,cii,t =µ , their corresponding variances 

}|{ 2
, w,s,citi =σ , and mixing probabilities }|{ w,s,cimi,tt ==m . The mixture prob-

ability density for a new data td  conditioned on the former observations is given by: 
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The mean 1, −twµ  in the wandering component is set to the observation 1−td  and the 

variance 2
wσ  is fixed. The stable component expresses the appearance properties that 

are relatively stable over time. A Gaussian density function with slowly accommo-

dated parameters 2
1,1, , −− tsts σµ  expresses the evolution of such temporally stable 

image observations. The fixed component accounts for data holding information from 
the initial object appearance. The mean value is the observation 0d  taken from the 

initial frame and the variance is fixed at 2
cσ . The model is learned on-line using the 

EM algorithm. Details of the learning algorithm can be found in [8].  
A swarm particle filter build on the learned on-line appearance models has been 

constructed and then used co track people in surveillance videos. The state transition 
model is a random walk in which a new predicted state is composed through adding to 
the previous state a zero mean Gaussian noise with a covariance Σ . A more complex 
dynamic model can be employed if relevant. The observation likelihood is calculated 
according to the following formula: 
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where td  denotes the value of gray pixel, M  is the number of pixels in the appear-

ance model. 

3.2   Multi-patch Object Tracking 

In work [9] it has been demonstrated that multi-part object representation leads to better 
tracking. The authors proposed a method consisting in dividing the object to be tracked 
into non-overlapping rectangular regions and then computing in each sub-region a 
color histogram. The observation model has been constructed under assumption that 
image data in different sub-regions are independent. The object likelihood was pro-
portional to the exponential of negative sum of squared distances between histograms. In 
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[10], rectangle sub-regions that are defined within the extent of the object to be 
tracked are employed to calculate the averaged color of pixels. The object tracking is 
achieved through an exhaustive search in a confidence region. An occlusion model 
has been developed to discriminate between good and spurious measurements.  

Cognitive science states that complex entities are perceived as composition of simple 
elements. Objects are represented through such components and the relations between 
them [3]. One of the disadvantages of color histograms is the loss of spatial information. 
To incorporate such information in the object representation we divide the object template 
into adjoining cells regularly spaced within the extent of the target to be tracked. We 
compute histograms within such regularly spaced patches using a fast method that has 
been proposed in [11]. Given the estimated position in the previous frame and the 
histograms within object at the estimated position we employ the chi-square test be-
tween such histograms and histograms extracted from cells within the template at the 

candidate position. The 2X  test is given by: ∑ +−= i icieicie hhhh ))/()(( 2
,,

2
,,

2X , 

where ieh ,  and ich ,  represent the number of entities in the i-th bin of the histograms, 

and a low value for 2X  indicates a good match. Such values are transformed into 
likelihoods through the usage of the exponential function. We seek for the object in 
the new frame within a search window, which center is located at the previous object 
position. At each candidate position we compare the corresponding histograms and 
the result is utilized to vote for the considered position. Every cell votes in its own 
map. Then we combine the votes in a relevance map, which encodes hypothesis where 
the target is located in the image. In order to cope with partial occlusions we employ a 
simple heuristics aiming at detecting outliers. If the difference between corresponding 
histograms is below a certain level, then in such case the score in the relevance map 
remains unchanged. The level for each cell is determined individually using the dis-
tances between histograms from the initial template and corresponding histograms 
from few first frames. Similar test is performed with respect to actual medians.  

3.3   Nature Inspired Cooperative Tracking of the Object 

Obtaining a collection for on-line unsupervised learning is a complex task. In work 
[2] it has been argued that the human visual system consists of a number of interact-
ing but still autonomously operating subsystems that process different object repre-
sentations. Within such a mechanism, subsystems can serve mutually in process of 
learning and bootstrapping of object representations. This motivated us to construct 
an object tracker consisting of two independent trackers with different failure modes, 
complementing each other and operating in co-training framework. The co-training 
approach has been utilized in work [12], where a tracker starts with a small training 
set and increases it by co-training of two classifiers, operating on different features. In 
work [8] a co-training mechanism supports boosting of features as well as unsuper-
vised learning of adaptive appearance models.  
 In the multi-patch based object tracker an accommodation of the histograms over 
time takes only place if there is a significant overlap between the object templates, i.e. 
between the cell-based object template and the adaptive appearance-based template. 
The multi-patch object tracker takes the advantages of the collaborative tracker that 
keeps the object location far more precisely. Owing to this the multi-patch tracker is 
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prevented from the template drift, in which the template gradually slips away from the 
object until the tracker is following something else entirely. The second tracker can fail in 
case of partial occlusions or when the target appearance undergoes major changes. 
The cells that are marked as possibly occluded indicate pixels, which are not em-
ployed in learning of the stable components.  

4   Experiments 

The tests were done on a sequence1 of images 288 high and 384 wide. The tracker has 
been initialized in frame #700, see Fig. 1 that depicts some results obtained by multi-
patch based tracker. Frames #888 - #939 show the tracking during temporal occlusions. 
We can see that in frame #929 the track has been temporally lost. The tracker recovered 
the track in frame #939. Frames #1554 and #1566 illustrate the tracking during an-
other occlusion. The tracker failed in frame #1645. The results were achieved using 
four patches. The size of the search window was 15 x 15. Due to considerable jitter of 
the tracked window the histogram has not been adapted in the course of the tracking.  

 

Fig. 1. Person tracking using multi-patch algorithm. Frames #700, #888, #889, #899, #900, 
#909, #928, #929, #939, #1554, #1566, #1645. 

Figure 2 depicts some results that were obtained using swarm-particle filter built 
on adaptive appearance models. The tracking has been done using only 20 particles. 
As we can observe the tracker keeps the specific region of the person far more pre-
cisely. However, it fails in frame #1566. The generic particle filter loses the person 
earlier. Additionally, the jitter of the tracking window in such a tracker is considerable. 

 

Fig. 2. Person tracking using swarm particle filter built on adaptive appearance models. Frames 
#888, #889, #899, #900, #909, #928, #929, #939, #1554, #1566. 

The hybrid tracker outperforms each of the trackers. In particular, the jitter of the 
window is comparable to the jitter in the swarm-particle filter based tracker. This allows 
us to carry out the adaptation of the histogram in the multi-patch based tracker. Both 
adaptation of the histogram and learning of the appearance models is done only in 
case of significant overlap between windows determined by each of the trackers. The 
person has been tracked through the whole sequence, see Fig. 3. The deterministic,  
 

                                                           
1 Downloaded from site at: http://groups.inf.ed.ac.uk/vision/CAVIAR/WalkByShop1cor 
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Fig. 3. The location of the tracking window determined by the hybrid tracker. Frames #888, 
#889, #899, #900, #909, #928, #929, #939, #1554, #1566. 

muli-patch based tracker is several times slower than the particle based tracker but it 
is more resistant to partial occlusions. The hybrid tracker takes the advantages of both 
trackers. In consequence it is able to precisely track the object with small window jitter, 
see frames #888 - #939 as well as to cope with occlusions, see frames #1554 and #1566. 

5   Conclusions 

The main contribution of this work is a hybrid algorithm consisting of two trackers that 
have different failure modes and complement each other. This cooperative framework 
leads to better tracking. The main ingredient of the tracking algorithm is swarm-based 
particle filter that has been tested in simulation as well as on real video data. The multi-
patch tracker acknowledged its great usefulness in tracking objects undergoing occlusions. 
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Abstract. Modeling environments with 3D feature based representations is a 
challenging issue in current mobile robotics. Fast and robust algorithms are re-
quired for applicability to navigation. We present an original and effective seg-
mentation method that uses computer vision techniques and the residuals from 
plane fitting as measurements to generate a range image from 3D data acquired 
by a laser scanner. The extracted points of each region are converted into plane 
patches, spheres and cylinders by means of least-squares fitting. 

Keywords: Laser-range finder, 3D point cloud, range-image based segmenta-
tion, least-squares fitting. 

1   Introduction 

In the mobile robotics community significant research efforts are lately focusing on 
acquiring and processing information about the 3D nature of the environments found 
in real world scenarios. Overcoming the limitations imposed by the 2D models is of 
great importance regarding safe navigation but also to provide further knowledge to 
be used in other robotic tasks. This is the main field of application towards which this 
work is orientated. Yet it could be of interest in some other areas such as building 
modeling or industrial reconstruction and identification, being there several publica-
tions that address the issues of 3D data acquisition, segmentation and fitting in these 
contexts [1], [2]. The most remarkable particular aspect of the 3D feature-based navi-
gation problem is the need for real-time algorithms, especially when performing Si-
multaneous Localization and Mapping (SLAM). To comply with this requirement, a 
practical approach may go for obtaining and storing the data in an organized way. If 
methods that consider the extra information hence available are applied subsequently 
compact models that replace the initial large and scarcely meaningful point cloud can 
be built in reasonable time.  

Although there are other means to obtain 3D data from the environment, up to now 
the laser range scanner is the most popular stereoceptive sensor used in mobile robot-
ics. The newly developed Swiss Ranger Camera from the CSEM (Swiss Center for 
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Electronics and Microtechnology), commercialized by Acroname Robotics, may 
become a good alternative, but it is yet not very suitable for mapping activities due to 
its reduced field-of-view (of about 45º) and the noisiness of its measurements [3]. 
Stereo vision systems are also less accurate than the laser range finder and they pose 
more difficulties to the data manipulation and interpretation processes. 

Here we put forward our ideas to obtain 3D primitives frequently found by mobile 
robots in indoor environments out of distance measurements provided by such laser 
devices. Our main contribution is a novel method to solve the segmentation of the 
laser data by integrating vision based techniques. Taking advantage of the ordered 
nature of the data, real-time capabilities are achieved. 

The paper is organized as follows. Section 2 constitutes a brief explanation of the 
hardware and system configuration we have employed in the 3D data acquisition. 
Section 3 introduces the segmentation problem, revises some related work and pre-
sents the range image based technique we propose to solve it keeping in mind the 
specific conditions of the feature based navigation goal. In Section 4 we expose how 
the final fitting to geometrical primitives is carried out. Section 5 shows some ex-
perimental results. Finally, Section 6 summarizes our conclusions and future work.  

2   3D Data Acquisition 

One of the simplest solutions to gather 3D data with a 2D laser range finder consists 
of displacing it along the perpendicular direction to its scanning plane, normally hori-
zontal. Equivalently, instead of actually moving one single laser scanner up and 
down, adding a second laser vertically mounted is a practical option when the robot 
operates in strictly flat terrain [4][5]. Another possibility is to make the laser collect 
data in a vertical plane while it turns around its upright axis by means of an extra 
servo drive [6]. One laser rotating around its optical axis, with a yaw movement, gen-
erates 3D data too [7], but requires higher mechanical effort and leads to each indi-
vidual 2D scan not having much intuitive sense. 

The most natural approach seems to be that of employing a nodding system as is 
done in [3] [5] [8] [9]. We have mounted a SICK LMS200 laser device on top of a 
servo pan-tilt unit (PowerCube Wrist 070, by Amtec Robotics) positioned at the front 
of our Pioneer 3AT robot, Nemo (Fig. 1). 

A data server running on an onboard laptop computer sends synchronous updated 
information about odometry, PW70 and laser readings at clients’ cyclical requests 
within a capture procedure in a stop-and-go manner. The communication protocols 
between the laptop and each of both devices and the robot work via serial connection. 
The port’s baud rate for the laser scanner is set at 500 kb (using an external USB to 
422 interface) so as to gain velocity and permit a good precision in synchronization 
with the PW70. This is of utmost importance to avoid distortions when applying the 
relative transformations to calculate each point’s [x, y, z] coordinates. 

The laser beams of a 2D scan are emitted between 0° and 180° at regular intervals 
dθ we have fixed in 1°. We obtain a 3D scan by varying the tilt angle.  
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Fig. 1. Our robot Nemo equipped with a laser mounted on a wrist for 3D data acquisition 

3   Segmentation  

Segmentation undertakes the partition of a 3D point cloud into smaller subsets repre-
senting objects of interest (different surfaces, here). Points identified as part of the 
same region are allotted the same tag so that they can be treated as raw data of a 
sought-after feature. This is a key subject in feature based navigation for mobile ro-
bots, being especially challenging the fact that it is not known a priori what stuff the 
scanned scene may contain apart from those elements we intend to recognize [3]. 

3.1   Related Work 

In computer vision, the segmentation problem has received considerable attention for 
the last decades. Notwithstanding, the adaptation of developed techniques and algo-
rithms to robotic applications with data coming not from cameras but from laser sen-
sors has not been much exploited. Indeed, a great deal of recent research has focused 
on extracting enhanced levels of detail in complex scenes and better preserving the 
objects’ exact shape, [10] [11]. Robots do not yet need that much knowledge about 
small items in the environment and this approach implies too complicated, time con-
suming solutions that are therefore not adequate for navigation. 

Three main categories of existing methods are commonly used, namely edge-based 
segmentation, region-based segmentation and scanline-based segmentation [12]. 

• Edge-based segmentation consists of detecting those points where disconti-
nuities in certain local properties are noteworthy and then grouping together 
points that fall inside the closed boundaries found. 

• Region algorithms follow a merging schema. They usually start from some 
seed points to which near points are added in accordance to a certain similar-
ity criterion. 

• Scanline-based segmentation in first place analyses each scanline or row of a 
range image independently and then checks whether extracted features of 
consecutive 2D scans are combinable into the same 3D feature. 

In [13] and [14] a series of range image segmentation methods within these three 
classes are thoroughly described and evaluated. We think that edge-based algorithms 
are more suitable here because they are faster and more direct and elegant than the 
other two approaches. Some hybrid techniques complementing it with any of the other 
two are interesting as well [15]. 
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We have observed that a vast majority of segmentation algorithms are limited to 
planar surfaces, mainly among those few explicitly designed for mobile robotics ap-
plications. An assessment of four different line extraction algorithms to separate 
points from different planar surfaces in service robotics has recently been published, 
[16]. In [3] two region-based algorithms for planar segmentation of range images 
were presented; they are both capable of processing probabilistic data in order to do 
3D SLAM based upon planar features. Reference [17] is the closest work to the ap-
proach presented in this paper. It addresses the segmentation of laser data in mobile 
robotics by applying common range image processing operations, but also sticks to 
planar patches. The edge-based algorithm there presented introduces a new measure, 
the so called bearing angle, to characterize the surfaces and then apply a standard 
Sobel border detector. 

The algorithm reported in [12] inspired the key idea of the method we propose. It is 
a region growing strategy for unstructured point clouds from industrial environments. 

3.2   Vision-Based Range Image Segmentation 

The first step towards classifying points in a 3D scan through range image segmenta-
tion may be to fill an image like structure with the available raw measurements com-
ing from the sensor and then apply computer vision edge detection algorithms. This 
allows finding the jump edges of the data, i.e. those associated to depth discontinuities 
between two physically separated (or not intersecting) surfaces. However, different 
objects and surfaces are usually touching one another (things standing on the floor are 
in permanent contact with it, walls join at corners...). In that case, boundaries are 
defined by crease or roof edges (changes in orientation) that are totally compatible 
with smooth variations in distance measurements. Similar conclusions were pointed 
out in [15], [17]. 

The solution we suggest comes from the fact that the residuals of fitting one point’s 
neighborhood to a plane will have higher values at both jump and crease edges. As-
suming the laser is correctly calibrated and errors in the measurements can be mod-
eled as Gaussian noise with a not too high standard deviation (5mm for the LMS 
200), most points inside a planar patch have tiny residuals. Points from other kind of 
primitives have residuals proportional to the local curvature. The basic features we are 
going to use for representation (planar patches, cylinders and spheres) have theoreti-
cal constant curvatures for all of their points. Nevertheless, segmentation would not 
be affected if that were not the case, for residuals would still change smoothly and 
have greater values at break points. 

For each 3D point, we select its neighborhood with an eight connectivity criterion 
and compute the residual of the plane fitting by applying the equations in Subsection 
4.1. Adequately scaling the obtained values, the image of edges is created. In order to 
make sure borders do not break improperly, a closing (dilate + erode) morphological 
operation is applied twice. To eliminate false borders provoked by noise the image is 
binarized so that only important edges are left. Once this has been accomplished, a 
floodfilling algorithm is used to assign the same color to all pixels inside each large 
enough region enclosed by the remaining borders. Different regions are given differ-
ent colors, so points belonging to important features are labeled univocally. The fol-
lowing pseudocode is an outline of the whole algorithm: 
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Fig. 2. Pseudocode for segmentation and fitting  

4   Model Fitting 

4.1   Plane Fitting 

In the Hessian Normal Form of a plane the model parameters are the normal vector 
components (nx, ny, nz) and the perpendicular distance to the origin, d. The parameters 
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of the plane that best fits a set of N points pi = (xi, yi, zi) in a least squares sense can  
be obtained by solving a 3x3 eigenvalue problem. We aim at minimizing the sum  
of squares of the orthogonal distances from the points to the estimated surface (the 
residual): 

2
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Differentiation with respect to the four parameters yields a 4x4 linear system on 
the parameters, but the problem can be simplified. If the partial derivative with re-
spect to d is obtained, it is easy to see that the best possible estimation of the plane 
passes through the center of gravity (ox,oy,oz).of the points. The normal vector can 
then be obtained as the eigenvector associated to the smallest eigenvalue of: 
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4.2   Sphere Fitting 

A way to determine an estimation of the center coordinates (xc, yc, zc) and the radius r 
is to minimize the following function for all the points pi: 

2222 )()()( rzzyyxx cicici −−+−+−  . (3) 

To make the equation linear the variable 2222 )( rzyxt ccc −++= is intro-
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Or in matrix notation, BMx = . So, BMMx T 1)( −= is the solution we sought.  

4.3   Cylinder Fitting 

A cylinder may be represented by a normalized vector along its axis (a, b, c), a point 
on the axis (x0, y0, z0) and the radius R. Equation 5 holds: 
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Developing the former expression and grouping the coefficients, it can be put 

as: 0222 =+++++++++ JIzHyGxzFyzExyDxCzByAx iiiiiiiiiiii . 

Dividing it by A, we get a linear system with nine unknowns that can be solved in a 
least squares fashion. The following approximations have proven accurate enough in 
our experiments. 

If E/A, F/A and G/A are close to zero, B/A close to 1 implies (a, b, c) = (0, 0, 1) 
and C/A close to 1 implies (a, b, c) = (0, 1, 0) .Otherwise, A= 2/(1+B/A+C/A). If A 
and B are close to 1 (a, b, c) = (-EA/2C, -F/2c, (1-C)1/2). If A is close to 1 but B is not 
close to 1 (a, b, c) = (-D/2b, (1-B)1/2, -F/2b). If A is not close to 1 (a, b, c) = ((1-A)1/2, 
-D/2a,-E/2A). If the resultant vectors are not normalized they must be divided by their 
magnitude. 

Once (a, b, c) has been obtained, the point on the axis is computed by solving: 
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The estimation of the radius value is done by: 
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5   Experiments 

To capture the 3D data, the laser is tilted from -0.4 radians (upwards looking) to 0.3 
radians (downwards looking) at a constant speed of 0.05 rad/s, which results in a 
70x181 matrix of measurements. We process the central 70x131submatrix to avoid 
problems caused by the points being to near from each other at the extreme lateral 
angles of the view area. Fig. 3 shows some results of the image processing steps of 
our algorithm. They correspond to two 3D scans taken at our laboratory with different 
room configurations.  

The segmentation process takes about 1 second. It is considerably below the time 
consumed by region growing algorithms, applied when not much speed is required, 
such as [12], which we implemented for evaluation. Our development has been in 
C++ using the OpenCv libraries.  

Table 1. shows some information about a series of experiments conducted by mov-
ing the robot across the corridors and rooms of our laboratory. Under segmentation  
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Fig. 3. Images on the left contain raw distance measurements. Next images show the plane 
fitting residuals followed by the region extraction output. Images on the right are the environ-
ments where the data for these experiments were taken, with some modifications. 

Table 1. Summary of results from several different experiments 

Experiment Extracted 
features 

Under  
segmentation

Over  
segmentation

False 
fittings 

Processing 
time (s) 

1 7 1 (14.3%) 0(0%) 0 1.06 
2 13 0 (0%) 1(7.7%) 0 1.00 
3 17 1(5.9%) 1(5.9%) 0 1.05 
4 10 0(0%) 2(20%) 0 1.03 
5 12 2(16.7%) 1(8.3%) 1 1.00 
6 17 0(0%) 4(23.5%) 0 1.04 
7 18 1(5.6%) 2(11.1%) 0 1.04 
8 13 1(7.7%) 1(7.7%) 1 1.06 
9 20 2(10%) 1(5%) 0 1.07 

10 23 0(0%) 6(26.1%) 0 0.98 

 

Fig. 4. Features extracted from the environment by applying the algorithms we propose 
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consists of having different surfaces belonging to the same extracted region. It may 
lead to obtaining a wrong plane model (false fitting). Over segmentation happens 
when several contiguous patches are acquired from a surface. 

Some changes in the threshold values were made so as to adapt the segmentation 
process to the particular conditions of the experiments. Although at first it may leave 
out a greater number of points than other methods, ours allows for the extraction of 
the most important elements of the structure in cluttered environments, consuming 
less time. As already mentioned, surfaces other than planes can be obtained this way. 

The final feature extraction for experiment number 10 is shown in Fig. 4. No false 
fittings were done and only few unimportant objects were missing. The outcome for 
other 3D scans was similar. 

6   Conclusions and Future Working Lines 

We have presented a novel range-image based algorithm employing computer vision 
techniques. The residuals of a least squares fitting process for each pixel’s neighbor-
hood are used to detect surface discontinuities in the data and achieve effective fast 
performance, as is needed in mobile robotics applications. The segmented 3D points 
are fitted to planar, cylindrical or spherical models to generate a compact representa-
tion of the environment.  

One of the earliest improvements we plan to introduce is the combination of this 
segmentation results with the detection of edges at both sides of the image, to widen 
the field of view. We need to make the algorithm completely robust by applying local 
checking methods that will eliminate the under-segmentation cases. Furthermore, 
once the different regions have been found some close points left out after the image 
processing steps may be added in order to enlarge the patches. Finally, patches’ 
boundaries should be determined and patches belonging to the same object ought to 
be merged (we think about convex hulls determination and applying boolean opera-
tions among polygons). This will directly deal with the over-segmentation cases. 

A higher level goal we have is the integration of features to generate room and cor-
ridor models, aiming at building rich maps containing topological information. 
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Abstract. Self-organising neural networks try to preserve the topology of an 
input space by using their competitive learning. This capacity has been used, 
among others, for the representation of objects and their motion. In this work 
we use a kind of self-organising network, the Growing Neural Gas, to represent 
objects as a result of an adaptive process by a topology-preserving graph that 
constitutes an induced Delaunay triangulation of their shapes. In this paper we 
present a new hybrid architecture that creates multiple specialized maps to rep-
resent different clusters obtained from the multilevel multispectral threshold 
segmentation. 

Keywords: Self-organising maps, topology preservation, topologic maps, 
thresholds, data clustering, Delaunay Triangulation. 

1   Introduction 

Self-organising neural networks, by means of a competitive learning, make an adapta-
tion of the reference vectors of the neurons as well as the interconnection network 
among them; obtaining a mapping that tries to preserve the topology of an input 
space. Besides, they are capable of a continuous re-adaptation process even if new 
patterns are entered, with no need to reset the learning.  

These capacities have been used for the representation of objects [1] (Figure 1) and 
their motion [2] by means of the Growing Neural Gas (GNG) [3] that has a learning 
process more flexible than other self-organising models, like Kohonen maps [4] and 
more flexible and faster than Topology Representing Networks [5].  

In this work we introduce a new hybrid architecture based on the GNG that com-
bines the graph obtained from the learning algorithm of the net with a threshold seg-
mentation technique, using as input a single image or an image sequence and repre-
senting the different objects or features that appears in the images.  

Segmentation using multilevel multispectral threshold [6] is used to obtain clusters 
for any different feature or object in the image, running a new specialized map for any 
different cluster obtained in the segmentation step even the background will be repre-
sented with a map. The novelty of this method is the use of GNG to represents and 
improves segmentation at the same time and also the specialization of the maps in dif-
ferent features. 
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Fig. 1. Representation of two-dimensional objects with a self-organising network 

The remainder of the paper is organized as follows: section 2 provides a detailed 
description of the topology learning algorithm GNG and in section 3 an explanation 
on how we can apply GNG to represent objects is given. Section 4 presents the hybrid 
GNG based architecture to learn and represent image features and some experimental 
results are presented, followed by our major conclusions and further work.  

2   Topology Learning 

One way of selecting points of interest in 2D shapes is to use a topographic mapping 
where a low dimensional map is fitted to the high dimensional manifold of the shape, 
whilst preserving the topographic structure of the data. A common way to achieve this 
is by using self-organising neural networks where input patterns are projected onto a 
network of neural units such that similar patterns are projected onto units adjacent in 
the network and vice versa. As a result of this mapping a representation of the input 
patterns is achieved that in post-processing stages allows one to exploit the similarity 
relations of the input patterns. Such models have been successfully used in applica-
tions such as speech processing [4], robotics [7,8] and image processing [9].  
However, most common approaches are not able to provide good neighborhood and 
topology preservation if the logical structure of the input pattern is not known a priori. 
In fact, the most common approaches specify in advance the number of neurons in the 
network and a graph that represents topological relationships between them, for ex-
ample, a two-dimensional grid, and seek the best match to the given input pattern 
manifold. When this is not the case the networks fail to provide good topology pre-
serving as for example in the case of Kohonen’s algorithm. 

The approach presented in this paper is based on self-organising networks trained 
using the Growing Neural Gas learning method [3], an incremental training algorithm. 
The links between the units in the network are established through competitive heb-
bian learning [10]. As a result the algorithm can be used in cases where the topologi-
cal structure of the input pattern is not known a priori and yields topology preserving 
maps of feature manifold [5]. 

2.1   Growing Neural Gas 

With Growing Neural Gas (GNG) [3] a growth process takes place from minimal net-
work size and new units are inserted successively using a particular type of vector 
quantisation [4]. To determine where to insert new units, local error measures are 
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gathered during the adaptation process and each new unit is inserted near the unit 
which has the highest accumulated error. At each adaptation step a connection be-
tween the winner and the second-nearest unit is created as dictated by the competitive 
hebbian learning algorithm. This is continued until an ending condition is fulfilled, as 
for example evaluation of the optimal network topology based on some measure. Also 
the ending condition could it be the insertion of a predefined number of neurons or a 
temporal constrain. In addition, in GNG networks learning parameters are constant in 
time, in contrast to other methods whose learning is based on decaying parameters. 

In the remaining of this Section we describe the growing neural gas algorithm. The 
network is specified as: 

−  A set N of nodes (neurons). Each neuron Nc ∈  has its associated reference vec-

tor d
c Rw ∈ . The reference vectors can be regarded as positions in the input 

space of their corresponding neurons. 
−  A set of edges (connections) between pairs of neurons. These connections are not 

weighted and its purpose is to define the topological structure. An edge aging 
scheme is used to remove connections that are invalid due to the motion of the neu-
ron during the adaptation process. 

The GNG learning algorithm to approach the network to the input manifold is as 
follows: 

1. Start with two neurons a  and b  at random positions aw and bw  in dR . 
2. Generate a random input pattern ξ  according to the data distribution )(P ξ of 

each input pattern. In our case since the input space is 2D, the input pattern is the 
),( yx coordinate of the points belonging to the object. Typically, for the training 

of the network we generate 1000 to 10000 input patterns depending on the com-
plexity of the input space.  

3. Find the nearest neuron (winner neuron) 1s  and the second nearest 2s . 
4. Increase the age of all the edges emanating from 1s .   
5. Add the squared distance between the input signal and the winner neuron to a 

counter error of 1s such as: 

2

1 1
)( ξ−=∆ swserror  (1) 

6. Move the winner neuron 1s  and its topological neighbours (neurons connected to 

1s ) towards ξ  by a learning step wε  and nε , respectively, of the total distance: 

)(
11 sws ww −=∆ ξε  (2) 

)(
nn sns ww −=∆ ξε  (3) 

7. If 1s  and 2s  are connected by an edge, set the age of this edge to 0. If it does not 
exist, create it. 

8. Remove the edges larger than maxa . If this results in isolated neurons (without 
emanating edges), remove them as well. 
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9. Every certain number λ  of input signals generated, insert a new neuron as follows: 
• Determine the neuron q  with the maximum accumulated error. 
• Insert a new neuron r  between q  and its further neighbour f : 

( )fqr www += 5.0  (4) 

• Insert new edges connecting the neuron r  with neurons q  and f , remov-
ing the old edge between q and f . 

• Decrease the error variables of neurons q and f multiplying them with a 
constant α . Initialize the error variable of r with the new value of the er-
ror variable of q and f . 

10. Decrease all error variables by multiplying them with a constant β . 
11. If the stopping criterion is not yet achieved, go to step 2. (In our case the criterion 

is the number of neurons inserted) 

In summary, the adaptation of the network to the input space takes place in step 6. 
The insertion of connections (step 7) between the two neurons nearer to each one of 
the input patterns establishes, finally, an induced Delaunay triangulation by the input 
space. The elimination of connections (step 8) eliminates the edges that no longer 
must comprise of this triangulation. This is made eliminating the connections between 
neurons that no longer are next or that they have nearer neurons. Finally, the accumu-
lation of the error (step 5) allows to identify those zones of the input space where it is 
necessary to increase the number of neurons to improve the mapping. 

3   Representation of 2D Objects with GNG  

Given an image R)y,x(I ∈  we perform the transformation 

( ) ( )( )y,xITy,xT =ψ  that associates to each one of the pixels its probability of 

belonging to the object, according to a property T . For instance, in figure 2, this 
transformation is a threshold function. 

If we consider ( )y,x=ξ  and ( )ξψξ T)(P = , we can apply the learning  
algorithm of the GNG to the image I , so that the network adapts its topology to the 
object. This adaptive process is iterative, so the GNG represents the object during all 
the learning. 

As a result of the GNG learning we obtain a graph, the Topology Preserving Graph 
C,NTPG = , with a vertex (neurons) set N  and an edge set C  that connect them 

(figure 1). This TPG  establishes a Delaunay triangulation induced by the object [6]. 

 

Fig. 2. Silhouette extraction 
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Also, the model is able to characterize the diverse parts of an object, or several pre-
sent objects in the scene with the same values for the visual property T , without  ini-
tialize different data structures for each one of the objects.  This is due to the capacity 
of GNG to divide itself when removing neurons. 

3.1   Multilevel Multispectral Threshold Segmentation 

Segmentation using multilevel multispectral threshold [6] is used to obtain clusters for 
different features or objects in the image running a new map for any different cluster 
obtained in the segmentation step even the background will be represented with a map. 

Multilevel threshold classifies a point p(x,y) with a visual property T as belonging 
to one object class if T1<T <T2 with T1 and T2 different thresholds. For colour seg-
mentation is necessary to use a colour model [11] with more than one variable to con-
sider like HSI (Hue, Saturation, Intensity) model what is called multispectral threshold. 

The prediction of colour pixels belonging to a target object in the segmentation of 
image sequences is a useful technique to segment, represent and track objects in real-
istic conditions, with changes in the illumination conditions. 

4   Hybrid GNG-Based Architecture to Learns Features in Images 

The hybrid GNG architecture creates a new map or cluster for any of the different 
ranges or features that we define to be considered in the learning process following a 
hybrid approach that combines multispectral multilevel threshold segmentation with a 
self-organising neural network graph representation. In figure 3 the architecture of the 
system is presented. 

The process to obtain the representation of the image features would be based on 
the following scheme:  

• Calculation of a priori transformation function in order to segment objects or 
features in the image  

• Learning features with GNG updating thresholds and creating a new cluster 
(map) if necessary to represent a new feature in the image 

• Repeat until every different feature in the image had been represented. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Incremental GNG-based architecture 
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4.1   Experiments 

We have tested the architecture to represent some images. In the example we show a 
synthetic image representing some geometric figures with different colours and an-
other one with a hand gesture. 

To apply that technique we have used a system of segmentation based on multi-
level multispectral thresholds and using the HSI colour model simplified to Hue and 
Saturation variables.  

Figure 4 shows the representation of a synthetic image with geometric figures in 
different colours (on the left). The system runs a new specialized map for any of the 
different features that appears in the image: circle, triangle, square and background 
(on the right). In this case no threshold has been predefined since the idea is to learn 
every different feature appearing in the image. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Synthetic image representation with Hybrid GNG-based Architecture 

 

Fig. 5. Hand gesture image representation with Hybrid GNG-based Architecture 

In figure 5 a hand gesture is represented using as a feature to learn, skin colour of 
the hand. The HS Initial parameters are H (T1=100 ,T2 =180 ) S (T1=0 ,T2 =50 ) nor-
malized between 0-255. Image on the left shows the original image with a complex 
background, image on the middle present the segmented image base on applied seg-
mentation and image on the right shows the GNG graph representation. 

The GNG parameters used for the simulations are: λ= 1000, 1.0=wε , 

001.0=nε , 5.0=α , β = 0.95, 250max =α , N=50. Topology preservation 

measures comparison with other representation models can be found in [12]. 
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5   Conclusions and Further Work 

In this paper, we have demonstrated the capacity of representation of bi-dimensional 
objects by a self-organising neural network. Establishing a suitable transformation 
function, the model is able to adapt its topology to images of the environment.  Then, 
a simple, but very rich representation is obtained.  

The model, by its own adaptation process, is able to divide itself so that it can 
characterize different fragments from an object or different objects with the same vis-
ual property. 

A hybrid architecture based on GNG neural network combined with segmentation 
using multilevel multispectral threshold obtains clusters for different features or ob-
jects in the image running a new map for any different cluster obtained in the segmen-
tation step even the background will be represented with a map. 

Finally, the iterative and parallel performance of the presented representation 
model is the departure point for the development of high performance architectures 
that supply a characterization of an object depending on the time available. 
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Abstract. Information-theoretic measures are suitable to characterize datasets 
with discrete attributes (or continuous which can be transformed). They can 
find information that can be decisive in order to analyze the behavior of differ-
ent learning algorithms with specific datasets. The objective of the work  
presented in this paper is to study by means of three similar datasets from UCI 
Repository Machine Learning, the possible reasons for which breast-cancer-
wisconsin dataset, in comparison with other 20 datasets, showed in a previous 
research that Stacking by Meta-Decision Trees (MDT) was significant better 
than all other multiclassifier models, including Stacking by Multi-Response 
Linear Regression (MLR). In our experiments the proportion of missing values, 
among other significant changes in different measure values, provided evi-
dences about the possible origin of the different behaviors presented by these 
multiclassifier schemes depending on data characteristics. 

Keywords: meta-learning, classification, stacking. 

1   Introduction 

Meta-learning is defined as the process of supervised learning that takes place from 
the information generated by the initial or base classifiers. This means, a technique to 
unify the results of multiple classifiers. The idea is to generate a system that performs 
the base classifiers functionality and increase the precision by means of the improve-
ment of the form in which they correlate themselves [1], which leads to an efficient 
reduction of the space of incorrect predictions [2].  

One technique addressed to study meta-learning is the characterization of datasets. 
Suitable data characterization is very important for the meta-learning. The complexity 
of data mining tasks is related to the characteristics of datasets and the inductive bias 
of learning algorithms [3]. 

The objective of this paper is the characterization of three datasets. Breast-cancer-
wisconsin dataset was the only of 21 datasets from UCI Machine Learning Repository 
in the schemes (multiclassifiers) used by [4] in what Stacking [5] with meta-decision 
trees (MDT) was significantly better in all the cases. Inspired by this results, we com-
pared breast-cancer-wisconsin with other two datasets (hepatitis and vote), which 
have similar composition of attributes, but had different behaviors in the research 
mentioned before. 
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We want to search similarities and differences in behaviors of Stacking with MDT 
and Stacking with Multi-response linear regression (MLR) and to provide some  
relative contributions related to information-theoretic measures for Stacking meta-
learning. 

This paper has been organized as following. In section 2 we summarize a group of 
related works based in dataset characterization techniques. The information-theoretic 
measures used in our experiments to the dataset characterization are described in 
section 3. The characterization of breast-cancer-wisconsin, hepatitis and vote datasets 
from UCI Machine Learning Repository and the analysis of the experimental results 
obtained are included in section 4. Finally, the conclusions are presented in section 5. 

2   Related Works 

Dataset characterization techniques are used in order to describe the problem that will 
be studied, including simple measures as number of attributes and number of classes; 
statistical measures as variance and average of numerical attributes; and measures 
based in theory of information as entropy of classes and attributes [6]. Nevertheless, 
there exists the need to improve the efficiency of the meta-learning developing better 
meta-attributes and selecting those which provide more information. 

The first initiative to characterize datasets to predict the execution of a classifica-
tion algorithm was made in [7]. Since that, three main strategies have developed for 
dataset characterization [8], and to suggest in this way what algorithm is most adapted 
for a specific dataset. One of them is the technique that describes the characteristics of 
the dataset using statistical and informative measures [9, 10]. STATLOG project [10] 
allowed the description of datasets by their information and statistical properties. The 
authors identified three categories of data characteristics: simple, statistical and in-
formation theory based measures. METAL [11] project is another example that allows 
characterizing data for meta-learning by means of different measures. Statistical char-
acteristics are mainly appropriated for continuous attributes, while information-
theoretic measures are more appropriated for discrete attributes [3]. On the other 
hand, in [3, 12] a second strategy is used for dataset characterization. In this case, the 
characteristics of the induced hypothesis as a way to represent the own dataset are 
considered. The third strategy consists of characterizing a dataset using the behavior 
of a system of simplified classifiers named landmarking [13].  

Whereas other approaches typically describe a data set with statistical measures 
and information of attributes, landmarking proposes to enrich such description with 
fast and easy operation measures from simple learning algorithms. Learning algorithm 
profiles have been also used in meta-learning. These profiles consist of metalevel 
feature-value vectors which describe learning algorithms from the point of view of 
their representation and functionality, efficiency, robustness, and practicality. For 
certain characteristics related to functionality (attribute types, cost handling), algo-
rithm specifications are given by expert users. Characteristics related to efficiency 
(learning and classification time and space) and robustness (scalability, resistance to 
missing values, noise, irrelevant and redundant attributes) can only be extrapolated 
from multiple executions of these algorithms over a wide variety of datasets [14]. 
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3   Information-Theoretic Measures 

Various papers [15, 16] have introduced the use of measures to characterize the data 
complexity and to relate such descriptions to classifier performance for two classes.  

Information-theoretic measures are suitable to characterize discrete attributes. We 
used in our experiment: the entropy of the class label (ClassEnt), the entropy of all 
attributes (AttrEnt), the mutual information (entropy) of class and attributes (Mutu-
alInf), the joint entropy (JointEnt), the equivalent number of attributes (EquivAttr), 
proportion of the equivalent number of attributes (PropEquivAttr), the noise signal 
ratio (NoiseSR), the proportion of missing values (PropMV), proportion of number of 
examples with missing values (PropExMV) and a statistical measure that is the stan-
dard deviation of classes (StdDClass). 

Let X be a random variable taking values x in X with distribution p(x)=Pr[X=x]. 
The entropy H(X) of a random variable X (the label of the problem) is defined by: 

∑
∈

−=
Xx

xpbxpXH )(log)()(  (1) 

This is also denoted by H(p) and measures the average uncertainty of a random 
variable X, b is the base of the logarithm used. Possible values of b are 2, e, and 10. 
The unit of the information entropy is bit for b=2. Then, in this case the entropy of the 

class label values belong to the interval [ ]n2log,0 , being n  the number of the differ-

ent values of the label. It means the maximum value of entropy of the class label for 
these three datasets is 1 since n=2. 

The entropy of all attributes and the label (Joint entropy) measures the total en-
tropy. It is the sum of the individual entropy of all variables appearing in the dataset. 

The entropy of a collection of attributes is an average of the entropy over all the at-
tributes, which is taken as a global measure of entropy of the attributes collectively [10]. 

Mutual information expresses the mutual dependency of the attributes and the la-
bel. It is the amount of information that can be obtained about the label by observing 
the attributes. The mutual information between X and Y is defined by: 

∑
∈

∑
∈

=
Xx yp

xyp

Yy
xypxpYXMutualInf

)(

)(
log)()(),(  (2) 

The equivalent number of attributes estimates the number of attributes that are 
needed to determine the value of the label variable. If the number of relevant attrib-
utes that are provided by the dataset is larger than the value of this measure, there 
exists a good chance to learn a good classification algorithm [17]. The expression is: 

),(

)(

YXMutualInf

XH
EquivAttr =  (3) 

The proportion of the equivalent number of attributes is calculated by the equiva-
lent number of attributes divided by the number of attributes excluding the label. 
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Noise signal ratio is the amount of irrelevant information; large values of the ratio 
indicate that the dataset contains a large amount of irrelevant information that may be 
reduced [18]. It can be calculated by: 

),(

),()(

YXMutualInf

YXMutualInfXH
NoiseSR

−
=  (4) 

The proportion of missing values is the ratio of the total missing values in the data-
set between the number of all values in it. 

The proportion of number of examples with missing values is the division of the to-
tal examples with missing values in the dataset between the number of examples. 

4   Experimental Results 

In this section the characteristics of breast-cancer-wisconsin (BCW) dataset are stud-
ied, because it is the only dataset from UCI Machine Learning Repository used in [4] 
where Stacking by MDT was significantly better than the other schemes used, even 
better than Stacking by MLR. We want to know the properties of this dataset in order 
to identify when Stacking by MDT is the best choice rather than Stacking by MLR. 
The objective is to search and to contribute with new elements in the Stacking meta-
learning. We want also to find features that can be employed in another similar tech-
nique in order to improve meta-learning. 

This dataset has 699 examples and 11 attributes (10 plus the label). There are 16 
missing attribute values. The label for classification is composed by diagnosis classes. 
It has 2 classes (benign and malignant). The other attributes belong to the integer 
number set but they can be easily discretized because all of them take values in the 
interval [1,10], then we made the transformation. The names of them are: sample code 
number (it is not considered), clump thickness, uniformity of cell size, uniformity of 
cell shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, 
normal nucleoli and mitoses. The class distribution is 458 examples (65.5%) of the 
“benign” class and 241 examples (34.5%) of the “malignant” class. We used Stacking 
with three base classifiers in our experiments: decision tree, nearest neighbor and 
Naïve Bayes. Furthermore, MLR was chosen to learn at the meta-level in one case 
and MJ4.8 in another. 

The dimensionality of the BCW input space was reduced due to the removing of 
marginal adhesion, single epithelial cell size and bare nuclei attributes because there 
is a multivariate dependency among them. This strategy was also used in [19] to char-
acterize the same dataset for the rule extraction. The missing values disappear when 
the reduction of the number of attributes is done. 

We used the 10 measures described in the previous section and their values were 
obtained by METAL-MLEE (Machine Learning Experimentation Environment) [20], 
which is a software package developed for the METAL Project that helps in obtaining 
the meta-data for new datasets and different algorithms in performing meta-learning. 

Two other datasets (hepatitis and vote) from UCI Machine Learning Repository for 
task classification were selected with only two class label, missing values and similar 
number of continuous attributes, as BCW dataset, in order to make comparisons. 
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Hepatitis dataset has continuous and discrete attributes. Vote dataset only has discrete 
attributes. 

Hepatitis dataset did not show the same results than BCW dataset in [4]. Stacking 
by MDT for hepatitis dataset did not present significant difference in relation to the 
other seven schemes studied in that research. However, Stacking by MDT for vote 
dataset was significant better than the other schemes, excluding Stacking by MLR in 
the same experiment. Significant differences were not found between Stacking by 
MDT and Stacking by MLR for this dataset. 

All datasets achieved high entropy of class label, although vote and BCW (in this 
order) highlighted because they reached values near to 1. The difference between 
them was not significant (0.033), see Table 1.  

The highest value of the joint entropy was reached by BCW (over 2), while hepati-
tis and vote datasets obtained similar values. 

The entropy of all attributes in BCW dataset is superior to the others. It is more 
than the double of the values of this metric obtained for hepatitis and vote datasets. 
It means the attributes of BCW dataset provide as average more information than 
the others. 

In Table 1, we can also observe BCW dataset gets the best value of the useful in-
formation that each attribute has about the class label (mutual information). 

The proportion of the equivalent number of attributes had a similar behavior  
in BCW with 9 attributes and vote, being the value for hepatitis dataset almost the 
double of the other datasets. When we executed the reduction to 6 attributes in BCW, 
this dataset obtained the highest value (45.3%) and hepatitis dataset got a value very 
close to 40%. 

Table 1. Data characteristics of BCW and other two datasets using METAL-LEE 

Measure BCW with 9 attributes BCW with 6 attributes Hepatitis Vote 
ClassEnt 0.929 0.929 0.735 0.962 
AttrEnt 2.251 2.299 1.052 0.990 
MutualInf 0.512 0.507 0.103 0.304 
JointEnt 2.668 2.721 1.683 1.649 
EquivAttr 1.813 1.832 7.142 3.165 
PropEquivAttr 0.201 0.453 0.376 0.198 
NoiseSR 3.392 3.533 9.225 2.257 
PropMV 0.002 0 0.059 0.053 
PropExMV 0.023 0 0.484 0.467 
StdDClass 0.155 0.155 0.293 0.114 

Hepatitis dataset attained the greatest value of the noise signal ratio. There is a sig-
nificant difference with the other two datasets: 6.968 with regard to vote and 5.692 in 
relation to BCW for 6 attributes. 

If we analyze the results of BCW with 9 attributes, it is possible to see in Table 1 
that the less percentage of missing values regarding to all values in the dataset was 
reached by BCW with 0.2%, it is very low, while hepatitis and vote datasets have 
values close to 6% and 5%, respectively. There is a very significant difference for the 
proportion of number of examples with missing values between BCW and the other 
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datasets. BCW only has a 2.3% of examples with missing values and the rest has 
almost the 50%. 

However, BCW with 6 attributes has not missing values, and then all the measures 
in relation to missing values got values 0. 

After the analysis of the measure calculations it is possible to infer there is most 
probability datasets with few or without missing values achieve better results in clas-
sification with Stacking by MDT than Stacking by MLR. Together with this, it is 
necessary the entropy of the label is very close to the maximum value, the average of 
the entropy of all attributes, the joint entropy and mutual information obtain high 
value, and the equivalent number of attributes and noise signal ratio get very low 
values. 

We wanted also to know the ranking of the three algorithms used as base classifiers 
to predict the label of BCW dataset and therefore, to obtain the meta-attributes. 

WekaMetal [21] is a meta-learning extension to the data mining package Weka 
[22]. It has been used in order to obtain the rankings of IBk (nearest neighbor), deci-
sion tree (J48) and Naïve Bayes classifiers for BCW dataset. The ranker selected for 
this study was Adjusted Ratio of Ratios (ARR), based on expected accuracy and time 
performance; see the results in Table 2.  

Table 2. Ranking of three algorithms for BCW dataset using WekaMetal 

Ranking Algorithm Measure multi-criteria 
1 Naïve Bayes 2.6078 
2 J48 0.6659 
3 IBk 0.6339 

In our experiments, Stacking by MDT and Stacking by MLR had the same accu-
racy value using BCW with Weka (Fig. 1), and the use of computational resources of 
the first multiclassifier is almost two times that the second one. In all experiments we 
carried out ten-fold cross-validation. In Fig. 1, it is possible to show Naïve Bayes is, 
of course, faster than the two Stacking schemes, and the Naïve Bayes accuracy value 
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Fig. 1. Times to build models and classification accuracies for BCW dataset 
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is not significantly lower than the multiclassifiers. Then, the use of Stacking schemes 
could not be justified because there is a base classifier which is faster and obtains a 
similar accuracy value than the Stacking schemes used. 

5   Conclusions 

In our experiment, datasets with discrete attributes exclusively, in classification by 
Stacking MDT achieved similar behavior when compared to Stacking by MLR.  

According the results obtained, it is possible to point out Stacking by MDT and 
Stacking by MLR have similar classification accuracy in datasets with 2 label values, 
when the entropy of the label is very close to the maximum value, the average of the 
entropy of all attributes, the joint entropy and mutual information values are high. 
Moreover, the equivalent number of attributes must be very low and also the noise 
signal ratio. 

Important information-theoretic measures in this experiment were those related to 
the missing values. Very low percentages of missing values and a small number of 
examples with missing values took place only in BCW dataset. 

Finally, for future work we are planning a study with other metrics based on in-
formation theory and landmarking approach, which can also be applied to data  
characterization. On the other hand, the incorporation of other meta-attributes to the 
meta-level could also be useful. 
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Abstract. This contribution describes an EM-like piecewise linear regression 
algorithm that uses information about the target variable to determine a mean-
ingful partitioning of the input space. The main goal of this approach is to  
incorporate information about the target variable in the prototype selection 
process of a piecewise regression approach. Furthermore, the proposed ap-
proach is designed to provide an interpretable solution by restricting the dimen-
sionality of the local regression models. We will show that our approach 
achieves a similar predictive performance on benchmark problems compared to 
standard regression methods – while the model complexity of our approach is 
reduced. 

1   Introduction 

The quality of a piecewise regression algorithm depends on the quality of its partition-
ing of the input space. Common piecewise regression approaches, for instance the 
Local Linear Map (LLM) of [1], use only information about the input space for parti-
tioning the data. The target variable is usually ignored while clustering the input 
space. This strategy becomes inefficient in situations where the data points cannot be 
distinguished within the input space but where a meaningful partitioning can still be 
obtained by additionally considering the target variable. Furthermore, regions of high 
data density in real-world application problems usually correspond to operating points 
of the system. Such regions are not necessarily appropriate to determine a satisfactory 
partitioning of the input space, because the underlying function of the system might 
not change within the operating points but in regions with low data density.  

The objective of our work is to incorporate information about the target variable 
into the process of choosing the best prototypes of a piecewise linear regression 
model. Furthermore, we are interested in providing a suitable trade-off between an 
interpretable solution and a solution that provides a high predictive accuracy. Sym-
bolic models like regression trees or rule systems allow a good impression about the 
“big picture” of a given problem. However, they sacrifice some details and usually 
will not show such a high accuracy as sub-symbolic solutions (e.g. neural networks). 
There are many application domains where finding a good trade-off between inter-
pretability and predictive performance of the learned solution is crucial. For instance, 
in the field of safety-related applications, it is necessary to provide transparent solu-
tions that can be validated by domain experts. “Black box” approaches, like artificial 
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neural networks, are regarded with suspiciousness – even if they show a very high 
accuracy on the available data – because it is not feasible to prove that they will show 
a good performance on all possible input combinations. Another example is the field 
of bioinformatics, where it is necessary to provide transparent solutions to get an 
impression how the biological mechanisms are working. The problem that arises in 
both domains is that the amount of independent samples is often not large enough to 
apply statistical risk estimation methods and extensive evaluations. This contribution 
proposes an EM-like algorithm to determine an interpretable solution based on low-
dimensional local models that achieves a similar performance compared to high-
dimensional regression methods. Different approaches were already proposed to 
tackle the problem of partitioning the data by incorporating the target function: for 
instance, in [2, 3] the data is clustered based on the model parameters of local regres-
sion models and in [4] a combined distance function is proposed for clustering, where 
the distance within the input space and the error of the local models is incorporated. 

Sect. 2 presents our EM-based piecewise linear regression approach and discusses 
two extensions of this approach: the restriction of the dimensionality of the local 
models and the possibility to prune the number of clusters. Experiments performed on 
artificial and on benchmark data sets are discussed in Sect. 3. Sect. 4 concludes. 

2   The LinEM-Algorithm 

The algorithm described in the following is an adaptation of the Expectation Maximi-
zation (EM) algorithm [5]. The basic idea of our approach is to incorporate information 
about the target variable while dividing the input space into different regions, each 
described by a prototype and a corresponding local regression model. The regression 
models are trained for regions of the input space. Such regions are represented by  
cluster prototypes. For each cluster region a linear regression model is learned. Compa-
rable to the EM algorithm, this approach consists of two main steps: first, the local 
regression models are trained according to the cluster prototypes, and, second, the 
cluster prototypes are updated according to the predictive performance of the linear 
regression models. The data points are assigned to the linear regression model with the 
best predictive performance. Then the cluster prototypes are updated to the mean of all 
samples that are assigned to the corresponding linear regression model. 

Learning the Local Models. Given an n-dimensional input space: V n = X1 × X2 × … 
× Xn, where Xl ⊆ ℜ. The target variable Y ⊆ ℜ is determined by the (unknown) func-
tion: f : X1 × X2 × … × Xn → Y. The learning task is to determine a function estimate  
f* : V n → Y of f given an observed data set: D = {(v1,y1), …, (vm,ym)} ⊂ V n × Y. 

The LinEM algorithm is given in Algorithm 1. It consists of two main steps: in the 
first step local regression models are determined according to a given cluster assign-
ment, and in the second step the given data points are assigned to the clusters where 
the predictive error of the corresponding regression model is minimal. Our algorithm 
requires a predefined number of clusters k < m that are assumed to represent the data. 
Each sample data point is assigned to one single cluster. This assignment is defined 
by the mapping: 

C(i) = j , with 1 ≤ i ≤ m,1 ≤ j ≤ k , (1) 
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Algorithm 1. The LinEM-Algorithm 
input: data set D, number of clusters k 
output: cluster prototypes pj, local models gj 
1: Choose random cluster assignment C(i) = j 
2: repeat 
3:  Learn k local models according cluster indicies, cf. Eq. 3 
4:  Update cluster indicies according to model error: C(i) = argminj=1,…,k|yi - gj(vi)| 
5:  Compute cluster prototypes, cf. Eq. 4 
6:  Update cluster indicies according to prototypes, cf. Eq. 5 
7: until termination criterion fulfilled (e.g. maximum of iterations) 

 
which assigns the i-th observation to the j-th cluster. Each local model consists of a 
tuple of a cluster prototype pj and a local regression model: 

gj : V
 n → Y . (2) 

The local regression model of the j-th cluster is trained on all data points that are 
assigned by the mapping C to the j-th cluster: 

gj(vi) = yi , where C(i) = j . (3) 

The j-th cluster prototype is determined by: 
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The LinEM algorithm performs two alternating updates of the mapping C. Firstly, 
in line 4 the mapping is updated according to the minimal predictive error of the cur-
rent local regression models gj. Then the new prototypes are determined according to 
Eq. 4. Based on the new prototypes and in order to achieve a crisp partitioning of the 
input space the second update of the mapping C is performed in line 6 of Algorithm 1. 
The data points are assigned to the cluster with the closest cluster prototype: 
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where dist is the squared Euclidian distance, dist(v,u) = || v – u ||2. 
The corresponding objective function of the LinEM algorithm is: 
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Applying the Local Models. In the case of a crisp cluster assignment, the prediction 
is straightforward: 

f *(v) = gj*(v) , (7) 

where j* = argminj=1,…,k{dist(v,pj)}. If there are certain smoothness assumptions about 
the target function, one can also apply a smoothing function on the predictions of the 
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local models to determine the global model prediction. As an example, one can use 
the softmax function: 
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to compute weights of the local models. Thus, the final model prediction is computed 
as the weighted sum: 
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Restricting the Dimensionality of the Local Models. Adopting an idea used in [6], 
instead of using all input dimensions in each local model, projections of the high-
dimensional input space can be used to increase the interpretability of the learned 
local models. The projection π maps the n-dimensional input space V n to an arbitrary 
subspace of V n. This mapping is determined by a given index set β ⊂ {1,…,n}. The 
index set defines the dimensions of V n that will be included in the subspace Vβ . The 
projection π on the input space V n given the index set β is defined as:  
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Thus, the j-th local model can be re-defined as: 

gj : πβ[j](V
 n) → Y , (11) 

where βj denotes the index set of the subspace where the predictive error of the local 
model gj is minimal. The best projection can be determined, for instance, by a wrap-
per model selection method [7]. This ensures that the best possible sub-space is used. 

Cluster Pruning. The LinEM algorithm allows a cluster pruning strategy, where 
clusters can be removed which are ill-posed, that is the number of data points that 
belong to the current cluster is too small to solve the regression problem. Furthermore 
clusters with similar regression models can be merged. These heuristics facilitate our 
algorithm to deal with problems where the optimal number of clusters is unknown. 

3   Experimental Results 

The LinEM algorithm is compared with the Local Linear Map (LLM) from [1],  
a standard linear regression method (robustfit in Matlab), and a regression tree 
(treefit in Matlab) on artificial and on common benchmark data sets. We distin-
guish the crisp and a softmax (c.f. Eq. 8) variant of the LinEM algorithm. The predic-
tive error is estimated by: ∑ = −= m

i ii fymerr 1
* || )(1 v . The local models of the LinEM 

algorithm are estimated by the robustfit method and are restricted to two dimen-
sions in all experiments. The best two-dimensional input combination is determined 
by a wrapper method for feature selection [7] that performs an exhaustive search 
through all pairwise combinations. 
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Fig. 1. Artificial1 data set. The original data points are labeled according their cluster 
assignment. The cluster prototypes are depicted as stars. 

Artificial1 Data Set. We used the following function from [3] as target function: 
 
 
 
 
 

where A1 : 0.5x1 + 0.29x2 ≥ 0, A2 : 0.5x1 - 0.29x2 ≥ 0, and A3 : x2 ≥ 0. This target func-
tion is depicted in Fig. 1(a). 300 samples are drawn uniformly from V n = [-1,1]×[-1,1] 
and y is determined as y = f1(x1,x2) + ε, where ε ~ N(0,0.1). Note that, in this setting, it 
is impossible to determine appropriate cluster prototypes without regarding the target 
value. 

The LinEM algorithm yields the following function estimate: 

where p1 = (0.466,0.476)T, p2 = (-0.583,0.122)T, and p3 = (0.426,-0.564)T. This func-
tion is almost equivalent to the original target function. The function estimate and the 
corresponding cluster assignments are illustrated in Fig. 1(b). Fig. 1(c) illustrates the 
function obtained by applying the LLM algorithm on the same data set. The LLM was 
unable to determine appropriate cluster prototypes because the prototypes are deter-
mined only on the input space. The LLM assumes a wrong partitioning of the input 
space and, thus, determines inappropriate local regression models. 

Fig. 3(a) illustrates the influence of the number of predefined clusters: with one 
single cluster the LinEM is equivalent to the robustfit solution. The only approach 
that outperforms the regression tree model (treefit) is the crisp LinEM approach. 
Due to the cluster pruning of the LinEM approach, the error estimate remains almost 
constant for initializations of the number of clusters k ≥ 3 – due to the fact that most 
of the LinEM models are pruned to three different clusters. 
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Fig. 2. Artificial2 data set. The initial number of clusters is set to six for both regression meth-
ods, LinEM and LLM. 

Artificial2 Data Set. This data set is used in [4]. The target function, which is illus-
trated in Fig. 2(a), is f2(x1,x2) = arctan(x1)cos(x2

2). 300 data points are drawn uniformly 
from V n = [-2,2]×[-2,2] and the value of the target y is determined by y = f2(x1,x2) + ε, 
where ε ~ N(0,0.1). In Fig. 2(b) and Fig. 2(c) the model predictions and the corre-
sponding cluster assignments of the data points of the LinEM and LLM solution are 
shown. Fig. 3(b) illustrates the influence of the initial number of cluster on the predic-
tive error. The performance of the LinEM approach is superior to the performance of 
the LLM model due to a more intuitive placement of the prototypes. For cluster ini-
tialization larger than six the number of clusters is pruned to six clusters. 

Benchmark data sets. All data sets described in the following are randomly divided 
into a training data set (80% of the data) and a testing data set (20% of the data). 20 
different pairs of training and testing data are generated for each data set. All input 
dimensions are normalized to the interval [-1,1] in order to rule out scaling effects.  

Auto MPG Data Set. This data set can be obtained from http://www.liaad.up.pt/ 
~ltorgo/Regression/DataSets.html. The task of this data set is to predict the fuel 
consumption in miles per gallon (MPG) of different cars. The following five attributes 
of the original data set are used as input dimensions: ’acceleration’, ’displacement’, 
’horsepower’, ’model-year’, ’weight’. The data set consists of 398 instances. Six 
instances with missing values are ignored within the experiments. 

Body Fat Data Set. This data set can be obtained from http://lib.stat.cmu.edu/ 
datasets/. It includes 13 attributes and 252 instances. The task is to estimate the  
percentage of body fat based on different body circumference measurements. 

Ozone Data Set. The Ozone data set and the Prostate data set can be obtained from 
http://www-stat.stanford.edu/~tibs/ElemStatLearn/. The Ozone data set is 
used to estimate the daily ozone concentration based on three attributes: wind speed, 
daily maximum temperature, and solar radiation. This data set includes 111 instances. 

(a) Target function. (b) LinEM prediction. (c) LLM prediction. 
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Prostate Data Set. The task is to estimate the level of a prostate specific antigen based 
on a eight clinical measurements. The data set consists of 97 data points.  

Discussion. Our experiments are summarized in Fig. 3 and Tab. 1. Especially for a 
small number of local models (k ≤ 3) the LinEM approach (that is restricted to two-
dimensional local models within the experiments) achieves a better or at least similar 
performance compared to the LLM approach that always regards the complete input 
space within its local models. The LinEM approach places the prototypes to regions 
which are relevant to build local regression models with a small predictive error in-
stead of placing the prototypes to regions with a high data density. The LLM ap-
proach can compensate this weakness for a higher number of prototypes – however,  
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(a) Artificial1 data set. 
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(b) Artificial2 data set. 
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(c) Auto MPG data set. 
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(d) Body Fat data set. 
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(e) Ozone data set. 
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(f) Prostate data set. 

  

Fig. 3. Artificial and benchmark data sets: Influence of the initialization of the initial number of 
clusters on the error rate. The error is estimated on 20% of the data where 80% of the data is 
used for training the model. The results are averaged over 20 different runs for each data set. 
The dimensionality of the local models of the LinEM approach is set to two in all experiments. 
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Table 1. Model complexity for each regression method. This table shows the details of the 
models of Fig. 3 where the predictive error on the testing data is minimal. #M denotes the 
number of local models or the number of decision nodes in the (unpruned) regression tree. For 
the LinEM the number of initial clusters (i.e. before cluster pruning) is given in parentheses. #D 
denotes the dimensionality of each (local) model or decision nodes within the regression tree. 

 

the larger the number of prototypes the more difficult the interpretation of the solu-
tion will be. For the benchmark data sets, the model complexity of the LinEM ap-
proach is smaller as for all other regression approaches – the regression trees become 
quite large, the linear regression model uses the complete input space, and the LLM 
model uses always k prototypes with n-dimensional models, while the cluster prun-
ing strategy and the restriction to two-dimensional local models of the LinEM  
approach facilitates the interpretability. If one compares the best results of all regres-
sion methods (cf. Tab. 1), the LinEM method provides the best performance on two 
data sets – on the remaining data sets the performance is only slightly worse com-
pared to the best approaches. 

4   Conclusions 

Incorporating information about the target variable into the prototype selection proc-
ess of a piecewise regression can greatly improve the performance on problems where 
the input space does not provide sufficient information for partitioning the data. The 
proposed LinEM algorithm provides a good trade-off between the interpretability and 
the predictive performance of a learned solution. It achieves a similar performance 
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compared to established regression methods, while the model’s complexity can be 
reduced. It is capable of reconstructing piecewise linear functions from a given data 
set. Furthermore, the approach facilitates a cluster pruning strategy which has been 
proven useful in situations where no apriori information about the number of clusters 
are available. 
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Abstract. This work shows that a class of cryptographic sequences, the  
so-called interleaved sequences, can be generated by means of linear hybrid  
cellular automata. More precisely, linear multiplicative polynomial cellular 
automata generate all the components of this family of interleaved sequences. 
As an illustrative example, the linearization procedure of the self-shrinking 
generator is described. In this way, popular nonlinear sequence generators with 
cryptographic application are linearized in terms of simple cellular automata.  

Keywords: interleaved sequence, linear cellular automata, self-shrinking gen-
erator, cryptography. 

1   Introduction 

This work deals with cellular automata and pseudorandom binary sequences. On the 
one hand, cellular automata are used to simulate complex but stable self-organizing 
systems and, consequently, are considered one of the main areas of computational 
intelligence, closely related to hybrid intelligent systems. On the other hand, pseudo-
random binary sequences with high linear complexity and low correlation values are 
widely used in communication systems, error correcting codes and cryptography 
(stream ciphers).  

In the literature we can find a broad family of pseudorandom sequences, the so-
called interleaved sequences [1], with the common characteristic that each sequence 
can be written in terms of a unique shifted PN-sequence. In fact, a PN-sequence is the 
output sequence of a Linear Feedback Shift Register (LFSR) with primitive character-
istic polynomial. For a survey of PN-sequences, shift equivalence and LFSRs, the 
interested reader is referred to [2]. 

Interleaved sequences are obtained as output sequences from nonlinear generators 
based on LFSRs [3]. These sequences are currently generated: 

1. By a LFSR controlled by another LFSR (which may be the same one) e.g. mul-
tiplexed sequences [4], clock-controlled sequences [5], cascaded sequences [6], 
shrinking generator sequences [7] etc. 

                                                           
* Corresponding author. 
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2. By one or more than one LFSR and a feed-forward nonlinear function e.g. Gold-
sequence family, Kasami (small and large set) sequence families, GMW se-
quences, Klapper sequences, No sequences etc. [1]. 

In brief, a large number of popular cryptographic sequences are included in the 
class of interleaved sequences. In this work, an easy method of generating interleaved 
sequences by means of Cellular Automata (CA) is presented. More precisely, the 
class of linear multiplicative polynomial CA is used in the generation process. In this 
way, complex nonlinear sequence generators of cryptographic application are ex-
pressed in terms of simple linear cellular structures. 

2   Interleaved Sequences and Linear Hybrid Cellular Automata 

The two basic structures we are dealing with (interleaved sequences and linear multi-
plicative polynomial CA) are introduced in the following subsections. 

2.1   Fundamentals of the Interleaved Sequences 

Let { }(0), (1),s s s= K  be a binary sequence where ( ) (2)s k GF∈  and 0k ≥ . The char-

acteristic polynomial of the sequence s is denoted by: 

1

( ) (2)[ ]
r

r r j
j

j

f x x c x GF x−

=

= + ∈∑ .                                   (1) 

It represents the linear recurrence relationship [2] of such a sequence. That is, each 
element of s  can be written as a linear combination of the r previous elements, 

1

( ) ( ) 0
r

j
j

s k r c s k r j k
=

+ = + − ≥∑ .                                   (2) 

In this case, s  is said to be generated by ( )f x . The polynomial of the lowest de-
gree in the set of characteristic polynomials of s  over (2)GF  is called the minimal 
polynomial of such a sequence.  

 
Definition 1. Let ( )f x  be a polynomial over (2)GF  of degree r and let m be a posi-

tive integer. For any sequence { }( )u u k=  over (2)GF , write k im j= +  

( 0, 0, , 1)i j m≥ = −K . If { }0( )j iu u im j ≥= +  is generated by ( )f x  for all j , then u  is 

called an interleaved sequence of size m associated with ( )f x .  
We can write 0 1 1( , , , )mu u u u −= K  where the ju ’s are the sequential components of 

u . By definition, every ju  is an m-decimation of the sequence u , that is one out of m 

bits has been taken. As the LFSRs of cryptographic application have primitive charac-
teristic polynomials, in the sequel ( )f x  will be a primitive polynomial [8] of degree r. 
In this case, the sequence u  is called a primitive interleaved sequence and the ju ’s 

are the same PN-sequence generated by ( )f x . Primitive interleaved sequences are 
characterized by (see [1]):  
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1. The period of each ju  is 2 1rT = − , thus the period of the interleaved sequence 

u  will be (2 1)r
uT m= − . 

 2. The minimal polynomial ( )h x  of u  is a divisor of ( )mf x  so that the linear 
 complexity of the interleaved sequence (the degree of its minimal polynomial) is 
 upper bound by LC rm≤ . In fact, ( )h x  is the product of ( )f x  a number of times. 

Table 1 shows the interleaved sequence u  associated with the 3-degree primitive 
polynomial 3( ) 1f x x x= + +  and size 4m = . The period (2 1) 28r

uT m= − = , 
3 4( ) ( 1)h x x x= + +  and ( ) 12LC u = . By rows, the interleaved sequences is 

{ }1,1,1,1,1,0,1,0,0,0,1,1, ,1,1,0,0u = K . By columns, the sequence is made out of four 

shifted versions of the PN-sequence generated by ( )f x .  

Table 1. Interleaved sequence u with 4 shifted versions of the same PN-sequence 

0u  1u  2u  3u  

1 1 1 1 
1 0 1 0 
0 
0 
1 
0 
1 

0 
1 
0 
1 
1 

1 
0 
0 
1 
0 

1 
1 
1 
0 
0 

2.2   Linear Multiplicative Polynomial Cellular Automata  

CA are particular forms of finite state machines defined as uniform arrays of identical 
cells in an n-dimensional space [9]. The cells iX  change their states (contents) syn-
chronously at discrete time instants. The next state of each cell depends on the current 
states of the neighboring cells according to an update state transition rule. CA have 
been proposed in the bibliography [10] as an alternative to LFSRs because every 
sequence generated by a LFSR can be also obtained from one-dimensional CA. 
Moreover, it has been proven [11] that linear one-dimensional CA are isomorphic to 
LFSRs. In this paper we will show that nonlinear generators of interleaved sequences 
may also be expressed in terms of certain linear CA. 

In particular, linear multiplicative polynomial CA of binary contents are discrete 
dynamical systems characterized by [12]:  

1. Their underlying topology is one-dimensional, that is they can be represented by 
a succession of L  cells ( 1, )iX i L= K  where L  is a positive integer that denotes 

the length of the automaton. The state of the i-th cell at instant n , notated n
ix , 

takes binary values (2)n
ix GF∈ . 

2. They are linear cellular automata as the local transition rule for each cell is a lin-
ear mapping iΦ  defined such as follows:  

1 ( , , , , ) ( 1, , )n n n n
i i i k i i kx x x x i L+

− += Φ =K K K  

where k  is a positive integer that denotes the size of the neighborhood. 
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3. Each one of these cellular automata is represented by an L x L  transition matrix 

M  over (2)GF . The characteristic polynomial of such matrices is of the form: 

( ) ( ) p
MP x P x= ,                                                   (3) 

where ( )P x  is a primitive polynomial over (2)GF  and p  is a positive integer. 

3   Realization of Linear Binary Multiplicative Polynomial CA 

In the previous sub-section, general characteristics of the binary multiplicative  
polynomial CA have been described. Now the particular form of such automata is 
analyzed. In order to realize this class of CA, transition rules with 3k =  will be con-
sidered. In fact, only hybrid CA with rules 90 and 150 (see [9] for notation) are to be 
used. Such rules are defined as: 

                              Rule 90                                                  Rule 150 
1

1 1
n n n
i i ix x x+

− += ⊕                                    1
1 1

n n n n
i i i ix x x x+

− += ⊕ ⊕ . 

The symbol ⊕  denotes addition modulo 2 among cell contents. Remark that such 
rules are linear and involve just the addition of either two bits (rule 90) or three bits 
(rule 150). In addition, cells with null contents are supposed to be adjacent to the 
array extreme cells. For a cellular automaton of length 10L =  cells, configuration 
rules (90,150,150,150,90,90,150,150,150,90) and initial state (0,0,0,1,1,1,0,1,1,0), 
Table 2 illustrates the behavior of this structure: The formation of its output sequences 

{ } ( 1, ,10)n
ix i = K  (binary sequences in vertical) as well as the succession of states 

(binary configurations of 10 bits in horizontal). After a succession of 62 states, the 
automaton goes back into the initial state.  

Table 2. A linear 90/150 cellular automata of 10 cells 

90 150 150 150 90 90 150 150 150 90 
0 0 0 1 1 1 0 1 1 0 
0 0 1 0 0 1 0 0 0 1 
0 1 1 1 1 0 1 0 1 0 
1 
0 
0 
0 
1 
0 
M  

0 
0 
0 
1 
0 
1 
M  

1 
0 
1 
1 
0 
1 
M  

1 
1 
0 
0 
1 
1 
M  

1 
1 
1 
0 
0 
1 
M  

0 
0 
0 
0 
0 
1 
M  

1 
1 
1 
0 
1 
0 
M  

0 
0 
1 
1 
1 
0 
M  

1 
0 
1 
0 
0 
0 
M  

1 
1 
0 
1 
1 
0 
M  

A natural way of specifying 90/150 CA is a L-tuple 1 2= ( , ,..., )L Ld d d∆ , called rule 

vector, where = 0id  if the i-th cell satisfies rule 90 while = 1id  if the i-th cell 

satisfies rule 150. In the same way, a sub-automaton of the previous automata 
consisting of cells 1 through i  will be denoted by 1 2= ( , ,..., )i id d d∆ . The 

characteristic matrices M  of these CA are tri-diagonal matrices with the rule vector 
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on the main diagonal, 1's on the diagonals below and above the main one and all other 
entries being zero. Since the characteristic polynomial of M  is of the form 

( ) ( ) p
MP x P x= , it seems quite natural to construct a multiplicative polynomial CA by 

concatenation of the automaton whose characteristic polynomial is ( )P x . In fact, 
given ( )P x  the Cattell and Muzio synthesis algorithm [13] presents a method of 
computing two reversal 90/150 CA corresponding to the given polynomial. That is, 
two different CA whose output sequences have ( )P x  as characteristic polynomial. 
The concatenation procedure for basic CA is based on the following result. 

Theorem 1. Let 1 2= ( , ,..., )L Ld d d∆  be the representation of a 90/150 binary linear 

cellular automaton with L  cells and characteristic polynomial ( )LP x  of degree L . 

The cellular automaton whose characteristic polynomial is 2( )LP x  is represented by:  

2 1 2 2 1= ( , ,..., , ,..., , )L L Ld d d d d d∆  (4) 

where the overline symbol represents bit complementation. 

Sketch of Proof: The key idea of the proof is the recurrence relationship [13]:  

1( ) = ( ) ( )L LL
P x P x P x−+  

where ( )
L

P x  is the polynomial corresponding to 1 2= ( , ,..., )LL
d d d∆  and 1( )LP x−  the 

polynomial corresponding to the sub-automaton 1 1 2 1( , ,..., )L Ld d d− −∆ = . By means of 

successive substitutions, CA corresponding to the polynomial 2( )LP x  are represented 

by the equation (4). 
This can be iterated a number of times for successive polynomials and rule vectors:  

with ( )LP x  we get 1 2= ( , ,..., )L Ld d d∆ ,  

with 2( )LP x  we get 2 1 2 2 1= ( , ,..., , ,..., , )L L Ld d d d d d∆ ,  

     with 
22( )LP x  we get 2 1 2 2 1 1 2 2 12

= ( , ,..., , ,..., , , , ,..., , ,..., , )L L L LL
d d d d d d d d d d d d∆  

and so on. Thus, the concatenation of an automaton (with the least significant  
bit complemented) and its mirror image allows us to synthesize linear multiplicative 
polynomial CA. Remark that the automaton 

2q L∆  includes all the previous  
 

Table 3. A linear 90/150 cellular automata generating a self-shrunken sequence 

90 150 150 150 150 150 150 90 
0 0 0 1 0 1 1 1 
0 0 1 1 0 0 1 1 
0 1 0 0 1 1 0 1 
1 
1 
1 
1 
0 

1 
1 
1 
0 
0 

1 
1 
0 
1 
0 

1 
0 
0 
1 
0 

0 
1 
1 
0 
1 

0 
1 
0 
1 
0 

0 
0 
0 
1 
1 

0 
0 
0 
0 
1 
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sub-automata 
2s L∆  with 0 <s q≤ , that is the automaton 

2q L∆  generates all the 

sequences { } ( 1, , 2 )n q
ix i L= K  of the previous sub-automata whose characteristic 

polynomials are ( ) p
LP x  with 1 2qp≤ ≤ . The choice of a particular state determines 

the corresponding characteristic polynomial ( ) p
LP x  of the generated sequences.  

4   Sequence Generators in Terms of CA: Self-Shrinking Generator 

Now the generation of cryptographic interleaved sequences by means of linear multi-
plicative polynomial CA is introduced. As an illustrative example, the case of the self-
shrinking generator is described: 

4.1   The Self-Shrinking Generator 

The Self-Shrinking Generator (SSG) was designed by Meier and Staffelbach [14] for 
potential use in stream cipher applications. The SSG is attractive by its simplicity as it 
involves a unique LFSR. This generator consists in a LFSR of L  stages and primitive 
polynomial whose PN-sequence { }na  is self-decimated given rise to the self-shrunken 

sequence { }nz  or output sequence of the SSG. The decimation rule is quite simple. In 

fact, pairs 2 2 1( , ) ( 0,1, )i ia a i+ = K of consecutive bits of { }na  are considered in such a 

way that:  

1. If 2 1ia = , then 2 1j iz a += . 

2. If 2 0ia = , then 2 1ia +  is discarded. 

The key of this generator is the initial state of the LFSR although the authors rec-
ommend that the characteristic polynomial were also part of the key. Periods, linear 
complexities and statistical properties [14] make the self-shrunken sequences very 
adequate for their application in stream ciphers. 

4.2   Modelling the SSG as a Linear Cellular Automaton 

According to [14], the characteristic polynomial of the self-shrunken sequence gener-
ated by a LFSR of length L  is: 

2 1( ) ( 1) 2 2p L L
MP x x p− −= + < ≤ .                                     (5) 

In order to model Self-Shrinking Generators in terms of CA, we proceed as follows. 
As the characteristic polynomial of a self-shrunken sequence is a unique factor multi-
plied p  times and keeping in mind the previous theorem, we can construct its corre-
sponding automaton by concatenation of the basic automaton corresponding to the 
factor ( 1)x + . Since the automaton corresponding to ( 1)x +  is a simple rule 150 that is 

1 (1)∆ = , the application of the previous result allows us to derive the following rela-

tionship polynomials/rule vectors:  
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   1( 1) (1)x + ↔ ∆ =   

   2
2( 1) (0,0)x + ↔ ∆ =  

   4
4( 1) (0,1,1,0)x + ↔ ∆ =  

   ↔M M  

   
( 1)

( 1)2

2( 1) (0,1,1, ,1,1,0)
L

Lx
−

−+ ↔ ∆ = K  

In this way, rule vectors corresponding to 90/150 CA whose characteristic 
polynomials are products of ( 1)x +  are easily obtained. The last rule vector 
corresponds to the required automaton. Let us see an illustrative example. 

 
Example 1. Let { } { }0,0,0,1,1,1,1,0nz = be the shrunken sequence generated by a LFSR 

of length 4L = , characteristic polynomial 4 3 1x x+ +  and initial state (1,0,0,0). The 
sequence { }nz  has period 8T = , linear complexity 5LC =  and characteristic polyno-

mial 5( 1)MP x= + . According to the previous results, the 90/150 linear cellular 

automaton that generates such a sequence is 8 (0,1,1,1,1,1,1,0)∆ = . Table 3 depicts the 

automaton's state succession, in this example starting at the state (0,0,0,1,0,1,1,1), for 
which the sequence { }nz  is generated at the most left cell (in bold) under law 90. 

Remark that the adjacent cell (law 150) generates exactly the same sequence but 
shifted upwards one position. It must be also noticed the symmetry of these CA, since 
sequences produced at symmetric cells are the same shifted / 2T  positions. Now, 
different considerations regarding the realization of these CA can be stated: 

1. Notice that the form of the computed CA is standard: rule 90 at both extremes 
and rule 150 at all intermediate positions. 

2. The automaton generates all the self-shrunken sequences produced by all LFSRs 
of length L  and primitive polynomial. In this case, the knowledge of the LFSR char-
acteristic polynomial is not necessary. 

3. The automaton generates all the self-shrunken sequences corresponding to 
LFSRs of lengths L≤ . That is the longest automaton always includes all the se-
quences corresponding to shorter automata by starting at symmetric initial states. 

4. The implementation of these 90/150 linear models is easy and very adequate for 
FPGA logic. This characteristic makes it suitable for developments where time execu-
tion is relevant as in stream ciphers and in communication systems with high trans-
mission rates. 

5. The linearity of the CA-based model as well as the encountered symmetries (see 
Table 3) allows us to mount a cryptanalytic attack based on the reconstruction of the 
keystream sequence from portions of intercepted sequence. 

5   Conclusions 

Interleaved sequences are particular types of pseudorandom sequences that can be 
generated by linear multiplicative polynomial CA. As the characteristic polynomial of 
such sequences is a unique factor multiplied by itself a number of times, it seems 
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quite natural to construct the pertinent automaton by concatenation of the basic 
automaton associated to such a factor. The linearization process is simple and can be 
applied to cryptographic examples in a range of practical application. In this way, 
very popular cryptographic sequence generators conceived and designed as nonlinear 
generators can be linearized in terms of cellular automata.  
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Abstract. Many Web applications are all required high quality information 
from the Deep Web data sources at present. Such as the Deep Web data source 
discovering, the extract from query results, and the information integration of 
query results. They are the key technology in the process of Deep Web informa-
tion integration. This paper proposes a data sources selection method based on 
domain ontology. It is used for finding the most relevant sets of query interface 
related to domain ontology, which is a premise for Deep Web information inte-
gration. This approach is based on the interface for its own features and the 
back-end database semantic. Therefore, it makes better performance than exist-
ing approaches. 

1   Introduction 

Word Wide Web (WWW) is divided into Surface Web and Deep Web (also named 
Invisible Web, Hidden Web) according to distributed situation. Surface Web indicates 
the Web can be indexed by traditional search engine, and the Web is mainly made up 
of static pages whose hyperlink can reach. Deep Web shows those data resources 
hidden in Web databases can not be accessed by Web search engines. With the devel-
opment of Web database application, the WWW is accelerating “deepening” [1], 
more and more information are hidden behind Web query interface. The search and 
integration of Internet information both will utilize Web query interface namely Form 
which can obtain structural data from Web database. Then, the challenge for us is 
how to identify the query Form, query elements and semantic character. In order to 
submit correct query to database, and get Deep Web data resources to satisfy the us-
ers’ query requirements. Therefore, how to find the most relevant data sources to 
satisfy the user’s requirements has become more and more important.  

In this paper, we utilize ontology to map the attributes of query form, then seman-
tic select the Deep Web data sources. As a global schema Web database should be 
followed, domain ontology is introduced to the process of data sources selection. 
Moreover, it can directly map the users’ query to a knowledge ontology, which is also 
easy for Deep Web information integration and search service.  
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2   Deep Web Data Source Selection Based on Ontology 

2.1   Formal Definition  

Given an interface set of Deep Web data sources and a user query which consists of a 
number of attributes, the goal is to find the data sources subset which mostly satisfy 
user's requirement. Formal term definitions are defined as following:    

Definition 1 (Query Interface). QI=（ ，N { A1 ,A2 ,…,An}, N is the various elements 
of the Form,  Ai indicates logic attribute including in query interface, 
Ai={Li,Fj…k}，where Li is attribute label, Fi is Form component. 

Definition 2 (Data Resource Interface Set). Assuming that a Deep Web data source 
interface set belong to a field is DWS={S i1,S i2,…,Sim },each data source interface Sii 
has a corresponding data source ontology template which consists of instance Ri ap-
peared in query interface. The combination of all the instance in ontology template is 
Λ, and Λ=∪Ri. Instance is the corresponding label name, internal attribute name, one 
or more attributes and domain values are designate to query interface. It is the small-
est semantic unit of query interface. 

Definition 3 (Query Model). Deep Web is described as the relationship table DB: 
Aq={aq1,aq2,…,aqn} (interface mode) which consist of a series of interface attributes 
and a series of query attribute results: Ar={ar1,ar2,,arm}(results mode). Among them, 
each attribute aqi∈A indicates query attribute received by query interface. While the  
result attribute arj∈A indicates attribute of query result.  Each query operation can be 
represent look like the  SQL: “Select ar1,ar2,…,arm from DB Where aq1=valq1,aq2=val 
q2,…,aqn=valqn,  where val qi indicates the attribute values filled in the query form.  

Definition 4 (Data Source Rank). Given a Deep Web data source interface set and 
user query Q ={av1 ,…, avk }, the objective is to find data source sequence η= {dw i1 
,dw i2 ,…, dw im } which is ranked according to the semantic similarity.  

Definition 5 (Data Source Selection). Given a Deep Web data source query interface 
set and a user query Q = {av1 ,…, avk }, and the objective is to find data source query 
interface set δ = {dwi1 , dwi2 , …, dwit } whose similarity to user's query is above a 
certain threshold. 

Definition 6 (Query Cost). Query cost of Deep Web is represented as: cost 
(qi,DB)= ⎡ ⎤DB)/knum(qi, , where num(qi,DB) indicates all the matching records with 

query qi and the maximum value k of result pages displayed in each target Web 
site[6]. 

2.2   Semantic Deep Web 

Nowadays, the research on Semantic Web and Deep Web is becoming a very  
hot topic.  But integration of the two aspects is relatively few [8].  Here, a novel ap-
proach is proposed on adding an ontology level in the Deep Web to construct Seman-
tic Deep Web to get higher accuracy data source of Deep Web related to the query.  
And given a Deep Web data sources interface set and a user query which consisted of  
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Fig. 1. Architecture of Semantic Deep Web 

multi-attributes, by using the ontology ‘WordNet’ and creating the domain ontology to 
extend query interface sets. Finally we will obtain the most relevant data source sets. 

Deep Web sources features are domain-oriented. Deep Web from the same domain 
is similar in terms of their attribute values respectively [7]. Matching query Form to 
ontology is a generalization of the schema matching process. We construct semantic 
feature sets according to generating specific domain ontology, creating a hierarchy 
tree structure based on the concept, whose lowest node is the instance set belonging to 
the parent’s concept node. The proportion of classification information possessed by 
Deep Web can be estimated through instance query. Then we can sum up the features 
on this attribute of Deep Web better. In addition, retrieving all the data from Deep 
Web through query can get a best extraction of features. But this is insignificance 
because when consider the Deep Web access costs and repeated Deep Web content 
updates, and the frequent queries on Web sites and networks which is unnamable 
action. Therefore, we select Deep Web data source based on semantic characteristic of 
query interface to obtain a higher degree of semantic relation and lower query costs. 
The specific process is shown in Figure 1. Here, 、α β represent the ratio of weight 
values of classified information in corresponding fields.  

2.3   Ontology Generation and Management 

Ontology is hierarchical structures which describes semantic relationships between 
concepts in a specific domain. We can automatically build a large, yet domain-
specific, ontology by interweaving sub-taxonomies of WordNet with domain specific 
information extracted from Deep Web service pages [8]. Ontology management is to 
ascertain the conception of the shared conception and the relation of these concep-
tions in this domain which handled by users with the help of field expert. The detailed 
process is to construct a domain ontology and update it according to high frequency 
concept appeared in the process of query. Deep Web information integration is based 

Ontologies Ontologies2 Ontologies

Feature Set1 Feature Set 2 Feature Set m 

Deep Web Source1 …

…

…

Deep Web Source m 

Ontology Layer 

Feature Layer 

α1 α2 αm 

β1 β2 βn 

Deep Web Source2 

Deep Web Ontologies 
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on domain ontology and background knowledge. We can apply graphic method and 
some certification technology to generate ontology automatically [8,9].  

2.4   Similarity Ranking between the Queries 

A key issue of semantic selection for Deep Web is how to compute semantic similar-
ity between query and the data sources. Related terms can have various relationships.  
For example, one might be used in more documents than the others. Consider the 
relationship between “Car” and “BWM”(a kind of Car). The former has broader us-
age, and documents besides “BWM” will likely also contain “Car”, while documents 
containing “Car” will less likely contain “BWM”. So we should consider the relation-
ships between query terms. Term-Matching Based Similarity Ranking is usually an 
effective, multi-faceted summary of a web page and provides a novel metadata for 
similarity ranking [7].  A direct and simple use of the domain Ontology building by 
expert is to calculate the similarity based on the count of shared terms between the 
query and ontology. Let q={q1,q2,…,qn} be a query which consists of n query terms 
and O(p)={o1,o2,…, om} be the building ontology set of Deep web source s, Formula 1 
shows the similarity computation approach based on the shared term count. 

Here, that sim (q,s) is defined as o when O(s) is empty. 

|O(s)|

|O(s)q|
s)sim(q,

∩
=                                               (1) 

2.5   Deep Web Selection Strategy 

In the process of information integration of Deep Web, when you want to query a 
certain domain in a combined query interface, if you only transform the query in the 
combined q interface into each Deep Web in this domain. Apparently, it is not a fea-
sible means. There are three primary reasons [4]. Firstly, there is substantive invisible 
Deep Web source belonging to a certain domain. Abstractly, we can obtain abundant 
queries, but the cost is visiting a large number of Deep Web, which is a time-
consuming and tedious process; Secondly, every Deep Web cannot satisfy a specific 
query. Clearly, any domain of Deep Web could not contain all the information in their 
field. Therefore, it can not satisfy the any queries; the last one is that redundant in-
formation exists in most Deep Web in this field. In addition, for query the more Deep 
Web are visited, the more redundant information are returned, which making it diffi-
cult  to process redundant information because of continuing increasing. Therefore, 
the goal of Deep Web data source selection is how to get adaptive data source from 
large scale Deep Web, which can minimize the number of visited Deep Web, reduce 
the cost of selection cost (qi,DB) and take from the redundancy of query result on the 
premise of satisfying the specific query.   

The domain Ontology consist of a collection of entries in the form of the domain 
probability β that a candidate ontology instance query Qc occurs in Deep Web. From 
calculating the correspond probability β of Deep Web, we can obtain the harvest rates 
of some candidate set of Deep Web, then select the most relevant data source. 

General speaking, query Interface data source selection algorithm is based on  
the extractive data source interface object DWI. And then calculate the correlativity  
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between it and the user query. As for the form interface object to the target DWI = 
(S, P, M) and a query Q = (W, C and O), we can calculate the similarity of Q and 
DWI counterparts of the three components to measure the overall similarity of user 
query and data sources. The calculation formula of data source correlation as follow: 

Definition 7 (Topic Similarity Based on Ontology). Assume that S={s1,s2…sn} is the 
set of Deep Web data sources, C={c1,c2…ct} is a concept collection of topic.  Let ci be 
a topic concept chosen from the domain ontology.  Let i be the size of topic concept.  
So the topic vector can be described as R=(w1,r,w2,r,…,wt,r), here wi,r represents the 
weight of concept ci  in the topic vector. The formula of semantic weight in topic 
concept is defined as follows: 

Wi,j=fij*wi,r (2) 

Here fi,j=tfi,j/maxitfi,j  denotes the frequency of topic concept ci in the Deep Web data 
source sj.  Quotient is the frequency of tfi,j in the Deep Web data source sj in the theme 
concept c divided by the largest concept ci in the Deep Web data sources sj.. Ontology-
based correlation similarity formula between tuple S and concept query R can be de-
fined as follows [5]: 
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(3) 

Data Source selection algorithm utilizes the similarity of user query and query in-
terface via keyword matching to realize that. However, the query results are usually 
inaccurate and high redundant. It is easy to find some irrelevant data sources. There-
fore, we can apply an extended model based on the semantic query interface for rele-
vant instance, which makes full use of the query interface semantic features. In a way, 
it will use domain ontology to extend user query.Then the selection sets of query 
interface can satisfy user’s requirement better.  

Deep Web data sources generally orient to a specific field. The same Deep Web is 
similar in their attribute values and their attributes distribution. For example, in a 
product database, the same product brands in different domains of the database are 
consistent. And in reality, a pre-visited product database may also be visited again in 
the same domain database. Therefore, not only we need to balance the sample data-
base in a certain domain, which have the feature summaries and construct the domain 
ontology, but also need to map these features to domain ontology. Finally, we can 
gain a whole most harvest information from the Deep Web.  

Existing semantic relationship model is based on the following experiences: 1) 
relevant attributes appear in the relevant data sources, that is to say attributes appear 
in query interface is always related with the relevant subject; 2) relevant data source 
contains the relevant attributes, the relationship of data source and a related subject is 
embodied through its attributes in the query interface. 

In addition, we also can construct a semantic link map graph based on the common 
attributes, which is similar to the connective map reflecting the importance weight in 
the Deep Web data sources. From the map, we can easy to find the other attributes 
related to the user query and their topics. Meanwhile, it is a simple method to calcu-
late the data source weight. And, we can calculate the relation value between the 
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attributes appeared in the query interface of the specific domain. Finally, we can de-
termine which interfaces (data sources) are more related to the domain. 

3   Experiment Evaluation 

In order to perform efficient semantic selection, we have made some pre-computing 
work, including the depth of every concept c of ontology O, some domain ontology 
generator, and annotation some Deep Web data sources. The semantic selection is 
carried out by the following algorithm: 

Deep Web Selection Algorithm 

Input:  Query q, Data Sources  
Output: Relevance set of Data Sources (query interface)  
Procedure:  
   int cost=0;  
   Set Si =empty;  
   S = the size of the Deep Web data source of some 
topic  
   converter a query q from QI to Query  concept in-
stance set Qc;  
   Repeat {  
   Calculate Relevance(Qc, Oi) //between Qc and domain 
On  tology Oi, Wi,j=fij*wi,r 
   Si= set of Deep Web data source returned;// according 
to the  of domain Oi 
   Quality= Si /total(S);  
   cost= Cost(Qc, Oi);  
 }  until ( min(cost) and Quality(Si)> ))  
   Return a set of DW(S);  
 End 

The semantic selection algorithm based on ontology should work well than exist-
ing approaches. Query interface is ambiguous and contain few data instances, so it is 
important to exploit as many features of them as possible, from the Form structure of 
Deep Web to the data instances, and the semantics features. In addition, there are a 
few uncertainties in the algorithm. For example, what Ontology we should use, how 
to select the queries from the Ontology, how many query sets should be returned in 
each step, and when to stop the selection process. 

In order to validate the effectiveness of the semantic-based data source selection 
method presented in this paper, we made a prototype experiment. First, we collected 
15,000 computer books’ items from the Web by crawler [5], which was distributed in 
10 different domains, such as Jobs, Books, Mobiles, Autos, Music, etc. We collected 
the number of data sources k from 1 to 10, then calculated the optimal sets of data 
sources under corresponding different k. Meanwhile, we also built some domain On-
tologies and utilized the JWNL API to call the WordNet. Figure 5 is shown the result 
of comparing the precision of returning the data sources among the probability-based 
method of data sources selection [2], the traditional random data sources selection 
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method [3] and the semantic-based data sources selection method. The horizontal axis 
shows the number of data sources, the vertical axis denotes the precision of the result. 

Precison= /selected optimal selectedS S S∩ ，Soptimal denotes the corresponding optimal 

data source collection under K, Sselected presents the data sources set choosing by the  
corresponding adoption method, |Soptimal ∩ Sselected| presents the intersection  between  
corresponding set of data sources and optimal data sources set. From figure 2 we can see 
that the semantic-based method has the higher precise and recall than the two methods. 
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Fig. 2. Comparison of data sources selection by several kinds of methods 

Table 1. Performance of various data sources selection methods 

Data sources selection method Kendall’s τ  
the traditional random   method 0.351 

the probability-based  method 0.589 

the semantic-based  method 0.786 

At the same time, we also use Kendall's method to evaluate the effectiveness of 
method proposed in this paper. P1 denotes the order sequence of the data source selec-
tion created by the user. p2i shows the data sources order sequences of the probability-
based data source selection method [2], the traditional random data source selection 
method [3], and the semantic-based approach. In P1 the two data sources have very 
strict sequence, the same to p2i. If the sequence P1 and the corresponding p2i have the 
same order couple, we can say it coordination, or say it incompatible. P is the record 
number of coordination, and Q records the number of uncoordinated couple. The 
Kendall's distance between p1 and p2i is: (PQ) / (P + Q). The results are shown in 
Table 1, we can see that the semantic-based data sources selection method has made a 
good performance relatively.  Kendall's value has reached  0.786. 

4   Conclusion 

In this paper we have proposed a novel data sources selection approach based on 
ontology. As a global schema Web database should be followed, domain ontology is 
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introduced to the process of data sources selection, which mainly depended on the 
semantic characters of query interface. And, we can obtain the Deep Web data 
sources through computing the similarity between query and domain ontology. The 
experiments also demonstrate that domain-knowledge-based data sources selection 
shows the greatest promise among existing methods. We believe that the novel do-
main-knowledge selection method is a practical solution for real world application.  
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Abstract. In this paper, we suggest a flexible type-2 fuzzy set algorithm
for analysing anomalous behavior trends of some system parameters.
This algorithm can be implemented in a performance-based Artificial Im-
mune System (AIS) and used as anomalous behavior recognition engine
for a biological-inspired Intrusion Detection System (IDS). The suggested
algorithm is based on the idea that real-world applications have the ne-
cessity of providing a strong, reliable discrimination between normal and
abnormal behaviors but such discrimination is not always well-defined.
This fact introduces many degrees of uncertainties in rule-based systems
and convinced us to implement a type-2 fuzzy set algorithm that can
easily manipulate and minimize the effect of uncertainties in our system.

1 Introduction

Developed in the 1990s, Artificial Immune Systems (AISs) are inspired by the
workings of the biological immune systems, focusing on their capability to rec-
ognize elementary self and non-self components of the body. It is known that
biological immune systems draw up several lines of defense to protect living or-
ganisms from all kinds of unwanted invaders. These lines of defense are grouped
in chemical and physical barriers, innate immune system and adaptive immune
system. Skin, mucus secretions, stomach pH, white blood cells could be enu-
merated as examples of different defense lines from various groups. Similarly,
computer networks rely on several lines of defense e.g. firewall, login policies,
antivirus, antispam, etc., to protect servers against unwanted invaders or, more
generally, unwanted behaviors originated from within or out of the system.

Real-world applications, based on the artificial immune systems, have the
necessity of providing a strong, reliable discrimination between normal and ab-
normal behavior. This is a crucial point for an AIS because the discrimination
between self and non-self behaviors is not always well-defined and such discrim-
ination can introduce many degrees of uncertainties in our model.

A number of ground-breaking solutions to this problem was proposed [9,22,
8, 6], in particular from the area of computer security and fault detection [5].
Many analogies between computer security systems and biological immune sys-
tems could be find in [4, 6, 7]. In [9, 23], interesting approaches introduce the
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possibility of using a sequences of system calls as discriminator between normal
and abnormal behavior, while references [10,11,3] discuss the design and testing
of a LAN traffic anomaly detector that monitors TCP SYN packets for detecting
abnormal requests. In [5], authors suggested collecting host and network-based
systems data on normal and abnormal behaviors in order to automatically detect,
analyse and control future anomaly behaviors. Tarakanov et al. in [22] described
a formal model, based on the singular value decomposition to the matrix of con-
nection logs, that can be used as search engine in a biological intrusion detection
system. Aickelin and Cayzer [1] and Aickelin and Bentley [2] have suggested in-
teresting approaches based on the Danger Theory. This new theory has shifted
control of immunity to the tissues that need protection, hypothesizing that such
tissues send signals to the immune system, which in turn will choose the ap-
propriate immune response. Inspired by the behavior of innate immune system,
Pagnoni and Visconti in [21] described an artificial immune system based on the
working of the innate immune system, while authors in [8,9] suggested applying
the negative selection algorithm for detecting network intrusions. Unfortunately,
the AISs proposed are not able to completely solve the problem of providing a
strong and reliable discrimination between normal and abnormal behavior and
no single solution has achieved one hundred percent precision.

In the following, contributions and motivations are discussed in section 2.
In section 3, we shortly introduced interval type-2 fuzzy set, while the interval
type-2 fuzzy set algorithm for granulating requests is presented in the Section 4.
Finally, conclusions are provided in Section 5.

2 Contributions and Motivations

For identifying anomalous behaviors and modeling the possible sources of uncer-
tainties that can be introduces in our system, we suggest an AIS for identifying
anomalous behaviors through the analysis of system parameters, based on a
type-2 fuzzy set algorithm. Instead of using type-1 fuzzy sets — type-1 are not
able to model the sources of uncertainties because their membership functions
are well-defined — type-2 fuzzy sets can help us to manipulate and minimize
the effect of uncertainties in our system [16].

Looking the problem more closely, we can see a number of sources of un-
certainties that make using type-2 fuzzy set suitable. First, a subset of system
parameters may be sufficient for describing a specific anomalous behavior, but
which and how many parameters belong to such subset is not well defined. Sec-
ond, once chosen a specific subset of system parameters, the alarm thresholds for
some such system parameters may have different values to different experts —
i.e. the same values means different things to different people. Third, measure-
ments of system parameters may be imprecise because a high workload situation
can introduce an excessive level of background noise. Fourth, also the real data
that can be used for the training phase of our AIS may be noisy.

These motivations convinced us to suggest an algorithm based on interval
type-2 fuzzy set paradigm for analysing system parameters when one or more of
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them show an anomalous trend. The suggested algorithm can be implemented
in a performance-based Artificial Immune System (AIS) and used as anomalous
behavior recognition engine for a biological-inspired Intrusion Detection System
(IDS).

3 Interval Type-2 Fuzzy Set

Zadeh in [25] proposed type-2 fuzzy sets as an extension to ordinary fuzzy sets,
that is a fuzzy set with a fuzzy membership function. “A fuzzy set is of type n,
n = 2, 3, . . . , n if its membership function ranges over fuzzy sets of type n − 1.
The membership function of a fuzzy set of type 1 ranges over the interval [0,
1]” [25]. Putting in more formal form a fuzzy set of type-2 Ã in a set X is the
fuzzy set which is characterized by a fuzzy membership function µÃ : X → [0, 1]J

with µÃ(x) being a fuzzy set in [0,1] (or in the subset J of [0,1]) denoting the
fuzzy grade of membership of x in Ã [19]. We adopt the notions used in [16],
that is,

Ã =
∑
x∈X

∑
u∈Jx

µÃ(x, u)/(x, u) =
∑
x∈X

[ ∑
u∈Jx

fx(u)/u

]
/x (1)

where, 0 ≤ µÃ(x, u) ≤ 1, and equivalently fx(u) ∈ [0, 1] and, u ∈ Jx ⊆ [0, 1] de-
notes a type-2 fuzzy set over X . Here, x is primary variable and Jx represents the

primary membership of x. In this regard

[ ∑
u∈Jx

fx(u)/u

]
which is a type-1 fuzzy

set, is referred to as secondary membership function or secondary set and fx(u)
is called the secondary grade. Regarding the three-dimensional nature of type-2
fuzzy sets, it is difficult to understand and use them, henceforth, Footprint Of
Uncertainty (FOU) is defined to be a remedy to partially overcome the problem;
partially, since the distribution sitting on top of the FOU is overlooked [15]:

FOU(Ã) =
⋃

x∈X

Jx (2)

If ∀x ∈ X, u ∈ Jx, then fx(u) = 1 type-2 fuzzy set reduces to interval type-2
fuzzy set. Formally a discrete interval type-2 fuzzy set Ã is characterized by

Ã =
∑
x∈X

[ ∑
u∈Jx

1/u

]
/x (3)

Be noticed that an interval type-2 fuzzy set can be fully described by its FOU,
regarding to the uniform distribution sitting on top of the FOU. Given ū(x) =
Sup
u∈Jx

(u) and u(x) = Inf
u∈Jx

(u), Upper Membership Function (UMF) and Lower

Membership Function (LMF) of interval type-2 fuzzy set Ã would be defined as
type-1 fuzzy sets, respectively associated with upper and lower bounds of FOU
and shown as

UMF (Ã) = FOU(Ã) =
∑
x∈X

ū(x)/x LMF (Ã) = FOU(Ã) =
∑
x∈X

u(x)/x (4)
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Note that for an interval type-2 fuzzy set Ã then Jx = [u(x), ū(x)] hence

FOU(Ã) =
⋃

x∈X

Jx =
⋃

x∈X

[u(x), ū(x)] (5)

Centroid of a type-1 fuzzy set A =
∑

x∈X µA(x)/x is defined as

CA =
∑

x∈X xµA(x)∑
x∈X µA(x)

(6)

Using the Zadeh’s Extension Principle [25], the centroid of a discrete interval
type-2 fuzzy set Ã =

∑
x∈X

[∑
u∈Jx

1/u
]
/x that is defined on a discretized

domain of X = {x1, . . . , xN}, ui ∈ Jxi is given as follows

CÃ =
∑

u1∈Jx1

. . .
∑

uN∈JxN

1

/∑N
i=1 xiui∑N
i=1 ui

(7)

which is an interval that can be simply represented as CÃ = [cl, cr]; � denotes
a t-norm. Although yet no closed form formula for calculating cl and cr exists,
however, Karnik and Mendel have proposed an iterative algorithm — called
KM Algorithm — for calculating the bounds exactly [12]. Moreover, in [24, 18],
Mendel and Wu have proved that the end points of the centroid of an interval
type-2 fuzzy set are bounded and have driven formulas for calculating these
bounds, that is

cl ≤ cl ≤ cl , cr ≤ cr ≤ cr (8)

Toward the aim, using (6), the centroid of LMF (Ã) and UMF (Ã) are:

CLMF (Ã) =
∑N

i=1 xiu(xi)∑N
i=1 u(xi)

, CUMF (Ã) =
∑N

i=1 xiu(xi)∑N
i=1 u(xi)

(9)

So the bounds would be given as

cl = min{CLMF (Ã), CUMF (Ã)} , cr = max{CLMF (Ã), CUMF (Ã)} (10)

cl = cl −
∑N

i=1 (u(xi) − u(xi))∑N
i=1 u(xi)

∑N
i=1 u(xi)

×
∑N

i=1 u(xi)(xi − x1)
∑N

i=1 u(xi)(xN − xi)∑N
i=1 u(xi)(xi − x1) +

∑N
i=1 u(xi)(xN − xi)

(11)

cr = cr +
∑N

i=1 (u(xi) − u(xi))∑N
i=1 u(xi)

∑N
i=1 u(xi)

×
∑N

i=1 u(xi)(xi − x1)
∑N

i=1 u(xi)(xN − xi)∑N
i=1 u(xi)(xi − x1) +

∑N
i=1 u(xi)(xN − xi)

(12)

For father details on type-2 and interval type-2 fuzzy set refer to [16,17,19,25].



A Type-2 Fuzzy Set Recognition Algorithm for Artificial Immune Systems 495

4 Interval Type-2 Fuzzy Set Based Algorithm

There are some factors — or system parameters — that their changes may have
indication of an attack. In fact, if the system is under attack some parameters
would change rapidly. An example of an abrupt change in the number of in-
terrupts per second during a Distributed Denial of Services (DDOS) is shown
in Figure 1. In the following, for simplicity, we suppose to have M system pa-
rameters and M artificial lymphocytes, each of which checks a system param-
eter; in reality, for security policies, we engineered artificial lymphocytes that
redundantly check all the parameters. The designed independent-artificial lym-
phocytes are to monitor the factors or system parameters F = {f1, . . . , fM}
and report their changes. We show the changes of the system parameters as a
vector V = [v1, . . . , vM ], where vi, i ∈ {1, . . . , M} indicates the percentage of
the changes in the parameter fi with respect to the latest measurement.

We have surveyed a number of experts on their intuitions on how far the
changes in different system parameters may be an indication of an attack. Using
the person MF approach discussed in [14] that enable modeling intra and inter
uncertainties about the effects of changes in the system parameters, primarily
we asked each expert to provide a broad-brush FOU for each parameter in the
domain of X = [0, 100]; it is argued that it is more natural and feasible than
asking for a crisp number [14]. Aggregating all equally weighted experts’ FOUs
on each parameter through mathematical operation of union and in order to
get to a parsimonious one, using the advice of [14] and filling the results of the
union, we reached to an interval type-2 fuzzy map (IT2FM) of each parameter.
Using (5) the IT2FM of the system parameter fi would be extensively shown as

IT 2FM (fi) =
∑

x

[
ufi

(x) , ufi (x)
]/

x =
∑

x

µ̃fi (x)/x (13)

Fig. 1. Interrupts/sec during a DDOS attack with a small number of users that surf
the website
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where µ̃fi(x) = [ufi
(x), ufi(x)] ⊆ [0, 1] represent the uncertain attack-indication

of x percent change in the system parameter fi. We also assumed that µ̃fi(x) =
µ̃fi(0), x < 0 and µ̃fi(x) = µ̃fi(100), x > 100.

To decide if a change of a system parameter needs a special attention, based on
the experts recommendations, we devised three non-necessarily pair-wise disjoint
regions in [0,1], namely White =[r1, r1], Yellow =[r2, r2] and Red =[r3, r3]. The
new measurement of the system parameter fi cause vi to be renewed, then the
region to which µ̃fi(vi) is more close by calculating their distance i.e., µ̃fi(vi) ≈
[ri, ri] will be found where

d(µ̃fi(vi), [ri, ri]) = Inf (d(µ̃fi(vi), White), d(µ̃fi(vi), Y ellow), d(µ̃fi(vi), Red))
(14)

The reasonable distance function used [20] is, d([a, a], [b, b]) = Max(|a−b|, |a−b|).
µ̃fi(vi) being White, indicates that changes of the system parameter fi has not

been abnormal, whereas µ̃fi(vi) = Yellow issues a warning and the corresponding
agent will measure the fi instantly and will add the new registered changes to vi

instead of replacing it. If it was backed to the White position, then the monitoring
of the parameter will be set to normal. However if it is positioned in the Red
region, a command will be issued to all other agents whose system parameters
had not been in Red region, to measure their corresponding parameters instantly
and refresh their related cell in V, based on which the Interval Type-2 Fuzzy Map
of the System — IT2FM(sys) — will be built. Initially, IT2FM(sys) is set to
null, i.e., IT2FM(sys)=

∑
x 0/x. When the system is put in the Red position

and after V is refreshed the map will be built iteratively as

µ̃sys(vi) ← Hull (µ̃sys(vi) ∪ µ̃fi(vi)) (15)

where i ∈ {1, . . . , M} and Hull([a, a] ∪ [b, b]) = [Min(a, b), Max(a, b)].
To make the final decision, i.e. whether there has been an attack or not,

using (9)–(12) artificial lymphocytes calculate the boundaries of the centroid
of IT2FM(sys) and compare the result with the predefined granules G={Non-
Attack, Suspicious-Non-Attack, Non-Decidable, Suspicious-Attack, Attack}. The
granules are defined through first surveying the experts using the same method
of person MF approach, aggregating all the equally weighted individual person
MFs and then filling them and finally drawing their centroid using the KM-
Algorithm. More precisely, we can show G as

G = {gi | i = 1, . . . , 5} where gi � [cg
i
, cgi] (16)

To draw the decision, lymphocytes calculate the distance of the centroid bounds
of IT2FM (sys) i.e. C′

IT2FM(sys) = [[cl, cl], [cr, cr]] with each and every granules
in G to find the minimum distance; the granule with the minimum distance to
the centroid bound indicate the status of the system, more formally,

System Status ≈ gl, gl ∈ G (17)
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given

d(C′
IT2FM(sys), gl) = Inf

i

(
d(C′

IT2FM(sys), gi)
)

=

= Inf
i

(Max (d([cl, cr], gi), d([cl, cr], gi))) (18)

5 Conclusions

Getting use of the granular computing concepts administrators recognize intru-
sion through the usage of proper information granules — e.g. Attack, Suspicious-
Attack, Non-Decidable, etc., — that play a central rule in the process of
abstraction of the problem. The proposed scheme revealed that granular com-
puting would be appropriate for intrusion detection and can be implemented in
an Artificial Immune System for monitoring, analysing system parameters, and
identifying anomalous behaviors.

Although still at a preliminary stage, first results revealed that AIS is able
to (a) quickly detect anomalous behaviors previously encountered, (b) recognize
proliferation of foreign processes, and (c) quickly identify attacks with a strong
fingerprint such as denial of service, buffer overflow, and password guessing at-
tacks. On the other hand, preliminary testing has shown that in presence of many
net-surfing users recognizing attacks with a feeble fingerprint can be increasingly
difficult, because a high workload situation may introduce an excessive level of
background noise, enhancing the risk of false positive.

It should be stressed that yet, no single method, biological or artificial, can
achieve one hundred percent precision. For these reasons, the suggested system
is not meant to replace firewalls, login policies, or antivirus because it cannot
blocks every kind of attack. The proposed artificial immune system should be
used in conjunction with other complementing technologies either biologically
inspired or not.
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Abstract. Research on source code understanding has attracted computer scien-
tists for decades. It is known [12] that the code is the functional standard for 
each computer system. One can assume that most functional errors can auto-
matically be captured from code. In this paper we describe a metatheory for 
software understanding, with pieces of domino as a metaphor. With the help of 
the tiles of the game, each of the stages of the data flow in software reverse en-
gineering can be modeled. The last element in this hybrid construction is the 
maintainer, who plans modifications by using symbolic code information based 
on previous game movements. This process was evaluated for Java. 

Keywords: Program comprehension, reverse engineering, hybrid architecture. 

1   Introduction 

In this paper we specify a metatheory for program comprehension (PC)1, which  
aims helping the maintainer to find the relevant places in the code, i.e., the potential 
candidates for program changes in future versions. The traditional methods for code 
analysis are static analysis and dynamic analysis. Both have their limitations and draw-
backs: it is known that static analysis, in spite of its several methods [10], is not suffi-
cient for modern object-oriented programs [17], and that dynamic analysis requires 
often too much work from the maintainer to create a new test case and an understand-
ing of the situation. Dynamic analysis is thus too expensive for many practical situa-
tions [14]. There is a need for a more flexible, higher-abstraction method for PC. 

Symbolic analysis is a novel methodology [8], abstracting code elements as sym-
bols. The connections between the elements are expressed as predicates, typical for 
logic programming. That helps the user to deduce, from the output of a simulation of 
the critical objects, whether the behaviour meets the assumed requirements, or not. 

In this paper we depict the steps from parsing the code to knowledge capture  
as automata, which mirror the movement of the pieces in a game of Domino. In that 
“game” there are some symbolic rules on how to play. The indicator for parsing is  
a domino tile with one dot; it describes the source code such as Java or C++. We  
then assume that moving to the next step adds a new dot to the tile, until the last step 
                                                           
1 Program comprehension (PC) is a synonym for software understanding. 
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(six dots) is reached. The last step offers a chance for the user to play iterative game. 
The process from the first to the last tile specifies a single source code simulation 
session. We argue that for symbolic analysis this domino tile analogy is relevant: the 
objective here is to minimize the number of tiles and movements illustrating the cor-
responding sub-symbolic code area of whatever size, from the whole application to 
just one line of Java. This division to both symbolic and sub-symbolic concepts can 
be regarded as an extremely flexible approach when compared with the traditional 
methods.     

2   Using Symbolic Analysis for Source Code Interpretation 

Symbolic analysis (SA) [8] can be divided into four (4) technology spaces, which 
coherently build a methodology for reverse engineering. They specify the code infor-
mation data flow for program comprehension as follows: 

1. GrammarWare describes those technological solutions of SA that are grammar 
related. One of its essential constructions is the symbolic language, Symbolic (see 
Table 2), which is able to express a semantic correspondence for each program-
ming language term (Java and others) as a Prolog predicate [18]. 

2. ModelWare tells how source code can efficiently be modelled as a sub-symbolic 
layer by using very small elements, software atoms (see Fig. 1), as its components. 

3. SimulationWare describes how to simulate computer programs using automata 
theories (see Fig. 2) [7]. Modeling Java semantics can be very challenging, due to 
dynamic bindings and many other special features. We have implemented this 
technology space with the help of a symbolic abstract machine (SAM). 

4. KnowledgeWare is a set of capabilities for the user with which a maintenance task 
can be conquered and divided into smaller parts, i.e., program concepts. These can 
then be mapped into the code for opportunistic investigation (Fig. 3). 

The most central part of the SA construction is the atomistic model. The code is trans-
formed into software atoms while maintaining the original program semantics. The 
only information carrier in SA is the Symbolic language, which is able to connect all 
relevant artifacts, both nested and sequential as deduction chains to be used for PC. 

2.1   Automata in Symbolic Analysis 

All the functions of SA are automata, and are abstracted as Domino tiles in this paper. 
They have been programmed in Visual Prolog [18] in order to implement the corre-
sponding tool, JavaMaster [8].  

Theories for automata have been described in the Chomsky hierarchy [3,7]. These 
theories can be simplified into state transition tables. A general notation for an 
automaton is a table whose columns consist of the current state, a condition, the next 
state, the necessary IO-functions and an optional return value for each line. 

In Table 1 we list the data formats for the seven automata of SA with the proposed 
icons illustrating the Domino tiles with their role.  
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Table 1. Data for the automata of symbolic analysis illustrating reverse engineering phases 

 

2.2   Programming Language as Input  

The first phase of Table 1 is the grammar. A grammar for a programming language 
describes the program by using a syntax, which consists of tokens. Grammar terms 
are collected as production rules to create the definitions for the production names. In 
the grammar of Java (3rd ed. [6]) there are 247 production names, 368 production 
rules and 56 lists to specify sequences for the terms. 

It is typical that in a grammar only the syntax is presented for the language. How-
ever, syntax is not enough to specify the semantics of the tool. Therefore, in SA we 
have developed a convention to add a semantic id to each grammar term. For exam-
ple, we have the following presentation for the production name Statement [6]: 

 
Statement =  
   Block              blk, 
  “assert” Expression Expression ”;”    assert_, 
  “if” ParExpression Statement OptElse    iff, 
  “for” “(“ ForControl “)” Statement    for, 
  “while” ParExpression Statement     while, 
  “do” Statement “while” ParExpr ”;”    do,  
  “try” Block CatchBlock     try, 
  “switch” ParExpression ”{” Block ”}”    switch, 
  “synchronized” Expression Block     sync, 
  “return” Opt_Expression ”;”    return_, 
  “throw” Expression  ”;”     throw_, 
  “break” Opt_Identifier     break_, 
  “continue” Opt_Identifier     continue_, 
   StatementExpression “;”     stmntExpr, 

Identifier “:” Statement     labelStmnt. 
 

The above grammar definition for Statement creates 15 production rules, e.g., gram-
mar terms. There is a semantic id to the right of each arrow. The references are col-
lected from the left side. In the atomistic model there is an atom for each grammar 
term having the semantic id and with its references as the command of the atom. 
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2.3   Transformation 1-2: Automaton from Grammar to Parse Tree  

Grammar is a flat definition, but parser generator, the definition in 1-2, transforms the 
corresponding token list to a strongly hierarchical parse tree (Phase 2 in Table 1). 
Traditionally this is done with the help of the Abstract Syntax Tree (AST) method [9]. 
AST has a serious drawback, however: typically AST implementation consists of 
individual cells and variables that do not have a consistent and coherent semantics 
corresponding to the original grammar terms. So the responsibility to program  the 
semantics is left to the developers. In programming AST structures, the grammar is in 
the head of the programmer, not in the development tool. This runs counter to the 
main idea of GrammarWare, i.e., to automatize parsing and to minimize the pro-
gramming efforts.   

2.4   Transformation 2-3: Automaton for Java-to-Symbolic - Translation 

Symbolic is an artificial language to abstract Java and other formal languages. Its 
structures are compatible programming languages. One should note that the only base 
term in Symbolic is clause. Hence, all the references in that language can be identi-
fied as clauses. Clause is our selection for the foundation of symbolic processing, 
because all its tokens can be parsed and written as clauses. Each clause type can con-
tain some exact subtypes. 

In the following, some subtypes of clause and their meanings are listed:   

Table 2. Examples of Symbolic clause types; Phase 3 in Table 1 

 

2.5   Transformation 3-4: Automaton for Creating an Atomistic Model 

A symbolic model weaver creates, for each leaf X of the parse tree, an atom Y. X has 
always the format f(X1..XN) having f as a semantic id and with arguments X1..XN. The 
weaved notation in the atom Y is then f(Y1,..YN). It is an explicit definition, where 
each Yi points to one or more lower atoms, which are created by using a lower level 
weaving function for each input term X1…XN. 

The atom (See Fig.1) is a hybrid object, which seamlessly combines the benefits of 
the object-oriented and logic programming paradigms. As the semantics for each 
atom there is the Command variable the type of which is clause. The base class for the 
atoms is Symbolic, which defines the universal language for the model. Class Sym-
bolicElement is the super class for all the atoms whose template name is Sym-
bolic<T>Element (See Table 2). 

It is essential in the architecture of Fig.1 that simulation be activated from outside 
only by calling the run-method, which only needs its Command-field for execution.  
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Fig. 1. The architecture of a software atom as a class hierarchy; Phase 4 in Table 1 

Simulation for an atom consists of a finite domain automaton [7], which internally 
calls other atoms to execution. After execution, each atom returns its result to the 
caller. This simple call/return sequence creates the foundation for atomisticity [8].  

2.6   Transformation 4-5: Input Sequence for Simulation 

The definition for a simulation (Phase 5 in Table 1) is an ordered list of independent 
atoms. Creating the list is simple, because each atom automatically invokes its callees. 
The user creates the sequence by copying the relevant caller atoms to the queue. For 
example, the atom for the main method calls the entire logic of an application. 

2.7   Transformation 5-6: Automaton to Simulate the Code  

The computer simulation is based on the Turing machine model [7], where there is a 
tape to be executed. Our novel implementation uses atoms and their Command-fields 
as inputs (See Fig.2). During execution the simulator adds intermediate results (p) and 
(q), such as assignments and invocations, to the tape, to be used for later analyses. 
After execution the tape contains a complete run-time history from the simulation.  

 

Fig. 2. Symbolic Turing Machine creates an output tape; Phase 6 in Table 1 

2.8   Transformation 7: Human as an Observer of the Output Sequence 

Observations of the user (See Fig.3) can be directed either forwards for planning 
changes or backwards for troubleshooting purposes. Maintainers use conjectures and  
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Fig. 3. Checking program correctness based on an output sequence; Phase 7 in Table 1 

hypotheses as drivers for understanding [16]. We formulate these hypotheses via 
atoms as formal, provable theorems (See T1 to T4 in Fig.3) for argumentation. The 
theorems are constraints to tell what the target atoms should activate, and what they 
should not do. Temporal logic is a useful formulation for that purpose [11].  

3   Evaluating the Theory with JavaMaster 

We have created a tool, JavaMaster, to support symbolic analysis for Java (See Fig.4).  
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Fig. 4. Exploring program correctness with the JavaMaster tool [8]; Phases 5 to 7 

3.1   Domino Tiles Analogue for the Tool 

The proving process is initiated by loading the relevant Java code according to Phases 1 
to 4 of Table 1. For each simulation a test sequence is created (Phase 5). The simulated 
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sequence (Phase 6) is displayed in the window by using the Select button (1). It is 
printed downwards, one atom on each line (2). The user creates theorems (3) according 
to Phase 7 for ensuring the program correctness.  

3.2   Evaluating the Domino Play and Results of Implementing the Metatheory 

We evaluated the understanding process (Domino tile buttons 1 to 6) by using a test  
program Server.java [5] as an input. The result from simulating its main goal pro-
duced an output sequence (See the left side of Fig.4) containing 234 atoms. We 
checked that it contained all relevant object instantiations, activations, and functions.  

In Fig.4 the main-method has been selected as the starting point (4) of Fig. 3. Be-
low it, an invocation which creates a ServerSocket object, has been specified as a 
target. When the theorem (4) is ready, the proving process is started with the Start 
Prover button. The results are shown (6). They are in the symbolic notation, enabling 
iterative playing with Phases 5 to 7. Therefore, it is possible to continue the analysis 
by using them as new input. The output can be filtered by selecting Understanding 
strategy (7). In Table 3 there is a summary of the results of the automata of Table 1. 23 

Table 3. Results from transformation tiles of the automata of symbolic analysis 

 

4   Related Work and Conclusions 

Modeling source code has been studied for many decades. The most popular method 
for that purpose is UML [13], even though it doesn’t include code simulation. Archi-
tecture Driven Modernization [1], which approaches modeling from an opposing 
direction to one of the basic UML's supporting standard, Model Driven Architecture, 
is too complex to be used as a basis for a program understanding strategy itself. In-
stead, this paper describes symbolic analysis as a novel methodology for software 
understanding. The purpose of it is to minimize the number of relevant elements, e.g., 
atoms, in the play. Loading the relevant code forms Phases 1 to 4 in the “Domino 
play”. With the help of that information the user can select the simulations of Phases 
5 and 6. From their output the user can then extract hierarchical maintenance knowl-
edge (Phase 7) in order to decide which elements should be changed. The biggest 

                                                           
2 The tool makes a list of all ambigous cases for each atom to be used for user selections. The 

user can then select the best case for each situation in interactive simulation. 
3 Some Java-commands are omitted (error handling and real time functions). 
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limitation for the work is that parallel computing cannot be analyzed stepwise. The 
proposed play is, however, adequate for simulating sequential computations in order 
to capture the corresponding behavior model and the corresponding influences. 
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Abstract. The number of players of Massively Multiplayer Online Games is in-
creasing quite fast, and the mechanics of these virtual worlds are getting more 
and more complex. Due to the eminently distributed nature of these games and 
their growing necessity of modern AI techniques, it is time to introduce design 
methods that take advantage of the power of Multi-Agent Systems in order to 
face the challenges of designing a modern Multiplayer Online Game. In this 
work, an introductory step into the characterization of Multiplayer Online 
Games as Multi-Agent Systems is presented. It is based on using mechanisms 
and concepts derived from the agent theory, like Electronic Institutions and 
Agent Organizations, as foundations for building the game system and the vir-
tual environments. 

1   Introduction 

Massively Multiplayer Online Games (MMOGs) videogames played online, allowing 
players, through their self-created digital personas called ’avatars’, to interact not only 
with the gaming software (the designed environment of the game and the AI-
controlled characters within it) but with other players’ avatars as well. These virtual 
worlds can be persistent, social and somehow material worlds, where players are 
largely free to do what they want. The challenge of building and deploying an online 
game has become more complex than ever, rivalling the complexity and cost of other 
non-games related network and AI projects, such as distributed simulation networks 
or online auction houses[7]. More information about MMOGs can be found at [8, 2]. 
In the past, there have been some researches about agents and online games[3, 11, 12, 
13] but there have been no online games that have been designed following the pat-
tern and ways of a Multi-Agent System using neither Agent Organizations (AOs) [4, 
14] nor Electronic Institutions (EIs)[6, 9]. On this article, a proposal for an initial 
characterization of a MMOG using the Multi-Agent Systems paradigm is presented. 
In section 2, there is a brief outline of the topology of a MMOG. In section 3, the ba-
sic model of the proposal is presented. In section 4, the different kinds of software 
agents that would take part in the proposal are introduced. Finally, in section 5, some 
conclusions and hints at future work lines are presented. 
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2   Topology of an Online Game 

Most MMOGs share characteristics that make them different from other types of 
online games. MMOGs host a large number of players in a single game world, and all 
of those players usually can interact with each other at any given time. As stated ear-
lier, popular MMOGs have hundreds of thousands of players (even millions of them) 
online at any given time, usually on a company owned server. Also, MMOGs usually 
do not have any significant user-made modifications to the game since the game must 
work on company servers. Despite technology and content constraints, most MMOGs 
can fit up to a few thousand players on a single game server at a time and they need 
large-scale game worlds and servers to connect players to those worlds.  

2.1   Organizing Players and Zones 

Players of MMOGs tend to organize themselves spontaneously in groups normally 
called “clans” or “guilds”, which normally maintain a hierarchical structure based on 
the seniority of the members and/or worthiness within the semantics of the game. The 
bonds that unite the members of a clan can be of most diverse natures: previous rela-
tions, same country or language, or simply common goals. Clan members usually play 
the game together (at the same time and in the same virtual space). Clans, as a unit, 
usually have short and long term agendas that are expressed in goals that have a 
meaning within the semantic boundaries of the game (e.g. a clan wants to invade a 
small town. First, they recruit new members and train them. Second, they strike a raid 
towards the town). Clans are weak organizations: they do not have a persistent leader-
ship (their leaders may change at any time) and do not hold a strong layered hierar-
chy. There are usually two kinds of memberships: regular members and clan leaders. 
Regular members belong to the clan, participate in clan activities and, normally, have 
a share in the benefits that the clan (as a whole) earns. Clan leaders dictate the strate-
gies of the clan; they are at the head of clan activities and are usually the ones that 
share out the clan benefits. 

Whatever the structure of a game world is, in the end it normally ends up divided 
into segmented virtual game zones. Whether these zones appear visually segmented to 
the player or not is irrelevant, as the game interface can present them visually con-
tinuous if desired. The differentiation of game zones usually carries the differentiation 
of the visual style and graphical representation of each zone and, more importantly, 
differences in how these zones work or are played. 

2.2   The Game Software Elements 

MMOGs are software architectures split into several game elements. In order to agen-
tify these architectures, the game elements must be identified and classified first. On 
one hand, there is the interface the human player uses to play the game, what is nor-
mally called the client software. This application connects to the virtual game world 
and allows the player to become the avatar and actually play the game. This element 
is out of the scope of this article and will be covered in future works. The other game 
element would be the server software, which is where the actual virtual world is. But, 
since this is a huge element, it will be split into several ones.  
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• First, there are the avatars, the representations of the players in the virtual game 
world, both human and AI. Avatars respond to a certain look and feel based on the 
general visual design of a particular game. For instance, in a racing game, avatars 
could be cars and motorcycles, but in a medieval game, avatars may be knights or 
princesses. The most important feature of avatars is that there is a collection of 
quantifiable factors that define the capabilities of each avatar within the context of 
the game. These are called the stats of the avatar, and they usually mark how 
skilled is the avatar in performing several types of virtual tasks. For instance, in a 
racing game, a car avatar may have some stats called ‘Maximum Speed’, ‘Grip’ or 
‘Gas Consumption’ which may hold quantifiable values. 

• Another element of the game is the virtual environment itself, which has been al-
ready described in section 2.1. All in all, the environment tries to be a world of its 
own, a world that is simulated and controlled by a computer program. 

• There are also the game rules, the internal logics of the game and the context 
where the stats of the avatars make sense. It is where the genre of the game is usu-
ally defined. These rules may be as simple or as complex as the designers of the 
game desire, and all the avatars within the game do follow them. 

3   Agents, Organizations and Institutions: The MAS Approach 

The technology of software agents and Multi-Agent Systems (MAS) is a well-known 
computational paradigm based in the interaction of autonomous and independent 
functional units (the agents). However, the same distributed and somehow free nature 
of MAS makes them prone to chaos. How can agents be organized in a structured 
way? This concern is especially true in open environments, where agents external to 
the core system can join the platform at any time. There is an approach to solve this 
issue: AOs, as well as more strict, norm-driven offspring of it called EIs. 

In essence, the characterization of an online game as a MAS can structurally be 
seen as a layer in the design of a whole game (in addition to developing game assets, 
art design, music composition, programming, etc...), which goes on top of the basic 
layer of access to the medium (the virtual environment), as can be seen in the works 
of Barella et al. in the realm of intelligent virtual environments[5]. For the rest of the 
work, it is assumed that the game system includes a FIPA-compliant[10] agent plat-
form which supports AOs and EIs to their full extent. This platform has a standard 
Agent Management System, which identifies and keeps track of the agents within the 
platform, and a Directory Facilitator, which does the same with services. 

3.1   Game Zones as Electronic Institutions 

As section 4 will explain, there are some agents whose task is to manage and repre-
sent the environment of the game. However, in most situations the environment may 
be highly dynamic and large and it can be a problem to instantiate many of these type 
of agents to manage everything. In the end one could end having game servers over-
crowded with these kind of agents with problems to coordinate themselves. This is 
where the EIs come in. The basic idea is to model the environment of the game with a 
series of federated EIs. As stated earlier, EIs are controlled environments where it is 
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mandatory that participant agents follow a strict set of rules and norms, and where 
each agent may play a different role in different times and virtual places depending on 
the semantics of the institution. So, in the end, the game environment can be seen as a 
series of interconnected EIs that the game agents dwell, the exit points of some tied to 
the entry points of others and vice-versa.  

One of the main advantages of using EIs to represent game zones is that they can 
be set to allow entrance only to agents that fulfil some requirements (which are estab-
lished by the game designers). Every time an agent is going to enter into an EI, it has 
to pass a test that decides whether it meets the criteria in order to enter the institution 
or not. EIs within the game may apply restrictions not only to individual agents that 
wish to enter them, but to whole clans. When a player clan wishes to enter an EI as a 
clan activity, there may be requirements that may be fulfilled not by individual mem-
bers of the clan, but by the clan itself. For instance, certain institutions may allow en-
trance only to player clans with more than certain amount of members, or only to 
player clans which have a clan goal that can only be fulfilled inside the institution. 

3.2   Player Clans as Organizations 

As explained in section 2.1, players of online games usually organize themselves in 
clans. It is desirable that the game software itself helps players form and manage 
clans, specially the part where clan leaders specify the norm of the clan, the clan goals 
(as a group) and which is the policy of sharing the benefits obtained through clan ac-
tivities. AOs are quite suited for the task of player clans. They already have a possible 
hierarchical structure (such as the one in the ‘Hierarchy’ class), enforcement of inter-
nal norms and establishment of goals, policies and even penalties and ban options for 
malicious members. And so the proposal is to implement player clans as AOs which 
are formed with agents representing the player members. 

Let’s think of a group of players which wish to form a clan in order to accomplish 
a game task (e.g. in a fantasy game, defeat a powerful AI-controlled enemy and col-
lect the treasures it guards). While in the game, the interface should show the players 
some kind of option to form a clan. Once in it, the players (now the clan founders or 
lords) can customize the clan features: the clan name, the clan internal structure (is it 
anarchic? is there some kind of hierarchy or leadership? etc...), which are the starting 
members, clan policies for membership (is it an invite-only clan? is it open to any 
player? etc...), some kind of visual marks for the clan, the clan short-term and long-
term goals (e.g. to defeat such enemy), the policy for sharing the benefits (e.g. 1% of 
the loot goes for every member), and some other factors. Once the clan is set up, it 
becomes active within the game and clan members can start acting as such. Internally, 
what happens is that a new AO is spawned and configured with the options estab-
lished by the clan lords, which in turn become the supervisors of that AO. Then,  
all the AvatarAgents of the members gain membership of the AO. Whenever an or-
ganizational event happens (i.e. an internal norm is broken or a goal is achieved), the 
system automatically applies the policies of the AO for that case, and the supervisors 
need not to manually apply or approve these actions if they wish.In the end, the versa-
tility and customization of AOs allows to build such player clans on top of them. 



 Characterizing Massively Multiplayer Online Games as Multi-Agent Systems 511 

4   Game Agents 

And so, once the game elements have been identified, the process of characterization 
continues by defining and characterizing the type of software agents that take part in 
the system. Each one of these types roughly identifies with at least one of the game 
elements presented previously, and can be seen as “templates” for other, more spe-
cialized agents, to appear in further iterations of this work. Let’s see them. 

4.1   InterfaceAgent 

InterfaceAgent stands for “Interface Agent” and it is the agent rough equivalent to the 
client software. It is an agent that is executed in the client machine, that is, the 
player’s computer. As such, it is out of the scope of the present article and will be 
covered in future works. However, assume that one of the purposes of this agent is to 
generate action commands to the player’s avatar that will be forwarded to the game 
system, and to receive responses and other notifications from the game system. The 
InterfaceAgent interacts solely with another kind of agent: the ProfileAgent. 

4.2   ProfileAgent 

ProfileAgent stands for “Profile Agent” and it is the agent that manages a player’s 
status and profile within the game community. A ProfileAgent is executed server-
side, that is, inside the agent platform (which makes it an internal agent). It manages 
the player’s preferences in the game world, which avatars the player uses, the role 
that the player plays in the system (i.e. the permissions that the player has towards the 
game system), and the player’s experience in the game community (not the avatars’). 
It also holds the attention profile for the player. These profile information can be used 
internally, within the context of the game system and community, or externally. It can 
be exported as attention information for other games or services to use, much like an 
APML[1] profile on modern web services. A ProfileAgent basically controls the lim-
its of what a user can do within the context of the game, and it does so by means of 
the role it plays. A ProfileAgent can play three different roles, according to the role its 
user plays: 

• Spectator: the user is someone which can only observe how other people play it. It 
cannot control nor register any avatar. However, it may be able to communicate 
with other users. 

• Player: the user is a normal player of the game with no special permissions. The 
player may control as many AvatarAgents as the game allows (normally just one) 
and play as normal. 

• GameMaster: it means that the user is a special supervisor or administrator of the 
game that has special privileges over the game system (e.g. it is not bound to the 
same game rules as normal users. 

ProfileAgents communicate mainly with AvatarAgents, but can also communicate 
with other ProfileAgents (for instance, whenever a user wishes to send a human-
readable message to another user, it goes directly from one ProfileAgent to the other). 
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When the InterfaceAgent generates game actions, they are received by the Profile-
Agent, which in turn forwards them to the appropriate AvatarAgent. 

4.3   AvatarAgent 

AvatarAgent stands for “Avatar Agent” and is another internal agent. It is a persistent 
kind of agent (is not deleted and re-spawned often, it bears a long life cycle) and it 
represents a Player Character (or PC) avatar within the game. It is the agent that holds 
the PC stats (server-side), and so, as they are not stored in the client machine, a mali-
cious user cannot modify them locally (this prevents cheating or hacking the game). 

AvatarAgents hold the visual representation of the avatar according with the style 
and design of the game. This representation, usually, highly customizable by the user 
controlling the avatar, is the one that the other users get to visualize in their interfaces. 
The representation is not unique: there can be multiple representations for multiple 
kinds of interfaces (e.g. one in 2D and other in 3D; or one with high visual detail and 
other with low visual detail). The AvatarAgent is the kind of agent that actually per-
forms the actions for the player in the virtual world. It is a persona of the player inside 
the virtual world and it is a very active type of agent (i.e. it generates a lot of commu-
nication). Since it is an internal agent of the game and it is designed by the game de-
velopers, it will strictly follow the game rules. It does not matter whether the player 
orders it to do something that goes against the rules of the game (e.g. in a racing 
game, drive over water; or in a game like chess, move the knight only forward), the 
AvatarAgent knows the rules and it will not break them, much like a Governor agent 
does not break the rules of an EI[9]. This quality of the AvatarAgents removes the 
need of making constant sanity checks on the integrity of the game system and also 
removes the need of having some kind of guardian agents that enforce the rules of the 
game. The AvatarAgents do not break the rules at all, so there is no need for this kind 
of enforcers. Another good outcome of the faithful and truthfulness of the Avata-
rAgents is the solving of in-game conflicts, which in the majority of MMOGs is some 
kind of virtual combat among avatars. Let’s imagine a situation where two Avata-
rAgents engage in a combat. The game has its combat rules set for these occasions 
and they are based on the stats of the avatars. Since both agents know the rules and 
are truthful to each other, there is no need for an external referee agent that mediates 
in conflicts. The AvatarAgents alone can play and solve the situation rules-wise. 

AvatarAgents interact with almost all the other kind of agents (except for the Inter-
faceAgent. 

4.4   NPCAvatarAgent 

NPCAvatarAgent stands for Non-Player Character Avatar Agent and it is very similar 
to the AvatarAgent. The main difference between both kinds of agent is that the 
NPCAvatarAgent is not controlled by the actions of a player at all. It is an autono-
mous kind of agent that plays a role within the context and semantics of the game. 

Some NPCAvatarAgents can also offer services to other agents. For instance, let’s 
say the developers want to model a virtual shop in a game. They could set a NPCAva-
tarAgent to represent the shopkeeper that advertises the service of “Selling” in the di-
rectory facilitator of the platform. Then, the agents that would like to know how to 
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buy items (AvatarAgents mostly) would know that this particular agent offers that 
service and would engage in a trading protocol. As AvatarAgents, NPCAvatarAgents 
are also truthful and faithful to the game rules, so everything stated about the enforc-
ing of game rules and solving conflicts stays the same for them. NPCAvatarAgents 
interact mostly with AvatarAgents and other NPCAvatarAgents. 

4.5   ZoneMasterAgent 

ZoneMasterAgent stands for “Zone Master Agent” is the kind of agent that imple-
ments the internal logics of the environment and the game in a virtual game zone. 
There can be many of its kind and each one manages a particular virtual game zone. A 
ZoneMasterAgent manages all the game events and services (usually offered to the 
AvatarAgents and NPCAvatarAgents) of its virtual zone. It also manages the visual 
representations of its zone that players end up visualizing in their interfaces. 

It could be said that ZoneMasterAgents manage all the active elements of the  
virtual game world that are not already covered with the AvatarAgents and NPCAva-
tarAgents. For instance, in a racing game where players control some cars and NPCA-
vatarAgents control other cars and pedestrians, the developers want to include a gas 
station where both NPCAvatarAgents and AvatarAgents can access services like 
“Buy Gas”, “Wash Car” and the like. This station could be modelled using one or 
more ZoneMasterAgents inside an EI that manages the virtual zone of the station. 

4.6   BankAgent 

BankAgent stands for Bank Agent and it is the kind of agent that stores permanently 
(i.e. backs up) the information of the game using a database back end wrapped into a 
service for all the other agents in the system. This agent falls out of the scope of this 
article and will be explained in future works. 

5   Conclusions and Future Work 

In this work it has been presented the first step towards the full characterization of 
Multiplayer Online Games as Multi-Agent Systems. Using modern mechanisms from 
agent theory, like EIs and AOs, the level of complexity of designing and developing a 
modern Multiplayer Online Game can be overcome. There is work to do in the future 
in this line of research. As hinted in some of the previous sections, there is a lot of po-
tential in using services offered by the platform and by some agents in order to im-
plement some game elements, like in-game commerce. These elements need to be 
identified and represented in agent service terms, along with a common ontology for 
game agents to use and access these services. 

Also, colourful and instructive examples of this characterization must be provided 
in order to ease its comprehension and expand its adoption, along with an initial pro-
totype using modern agent platforms that support all the features needed by these sys-
tems (specially AOs and EIs), which is already underway. 
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Abstract. Social networks and recommender systems that advise items between 
their members have spread across the Internet. These recommenders must take 
into account the distributed and dynamic nature of the knowledge shared in so-
cial networks. Opinions and preferences can change and thus, allowing agents 
to argue about recommendations could improve their quality.  This paper pro-
poses the use of dialogue games as mechanism for modelling the dialogue be-
tween users that share their recommendations in a social network. The paper 
specifies the interaction protocol, defines some metrics to evaluate recommen-
dations and finally, offers a brief discussion about decision policies. 

1   Motivation 

The evolution of the Internet has given rise to the growing of social networks as social 
structures that relate nodes (i.e. individuals or organizations) via ties representing dif-
ferent types of interdependence (e.g. friendship, conflict or trade). By using these 
networks, people exchange huge amounts of information with their contacts. There-
fore, there is a need for some filtering mechanism that helps people to decide which 
information fits their preferences the most. As social networks spread across the Web, 
recommender systems that advise items between their members do it as well [5]. 
Multi-Agent Systems (MAS) have also echoed this trend and over the last years, 
many MAS featuring social networks of personal agents that interact with different 
purposes have been developed [4]. However, these and most approaches are focused 
on developing models of trust and reputation in social networks, but our research has 
been addressed to control the interaction between their members by taking advantage 
of social network analysis and the dialogical context of these networks.  

Commonly, recommender systems set a central entity that knows the preferences  
of the network users and advises them items that are similar to others that interested  
the user in the past or that similar users tend to prefer. However, in most cases such 
knowledge is distributed across the network and the existence of a central recommender 
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that has unlimited access to information is not realistic. Since each user keeps some 
relation with their contacts in the social network, he/she could better know their prefer-
ences and act as a more appropriate recommender for them. 

In addition, the high dynamicity of social networks should also be considered when 
recommending items to their members. Opinions and preferences can change over 
time. A mechanism that allows users to argue about recommendations would help 
recommenders to justify their recommendations and to receive some feedback to pro-
vide more suitable recommendations in the future. Moreover, such mechanism would 
also allow users to reason about the recommendations that they receive and take deci-
sions over them (e.g. select the most useful or the one that comes from the agent that 
has more friends on the network or that better argues). 

Our approach uses a well-known concept of argumentation theory, dialogue 
games, as a suitable mechanism for modelling the dialogue between users that share 
their recommendations in a social network. Dialogue games are interactions between 
several players where each player moves by advancing locutions in accordance to a 
set of rules. Recently, they have been successfully applied in MAS as a tool for speci-
fying communication protocols between agents [2] and for evaluating reputation [1]. 
The dialogical nature of recommender systems, where people argue about their pref-
erences and interests, makes dialogue games highly suitable for modelling them. 

In this paper, we consider a distributed recommendation system that makes use of a 
social network to reach to potential recommenders. Furthermore, social network 
analysis allows agents to extract relevant information that helps them to make a deci-
sion over the set of available recommendations. The rest of the paper is structured as 
follows: section 2 introduces the main concepts of argumentation theory applied in 
this paper; section 3 shows the dialogue game-based model for recommendation in 
social networks; and finally, section 4 summarises the paper. 

2   Argumentation Schemes and Dialogue Games 

As pointed out before, the purpose of this paper is to define a dialogue game protocol 
that controls the recommendation process among a set of personal agents related via a 
social network. Concretely, we have built our work on a specific instantiation of a 
general dialogue game, the Argumentation Scheme Dialogue (ASD) [3]. This game 
extends traditional dialogue games to take into account the dialogical nature of certain 
stereotyped patterns of common reasoning called argumentation schemes. This fea-
ture allows us to model the interaction between different users by using a well-known 
argumentation scheme that captures the way in which people reasons about experts’ 
opinion, the Argument from Expert Opinion [6]. That pattern perfectly represents the 
reasoning process that people follow when are faced with the problem to evaluate 
recommendations (i.e. opinions) of other individuals (with some degree of expertise) 
in any domain. Its general structure is the following: 

− Major Premise: Source E is an expert in field F containing proposition A. 
− Minor Premise: E asserts that proposition A (in field F) is true (false). 
− Conclusion: A may plausibly be taken to be true (false). 
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In addition, the scheme features a set of critical questions that specify the way in 
which the conclusion of the scheme can be rebutted. The instantiation of any critical 
question by an individual represents a potential attack to the main claim supported by 
this pattern of reasoning. The six basic critical questions are the following: 

1. Expertise Question: How credible is E as an expert source? 
2. Field Question: Is E an expert in the field F that A is in? 
3. Opinion Question: What did E assert that implies A? 
4. Trustworthiness Question: Is E personally reliable as a source? 
5. Consistency Question: Is A consistent with what other experts assert? 
6. Backup Evidence Question: Is E’s assertion based on evidence? 

The argumentation scheme Argument from Expert Opinion shifts the burden of 
proof from a proponent to a respondent in a dialogue. By using this scheme as the 
reasoning pattern that defines the possible dialogical movements in our dialogue game 
protocol, the interaction between the members of a social network for item recom-
mendation can be controlled.  

3   A Dialogue Game Model for Recommendation in Social 
Networks 

We consider a scenario in which a set A of n personal agents {a1, a2… an} represents 
people that are connected in a social network for item recommendation. Let us con-
sider, for example, the specific case of a social network of friends that share their 
suggestions about restaurants that they know. The friendship relation is represented 
by an edge between an agent and a friend (i.e. a neighbour agent) that have had a pre-
vious interaction. Each agent has a preference profile PP = {p1, p2… pk} that shows its 
preferences over the k features that characterise the items of the domain (e.g. types of 
restaurants or food). We assume that agents specify its preferences at the beginning of 
each recommendation process and they do not change during it. In addition, agents 
have a knowledge database where they store reviews about the items that they know. 
Therefore, the knowledge is distributed across the network and agents only have a 
partial view of it (which fits the assumptions of the algorithms used for social network 
analysis). In that context, agents can contact to their neighbours and ask for recom-
mendations about a specific item (e.g. a restaurant) that fits their preferences.  

Furthermore, at the end of each recommendation process, the initiator agent gives 
feedback to the participants. Therefore, the agent informs the neighbour whose rec-
ommendation was accepted about the utility degree u ∈ {-1, 0, 1} that was finally 
assigned to its recommendation (a discrete value -1: inappropriate, 0: useless or 1: 
useful). Similarly, the rest of participants are given a neutral utility degree (i.e. 0: use-
less), since their recommendations were not finally accepted.  

To evaluate recommendations, we have defined two metrics based on social net-
work analysis. On one hand, the edges of the social network are directed and 
weighted with a local utility measure Uij ∈  [-1, 1] that measures the success of the 
recommendations that an agent receives. The weights are calculated by using the for-
mula (1), where uj(k) is the utility degree of the recommendation k that an agent ai ac-
cepted from the neighbour aj and K is the total number of recommendations received 
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from aj. Values close to 1 show more appropriate recommendations. On the other 
hand, the expertise degree ej ∈  [-1, 1] of an agent as recommender is calculated by 
the formula (2), where Uij is the local utility for each agent ai of the recommendations 
received from aj and deg+(aj) is the centrality indegree of the agent aj. Values close to 
1 represent expert recommenders.  
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In the current specification of the model, we assume cautious agents that only con-
sider the recommendations of their neighbours (i.e. level 1 recommendations). The 
initiator agent is in charge of controlling the course of the dialogue, asking neighbours 
for recommendations, evaluating them and taking a final decision. Neighbours only 
have to provide the agent with recommendations, to justify them when required and to 
rebut, if possible, different recommendations offered by other agents.  

Finally, each agent is assumed to have its individual reasoning mechanism to pro-
pose recommendations in view of their knowledge and the similarity of preference 
profiles. Moreover, agents must also have a set of rules of inference of propositional 
logic and the Argument from Expert Opinion scheme to create arguments. The defini-
tion of the reasoning mechanism that agents use for proposing recommendations and 
the way by which agents create arguments are out of the scope of this paper. Here we 
focus on the evaluation of arguments on the basis of the metrics proposed and on the 
definition of the interaction protocol that controls the recommendation dialogue. In 
what follows, the dialogue game of the model is described. 

3.1   Dialogue Game Protocol 

We have made some assumptions and simplifications over the dialogue game ASD 
and the Argument from Expert Opinion scheme that are appropriate in our domain. On 
one hand, our model assumes the existence of: 

− A finite set of players, denoted Agents, consisting of the agent that initiates the 
recommendation dialogue (i.e. Initiator) and its neighbours, with elements a1… an. 

− A finite set of items to recommend (e.g. restaurants), denoted Objects, with ele-
ments {o1… om}. Agents can only recommend items that they personally know. 

− A finite set of features that characterise the objects in the domain where the system 
operates (e.g. type of cuisine or price), denoted Features, with elements {f1… fl}. 

− A finite set of values for each feature (e.g. type of restaurant = {Italian, Japanese, 
Spanish, etc.}), denoted Values, with elements {v1… vp}. 

− A finite set of discrete values that represent the feedback that an agent offers about 
the utility of the recommendation received, denoted utility, with elements {-1: in-
appropriate, 0: useless or 1: useful}. 

− A finite set of variables that represent agent’s preferences when it asks for a rec-
ommendation, denoted Preferences, with elements {p1… pq}.  

− A function preference: P→FxV, which maps each Preference of an agent to a pair 
<f, v>, where f ∈ Features and v ∈ Values. 
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− A function review: Object→2FxV, which maps each Object that an agent personally 
knows to a vector of pairs [<f1, v1>…<fr, vr>], where f ∈ Features and v ∈ Values. 

− A function feedback: Object→utility, which maps an Object that an agent has rec-
ommended to one of the possible values of utility. 

On the other hand, the model includes some variations in the original ASD dia-
logue game: 

− Walton’s Strategic Rules have been reformulated as Commencement Rules and 
Termination Rules of the McBurney and Parsons’ style.  

− For the sake of simplicity, we assume that the fact that an agent asserts a recom-
mendation or an argument for justifying or rebutting a recommendation commits it 
to having a reason (inferred from its knowledge database or its recommendation 
record) for doing so. Therefore, agents only have propositional commitments either 
to the last recommendation that they have proposed or accepted or to the assump-
tions that it implies. Those commitments are stored in a record D that represents 
the current state of the argumentation dialogue and emulates the commitment stores 
of the agents: 

Di = (<o1, α1>, <o2, α2>, … , <on, αn>, di) 

where Di stores the objects oj recommended by each neighbour aj, the arguments αj 
that support each recommendation and the partial decision of the initiator to accept 
di ∈ {o1,…, on} as the best recommendation at the moment i. Arguments in our 
model can be information that justifies the matching between the features of an ob-
ject and the preferences of the initiator, or values of utility or expertise that try to 
stand out the recommendation of a neighbour from the rest. 

Furthermore, we have specified the interaction protocol as a formal dialogue game 
with the components identified by McBurney and Parsons [2]: 

• Commencement Rules 
The dialogue starts when an agent is looking for a recommendation. At that moment, 
the initiator of the dialogue uses the social network to contact their neighbours and 
send them its preference profile. The preference function is used here to specify the 
values for, possibly some, features that characterise the object to recommend. Then, 
each neighbour uses its own reasoning mechanism to match the preferences with the 
reviews about the objects that it knows and proposes its recommendation. Note that 
neighbours can decide to engage or not in the dialogue.  

• Locutions 
− Statements: are the permissible locutions and their compounds: propose(object), 

accept, reject, and assert(data). 
− Withdrawals: noCommitment(object) is the locution for the retraction of a  

specific recommendation when the proponent agent changes its mind. 
− Questions: propose(object)? is the locution for asking neighbours for recom-

mendation proposals. In addition, assert(data)? is used for getting more  
information from an agent (e.g. asking it for its opinion about an unspecified 
preference). Note that agents are not committed to answering questions. 
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− Critical Attacks: the locution pose(CQ) poses a critical question associated with 
the Argument from Expert Opinion. In our model, we assume: (a) that agents 
have some degree of expertise as recommenders (field question); (b) that re-
commenders always propose the recommendation that, from its point of view, 
fits the profile of the initiation the most (opinion question) and (c) that agents 
are honest and their assertions are based on evidence (backup evidence ques-
tion). Therefore, possible attacks to arguments are: (i) to question the degree of 
expertise of the proponent (expertise question); (ii) to demonstrate that the  
proponent is not personally reliable as source (trustworthiness question) or (iii) 
to demonstrate that the proponent’s recommendation is not consistent with the 
one of other expert with at least equal or greater degree of expertise (consistency 
question). Note that the burden of proof in the case of the trustworthiness  
and consistency critical questions falls on the agent who asks them and there-
fore, the initiator must provide the proponent with some data that justifies those 
criticisms. 

− Challenges: why(locution)?, where locution can be a recommendation proposal 
or a critical attack, is the locution to request arguments that support them. 

• Commitment Rules 
− The assertion of the locution propose(object) includes the recommended object 

in the dialogue record and commits the proponent to the assumptions of the Ar-
gument from Expert Opinion scheme. 

− The assertion of the locution noCommitment(object), deletes the recommenda-
tion made by the proponent from the dialogue record. 

− The assertion of the locution why(propose(object))? commits the proponent of 
the recommendation either to providing an argument for supporting it or with-
drawing the recommendation. 

− The assertion of the locution why(pose(CQ))? commits the initiator to providing 
data that justifies the critical attack. 

• Dialogue Rules 
1. The recommendation process consists of a set of parallel dialogues between the 

initiator agent and its neighbours. At each step of the dialogue, the initiator 
agent advances (or receives) a locution to (from) one of its neighbours. The ini-
tiator has the whole control of the dialogue and neighbours do not speak directly 
between them. However, the information that a neighbour provided can be used 
by the initiator when speaking with other neighbours. 

2. The locution propose(object)? opens the recommendation process and must be 
followed by a request for more information about preferences (i.e. as-
sert(data)?), a recommendation proposal (i.e. propose(object)) or a rejection 
statement (i.e. reject). 

3. After the opening, neighbour agents can ask for more data (i.e. assert(data)?) 
while the initiator accedes to provide them with it (i.e. assert(data)). The proc-
ess ends when the neighbour makes a recommendation (i.e. propose(object)) or 
when it rejects the proposal (i.e. reject). In addition, note that the initiator can 
also reject providing neighbours with more information.   

4. The locution propose(object) starts the recommendation dialogue and can  
be challenged by a request for an argument that supports the recommendation 
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(i.e. why(propose(object))?), or followed by the acceptance (i.e. accept) or the 
rejection of the recommendation (i.e. reject). 

5. In case a recommendation is challenged (i.e. why(propose(object))?), the chal-
lenge must be followed by the locution assert(data), where data includes an ar-
gument that supports the recommendation (e.g. the proponent’s review of the 
object) or by the locution noCommitment(object). 

6. The locution assert(data) in response to a challenge can be followed by the ac-
ceptance of the recommendation (i.e. accept), its rejection (i.e. reject) or a criti-
cal attack associated with the Argument from Expert Opinion. Possible moves 
are: (i) pose(expertise), (ii) pose(trustworthiness) or pose(consistency).  

7. Critical attacks can be answered by the locution assert(data), where data tries to 
rebut the attack, or by the locution noCommitment(object). 

8. Trustworthiness or consistency critical attacks can also be challenged (i.e. 
why(pose(CQ))?). In that case, they must be followed by the locution as-
sert(data), where the initiator provides the neighbour with data that identifies an 
agent with higher utility value of its recommendations (more trustworthy) or 
with higher degree of expertise (more consistent) that has proposed a different 
recommendation, or by the locution noCommitment(object). 

• Termination Rules 
The initiator agent has the entire control of the recommendation protocol. Neighbour 
agents cannot change their recommendations during the dialogue, but only propose 
objects, answer challenges and critical attacks or withdrawn their recommendations. 
Therefore, the game ends when the initiator has taken a decision over the set of of-
fered recommendations and their proponents are informed by using the accept/reject 
locutions. However, after a maximum time is exceeded, the last recommendation ac-
cepted is taken as the final decision.  

3.2   Decision-Making Policies 

The dialogue rules defined in the previous section specify the legal movements that 
the initiator agent can make for gathering information from its neighbours and taking 
a decision about their recommendations. However, it can follow different decision 
policies to make a choice between recommendations. These policies determine the 
decision-making algorithms for each locution that it sends. Similarly, each neighbour 
can follow its own decision policies to answer the initiator with specific locutions. 

Basic decision-making policies could be expertise-based policies, where the initia-
tor would send the accept locution to the recommendation of that neighbour with 
higher degree of expertise or utility-based policies, where the initiator would send the 
accept locution to the recommendation of the neighbour that tends to offer more use-
ful recommendations. In both, for instance, the initiator i could make a random choice 
in case of draw. However, more elaborated policies could take advantage of the  
dialogical possibilities of the model proposed. Let us suppose that there are 3 
neighbours engaged in the recommendation process. Following a utility-based policy, 
the dialogue record D at the step t of the recommendation process could look as fol-
lows: Dt = (<o1, Ui1=1>, < o2, Ui2=0.5>, < o3, Ui3=1>, dt = o1). 

However, let us suppose that the neighbour 3 would have a negative utility  
measure of its interactions with neighbour 1 (i.e. having received inappropriate  
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recommendations). Following a more elaborated policy that allows agents to argue 
about recommendations, the neighbour 3 could try to persuade the initiator to accept 
its recommendation. Then, after n steps where the initiator interchanges with the 
neighbour 3 the necessary locutions to pose a trustworthy critical attack, the dialogue 
record of the process could change to: Dt+n = (<o1, Ui1=1>, < o2, Ui2=0.5>, < o3, 
U31=-1>, dt+n= o3). Here, the neighbour 3 rebuts the attack by showing the negative 
utility of the recommendations that it has received from the neighbour 1. At this point 
of the dialogue, the neighbour 1 could try to provide other argument to justify its rec-
ommendation and rebut the other’s, and so forth. 

4   Conclusions 

In this paper we have presented a dialogue game protocol based on the ASD game for 
controlling the recommendation process in a social network. In addition, two metrics 
of social network analysis have been proposed to evaluate recommendations. More-
over, a brief discussion about decision making policies is also presented. 

At the moment, neighbour agents cannot propose different recommendations dur-
ing the dialogue. Furthermore, the preferences of the initiator cannot be modified. 
Future work will extend the model to consider more dynamicity in the dialogue. 

For the sake of simplicity, we assume that the agents’ profile shows their prefer-
ences about the item under discussion (i.e. restaurants in the example), but it can be 
extended to consider a set of profiles representing the preferences of the agents about 
the various items that can be advised in the network. Other assumptions, as the prede-
termined classification of items under a set of specific categories that the system pre-
viously knows will be also relaxed, allowing agents to argue about such decisions. In 
addition, further research must be done to extend the model to deal with level 2 (or 
higher) recommendations (i.e. those of the neighbours of an agent’s neighbours). 
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Abstract. Sociological research shows that friendship and partner choice tend to 
reveal a bias toward social similarity. These relations are ruled by the so called 
“proximity principle” which states that the more similar two individuals are, the 
more likely they will become friends. However, proximity, similarity or friend-
ship are concepts with blurred edges and grades of membership (acquaintances, 
friends, couples). Therefore, in order to model the friendship dynamics we work 
on an Agent-Based Model that already manages the social relationships, together 
with demographics and evolutionary crossover. To introduce these theoretical 
concepts we decided to fuzzify the system, explaining the process in detail. Thus, 
we end up with fuzzy sets and operations, a fuzzy friendship relationship, and a 
logistic function for its evolution.  

Keywords: agent-based modelling, friendship, fuzzy agent, fuzzy logic, social 
simulation. 

1   Introduction 

The dynamics of social relationships is a highly complex field to study. Even though 
it can be found many literature regarding friendship networks, weak links / acquaint-
ances, relationship evolution and so on, we are still far from understanding all the 
processes involved. Social research has shown that people use numerous criteria when 
they consider the possibility of turning an acquaintance into a friend. But this paper 
considers only one: socio-demographical characteristics of people (i.e. ideology, age) 
that determine the emergence and evolution of friendship. After studying the theory 
available, we have decided to use the “proximity principle” in order to model the 
friendship dynamics. This principle assesses that the more similar two individuals are, 
the stronger their chances of becoming friends. Thus, we attempt to model the proc-
esses in which strangers turn to be acquaintances, those turn into friends, and some 
friends into couples. 

In order to do that, we will work with an Agent-Based Model (ABM) which al-
ready handles social relationships: Mentat [1], which is deeply described. However, 
the application of the friendship modelling in the ABM has been accomplished using 
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fuzzy logic. Therefore, we expose how the theory has been guiding the fuzzification 
process step by step, resulting in a new ABM called Fezztat. The whole process con-
sisted in the fuzzification of the agent characteristics, the similarity process, the fuzzi-
fication of the friendship relationship together with the introduction of an evolution 
function, and a new couples matchmaking calculation. Comparing the results of the 
different ABM we might assess that the fuzzy version deals with the problem in a 
more accurate way. 

The section 2 explains some theoretical concepts of friendship dynamics. Section 3 
resumes the needed basics of fuzzy logic, while the next one describes the Mentat 
ABM. Section 5 analyzes the fuzzification process, and the last two parts finish with a 
discussion about the results obtained and conclusions. 

2   Friendship Dynamics 

2.1   Understanding Friendship 

Selecting a friend is among the most personal of human choices, and thus it is not 
surprising that friendship groups tend toward social homogeneity. Members of the 
working class usually associate with other workers, and middle-class individuals 
generally choose friends who are middle class.  

A preliminary step to constructing a friendship modelling is an examination of the 
way that the social context structures friendship choice. Contextual explanations for 
individual behaviour argue that (i) individual preferences and actions are influenced 
through social interaction, and (ii) social interaction is structured by the individual's 
social characteristics [2]. This is consistent with the important homophily principle in 
social networks of [3]. Principles of meeting and “mating” by which strangers are 
converted to acquaintances, acquaintances to friends, and even maybe friends into 
partner, follow the same rules. Meeting depends on opportunities alone (that is, to be 
in the same place at the same time); instead, mating depends on both opportunities 
and attraction. How readily an acquaintance is converted to close friendship depends 
on how attractive two people find each other and how easily they can get together. 

The “proximity principle” indicates that the more similar people are, the more 
likely they will meet and become friends [4]. Therefore, features like social status, 
attitudes, beliefs and demographic characteristics (that is, degree of “mutual similar-
ity”) channel individual preferences and they tend to show more bias toward homoge-
neous friendship choices. 

2.2   A Friendship Evolution Function 

Similarity, proximity or friendship are vague or blurry categories, because they do not 
have clear edges. For this reason, we have developed a formal model of friendship 
dyads using the general framework presented above, but considering similarity and 
friendship as continuous variables. Besides, because friendship occurs through time, 
we have considered our model in dynamic terms. 

We conceive the friendship process as a search for compatible associates, in terms 
of the proximity principle, and where strangers are transformed to acquaintances and 
acquaintances to friends as a continuous process over time. 
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Fig. 1. Graphs showing exponential growth of J and the logistic friendship function 

We propose the hypothesis that a logistic function [5] can describe formally the 
“friendship relation” or degree of friendship for every couple of individuals. The 
logistic function is one of the most useful (and heavily exploited) modelling strategies 
used in the social sciences. In order to model the evolution of friendship, we have 
specified it as in Equation 1: 

rtKtF
dt

dF
tW ××== )()()(   (1) 

The equation expresses the hypothesis that friendship increases over time; thus, at 
each point of time, F(t) defines the minimum degree of friendship that is given as an 
initial condition (0 < F(t) < K); K is the maximum degree of friendship that agents 
can reach (K can be understood as the level of “close friends”), and finally r value 
defines the growth rate of friendship. However, this equation does not include the 
“proximity principle” described above. We can include this principle in equation (1) 
by modifying the growth rate r and stating it as follows: the more similar in social 
characteristics two individuals are, the higher the growth rate of their friendship is 
(we need to make r sensitive to the similarity value). Thus, we can express the follow-
ing equation:  

JSr ×=   (2) 

Where S is a measure of similarity and J defines a multiplicative factor that increases 
the magnitude of S within r. The objective of J is turning r more sensitive to S values, 
and specially sensitive to high S values. For this reason, J describes an exponential 
growth depending on S values. We can formalize J as follows:  

pseJsJ ×= 0)(  (3) 

Where J0 is the initial value of J, P defines the constant of proportionality and S is the 
similarity value between the individuals. In the following graphs we can see how the 
friendship will develop over time given different initial conditions1. 

                                                           
1 In the Graph 1 of Figure 1 it is assumed that P is equal to 5.8 and J0 is equal to 0.001. In 

Graph 2 it is assumed that K is equal to 1 and F0 is equal to 0.01; r value is equal to S x J(s). 
The constants were generated by experimental procedures. 
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3   Be Fuzzy, My Friend 

3.1   Why, What and When Fuzzy Logic 

Individuals are often vague about their beliefs, desires and intentions. They use lin-
guistic categories with blurred edges and gradations of membership, for instance: 
“acquainted or friend”. Fuzzy logic is oriented at modelling the imprecise modes of 
reasoning in environment of uncertainty and vagueness [6]. Thus, because vagueness 
is such a common thing in the social realm, fuzzy logic provides us with a useful way 
to handle this vagueness systematically and constructively [7]. 

Fuzzy logic shows that if A is a fuzzy set in a universe of discourse U, then  
every member of U has a grade of membership in A between 0 and 1 (instead of the 
classical two-valued-logic). This membership function defines A as a fuzzy subset  
of U [8]. According to this framework, the mapping of the function is denoted by ma: 
A  [0,1].  

3.2   The Importance of Fuzzy Logic in ABM 

There is an increasing interest among social scientists for adding fuzzy logic to the 
social science toolbox [9]. Likewise, even though it is still incipient, there are numer-
ous examples of researches linking fuzzy logic with social simulation. For instance, in 
some ABM, agents decide according to fuzzy logic rules; “fuzzy controls” or “fuzzy 
agents” are expert systems based in “If  Then” rules where the premises and con-
clusions are unclear. Unlike traditional multi-agent models, where these completely 
determined agents are an over-simplification of real individuals, fuzzy agents take 
into account the stochastic component of the human behaviour. 

Some authors have proposed to improve the agents' strategy choices within the it-
erated prisoner's dilemma using fuzzy logic decision-rules [10]. Others researchers 
have claimed that simulation based on two-player games can use fuzzy strategies 
when analytic solutions do not exist or are computationally very difficult to obtain 
(because agents use fuzzy strategies; i.e., “If I think my opponent will choose action 
x, I will choose action y”) [11]. Examples of multi-agent based models are the fate of 
spatial dilemmas [12], an extension of sugar space model with fuzzy agents [13] and 
computational modelling of “fuzzy love and romance” [14]. 

4   The Case Study: Mentat, the Original ABM 

Therefore, to study the friendship dynamics commented, an ABM has been chosen for 
its fuzzification. The aim of the Mentat model [15, 1] is to understand the evolution of 
the moral values in Spain from 1980 to 2000. It carries out an analysis of the evolu-
tion of multiple factors in the period, trying to determine to which extent the demo-
graphic dynamics explains the magnitude of mentality change in Spain. Due to its 
broad spectrum, it needs to cope with: gender, age, education, economy, political 
ideology, religiosity, family, friend relationships, matchmaking and reproduction 
patterns, demographic dynamics, life cycles and others. The aggregated statistics of 
these variables evolve over time, together with the agent network. 
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The agents in Mentat are initialised using data from the Spanish census, research 
studies and sample surveys [16]. Thus, each agent has different values of their attrib-
utes, with a behaviour deeply influenced by distributions representing demographic 
rules (life expectancy, fertility rate, etc).  

The simulation has been configured with a population of 3000 static agents, ran-
domly distributed in a space 100x100 (thus, around one agent each 3.3 cells), and 
simulated for a period of 20 years (1000 agent steps). The agents are able to commu-
nicate, establishing friendship and couple relationships, and reproduce. The commu-
nication is always local, with a Moore neighbourhood of distance 6 (168 cells). This 
means that an agent will be able to communicate with around 50 other “possible 
friends” along its life. From these, each agent will be able to choose, which ones will 
be its friends. This election will be determined by a probability directly proportional 
to a similarity measure between the two agents. 

It should be mentioned that agents are randomly distributed in the space because 
the context of an individual can be initially considered random: in which neighbour-
hood you grew, in which university did you study. Only with the common context 
already chosen, the individuals can relate with each other taking into account non-
random factors: once the student is in the university, they will decide whom will be 
their friends. 

An agent will choose a couple among their friends, if certain conditions are given: 
reproduction probability taken into account the age and the demographic distribu-
tions; election of the “candidates” based on boolean conditions as “not child”, “not 
married”, “same sex”, etc; candidate choice determined by the similarity rate. These 
rules are consistent with the friendship dynamics explained in the section 2. Again 
according to the demography implemented, the couples will give birth a certain num-
ber of children that will inherit their characteristics and values. 

Thus, the agents form a network where the nodes are the individuals and the links 
can be of type “friend” or “family” (couple, parents, children). The more friendships 
exist, the more couples and families will be formed. However, it is not only the quan-
tity which is important: the matchmaking process should return similar couples, 
minimizing the exceptional cases where two very different people are married. 

5   Fuzzification of Mentat 

5.1   The Baby's First Steps: Attributes and Similarity 

Applying the concepts of section 3 into Mentat, it has been modified, step by step, 
fuzzifying a collection of aspects: agent characteristics, similarity measure, friendship 
relationship, and the matchmaking process. Besides, we will introduce the friendship 
evolution function previously mentioned in section 2. The result ABM has been called 
Fezztat. 

Mentat uses a similarity function for several purposes, as it has already been ex-
plained. It is built with a gratification method based on the comparison of the agent 
attributes. However, the technique is not very sophisticated and could be improved. 
The use of fuzzy logic would significantly increase its accuracy. But if we want to use 
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fuzzy operators, first we have to fuzzify the variables where they are applied or, for-
mally, define fuzzy sets over these variables. 

Thus, the agent attributes, very different from each other, were normalized in the 
real interval [0, 1]. For example, we would have the fuzzy set µeconomy:U [0,1], and 
an individual with a µeconomy (ind) = 0.7 would be a person quite wealthy. 

Afterwards, the fuzzy similarity can be defined using a T-indistinguishability, 
which generalizes the classical equivalence relations. The mathematical explanation 
beneath it can be found in [17], but roughly the distance between the attributes of the 
two agents compared is “how far are they”, so its negation will point out “how similar 
are they”. The aggregation of each couple of attribute similarities will return the total 
similarity rate. The negation used is a fuzzy strong negation N [18] and the aggrega-
tion an OWA operator [19]. And so, the relation is:  

)))(),(((,(),( 22 indinddNindOWAindindR iiisimilarity µµµ ∈∀=  (4) 

An OWA is a family of multicriteria combination (aggregation) procedures. By 
specifying suitable order weights (which sum will result always 1) it is possible to 
change the form of aggregation. The arithmetic average in the example OWA would 
need a value of 1/n to each weight (where “n” would be the number of attributes). 
Through these weights, it is possible to control the importance of each attribute in the 
global similarity. 

5.2   Growing-Up: Friendship and Couples 

Although the agents comparisons have been improved with the previous method, the 
potential of this new subtle similarity function would not be used if left like that. 
Supporting what it was pointed out in section 2, we will link the concepts of similarity 
and friendship in a fuzzy way. For doing so, the friendship is turned into a fuzzy rela-
tionship, completely different from its boolean nature in Mentat. This relationship is 
naturally “fuzzy”, and the previous use (to be or not to be a friend) was an over-
simplification not found in reality: in real world, there is a continuous range of de-
grees of friendship. With the new Rfriend: UxU [0,1], each agent has a range from 
close friends to acquaintances. 

Now that it is formally defined, it is needed to specify an evolution for it. There-
fore, the friendship logistic function of (1) is used here. Every “step” of time, each 
agent will update its friendship with its linked agents. Depending on how similar they 
are, and how old is their friendship, they will end up being very close friends or just 
stay as acquaintances. Formally (where W is the already defined logistic function (1) 
and tfriend is the time of friendship):  

)),(),,((),( 222 indindRindindtWindindR similarityfriendfriend =  (5) 

The final improvement through fuzzy logic is related to couples and the matchmak-
ing process. The “has couple” relation is clearly boolean and cannot be fuzzified. But 
the process of choosing the couple, as it was described in the section 4, can take into 
account new information obtained with the modifications already made. Mentat has 
several boolean conditions for filtering the “candidates”, and these can not be changed 
(“same sex” or “not married” are impossible to fuzzify). The similarity function that 
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uses has already been improved. And now we propose to introduce the friendship 
degree in the selection. 

Therefore, it has been defined a new relationship “compatible” that will measure 
the possibilities of a candidate to be selected as a couple:  

)),(),,((),( 222 indindRindindROWAindindR similarityfriendcompatible =  (6) 

The weights of the OWA can be redefined depending on the importance given to 
each term. After some experimentation, Fezztat uses equal weights. It could be argued 
that, as the friendship evolution already takes into account the similarity, this one 
would not be necessary, as its information is already included. However, the friend-
ship relationship can achieve its maximum with several candidates of the same agent, 
and it is specially in those cases where the similarity is very useful. 

6   Results and Discussion 

Here we present a comparison between several versions of the ABM. Four different 
implementations, each one with two configurations have been analyzed, focusing in 
three measures. The fuzzy modifications have been grouped in two main ones: “Fuzz-
Sim”, when the attributes are normalized and the similarity operator fuzzified, as 
stands the subsection 5.1; and “Fuzz-Fri”, when the friendship turns to be fuzzy, 
evolving over time and affecting the partner choice (subsection 5.2). The four ABM 
represent all the possible combinations between these, represented in the table 1 in the 
pair (Fuzz-Sim, Fuzz-Fri). Thus, we have the classic version of Mentat explained in 
section 4, with no fuzzy properties; the MentatFuzzSim, simply the same ABM but with 
the “Fuzz-Sim”; the MentatFuzzFri with “Fuzz-Fri” but not “Fuzz-Sim”; and last Fezztat, 
with all the fuzzy modifications. 

The two configurations deal with two possible ways of friendship emerging: one 
promoting random friends (and therefore an agent can be linked to a non-similar 
neighbor) and the other promoting similarity-based friends (and therefore an agent 
will rarely be linked to a non-similar neighbor, as it will give priority to the most 
similar ones). This is not a trivial decision, because the friendship evolution function 
already deals with similarity, and if a neighbor is not similar at all, it will never be 
more than an acquaintance. It is not evident if the closer way to real-world is giving 
double strength to similarity (in the second option) or letting randomness to decide 
who will be the friend (and thus maybe ignoring similar people). It has to be men-
tioned that none of the two configurations is so deterministic and both are based on 
probabilities. 

The parameters analyze the couples and how they are affected by the changes in 
the configuration and fuzzification. The RSimilarity shows the proximity taking into 
account all the characteristics of each partner in a couple. The RFriend focuses in the 
friendship link between them, which in a way (according to the logistic function) 
depends in their similarity too, but also in the time spent together. The RCompatibility is 
taken as an average of the other two. The values have been obtained after averaging 
the output of several executions of each version. And in every execution, it is the 
mean of the property in every couple. 
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As the first two ABM has a boolean friendship, their compatibility is always the 
same as the similarity. In the first configuration, when the friendship is rarely in-
volved in the neighbors linked, the similarity rates are very similar in all the versions. 
However, in the second one it's clear that the ones with fuzzy similarity slightly in-
crease their success. But the bigger changes can be observed in the friendship: Fezztat 
beats the other versions with a greater RFriend and RCompatibility, specially in the second 
configuration. These results approach the theoretical qualitative assessments. 

Finally, we compared the four different orders of fuzzification described above for 
both RSimilarity and RFriend of couples, by using the statistical test “One-Way Analysis of 
Variance'', in order to detect evidence of difference among the population means. The 
Fisher's statistical significance test equals to 7.281, with a P-value P < .0001. This 
small P-value provides strong evidence against null hypothesis, namely, that the dif-
ference in the means among the four orders of fuzzification are by chance, both for 
RSimilarity and RFriend of couples. Therefore, the differences among the means analysed 
can be attributed to model's fuzzification. 

Table 1. Comparison among the different ABM, in increasing order of fuzzification 

 Mentat MentatFuzzSim MentatFuzzFri Fezztat 
 (0,0) (1,0) (0,1) (1,1) 
Config. Random-friendship     
Mean RSimilarity of couples 0.76* 0.77 0.76* 0.77 
Mean RFriend of couples (**) (**) 0.72* 0.80 
Mean RCompatibility of couples 0.76* 0.77 0.54* 0.62 
Config. Similar-friendship     
Mean RSimilarity of couples 0.73* 0.77 0.73* 0.78 
Mean RFriend of couples (**) (**) 0.54* 0.76 
Mean RCompatibility of couples 0.73* 0.77 0.39* 0.59 

*: The original Mentat's similarity has other range, but here they have been normalized in the interval  
[0,1] in order to be compared. 
**: When the friendship is not fuzzified, all the couples are friends (as this is a boolean property). 

7   Concluding Remarks 

In this paper we have explained some concepts of social relationship dynamics, in-
cluding an evolution function that was applied for the changing of friendship over 
time. After justifying the suitability of fuzzy logic in this context, we proceeded to 
apply it in an existing ABM. Therefore, we defined fuzzy sets over each agent attrib-
ute, and a new fuzzy similarity operator that would influence friendship emergence 
and partner choice. The friendship relationship nature and importance in the model 
was significantly modified, fuzzifying it, making it evolve using the defined logistic 
function, and letting it influence in the partner choice as much as the similarity rate. 
The results of these changes are clearly positive, as long as they improve the prox-
imity to the qualitative assessments of the theory. 

To sum up, we have exposed a theory, formalized it, searched where it can be ap-
plied, found the useful tools to do that, implemented the application and extracted a 
collection of results that are used to validate the model against the theory. This vali-
dated formalization of the theory could be useful for further study in the field. 
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Future research lines that could be followed could take into account other interest-
ing friendship theories. There are deep studies in homophily in social networks [3] 
that could be implemented. An aspect that our model ignores but it is important 
enough to be considered is the stability of friendship [20]. Besides, Fezztat could be 
extended to analyze the importance of weak links along one's life, a new possibility 
that Mentat did not allow. 
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Abstract. Nowadays, in order to face new challenges, extended enterprises 
must be up to date to the new strategic, economic and organizational structures. 
Consequently, intelligent software based on agent technology emerges to im-
prove system design, and to increase enterprise competitive position as well. 
The competitiveness is based on the cooperation. Thus, within this cooperation, 
conflicts may arise. The automated negotiation plays a key role to look for a 
common agreement. Argumentation theory has become an important topic in 
the field of Multi-Agent Systems and especially in the negotiation problem. In 
this paper, first, an overview of an already proposed model MAIS-E2 
(Multi-Agent Information System for an Extended Enterprise) is presented. 
Then an argumentation based negotiation framework: Relationship-Role and In-
terest Based Negotiation (R2-IBN) framework is presented, and within this 
framework, we focused mainly on, argument generation module via inference 
rules and argument selection module via fuzzy logic.      

Keywords: Extended Enterprise, Multi-Agent System (MAS), Argument Based 
Negotiation (ABN), MAIS-E2, R2-IBN, fuzzy logic. 

1   Introduction 

Nowadays, a number of new concepts have been proposed, e.g., Virtual Organization, 
Supply Chain Management, Virtual and Extended Enterprise, etc [1][2]. An extended 
enterprise is a cooperation of legally independent enterprises, institutions, or indi-
viduals. The extended enterprise will be characterized by intensively concurrent engi-
neering based on information technologies such as digitalization, computer network, 
and artificial intelligence [1]. The intelligent software agent technology provides a 
natural way to overcome such problems [2]. Agents help to capture individual inter-
ests, local decision making using incomplete information, autonomy, responsiveness, 
robustness, modular and distributed. A Multi-Agent System (MAS), as a society of 
autonomous agents, is an inherently open and distributed system. It is made up of a 
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group of agents combined with each other to solve a common problem cooperatively. 
In addition, negotiation is a key form of interaction in systems composed of multiple 
autonomous agents [3]. The automated negotiation plays a key role in sharing infor-
mation and resources to look for a common agreement. The research literature proves 
that ABN is an effective means of resolving conflicts in MAS [3]. Besides, the fuzzy 
logic of Zadeh [4] opens new horizons in the vast world of information analysis and 
treatment. One of the present tendencies in the fuzzy modeling is generating models 
that take into consideration two fundamental conditions at the same time: interpret-
ability (which is the description capacity of the modeled systems behavior) precision 
and fidelity of model towards the original system [5]. 

In this paper, in the first place, we present an overview of our research efforts in 
developing a MAS architecture named Multi-Agent Information Systems for an Ex-
tended Enterprise (MAIS-E2). Then, we define the Relationship-Role and Interest 
Based Negotiation (R2-IBN) framework. R2-IBN framework is an extension of an 
existing one namely IBN [6]. In this paper, we present mainly the extensions made in 
two modules: the argument generation module via inference rules and argument selec-
tion module via fuzzy rules based system as an intelligent method in order to better 
estimate the desirability degree of the argument to send.  

The remainder of this paper is structured as follows: section 2 reviews negotiation 
approaches, section 3 reviews related works, section 4 presents MAIS-E2 the 
Multi-Agent model for an Extended Enterprise, section 5 describes the R2-IBN nego-
tiation framework, and in section 6 concluding remarks and perspectives are given.     

2   Negotiation Approaches   

A variety of automated negotiation approaches have been studied in the literature. The 
major families are:  

Game-theoretic approaches: Game theory offers a very powerful tool for studying 
and engineering strategic interaction among self-interested computational agents in 
general [7], and to automated negotiation in particular. But, there are many drawbacks 
associated with its use in such negotiation: 

- Game theory assumes that it is possible to characterize agent's preferences with 
respect to possible outcomes.  
- Game theory often assumes perfect computational rationality. 

Heuristic-based approaches: In heuristic-based approaches, agent designers relax 
some of the assumptions of game theory, particularly regarding unbounded rational-
ity. But, they still have a number of drawbacks [8].  

- The models often lead to the outcomes which are sub-optimal because they adopt an 
approximate notion of rationality.  
- It is very difficult to predict precisely how the system and the constituent agents will 
behave.  

These two approaches are centered around the trading of proposals. However, they 
have the following main limitations: 
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- The only feedback that can be made to a proposal is a counter-proposal or an accep-
tance or withdrawal; 
- It is hard to change the set of issues under negotiation in the course of a negotiation. 
In such case alternative techniques would be needed: 

Argument-based approaches: The aim of ABN is to remove the above limitations. 
The basic idea behind the ABN approach is to allow additional information, called 
argument1, to be exchanged, over and above proposals [8]. This information provides 
a means of changing the negotiation space itself. 

3   Related Works  

A number of researchers attempted to play agent technology to industrial enterprise 
integration. Thus, we can distinguish, an Agent-Based Intelligent Manufacturing for 
the 21st Century [9] and a supply web co-ordination by an agent based trading  
network with integrated logistic services [10]. With these different efforts, researchers 
take into consideration the integration problem according to different levels.  
Our research efforts are different from the others. We take into consideration the 
communication level and the exchange of information and knowledge. In fact, com-
munication takes place between multiple entities but in this paper we focus only on 
the reasoning mechanism of just one peer. 

Moreover, other researchers proposed many formal frameworks based on ABN for 
automated negotiation. These efforts take into consideration different aspects. We can 
distinguish works that deal with protocols [11], abductive reasoning [12], devising 
and formalizing rebutting and undercutting arguments [13][14], and catering epis-
temic and motivational reasoning [15]. Our approach is different from these models 
since they tend to focus on the product of argumentation. Our approach aims at cater-
ing in the same framework the main modules of argumentation: Evaluation, Genera-
tion and Selection. The whole framework is considered to be appropriate to industrial 
domain and especially to the extended enterprise case.   

4   MAIS-E2: Cooperation Model for an Extended Enterprise  

In our proposed model MAIS-E2, we distinguish four types of agents: "Enterprise" 
agents, "Mediator" agents, "Specialist" agents and Personal assistant as shown in 
figure 1.a. and detailed in [16]. 

In this work, we consider the extended enterprise like a society of intelligent agents 
that cooperate to satisfy a common objective.  

In this stage of work, we are interested in the functioning of cooperation between 
"Enterprise" agents by the intermediate of "Mediator" agent agency as depicted in 
figure 1.b. The MAIS-E2 model rely on the existence of the distributed "Mediator" 
agent agency that assume binding between all partners in the extended enterprise.  
                                                           
1 An argument is a piece of information presented by the pair (Premises, Conclusion) and have 

a degree of desirability. It is attached to the exchanged proposals during negotiation. It is also 
used to improve the negotiation by introducing flexibility via the introduction of new infor-
mation, which are taken into consideration in the negotiation space. 
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In MAIS-E2 model, “Mediator” agent agency communicates and collaborates be-
tween them in order to coordinate their tasks. Within this cooperation, as defined by 
Ferber [17], the partners are also getting to: Collaborate; Coordinate their tasks and 
roles; and Resolve conflicts. To describe MAIS-E2 functioning, and more precisely 
“Mediator” agent agency cooperation, we will focus on the conflict resolution part of 
cooperation. Furthermore, the extended enterprise environment is characterized by: 
openness, heterogeneity, dynamicity etc. These characteristics make the conflict reso-
lution process more and more difficult. As a solution we use automated negotiation. 
In fact, designing negotiation mechanisms aim at satisfying a number of features: 
simplicity, efficiency, distribution, symmetry, stability and flexibility [15]. Thus, in 
the extended enterprise case study the "Flexibility" feature play a crucial role by tak-
ing into consideration the heterogeneity of different actors. For this reason, we adopt 
the Argumentation Based Negotiation approach, and we propose the R2-IBN frame-
work detailed in the following section. 

 
        a. 

        b. 
 

Fig. 1. a. Organizational model of MAIS-E2. b. “Mediator” agent agency. 

5   R2-IBN: Argumentation Framework   

R2-IBN: Relationship-Role and Interest Based Negotiation framework is an extension 
of an existing one which is IBN proposed by Rahwan [15]. IBN uses mental attitudes: 
beliefs, desires, goals and planning rules as the primitives upon which argumentation 
are based [18]. Being in the context of the extended enterprise, concepts like agent 
roles and relationships play a crucial role by taking into consideration the heterogene-
ity of different actors. For that, such concepts are essential to be integrated. Hence, we 
propose the Relationship-Role and Interest Based Negotiation (R2-IBN) framework. 
We propose R2-IBN framework as a solution to the conflict resolution problem for the 
“Mediator” agent agency of MAIS-E2 model already advocated in the previous sec-
tion. In this paper, we focus only on the reasoning mechanism of one “Mediator” 
agent. So to present the description of R2-IBN framework, it is crucial to advocate that 

Mediator
Agent 

Mediator 
Agent 
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in order to be able to negotiate with other agents, based on argumentation approach, a 
“Mediator” agent must be provided with three set of rules: 

- Argument Evaluation Rules;  
- Argument Generation Rules and 
- Argument Selection Rules.  

In this paper, and due to lack of space, we will describe the argument generation and 
selection rules, which constitute the main differences from the original framework 
IBN. For the argument evaluation rules, in R2-IBN we proceed in the same way as in 
IBN via three distinct parts of evaluation: one for reasoning about beliefs, another for 
arguing about what desires should be pursued and a third, for arguing about the best 
plan to intend in order to achieve these desires. We made some extensions by taking 
into consideration: the roles of the agents and their relationships in the reasoning 
mechanism of a “Mediator” agent.   

Before detailing the generation and selection rules, it is important to introduce the 
definition of the proposed extensions: Role and relationship (advocated by the confi-
dence level attributed to the peers). 

Let L be a propositional language with ∧ for conjunction, →  for implication and   
¬  for negation. Let ├ denote classical inference. 

Role 
An agent role is defined by a set of agent capabilities2.  

{ , .., , ... }1RolAg Cap Cap Capni=  

The addition and/or deletion of agent's capabilities can generate an evolution of the 
agent's role.  

The “Mediator” agent has its basic capabilities defined as  

( )B { , , 1,..., }
Cap

Cap cap i n
i i

= =  

Where Capi  is a propositional formula of L and capi  its degree of certainty. 

In addition to that, it has the capabilities of their partners defined as: 

( )( )B { , , , 1,..., ; 1,..., }
ACap

j jA A

j i iA Cap cap i n j m= = =  

Where jA is an agent, jA

iCap  is a propositional formula of L and jA

icap  its degree of 

certainty. 

Confidence Based relationship 
Soh [19] define five Confidence parameters:  

- The helpfulness of the peer: the satisfaction degree of requests to the peer. 
- The reliance of the peer on the agent in terms of the ratio of receiving requests from 

the peer among all peers. 
 

                                                           
2 We differentiate between the capabilities of communication: request, tell, confirm,… and the 

capabilities of task achievement. In this definition of agent role we mean by the capabilities 
of task achievement, the role of the agent in the extended enterprise case. 
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- The tardiness degree: the communication delay between the agent and the peer. 
- The hesitation degree: how readily the peer is to agree with a request. 
- The availability degree of capability: whether the peer possesses the desired capa-

bility to solve task.  

Following this list of parameters and according to their applicability to the extended 
enterprise characteristics, we can define an agent's confidence parameters as follows:  

ConfPara = {helpfulness, reliance, tardiness degree, hesitation degree, availability  
degree}. 

We define the confidence base as follows:   

BConf= {(Aj,
A

jConf ), j=1,…, n} 

Where
Aj

Conf : the confidence value attributed to the agent Aj. 

The confidence value is defined by the function:  
                  Conf:  A× Aj → [0, 1] 

* *

_

1
Re

_R C

nb ParaConf kConfAA k jj
Conf W put WAj nb ParaConf

∑
=

= +

⎛ ⎞
⎜ ⎟
⎝ ⎠  

(1) 

Where: 

- Aj : an agent. 
- [ ]Re 0,1

jAput ∈ : The reputation value (value made by indirect interaction) of agent 

Aj passed by partner agents (for the first meeting).  
- [ ]0,1

j

k
AConf ∈ : The confidence value (value made by direct interaction) attributed to 

agent Aj for the kth parameter (
ParaConfk ∈ ). 

- _nb ParaConf  : The number of confidence parameters used. 

- [ ]0,1RW ∈ : The weight attributed to reputation. 

- [ ]0,1CW ∈ : The weight attributed to confidence (direct interaction). 

Since, the reputation and direct confidence values have not the same impact on the 

total confidence value (
Aj

Conf ), we propose to handle this difference by assigning 

different weights 
RW and 

CW  to Re putAj
and 

_

1

_

nb ParaConf k
ConfAk j

nb ParaConf

∑
=

⎛ ⎞
⎜ ⎟
⎝ ⎠  respectively, such as 

1WR CW + =  and WR CW < . We also attributed to the Re putAj
a minor value via the 

weight 
RW because the reputation given by other peers is not always reliable and we 

attribute to the direct interaction a major value via the weight CW  since it is an ex-

perience made by the agent itself.   
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5.1   Argument Generation Rules   

The argument generation process consists in generating candidate arguments, by a 
“Mediator” agent, to be presented to a negotiation counterpart (another “Mediator” 
agent). An argument is constituted by the following pair (Premises, Conclusion). The 
premises are constituted by believes, desires of the proponent and capabilities of the 
opponent. So, the agent role, via a set of its capabilities, is taken into account when 
generating arguments. 

The argument generation process takes shape in the deductive reasoning context. 
We also need inference rules to infer from knowledge base. For that, we adopt the 
basic rules of reasoning used in classical logic: the Modus Ponens for forward reason-
ing and the Modus Tollens for backwards reasoning, whose symbolic expressions are:  

Modus Ponens P → Q, P├ Q. 
Modus Tollens    P →Q, ¬ Q├  ¬ P. 

5.2   Argument Selection Rules   

The “Mediator” agent may generate several arguments for any specific situation; and 
only one argument should be used for each step of the negotiation. The key features 
that determine what argument to send are the following: utility of the proposal to the 
proponent (“Mediator” agent); the confidence degree3 (which describes the degree of 
trust that the proponent puts in the opponent); and the capability degree of the oppo-
nent in the specific task (according to the proponent belief). Since these characteris-
tics are generally imperfect and uncertain. We propose a fuzzy rule based system as 
an intelligent method in order to better estimate the desirability degree of the argu-
ment to send [20]. Thus our fuzzy controller parameters are as follows:  

Inputs parameters: 
- Confidence degree: {Low, Medium and High}. 
- Capability degree: {Low; Medium and High}. 
- Proposal utility: {Low and High}. 

Output parameter: 
- Argument desirability degree: {Weak and Strong}. 
All parameters are defined by trapezoïdal membership functions illustrated by  
figure 2. 

The rule base model is built by combination of inputs and output parameters. So, rules 
of the following form are encoded into our “Mediator” Agent:  

Rule1: IF Confidence is low AND Capability is high AND Utility of the proposal is 
high THEN send an Argument with high degree of desirability. 

Rule2: IF Confidence is high AND Capability is high AND Utility of the proposal is 
low THEN send an Argument with low degree of desirability.      
For inference process, Mamdani (Max-Min) [20] inference method is used. The Cen-
ter of Gravity (COG) method is used for defuzzification to determine the output 
value: The argument desirability degree.   

                                                           
3 Calculated and updated using function (1). In the experimental setting, 0.2RW = and 0.8CW = . 
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Fig. 2. Membership functions: Confidence, Capability, Proposal utility and Argument desirabil-
ity respectively 

Experimental Evaluation: The experiments aim to postulate about the efficiency: 
negotiation cycle and argument exchanged numbers to reach agreement. For that, at 
this stage of work, we restrict the negotiation to two “Mediator” Agents in harbor 
application, the set of the argument that can be uttered between 0 and 10 and the ne-
gotiation cycle per proposal between 1 and 10. A simulation run involves 1000 sepa-
rate negotiation encounters. These encounters are paired between “Mediator” agents 
using the same argument selection mechanism; R2-IBN Fuzzy: using our mechanism, 
Ramchurn Fuzzy: using Ramchurn mechanism (follow a Rhetoric Approach) [21]; 
Ramping: using Kraus mechanism (use different kinds of arguments: appeals, rewards 
and threats) [22]; Random: choosing any available argument at random and Non-
arguing: not using arguments. The simulation was repeated 20 times.  

From figure 3 we can deduce that R2-IBN Fuzzy mechanism fares better than the 
other ones. The better performance of R2-IBN fuzzy selection mechanism is mainly 
provided by using fuzzy rules. Thus, the agent has more meaningful means in select-
ing its arguments than the other agents and hence does better. In addition, in its fuzzy 
rules, R2-IBN “Mediator” agent takes into consideration the certainty degree of the 
capability of the opponent and the confidence value attributed to this opponent. This  
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mechanism, improves the estimation of the desirability degree of the argument to be 
send which leads to optimize the negotiation cycle and argument exchanged numbers. 

6   Conclusion   

The choice of intelligent software agent provides a natural way to design extended 
enterprises (EE) because the intrinsic features of MAS correspond to those to be pre-
served in the hoped EE. MAIS-E2, provides the cooperation of different actors in EE. 
In addition to that, the analysis of cooperation leads to the problem of conflict resolu-
tion. For that, ABN is an effective means of solving conflicts in MAS. In this way, we 
have already defined R2-IBN framework. R2-IBN argument selection mechanism has 
more meaningful means in selecting its arguments. However, it is still difficult to 
evaluate the number of arguments and cycles to reach agreement between more than 
two “Mediator” agents. In addition, each one can use its own selection mechanism.   

The future research goals consist of: making deep experimental evaluation of the  
argument selection process, extending the negotiation between more than two “Media-
tor” agents, conceiving an ontology to allow “Mediator” Agents to communicate  
despite having semantic and understanding problems and the instantiation of the 
R2-IBN for harbor application, that was considered as an extended enterprise. 
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Abstract. The collaborative learning offers for students a rich collaborative 
learning space before, during and after the sessions given for a teacher. In order 
to design and develop properly technological support for the collaborative learn-
ing with the learning objects, the designers require speciation tools to take into 
account the different stakeholders notably students and teachers since the early 
phases. The analysis level is one of the engineering software phases, where the 
current work purpose at this phase the use of pattern paradigm as an specification 
tool in order to specify the best practices of collaborative learning and also as a 
common language between instructional and technological designers. 

Keywords: Pattern Language, Collaborative Learning, Learning Objects  
Design. 

1   Introduction 

Collaborative learning is considered as an indispensable practice of social construc-
tion of learning. The social construction of learning makes it possible for Teachers 
and students to treat different problems in specific contexts, generating network learn-
ing, which allows for a richer and more cooperative didactic process. This way re-
sponds to the questions of where and when the human being learns [1]. In recent lit-
erature, different proposals of experts have been advanced for the development and 
use of learning objects, making it easy for experts in contents to design and imple-
ment didactic units called learning objects [3]. Moreover, others works have proposed 
the production of learning objects based on patterns [4] [10] and improve software 
usability through architectural patterns [5]. From the engineering software perspec-
tive, the development cycle of learning objects is done like a software life cycle with 
the cascade model. After requirements have been determined, an analysis stage is 
followed, this stage is one of the most important steps for learning objects because 
delimits the content and context in which design and development is going to apply. 
Finally, the life cycle concludes with the implementation level using SCORM stands 
for Sharable Content Object Reference Model. All the levels follow specifications 
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but, in this paper the authors only describe detail the analysis level for the reason that 
by this mode is feasible to model the collaborative learning and know if the students 
really learned in this way. This works consider that the specification of collaborative 
learning should be a process to take into account in methodologies of instructional 
engineering, due to the absence of a language that should help represent and imple-
ment the social process of learning. Also the use and re-use of learning objects for 
collaborative learning is required and could be representing through patterns. Reuse is 
one of the most widely followed practices in problem solving coming from software 
engineering [2].  

 
              

Fig. 1. MACOBA Methodology 

According to Gamma et al. definition [6], a pattern is a solution to a problem that is 
used repeatedly in similar contexts with some variations in this implementation. For 
example, some authors have implemented interaction patterns for the design of usable 
web interfaces [7]. Others have used patterns to improve the usability of software 
utilizing the UML language [8]. This way, we can see that, through the creation of a 
language of patterns, the process of socio-construction of collaborative learning can 
be implemented, by distributing the specification of patterns at different abstraction 
levels to design and develop e-learning systems. This article purpose extends the 
pattern specification for design the collaborative learning at analysis level of the 
MACOBA methodology [9] (See figure 1). Furthermore, the authors present a learn-
ing object to learn topics about engineering hardware. This LO was developed by 
Polytechnic University of Aguascalientes. 

2   Problem Outline 

In software engineering is quite well known that different requirements could change 
continuously, so they are not foreseen in the initial design phases. Too often, a lack of 
constant communication between instructional designers and technological designers 
brings about failures in design, constant changes and, as a consequence, a rupture in 
the design which causes many problems during the design phase. Additionally, in the 
designing of collaborative learning, this problematic is accentuated due to the fact that 

Repository 
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software also has to adapt to the great number of different profiles and styles of dif-
ferent participants [11]. We may say that the main source of the problematic can be 
seen during the phase of the planning of all the activities.  Departing from this per-
spective, we see that instructional designers don’t count on methodologies to commu-
nicate technological designers the practices required in collaborative learning. We can 
see that there is no common language between instructional designers and technologi-
cal designers. Specifying at analysis level the collaborative learning using the pattern 
paradigm without loss the original participation of actors  (Teacher and students) in 
such kind of learning, and additionally we have a common language between instruc-
tional designers and technological designers based on patterns. 

3   Extending Patterns Specification at Analysis Level 

The patterns represent simple and elegant solutions for solve no obvious and recurrent 
problems inside of the oriented objects design. In addition, they are solutions based on 
people experience. UML is a set of tools for model systems. These tools are the use 
case, classes diagram, states diagram, sequences diagram, activities diagram, collabo-
rations diagram, components diagram and distribution diagram.  

Table 1. Use Case Collaborative Learning 
Notation  

Table 2. Sequence Diagram Collaborative 
Learning Notation 

 

Object

Collaborative  
Object

Simple messages 

Collaborative 
messages 

Time 
Actor on stand 
alone action 

Actor on collabor-
ative action 

Collaboration point 

 

This work purposes to integrate the UML notation in order to specify the collabo-
rative learning. This proposal includes in particular a new format for use case and a 
new notation for use case diagrams and sequence diagrams. This notation are related 
to specify the requirements without consider technical aspects and such a way to 
cover the lack of a common language between instructional designers and technologi-
cal designers. 

3.1   Use Case Collaborative Learning Pattern (UCCL) 

The use case for collaborative learning initially has the purpose to organize the plan, 
explaining “what” must do a learning object (LO). The next level explains “how” a 
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LO will be designed. And finally, the use case also describes the interaction mode 
with the user.  Fulfill the specifications of the UCCL must be simple, intelligible, 
clear and concise and must detail the stand alone or collaborative tasks of the actor. 
The UCCL is divided in three sections. In the first section the UCCL contains the 
specification of patter name context; use case name, author, date, and a full descrip-
tion of the use cases, actors, number of actors, rolls, preconditions, and normal flow.  

The middle section contains a complete activity description including roles, cases 
and full description of cases.  a) The role is the actor that makes that activity, for ex-
ample: “Teacher”. b) The case is a specific activity that will be done by the actor for 
example: “To prepare initial exploration. c) The brief description, explains in this 
case the Teacher details for prepare the initial exploration and the resources used. For 
example: “Browsing through the screens which will be explained through text, im-
ages, audio and video units of flash memory”. 

The last section contains the alternative flow like optional situations and the post 
conditions. All of this makes emphasis in the collaborative action. The UCCL patterns 
enclose a specification and a defined well format. In the next figure both are presented 
(See table 1). To show in a more simple way this uses cases for the instructional and 
technological designers are possible to model the scenario view including the roles 
and activities through illustration. In this sense is proposed the diagram for use case 
for collaborative learning UCCLD.  

3.2   Use Case Collaborative Learning Diagram (UCCLD)  

This part explains the basic elements for build the use case diagram for collaborative 
learning. First of all, is required to specify the system name, the actor’s relation 
(roles) and activities (cases). A single ellipse is proposed for simple use case, double 
ellipse for collaborative use case. That is, the student or teacher collaboration activity. 
Then, to represent the system limit; we use a square. Finally, the simple activity actors 
are represented by single picture and the collaborative, twice. (See table 2). 

3.3   Sequence Diagram Collaborative Learning (SDCL) 

When the scenario is modeled, the designers need to think about the interactions ele-
ments in order and sequence events. In this sense the use of Sequence Diagram is 
proposed for Collaborative Learning (SDCL). Similar than use case diagram, the 
sequence diagram need specify the elements, to represent the interaction of a collabo-
rative learning. To illustrate the sequence diagram is essential first of all represent the 
objects. One box could represent a single object and two boxes a collaborative object. 
These objects require to be communicating through messages in the scene and could 
be represented by horizontal lines. Then, the messages are drawn chronological from 
the part superior of the diagram to the inferior part; the horizontal distribution of the 
objects is arbitrary. The vertical axis is represented by discontinuous lines and these 
represents the line time. Each object is connected with a vertical line, and the mes-
sages are represented by arrows. Finally the circles (one inside another one) represent 
a collaborative point. The time flows from top to bottom. In the same manner like in 
the use cases the actor should identify stand alone or collaborative actions.  
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4   Applying the Extending Pattern Specification 

In this section, a hardware engineering case study in the computer science domain is 
exposed. The pattern for this use case describes the collaborative work with the users 
whom play students role and the teacher. The work is developed in groups of 4 or 5 
students who collaborate in a collaborative tool (forum).  

Table 3. Analysis Level – Use case collaborative learning pattern (UCCL) 

Pattern Name Use Cases  

Context Computer Science, Hardware Engineering  

Use Case Name: Memory Flash 

Author: L. Margain 

Date: 10/02/2008 

Description: 
This use case describes the collaborative work with students they work in groups of 
4 or 5 students who collaborate and they could see videos. This use case covers the 
curricula and allows access in the case of use; students are located in different geo-
graphic places.  

Actors: 
Student 
Teacher  

No. Actor  
1 
2 

Roles:  
Student  
Teacher  

Preconditions: The users are connected to internet from different geographic plac-
es. The users need right to use a collaborative tool (Forum as collaborative tool) 

Normal Flow 

Roles Case Description 

Student Initial ex-
ploration 

Browsing through the screens which will be ex-
plained through text, images, audio and video units 
of flash memory. 

Student 
Teacher 

Forum 
Discussions 

Explain in a forum opinion about the usefulness in 
the daily life of portable storage media in everyday 
life. 

Student Develop 
report 

Develop a report about the knowledge learned. 

Student Conduct 
Question-
naire 

Conducting a self-assessment using a question-
naire. This quiz will give the number of successes 
achieved. 
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Table 3. (continued) 

Teacher Rate Results To analyze the strengths and weaknesses obtained from 
the student and provide suitably qualified. 

Teacher Conducting 
Feedback 

Conduct feedback provided an analysis of the student's 
strengths and weaknesses, what will rise to the forum. 

Alternative Flow: None. 

Pos conditions: The collaborative tool (forum) has been enabled. 

This work purposes the notation for a use case in term of pattern format, an  
example is shown in the figure 1, the construction of the use case diagram can start 
modeling single actions for the “student” role like “prepare initial exploration, to 
write pre-diagnosis, to discuss on line wiki, etc”. (See figure 2) 

In order to shows how the learning object (LO) could be implemented  
derived from the previous specification at the analysis stage, a LO is shown in the 
figure 3 and 4.  

The final LO shows the impact of the specification. For example, the impact on 
the cost of specification patterns is determined at each level for the cost of each 
process. This cost will be apportioned among the number of LO that are produced by 

 
 
 
 
 
 
 
 
 

 

Fig. 2. Use Case Collaborative Learning & Sequence Diagram Collaborative Learning  

Initial exploration

Student 

Conduct Questionarie 

Teacher 

Memory Flash

Conducting Feedback

 Forum Discussion

Develop report

Rate Results 

Student Forum Teacher  CLO 

Initial exploration 

Forum Discussios 

Activities 

Conducting feedback Obtain  feedback 

Rate Results 
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Fig. 3. Initial Exploration Fig. 4. LO Resources (Video) 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 5. Forum discussion Fig. 6. Conducting feedback 

a certain pattern. Figures 3 and 4 show the initial exploration. In the figures 5 and 6, 
we can see immediately the participant roles. The roles changes in function of the 
teacher or the student role. Next we can see the collaboration dynamics in the course 
of the activities modeled in the analysis stage by sequence diagram collaborative 
learning (SDCL). The authors finally identify how to specify an intermediate lan-
guage between the requirements and implementation levels that respond to teacher’s 
duty of promoting collaborative learning. The authors built a survey in relation to 
tree constructs: Utility, Relative advantage and Facility. The survey objective was to 
establish the collaborative tools contribution level. Four learning objects experts 
answered the survey. The experts are researches from Autonomous (UAA), Poly-
technic (UPA) University of Aguascalientes and Juarez of Tabasco University 
(UJAT). About UTILITY criteria, the CLUC and CLSD tools at analysis level are 
good. About RELATIVE ADVANTAGE criteria, the contribution of the collabora-
tive tools offer advantages like planning, preventing bad interpretation, preventing 
dual information and helping to evaluate the requirements stage. About FACILITY 
criteria, the collaborative tools facilitate the representation of the actor’s interactions 
and the pattern’s creation. 
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5   Conclusions  

We can conclude the use of patterns in the analysis level offers a solution for the 
fundamental problem of the learning objects design: the lack of common language 
between instructional and technological designer. The difficulties of adaptation to that 
formal language will be disappear, because instructional designer attends the require-
ment level and technological designer attends the analysis level. The main advantage 
is the simple representation of the dynamics collaboration at analysis level between 
actors. Now, the designers could plan the learning objects according the best practices 
for collaborative learning and also to promote the reusing learning objects. It is possi-
ble to use object oriented tools in combination with the collaborative learning nota-
tions proposed here (UCCL, SDCL) in order to specify, execute and evaluate learning 
models. With these tools we have a communication mode between instructional de-
signers and technological designers. In others works the authors explain the process 
for design and development learning objects and present the patterns. By the time, in 
the MACOBA methodology [9] all the levels are covered; then a new language is able 
for implement completely the learning social process based on patterns paradigm. 
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Abstract. In this paper, we present a pluridisciplinary approach in order to 
model the behavior of an embodied conversational agent that expresses  
emotional and social interactions. We present our methodology to reproduce 
credible social interactions. Particularly, we discuss the role of the context, the 
culture, and the emotions in the model of the management of speech acts. This 
model has been implemented in the context of virtual therapy to simulate the in-
teraction between  a therapist and a post-CVA patient. 

Keywords: emotional and social interaction, situated cognition, embodied con-
versational agents, virtual therapy. 

1   Introduction and Background 

The simulation of social interactions in virtual universe opens new horizons in  
the field of information technologies. The introduction of virtual characters with a 
certain level of social interaction allows the development of many professional appli-
cations which could have only been developed until now in the field of human-human 
interaction. 

The virtual characters and particularly the Embodied Conversational Agent [1] tries 
to capture the richness and the dynamics of the human behavior. To be able to pro-
duce this behavior, these life-like characters must communicate credibility in their 
emotional expressions  and be able to express their indexical and reflexive behavior. 

We consider that a virtual character able to produce human-like interactive social 
style through nonverbal expressions, social behaviors and empathy expressions must 
put the user in a situation close to the real dynamics of the physical and social envi-
ronment and thus produce a sense of social and emotional immersion. 

We believe that this kind of immersion could affect the subjective experience in the 
virtual universe and thus stimulate the participation of the user. This is really impor-
tant in a therapy context and particularly in patients with brain injuries caused by 
cerebral vascular accidents (CVA). Patients of this kind are frequently depressed and 
have difficulties in evaluating their performances. 
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The paper is structured as follows. Section 2 provides an overview related to the 
social interaction and the approach applied in order to model it. Section 3 presents a) 
the methodology followed to understand the interactions and b) the influences of our 
interaction model and Section 4 describe the application developed in order to imple-
ment the interaction model. 

2   Approach to the Simulation of Social Interaction 

The main difficulty in creating a human-like character is to model the dynamic of the 
social, emotional and cognitive dimension of human interaction. The evolution of 
these dimensions is particularly observed in the face-to-face communication. 

The face-to-face communication is made of interchanges between interlocutors. 
These interchanges are multi-channel and multimodal. In other words, the utterances 
that are co-produced by the interlocutors are communicated by verbal and nonverbal 
expressions [2]. These expressions reinforce the objective and intentions of the speech 
acts and the attitude. 

The information conveyed during the face-to-face communication, is generally in-
sufficient so that the addressee of the message could identify the effect looked at by 
the speaker. The interlocutor frequently uses the context of the statement to recon-
struct the sense of what is communicated to him.  This problem is treated by  rele-
vance theory [3], an inferential theory of communication, which aims to explain how 
the audience infers the communicator’s intended meaning 

Our aim is to create an intelligent emotional character which has the capability to 
communicate their objective and intentions in a believable interaction expressing and  
modifying its emotional states.  

The theoretical background of our approach is related to the concept of situated in-
teraction and constructivist theories. This background emphasizes the role of the con-
text in the interpretation of behavior, and the fact that the meaningful part of the 
communication is co-constructed by the actors during the ongoing interaction [4]. 

We combined two complementary epistemological approaches in order to create 
our model for human-like behavior. We believe that the reproduction of an interaction 
that makes sense for the tasks and actions that must be achieved by the character’s 
needs of (i) representational approaches for the production and expression of speech 
acts, and (ii) approaches of situated cognition in order to take into account the role of 
the context (objects and actors of the environment, their interrelation and history). 
Both approaches bring complementary aspects to reproduce the dynamic of a human 
interaction that makes sense for the tasks and actions that must be achieved by the 
character. 

The representational approach enables us to describe the communication acts and 
emotional states in stable terms. We referred to theories of speech acts, dialogue 
games and nonverbal expression to deals with social interaction and express commu-
nication acts which transmit intentions. 

In order to model the co-construction of the sense of the interactions, we referred to 
the social interaction theory of Goffman [5] and the ostensive-inferential communica-
tion theory developed by Sperber [3]. 
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The Sperber theory helped us to understand how communicators succeed in under-
standing each other. It is because of any stimulus can be potentially interpreted 
against a huge range of contextual assumptions. Thus, an ostensive-inferential com-
munication consists in intentionally providing evidence to an audience to make mani-
fest a piece of information in order to arrive at certain conclusions. To sum up, the 
non-representational approaches were used to improve the behavior of the model in 
terms of context dependency. 

We integrate these approaches in the conception of a social interaction model for 
the behavioral animation of ECA. 

We will emphasize the role of the social interaction and its related feeling that we 
will call social immersion.  This kind of immersion is strictly connected with the 
socio-cultural focus of presence proposed by Mantovani and Riva [6, 7]. According to 
these authors, experiencing presence and telepresence does not depend so much on 
the reproduction of the physical reality as on the capacity of simulation to produce a 
context in which social actors may communicate and cooperate.  

3   Model of Interaction’s Dynamics 

We are interested in the cognitive couplings between actors in situation of co-
presence. These couplings are socially and emotionally situated. That is to say, the 
character must in real time have the capacity to adjust simultaneously their facial and 
bodily emotional expressions within the context. 

In order to understand this kind of problematic situation and to produce credible 
social interactions we referred to concepts of  ethnomethodology [4, 8]. We put into 
practice an ethnomethodological analysis of interactions based on a video recording 
of the rehabilitation sessions. This analysis helped us to understand how interactions 
were context-dependent ,and to structure and formalize the dynamic of the interaction. 

We use the video in order to apply two approaches of the communication’s analy-
sis:  (1) a discourse analysis in order to identify the different kind of speech acts and 
(2) a conversational analysis with the intention to discover the social interactions 
rules, the non verbal communication expressions (like gestures and body movements) 
and paraverbal activities (tone, pitch and pace of the voice). 

These analyses show us the nonverbal production of the dialogue, the cultural dif-
ferences in the expression of social interactions rules, the management of turn-taking, 
as well as the role of the gestures and indexical expressions.  

These analyses enabled us to categorize the utterances of dialogue in phases, to 
identify their objectives and intentions, e.g. to order or to inform in order to guide, as 
well as their relationship among intentions, personality and the emotional state.  

In order to elaborate on a model of the dynamics of the interaction we design a dia-
logue model to select the objectives and intentions of the therapist and a model for the 
update of attitude (see Fig. 1). 

The model of dialogue management refers to the cognitive-emotional model for the 
selection of the communication acts. The model updates the state of the dialogue and 
selects the acts of language which express the objective  (perlocutionary acts) e.g. to 
guide, to correct or to encourage) and intention (illocutionary acts) e.g. to order or to 
inform in order to guide of the character.  
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In order to understand the dynamic of objective and intentions, this model also re-
fers to the Sperber notion about the communicator which is attributed two intentions: 
an intention to inform the hearer of something, which is called the informative inten-
tion; and the intention to inform the addressee of this informative intention, this latter 
intention being called the communicative intention [3]. 

The attitude and concept of emotional intelligence [9] are immersed in the dialogue 
model. They influence the selection of intentions, and the update of the character’s 
goals. 

 

Fig. 1. The Behavioral model produces the dynamics of the interaction. This is expressed by the 
attitude and communication acts. 

We defined the attitude as the predisposition to react in a positive or negative way 
to a stimulus, according to the feelings and ideas that it evokes. The attitude  influ-
ences the selection of the acts of communication in the dialogue and defines a strategy 
for  the dialogue management.  

We describe the character’s attitude in terms of four factors: (1) the personality fea-
tures: openness, conscientiousness, extraversion, agreeableness, neuroticism, (2) the 
empathy level, (3) the stress level and (4) the mood. 

The attitude is influenced by 1) the profile (traits of personality, culture, status  
and gender) and internal state of the character (cognitive state, emotional state, mood 
and empathy and stress level), 2) the perception and interpretation of the context  
(interlocutor actions and attitude) and 3) the interaction’s games: dialogue games 
(objectives and intentions of character’s task) and communication games (protocol of 
dialogue). 
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In order to express an attitude, the behavioral model manages the perception of the 
context and two models that delineate the behavior during the interaction: the model 
of social and emotional interaction and the model of management of the dialogue. 

The social and emotional interaction model determines and updates the emotional 
state of the character (basic emotions such as joy, sadness, fear and anger), his mood, 
his level of stress , the personality traits and his level of respect and tolerance. This 
model is constructed on emotional and social dimensions that characterize the human 
being. In order to represent the emotional expression of behavior we had to adapt 
theories of emotions and personality in order to propose a dimensional model of emo-
tions [10]. This model is influenced by the traits of personality (Five-Factor Model) 
[11] and the Scherer appraisal theory [12]. 

4   Social Interaction in Virtual Therapy 

The behavioral model is implemented trough a virtual character in the context of 
virtual therapy. We have developed in collaboration with the INSERM1 a virtual 
simulation environment for providing therapy to the rehabilitation of the active exten-
sion of the wrist to brain injured people caused by CVA (see Fig. 2). 

 

Fig. 2. During the therapy session, the patient sees at the same time his clone’s arms and his 
virtual therapist. The activity of virtual therapist is based on the experimental protocol as well 
as on the actions and attitude of the character that represent the patient. 

Virtual reality technology has been used for several decades for a variety of psy-
chosocial applications [13]. Concerning therapy applications, virtual reality makes 
possible the creation of  an interactive environment, where the exercises could be 
controlled, quantified and modulated,  reinforcing the cognitive abilities of the patient 
and minimizing the cost of rehabilitation. 

Our virtual environment, shows at the same time the patient clone’s arms and a vir-
tual therapist (see Fig. 2). The patient receives instructions concerning the exercise 
from the virtual therapist (verbal, paraverbal and nonverbal). The activity of the vir-
tual therapist consists of guiding the patient in his exercises and encouraging and 
correcting him. An example of the utterances is the following : “Follow me, raise 
your left hand”, “Let’s go!”, “Please, try again!”, ”No!!”. 

                                                           
1 French National Institute of Health and Medical Research. 
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The behavioral animation of the virtual therapist takes into account an emotional 
and intentional model of the patient–therapist relationship. For example, according to 
the traits of personality and the development of the session, the virtual therapist could 
be neutral or empathic, directing or suggestive, attentive or detached, etc. Table 1 
shows an example of speech acts that could be selected by the dialogue model accord-
ing to the attitude, objective and intention of  the character.  

Table 1. Examples of Speech Acts Characterization, according to the Attitude, Objective and 
Intention of the Character 

Locutionary Act Attitude Perlocutionary Act Illocutionary Act 
Raise your left hand, please Empathic To guide To inform 
Follow me, raise your left hand Empathic To guide To order 
Very good! Empathic To encourage To inform 
Come On, Let’s go Empathic To encourage To order 
Please, try again Directive To encourage To inform 
No Directive To correct To inform 
Do your job Directive To guide To order 
Fine, try again Directive To encourage To order 
No Directive To correct To order 

The preliminary evaluations of the virtual environment show that the users are sen-
sitive to the fact that the therapist expresses signs of life during the pauses: movement 
of the eyes and head, modification of posture, breathing, etc. 

We observed that the coherence of the actions of the therapist compared to the  
context seem important in the simulation of social interaction. The user expects an 
evolution of therapist behavior according to their performances. He expects to be 
corrected if he carries out a bad movement. If the therapist does not react whereas the 
user even perceives his own dysfunction, he can interpret this non-response as a mark 
of carelessness. 

We also noticed the importance of a coupling between the nonverbal and paraver-
bal expression. For example, if the prosody of the locutionary act transmits dissatis-
faction, the facial expression must be coherent. 

5   Conclusion 

In this paper, we present our approach to create an intelligent emotional character ca-
pable of communicate their objective and intentions. This character models credible 
social interactions in a situated context : the motor rehabilitation of post-CVA patients. 

The preliminary evaluations provided by the users during their interaction with the 
virtual therapist enable us to get some conclusions about the simulation of social and 
emotional interactions. We thought that a virtual character able to produce and main-
tain a sense of social and emotional immersion could to improve the advantages of 
software application, and approach a believable human-computer interaction. 
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Abstract. This work deals with the semi-automatic generation of subcategori-
zation frames (SCFs) of Spanish verbs; specifically, given a set of verbs in 
Spanish and their respective sense, their SCFs are obtained. The acquisition of 
SCFs in Spanish has been approached in different works: in some the frames 
are generated manually, while in others they are obtained semi-automatically 
from a tagged corpus; unfortunately in this case, the results depend on the char-
acteristics of the texts used. The method proposed in this document combines 
an ontology-based approach (through lexical relations of verbs) and linguistic 
knowledge (functional class of verbs). The relations among base verbs and 
other verbs were obtained from the Spanish WordNet ontology, which contains 
lexical relations among words. Also, the existing relation between the SCF and 
the functional class of verbs was used to generate the SCFs. In order to evaluate 
the method the SCFs for 44 base verbs were generated manually, from which 
239 SCFs were semi-automatically generated and validated, yielding an accu-
racy of 89.38%. 

1   Introduction 

Most Natural Language processing applications use syntactic parsing. There exist sev-
eral theories for parsing. The most used ones are constituent parsing and dependency 
parsing. Some of the most important dependency parsing techniques are based on the 
Meaning-Text Theory (MTT). The use of MTT allows to describe Spanish characteris-
tics, as the establishment of relations among syntactic and semantic valencies. 

Verb subcategorization frames (SCF) represent one of the most important elements 
of lexical/grammatical knowledge for efficient and reliable parsing [1]. The imple-
mentation of an MTT parser requires creating a base of linguistic knowledge that 
contains the SCFs of verbs that allow to know how words are related in a sentence. 

At the Centro Nacional de Investigación y Desarrollo Tecnológico a syntactic 
parser for a natural language interface was developed, which uses an MTT depend-
ency parser. This parser uses a base of SCFs for verbs, which does not contain enough 
linguistic information for parsing. 
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The parser [2] uses a base of SCFs as linguistic knowledge for filtering syntactic 
structures and discarding invalid ones. The database of the linguistic knowledge for 
the SCFs is implemented in PostgreSQL 7.2.1 and consists of five tables: Verbs, 
Classes, Sentences, SCFs and Combinations. Figure 1 shows the tables of the data-
base of SCFs and their relations. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Classes 
 VerbClass 
 Synset 
 FunClass 

 Verbs 
 VerbClass 
 Verb 

 Sentences 
 SentenceType 
 SentenceStruct 

 Combinations 
 VerbClass 
 Synset 
 SentenceType 
 PatternId 
 Present 
 Co-past 
 Past 
 Future 
 Post-past 
 PresentPerfect 
 Co-past Perfect 
 PastPerfect 
 FuturePerfect 
 Post-pastPerfect 

 SCFs 
 PatternId 
 PatternStruct 

 

Fig. 1. Schema of the database of subcategorization frames 

2   Previous Work 

In [1] a statistical-based mechanism for automatically acquiring SCFs and their fre-
quencies based on tagged corpora is described. The authors showed that combining 
syntactic and statistical analysis, SCF frequencies can be estimated with large accu-
racy. Unfortunately, the frequencies of just six SCFs were measured, but they claim 
that their method is general and can be extended to much more SCFS. 

[3] presents a cooperative  machine learning  system, ASIUM, which is able to ac-
quire SCFs with restrictions of selection and ontologies for specific domains from 
syntactically parsed technical texts in natural language. Experiments on corpora of 
cooking recipes in French, and patents in English, have shown the applicability of the 
method to texts in restricted and technical domains and the usefulness of the coopera-
tive approach for such knowledge acquisition. 

In [4] a linguistic-based work is presented that proposes a method for adding se-
mantic annotation to verb predicate arguments for a lexicon called Penn English 
TreeBank. The work relies considerably on recent works on linguistics about word 
classification that has more semantic orientation, such as the Levin classes and 
WordNet. The document mentions that 1000 SCFs have been manually generated, 
and hints at the possibility of automatic frame generation; for example, it mentions 
that a large number of SCFs for repetition or negated actions (verbs) can be generated 
(e.g., state/restate, load/unload). 
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In [5] a linguistic-based work is presented, which proposes an extension of 57 new 
classes to Levin's verb taxonomy. An experiment was carried out in the context of 
automatic SCF corpus-based acquisition for determining the usefulness of the new 
classes proposed, which yielded an accuracy of 71.0% (the percentage of SCF types 
that the system proposes which are correct). Though several classifications are cur-
rently available for English verbs, they are restricted to certain class types and many 
of them have few instances in each class. The document mentions that some experi-
ments recently reported indicate that it should be possible in the future to automati-
cally supplement existing classifications with original/new verb classes and member 
verbs from corpus data. 

In [6] a probabilistic classifier (based on C5.0) is described, which can automati-
cally classify a set of verbs into argument-structure classes with a reasonable error 
rate (33.4%). The method exploited the distributions of selected features from the 
local context of the verb, which were extracted from a 23-million word corpus from 
the Wall Street Journal. 

In [7] a method is explained, which uses unsupervised learning to learn equiva-
lence classes for verbs in Spanish. Specifically, the approach consists of using the 
Expectation Maximization algorithm for clustering verbs according to their contexts 
of occurrence, which would permit extrapolating the behavior of known verbs to 
unknown ones. The authors claim having found a good clustering solution that distin-
guishes verbs with clearly different SCFs. 

3   General Description of the Method 

The method proposed for generating SCFs consists of two phases: 

• Generate manually the SCFs of a group of verbs/sense denominated base verbs/ 
sense. The steps carried out for generating manually the SCFs of the verbs/sense 
were the following: 
− Select a verb/sense from the base verbs/sense set. 
− Generate manually the SCF of the selected verb/sense according to its meaning. 
− Create the syntactic structure of a sentence with respect to the verb, according to 

the examples presented in the gloss (if it exists). 
− Check the SCF of the verb/sense against sentences in the corpus published by 

the Real Academia Española [8]. 
− Verify the SCFs by an expert in linguistics. 

• Using the SCFs of the base verbs/sense, automatically obtain the SCFs of other 
verbs/sense with related meaning. 

For developing a filling program based on the preceding method, two programs 
were designed: the Automatic Overall Filling Sub-module, which uses the base 
verbs/sense to fill the base of SCFs automatically for all the verbs; and the Automatic 
Levelwise Filling Sub-module, which uses a file that contains a verb/sense that con-
siders as base, and obtains the SCFs of the hyponyms of the verb/sense. Both algo-
rithms use the Verb Verification Submodule, which verifies that the verb/sense exists 
in the Spanish WordNet ontology. If it exists, it is processed by the Querying, As-
signment and Frame Elaboration Sub-module, for generating its SCF. 
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4   Lexical Relations  

In order to relate the base verbs/sense with other verbs, it was necessary to obtain the 
lexical relations that exist among them. To this end the hyponymy relation 
(has_hyponym) contained in the Spanish WordNet ontology 1.0 was used. This rela-
tion allows to connect synsets of the ontology in a hierarchy, which is important to 
obtain the SCFs. 

For example, Figure 2 depicts the semantic relation of verbal hyponymy of the 
verb/sense respirar1 (breathe). We hypothesize that if one knows the SCF of the 
verb/sense respirar1 (breathe), one can generate the SCF of the verb/sense espirar1, 
exhalar1 (breathe out, exhale), because this verb/sense is hyponym of respirar1. Also, 
if one knows the SCF of this verb/sense, one can generate the SCF of the verb/sense 
soplar1 (blow) for the same reason.  And this one, in turn, will serve to generate the 
SCF of the verb/sense resoplar2 (puff). 

breathe1 

soffocate1, choke1 

hyperventilate1 

hipccup1 

sigh1 

breathe out1, exhale1 

puff1 
blow1 

puff2 

inhale1 

aspire1 

snort1, smell1 
puff3 

pant1, wheeze1  

Fig. 2.  Example of lexical relation of verbal hyponmy in Spanish WordNet 1.0 

5   Subcategorization Frames of Base Verbs/Sense  

In Spanish WordNet there exist 366 synsets in the highest level of the ontology.  It is 
important to mention that each synset contains one or more verbs/sense. These 
verbs/sense were denominated base verbs/sense or level-1 verbs/sense.  Since the 
manual generation of more than 366 SCFs of level-1 verbs/sense is an arduous task 
that requires a lot of time, we worked with a sample of 44 level-1 verbs/sense, which 
were generated manually. 

Figure 3 shows an example of the structure of the SCF for verb inhalar (inhale). 
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Combinations  
C1,1 {Un buen hombre} inhala [, exhala y acomoda sus ideas] 

{A good man} inhales [, exhales and accommodates his ideas] 

00004020 
inhalar1 (inhale) 
(Medicine) X draw in air 

X = I 
1.  SN 

C11: SN indicates a nominal syntagm with animate noun. 

 

Fig. 3. Subcategorization frame of the verb inhalar (inhale) 

It is important to mention that in this work, we consider that the inclusion of  
the Spanish preposition a (to) in a direct complement, which defines the animacy of 
the complement, depends on the semantics of the noun that it precedes. Therefore, the 
verb does not determine if its direct complement includes preposition a (to) [9]. 

6   Experimentation 

6.1   Test Cases  

The sample of 44 base verbs/sense that was used for the tests, belong to level 1 of the 
Spanish WordNet ontology. From these, the first test cases were obtained, which 
correspond to the verbs/sense of level-2 synsets (hyponyms of level-1 synsets), for 
which their SCFs were generated (derived or assigned). These SCFs served as a basis 
to obtain the SCFs of the verbs/sense of level-3 synsets (hyponyms of level-2 syn-
sets).  This process can be continued up to the last level. 

It is necessary to mention that, each time that the generation of the SCFs of the 
verb/sense of some level begins, it has to be verified that the SCFs of their hypernym 
synsets are correct. 

Level-1 verb/sense 
(base verb/sense) 
Level-2 verb/sense 
 
Level-3 verb/sense 

Synset 

Test cases Level-4 verb/sense 
 
Level-5 verb/sense 

Level-10verb/sense 

Spanish WordNet Ontology 

 

Fig. 4. Test cases 



Ontology-Based Approach for Semi-automatic Generation of Subcategorization Frames 563 

As can be seen in Figure 4, the test cases correspond to the shaded area of Spanish 
WordNet. 

6.2   Experimentation 

The experimentation consisted on three tests; and in order to verify that the 195 SCFs 
were correctly obtained by the SCFs generation method, these were previously gener-
ated by hand. The experiments conducted were the following: 

1. The first experiment consisted of elaborating or assigning the SCFs for 100 
level-2 verbs/sense that are hyponyms of level-1 verbs/sense. 

2. The second experiment consisted of elaborating or assigning the SCFs for 60 
level-3 verbs/sense that are hyponyms of level-2 verbs/sense. The SCFs for 
level-2 verbs/sense were previously checked, and corrected for those 
verbs/sense whose SCFs were incorrectly generated in the first experiment. 

3. The third experiment was similar to the second, except that in this case SCFs 
were generated for 35 level-4 verbs/sense. 

6.3   Analysis of Results 

In order to asses the effectiveness of the generation method of SCFs, the percentage 
of correct results was calculated for the SCFs generated. 

The percentage of success (PS) of a verb/sense was obtained comparing each one 
of the possible combinations of the correct SCF with the possible combinations of the 
corresponding obtained SCF, and using the following formula: 

No. of correct combinations generated 
No. of correct combinations possible PS =                                                                   × 100 

 

In the preceding formula the number of correct combinations generated (NCCG) is 
divided by the number of correct combinations possible (NCCP). Additionally, the 
number of incorrect combinations generated (NICG) and the number of over-
generated combinations (NOC) were calculated. 

Table 1 shows the obtained results, which includes the average of PA and the  
percentage of NICG for each experiment, and the overall averages for all the  
experiments. 

Table 1. Success percentage from the experiments 

Experiment Average of PS Percentage of NOC 
1 81.00% 23.53% 
2 90.00% 0.00% 
3 97.14% 0.00% 

Overall average 89.38% 7.84% 

The experiments yielded some errors in the derivation/assignment of the SCFs. The 
errors found are explained hereupon: 
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• Errors generated in the elaboration mode: 
- Verb/sense without necessary complements. This error occurred when generat-

ing a SCF that does not accept Prepositional Complements (PC) or Attributes 
(Atr) that are necessary for some verbs. For example, the SCF generated for the 
verb convertirse1 (become) allows the incorrect sentence (5). 
 
(5) [Subj La plática (The chat)] [V se convirtió (became)]. 

 
Whereas the correct SCF must have a prepositional complement as shown in 
sentence (6). 

 
(6) [Subj La plática (The chat)] [V se convirtió (became)] [PC en un desastre (a 

disaster)]. 
 

The SCF of the verb/sense convertirse1 (become) was obtained from the SCF 
[Subj(NS)] V for the verb/sense cambiar2 (change). This SCF does not include a 
PC (en NS); and therefore, the SCF elaborated for the verb/sense convertirse1 
(become) is incorrect. 

- Transitive verb/sense with incorrect complement. This error occurred when gen-
erating the following SCF for transitive verbs: [Subj(S)] V DC(a N|Pro). Some 
complement(s) is(are) added to this SCF as Circumstantial Complement (CC), 
which is obtained from its hypernym. Such kind of complement is incorrect for 
some transitive verbs. For example, the SCF generated for the verb/sense hacer1 
allows the incorrect sentence (7). 

 
(7) [Subj Samuel] [V hizo (made)] [DC a su novia (his girlfriend)][CC bien 

(good)]. 
 

Whereas the correct SCF accepts an attribute as in the following sentence.  
 

(8) [Subj Samuel] [V hizo (made)] [DC a su novia (his girlfriend)] [Atr feliz 
(happy)]. 

 
The SCF of the verb/sense hacer1 (make) was obtained from the SCF [Subj 
(NS)] Pro-V CC(Adv) for the verb/sense cambiar2 (change). This SCF includes 
the DC(Adv) and it doesn't include Atr(Adj); and therefore, the SCF that was 
elaborated for the verb/sense hacer1 (make) is incorrect. 

 
• Errors generated in the assignment mode: 
 
- Transitive verb/sense with optional Direct Complement. This error occurred 

when copying the SCF to a transitive verb, whose DC is optional. For example, 
the SCF generated for the veb ensanchar4 (widen) is incorrect because it allows 
the absence of a DC as in sentence (9). 

 
(9) [Subj Los trabajadores (The workers)] [V ensancharon (widened)]. 
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When the Direct Complement must be mandatory; for example, sentence (10). 
 

(10) [Subj Los trabajadores (The workers)] [V ensancharon (widened)] [CD la 
carretera (the highway)]. 

 
The SCF of the verb/sense ensanchar4 was obtained from the SCF [Subj(NS)] V 
DC(NS) for the verb/sense cambiar3 (change). This SCF includes an optional DC; 
therefore, the SCF assigned to the verb/sense ensanchar4 (widen) is incorrect. 
 

- Verb/sense with incorrect complements. This error occurred when copying the 
SCF from a hypernym verb to a hyponym verb, whose complement (indirect, 
prepositional or attribute) is incorrect for the last verb. An example of this error 
occurs with the verb/sense fanfarronear1 (brag) in sentence (11). 

 
(11) [Subj Juan (John)] [V fanfarronea (brags)] [CC mal (wrong)]. 

 
Whereas the correct form of the previous sentence is (12). 

 
(12) [Subj Juan (John)] [V fanfarronea (brags)]. 

 
The SCF of the verb/sense fanfarronear1 (brag) was obtained from the SCF 
[Subj(NS)] V DC(Adv) for the verb/sense actuar1 (act). This SCF includes the 
DC(Adv); and therefore, the SCF that is assigned to the verb/sense fanfar-
ronear1 is incorrect. 

- Verb/sense without necessary complements. This error occurred when copying a 
SCF to a verb, which does not include Prepositional Complements (PC) or Cir-
cumstantial Complements (CC), which are necessary for some verbs. For exam-
ple, the SCF generated for the verb/sense comportarse2 (behave) does not allow 
the correct sentence (13). 
 
(13) [Suj Luis] [V se comportó (behaved)] [CC como loco (as a lunatic)]. 

 
The SCF of the verb/sense comportarse2 (behave) was obtained from the SCF 
[Subj(NS)] V CC(Adv) for the verb/sense actuar1 (act). This SCF does not include 
the CC(como NS|Adv); and therefore, the SCF that is assigned to the verb/sense com-
portarse2 (behave) is incorrect. 

7   Conclusions 

A total of 239 SCFs of Spanish verbs were generated manually and validated. A pro-
gram was developed based on the proposed method for SCF generation. The results 
obtained on the generation of the SCFs of verbs/sense in three levels (level 2, level 3 
and level 4) of the Spanish WordNet ontology yielded an average success of 89.38% 
and an average percentage of 7.84% for over-generated combinations, which com-
pares favorably with the 71.0% reported in [5]. 

The experiments revealed that the percentage of success of the SCFs generated im-
proves as the level of depth in the ontology increases. A possible explanation for this 
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behavior is that the meaning of these verbs makes it possible that less verb valencies 
are required. 
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Abstract. The aim of this work is to analyze the effect of adoption of domestic 
water conservation technologies under different assumptions and scenarios in 
emergent metropolitan areas. For that purpose, we present an agent based model 
linked to a geographic information system to explore the domestic water  
demand in the Valladolid metropolitan area (Spain). Specifically, we adapt and 
integrate diverse social submodels –models of urban dynamics, water consump-
tion, and technological and opinion diffusion– with a statistical model that 
characterizes the agents’ water consumption behaviour. The results show the 
temporal impact on water consumption and technological adoption of several 
parameters, and the importance of the joint effect of both diffusion mechanisms. 

Keywords: agent based modelling, GIS-ABM integration, domestic water 
management, computer simulation, water conservation technologies. 

1   Introduction 

Agent-based modelling (ABM) is one of multiple techniques used to conceptualise 
social systems. This methodology is characterised by a direct correspondence between 
the entities in the system to be modelled and the computational agents that represent 
such entities in a computer model.  

During the last two decades, this technique has become a recognised research tool  
in a wide range of scientific disciplines, e.g. Economics [1], Ecology and Resource 
Management [2], Political Science [3], Anthropology [4], Computer Science [5] or 
Sociology [6]. Regardless of some drawbacks associated to its use, this expansion 
phenomenon is not surprising. ABM offers alternative and supplementary insights in 
many scientific domains. It enables us to incorporate heterogeneity, participatory proc-
esses, explicit spatial topologies, model integration or agent’s decision in multiple 
levels [7], all of them attractive modelling characteristics. 

Natural resource management and specifically water management, is one of the 
fields where ABM has been more widely used [2]. The influence of the social dimen-
sion in this domain has forced to integrate some socioeconomic aspects in the models. 
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Precisely, due to the holistic nature of the methodology, ABM is considered a suitable 
tool to include explicitly the human interaction [8]. As a matter of fact, the increasing 
awareness of the significant role of these factors in urban water use has given as con-
sequence several ABM models focused on the topic –e.g. on the Thames in UK [9-
10], on Barcelona [11], on Thessaloniki [12], and also more general models as those 
developed by Tillman [13] or Kotz and Hiessl [14] –.  

Given that the territorial model is one of the factors with more impact in domestic 
water consumption, many of the developed models include an explicit representation 
of the environment. However, most of these representations are often based on very 
simple cellular automata. In order to capture the spatial influence in the consumption 
in a realistic fashion, in this work we have integrated an agent based model with a 
vector based geographic information system (GIS). The developed model enables us 
to analyse some aspects that are very difficult to model with other traditional forecast-
ing methods of water demand, especially those that involve integration and spatial 
interaction. 

Within this framework, we have parameterised the model in the metropolitan area 
of Valladolid (Spain), using statistical consumption models of the families in the 
region to characterize the water consumption behaviour of the agents. We have ex-
plored the influence of the adoption of technological water saving devices under 
different scenarios.  

The paper is organized as follows: in the next section, we present the general struc-
ture of the model and its different submodels. Thereafter we point out the most rele-
vant aspects of the parameterisation process. Subsequently we define the analysed 
scenarios and discuss the obtained results, and finally, conclusions are presented in 
the last section. 

2   Model Structure 

The model comprises different subcomponents that capture diverse socioeconomic 
aspects with influence in domestic water demand in metropolitan areas. Two types of 
entities are represented in the model: the environment and the agents. The environ-
ment, imported from a GIS, represents each one of the buildings and dwellings in a 
geographic area. Computational agents are placed on this layer representing families. 
The location of the agents is done according to the socioeconomic information  
retrieved from the georeferenced databases of the region.  

This infrastructure is used to integrate four different submodels (Fig. 1): a statisti-
cal model that characterizes the agents’ behaviour regarding to domestic water de-
mand, linked to an agent based model (hybrid approach) that, in turn, includes models 
of urban dynamics, water consumption, and technological and opinion diffusion. 

The urban dynamics model captures the differences in consumption caused by the 
change of territorial model in some metropolitan areas: the migratory movement of 
families in the metropolitan space from the compact city to the diffuse city and vice 
versa. The opinion and behaviour diffusion models are incorporated to model  
the effect of social education and awareness campaigns and the influence of social 
imitation and media pressure. Another aspect that may be important in the urban wa-
ter demand is the role of technology. Since the adoption and diffusion of any new  
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Fig. 1. General structure of the model 

(potentially water saving) technological device is not an immediate process, and it 
depends on agents’ interactions, we have included a technological diffusion model for 
assessing its influence. 

The urban dynamics model is based on Benenson’s model [15-16]. The foundation 
of his model lies in the stress-resistance hypothesis as the dynamic engine of urban 
movement. The model assumes that the migration decision of the agents depends on 
the dwelling’s features and on the socioeconomic characteristics of the neighbouring 
population. 

His original model [15] is defined on a cellular automaton (CA), a type of bottom-
up model often used in social sciences. These models can be considered as multiagent 
systems based on local interaction structures. Nevertheless, this approach is some-
times perceived as too idealised and abstract. Moreover, one of the most restrictive 
hypotheses of many CA models is to be based on regular rectangular grids, which 
implicitly assume geographic homogeneity, when very often the interesting issue is to 
analyse the effect of the spatial heterogeneity of real contexts. 

In order to generalize Benenson’s model to irregular space distributions and to in-
tegrate it with a GIS, we have used the concept of adjacency of Voronoi polygons. In 
a similar way as Benenson’s adaptation [16], the generator points considered to tessel-
late the space are the centroids of the building blocks. In our model two dwellings are 
neighbours if they belong to the same building block or if they have a common edge 
in the Voronoi diagram (or are joined in the Delaunay triangulation, dual problem of 
the Voronoi diagram) and the distance between their centroids is below certain 
threshold.  

As behaviour diffusion model we have included a reversible stochastic model 
based on Young’s model [17], model that has been adopted and adapted by Edwards 
et al. [18] to be used in water management. We have included an alternative adapta-
tion of the model based on the endorsement mechanism [19]. This mechanism enables 
us to assess the effect of heterogeneity in intentions, influences and motivations 
among the agent population. The endorsement system [19] gives different weight to 
the different information sources used by the agents to decide their behaviour related 
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to the resource consumption. Thus, we will have global sourced, local sourced or self 
sourced agents.  

At last, we have integrated a non-reversible technological diffusion model in the 
process. For this purpose, we have adapted de Bass model [20], model usually ex-
pressed as a set of differential equations, to be included as a discrete event mechanism 
in the general agent based model dynamics. To this effect we have followed the pro-
posal suggested by Borschev and Filippov [21] to translate system dynamics models 
in ABM. We have included the model in two different versions, as an independent 
model and as a model coupled with the behaviour and opinion diffusion model. In this 
latter case we assume an additional probability of adoption in the population with 
environmentalist behaviour if the technology means water consumption savings. 

3   Model Parameterisation 

The urban infrastructure, the environment of the model, is constructed using GIS 
information provided by the Centre of Geographic Information of the Valladolid City 
Council (2006) and included in its Urban Development Plan (2003). The socioeco-
nomic characteristics of the population are retrieved from the 2006 municipal register 
of the Valladolid City Council. 

The statistical model of the region has been derived from data of demand per 
plumbing connection to the water net. Since the model is focused on the domestic 
water, we have just used information about residential demand, ignoring commercial 
and public uses. 

The consumption per person has been calculated by a multiple linear regression, 
considering as independent variable the water demand and as dependent variables the 
socioeconomic data of the population and the typology of households where they live. 
We have used a stepwise method based on F-tests for variable selection with F≤0.05 
as inclusion criteria and F≥0.10 as exclusion criteria, obtaining a model that just de-
pends on three categorical variables (the different typologies of dwellings) with an 
adjusted-R2 of 0.837, and maximum p-value of 0.001 for the significance of the inde-
pendent variables and the overall regression. 

4   Results: Effect of the Technological Diffusion  

Since this model is complex, with many parameters, it is very difficult (in practice 
almost impossible) to analyse it completely for every possible parameter combina-
tion. In any case, this is not the objective of the model. The model is aimed at pro-
viding a tool that enables to understand some aspects about the global behaviour of 
the system in those situations that can be considered of greater interest (because of 
their plausibility, their criticalness or any other reason that justifies a detailed analy-
sis), the scenarios. 

We have scaled down the simulations. Thus, even though there are about 125,000 
families in the case study, our simulations have been run with 12,500 agents. The 
timeframe of the simulation is 10 years. One time-step in the simulation represents 
three months basically because the consumption data is given with this frequency.  
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To show the potential of the approach we have analysed three scenarios. Each sce-
nario is defined by the assumptions that determine the behaviour of the urban dy-
namic submodel. In each one, we study the effect of the different parameters and 
policies with the rest of the integrated components of the model. The first scenario 
assumes minimum exogenous interference in the urban infrastructure, providing a 
benchmark against which the rest of scenarios will be compared. The second scenario 
analyses the impact on water consumption of a constant flow of immigrant population 
to the metropolitan area. The third has been created to investigate the effect of hous-
ing price inertia in city centres of Spanish metropolitan areas. 

In the present article we analyse the effect of the adoption and diffusion of a water 
saving (subtracting) technological device as a low flow shower head under different 
diffusion models and for several sets of parameters. 

Firstly, we have analysed the effect of the technological innovation on water con-
sumption under different profiles of adoption (slow, medium and fast profiles) within 
the Bass model [20] framework. We have considered that the diffusion process begins 
in the first time step. The obtained results are consistent with the results expected by 
the differential Bass model. The evolution of the adoption follows the classical S-
Shape function as predicted by theory, of course where the speed of diffusion is 
clearly affected by the profile (see series 1, 8 and 15 in Fig. 2).  

The integration of the Bass model with the rest of the model is more interesting 
when we analyse the joint effect of the technological diffusion spread together with a 
behaviour and opinion diffusion process based on a local social network. Thus, an 
increase in pressure about the awareness of the resource (modelled by the parameter 
eS in the diffusion models [17-18]) may affect to the technological adoption, making 
unnecessary specific high adoption profiles for technological innovation. 

In other words, it may happen that the general effect of raise the consciousness of 
population about the resource could indirectly affect the adoption of water saving 
technologies, even if the specific media pressure about this particular measure is not 
very high. To verify our hypothesis we have design a set of simulations with different 
parameters and under the assumption of the coupled Bass model. We have analysed in 
each scenario the effect of three profiles of adoption (slow, medium and fast) under 
both diffusion models (the Young model and the endorsement based model), and in 
each case with values of eS (awareness pressure parameter) of 0.0, 0.4 and 0.8. The 
average results are shown in Fig 2. 

Simulations show a change in the convexity of adoption curves under the assump-
tion of a joint effect of both diffusion models. The opinion and behaviour diffusion 
models cause high proportion of population with environmentalist behaviour and 
hence a higher rate of technological adoption. This fact implies a double positive 
effect: a direct effect of higher adoption, but also a second indirect effect through the 
imitation contagious rate of the Bass model. 

In the same figure we can observe that the higher rates of adoption are those with 
higher value of eS for each behaviour diffusion model. This effect can be explained 
assuming that higher values of the parameter imply a higher adoption of environmen-
talist behaviour and hence higher chance to adopt the technological innovation. This  
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Fig. 2. Temporal evolution of the number of adopters in the Bass and the coupled Bass models 
as a function of different parameters. The picture on the left represents the number of adopters 
in a colour scale.  

fact, in turn, generates a higher speed of adoption by imitation. We also can notice 
that the rate of adoption is higher under the Young-Edwards model than under the 
endorsement based model, and this effect is more severe for higher values of eS. A 
possible explanation is that the higher inertia generated by the self sourced behaviour 
in the endorsement based model can also slow down the adoption process.  

Figure 3 shows the average savings percentages corresponding to each profile 
compared to the scenario without technological adoption. We can observe that except 
in the cases of slow profiles, the widespread adoption of the saving technology is able 
to compensate the effects of moderate immigration and territorial change, and even to 
reduce de consumption in 15% (the accumulated effect would be greater). 

 

Fig. 3. Temporal evolution of average water savings as consequence of the technological adop-
tion compared to the first scenario without adoption measure 
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5   Conclusions 

In this work we have proved the usefulness of the agent based approach as a tool for 
modelling and simulation of real systems. In particular, in the context of domestic 
water management, we have developed an exploring tool that complements the tradi-
tional water demand forecasting methodologies, enabling integration of multiple di-
mensions of the problem and a detailed representation of spatial influences.  

Within this framework, we have analysed the effect of diffusion of technological 
devices with impact in water saving. Simulations corroborate that it is not possible to 
estimate the saving produced by a domestic conservation technology without linked it 
to a temporal scale.  

We think that the adoption of conservation measures is ruled, in general, by the 
same diffusion processes than most of the products. Notwithstanding, we also con-
sider that in the particular case of ecological measures, it is possible that the adoption 
will be influenced by the individual’s general attitude toward conservation. In the 
implemented model we have included this last assumption and we have analysed its 
influence in the general process. In doing so we have confirmed that there is a cou-
pling between the innovation diffusion model and the behaviour diffusion model 
(based on local interaction) and hence there is an explicit spatial influence.  

The model also shows that the widespread adoption of this type of conservation 
measures will be able to compensate, in some cases, the increment of water consump-
tion caused, for instance, by changes in the territorial model. Moreover, the necessity 
of estimating the relative speed of both processes justifies the use of dynamic ap-
proaches as agent based modelling. 
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Abstract. This paper presents a novel application of the interval type-1 non-
singleton type-2 fuzzy logic system (FLS) for one step ahead prediction of the 
daily exchange rate between Mexican Peso and US Dollar (MXNUSD) using 
the recursive least-squared (RLS)-back-propagation (BP) hybrid learning 
method. Experiments show that the exchange rate is predictable. A non-
singleton type-1 FLS and an interval type-1 non-singleton type-2 FLS, both  
using only BP learning method, are used as a benchmarking systems to compare 
the results of the hybrid interval type-1 non-singleton type-2 FLS (RLS-BP) 
forecaster.  

Keywords: Type-2 fuzzy inference systems, type-2 neuro-fuzzy systems, hy-
brid learning, uncertain rule-based fuzzy logic systems. 

1   Introduction 

Interval type-2 fuzzy logic systems (IT2 FLS) constitute an emerging technology [1]. 
As in hot strip mill process [2], [3], in autonomous mobile robots [4], and in plant 
monitoring and diagnostics [5], [6], financial systems are characterized by high uncer-
tainty, nonlinearity and time varying behavior [7], [8]. This makes it very difficult to 
forecast financial variables such as exchange rate, closing prices of stock indexes and 
inflation. The ability of comprehending as well as predicting the movements of eco-
nomic indices could result in significant profit, stable economic environments and 
careful financial planning. Neural networks are very popular in financial applications 
and a lot of work has been done in exchange rate and stock markets predictions de-
scribed elsewhere [9]–[11]. 

T2 fuzzy sets (FS) let us model the effects of uncertainties, and minimize them by 
optimizing the parameters of the IT2 FS during a learning process [12]–[14]. Al-
though some econometricians [7], [8], claim that the raw data used to train and test 
the FLS forecasters should not be directly used in the modelling process, since it is 
time varying and contains non-stationary noise, they were used by us to directly train 
the IT2 FLS. The inputs were modeled as type-1 (T1) non-singletons. The interval 
type-1 non-singleton type-2 fuzzy logic system (IT2 NSFLS-1) forecaster accounts 
for all of the uncertainties that are present in the initial antecedents and consequents 
of the fuzzy rule base. 
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2   MXNUSD Exchange Rate Prediction 

The data used to train the three forecasters cover a period of nine years and four and a 
half months from 01/02/1997 to 06/17/2006 whereas the test data cover five months 
from 06/18/2006 to 10/12/206. The daily closing price of MXNUSD exchange rate 
was found on the Web site: http://pacific.commerce.ubc.ca/xr/. It was a set of =N  
2452 data, ( )1s , ( )2s , …, ( )2452s . It is assumed that the noise-free sampled MXNUSD 

exchange rate, ( )ks , can be corrupted by uniformly distributed stationary additive 

noise ( )kn , so that 

( ) ( ) ( ) 2452,...,2,1=+= kknkskx  . (1) 

and that signal to noise ratio (SNR) is equal to 0 dB. In this application ( )kn  was fixed 
to 0. Figure 1, shows the trend of the raw noise-free data ( )ks . The first 2352 noisy-
free data were used for training, and the remaining 100 data were used for testing the 
forecasters. Four antecedents were used as noise-free inputs, ( )3−kx , ( )2−kx , 

( )1−kx  and ( )kx , to predict the noise-free output, ( )1+= kxy . 

2.1   IT2 NSFLS-1 Design 

The architecture of the IT2 NSFLS-1 was established in such a way that its parame-
ters were continuously optimized. The number of rule-antecedents (inputs) was fixed 
to four. Each antecedent-input space was divided into three FS, resulting in 81 rules. 
Gaussian primary membership functions (MF) of uncertain means were chosen for the 
antecedents. Each rule of the IT2 NSFLS-1 was characterized by 12 antecedent MF 
parameters (two for left-hand and right-hand bounds of the mean and one for standard 
deviation, for the FS of each of the four antecedents), and two consequent parameters 
(one for left-hand and one for right-hand end points of the consequent type-1 FS), 
giving a total of 14 parameters per rule. Each input value had one standard deviation 
parameter, giving 4 additional parameters. 

The resulting IT2 NSFLS-1 used type-1 (T1) non-singleton fuzzification, join un-
der maximum t-conorm, meet under product t-norm, product implication, and center-
of-sets type-reduction. 

The IT2 NSFLS-1 was trained using two main learning mechanisms: the back-
propagation (BP) method for tuning of both antecedent and consequent parameters, 
and the hybrid training method using recursive least-squared method (RLS) for tuning 
of consequent parameters as well as the BP method for tuning of antecedent parame-
ters. In this work, the former is referred to as IT2 NSFLS-1 (BP), and the latter as 
hybrid IT2 NSFLS-1 (RLS-BP). 

2.2   IT2 Fuzzy Rule Base 

The IT2 NSFLS-1 fuzzy rule base consists of a set of IF-THEN rules that represents 
the model of the system. This IT2 NSFLS-1 has four inputs 11 Xx ∈ ,  
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Fig. 1. The daily closing price of MXNUSD exchange rate 

22 Xx ∈ , 33 Xx ∈ , 44 Xx ∈  and one output Yy ∈ . The rule base has M = 81 rules 

of the form 

,~~,~~: 44332211
iiiii FisxandFisxandFisxandFisxIFR iGisyTHEN ~ . (2) 

where i = 1,2,3,…,81 rules; iii FFF 321
~,~,~  and iF4

~  are the antecedent type-2 fuzzy sets, 

and iG~  is the consequent type-2 fuzzy set of rule i . 

2.3   Antecedent Membership Functions  

The primary MF for each antecedent is an IT2 FS described by Gaussian primary MF 
with uncertain means: 
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where [ ]i
k

i
k

i
k mmm 21,∈  is the uncertain mean, and i

kσ is the standard deviation, with 

k =1,2,3,4 (the number of antecedents) and i = 1,2,…,81 (the number of M rules). 
Table I shows the values of the three FSs for each antecedent. 

Table 1. Intervals of uncertainty for all inputs  

 
1km  2km  i

kσ  
1 7.58 7.78 1.04 
2 9.68 9.88 1.04 

3 11.68 11.88 1.04 

Fig. 2 shows the initial FSs of each antecedent, being the same for all inputs. 

2.4   Consequent Membership Functions 

The primary membership function for each consequent is a Gaussian with uncertain 
means, as defined in equation (3). Because the centre-of-sets type-reducer replaces  
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Fig. 2. Thee FSs for each of the four antecedents 

each consequent set iG~ by its centroid, then i
ly  and i

ry  (the M  left-points and right 

points of interval consequent centroids) are the consequent parameters. 

The initial values of the centroid parameters i
ly  and i

ry  are such that the corre-

sponding MFs uniformly cover the output space, from 4.0 to 16.0. 

3   Modeling Results 

One T1 NSFLS and two IT2 NSFLS-1 FLSs were trained and used to predict the 
daily MXNUSD. The BP training method was used to train both the base line T1 
NSFLS and IT2 NSFLS-1 forecasters, while the hybrid RLS-BP method was used to 
train the hybrid IT2 NSFLS-1 forecaster. For each of the two training methods, BP 
and RLS-BP, we ran 25 epoch computations; 1138 parameters were tuned using 2352 
input-output training data pairs per epoch.   

The performance evaluation for the learning methods was based on root mean-
squared error (RMSE) benchmarking criteria as in [1]: 

( ) ( )( )[ ]∑ =
−=

n

k

k
nSS fkY

n
RMSE

1

2

2,2,
1

(*) x  . (4) 

where ( )kY  is the output from the 100 testing data pairs, ( )( )k
nSf x2,  is the predicted out-

put of the type-1 non-singleton  type-2 forecaster, evaluated using the input 
data ( )kx , 100,...,2,1=k , ( )*2,SRMSE stands for ( )BPRMSES 2, [the RMSE of the IT2 NSFLS-1 

(BP)], and for ( )BPRLSRMSES −2,  [the RMSE of the IT2 NSFLS-1 (RLS-BP)]. The same 

formula was used in order to calculate the ( )BPRMSES 1, of a base line T1 NSFLS (BP). 

Fig. 3, shows RMSEs of the two IT2 NSFLS-1 systems and the base line T1 
NSFLS for 25 epochs of training. For the T1 NSFLS (BP), there is a substantial 
performance improvement at epoch two, and after twenty-five epochs of training, 
the performance is still improving. For the IT2 NSFLS-1 (BP), there is small im-
provement in performance after five epochs of training. For the case of the hybrid 
IT2 NSFLS-1 (RLS-BP), its performance still improves after twenty-five epoch of 
training. 
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Observe that the IT2 NSFLS-1 (BP) only has better performance than T1 NSFLS-1 
during the first twenty epochs of training. 

In other hand, after one epoch of training, the hybrid IT2 NSFLS-1 (RLS-BP) 
has better performance than both T1 NSFLS (BP) and IT2 NSFLS-1 (BP) for  
all the twenty-five epochs. The hybrid IT2 NSFLS-1 (RLS-BP) outperforms both 
the T1 NSFLS (BP) and the IT2 NSFLS-1 (BP) at each epoch. The average of the 

( )BPRMSES 2,  is 92.86 percent of the average of the ( )BPRMSES 1, , representing  

an improvement of 7.14 percent. The ( )BPRLSRMSES −2,  improves the ( )BPRMSES 1,  

by 83.52 percent and the ( )BPRMSES 2,  by 82.25 percent, as can be observed in 

Table 2. 

Table 2. Performance efficiency of the three fuzzy forecasters  

Forecasters Performance ratio 
T1 NSFLS (BP) 1.00 
IT2 NSFLS (BP) 7.14 

IT2 NSFLS-1 (RLS-BP) 82.25 
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Fig. 3. RMSE errors of the three forecasters - TI NSFLS (BP) (+), IT2 NSFLS-1 (BP) (*), IT2 
NSFLS-1 (RLS-BP) (o)  

A comparison between the predicted exchange rate after one epoch and twenty-
five epochs of training using T1 NSFLS (BP), and the real price , are depicted in 
Figures 4 and 5, respectively. Figures 6 and 7 respectively show the IT2 NSFLS-1 
(BP) predictions after one epoch and twenty-five epochs of training. Observe that 
IT2 NSFLS-1 (BP) prediction after epoch one takes better into account the variations 
of the real data than its counterpart T1 NSFLS-1 (B).  The predicted exchange rate 
using hybrid IT2 NSFLS-1 (RLS-BP) after one epoch and twenty-five epochs of 
training, are depicted in Figures 8 and 9, respectively. The predicted value is in all 
figures one step ahead in order to compare with its real value. After only one epoch 
of training, the hybrid IT2 NSFLS-1 (RLS-BP) predictions are very close to the real 
values, meaning that it is feasible its application to predict and to control critical 
systems where there is only one chance of training. The reason is that the uncertain-
ties presented in the training data are almost totally incorporated into the 81 rules of 
the IT2 NSFLS-1 forecaster, and that the fast convergence of the predicted error is 
improved by the RLS method. 
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Fig. 4. (Blue) Real historical and (Red) predicted prices of MXNUSD exchange rate. Predic-
tions of the T1 NSFLS (BP) forecaster after one epoch of training.  
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Fig. 5. (Blue) Real historical and (red) predicted prices of MXNUSD exchange rate. Predictions 
after twenty-five epochs of training of T1 NSFLS (BP). 
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Fig. 6. (Blue) Real historical and (red) predicted prices of MXNUSD exchange rate. Predictions 
after one epoch of training of IT2 NSFLS-1 (BP).  
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Fig. 7. (Blue) Real historical and (red) predicted prices of MXNUSD exchange rate. Predictions 
after twenty-five epochs of training of IT2 SFLS-1 (BP). 
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Fig. 8. (Blue) Historical and (red) predicted prices of MXNUSD exchange rate. Predictions 
after one epoch of training of hybrid IT2 NSFLS-1 (RLS-BP).  
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Fig. 9. (Blue) Historical and (red) predicted prices of MXNUSD exchange rate. Predictions 
after twenty-five epochs of training of hybrid IT2 NSFLS-1 (RLS-BP). 

4   Conclusions 

An IT2 NSFLS-1 using the hybrid learning method RLS-BP was tested and compared 
for forecasting the daily exchange rate between Mexican Peso and U.S. Dollar 
(MXNUSD. The results showed that the hybrid IT2 NSFLS-1 (RLS-BP) forecaster 
provided the best performance, and the base line T1 NSFLS-1 (BP) provided the 
worst performance. We conclude, therefore, that it is possible to directly use the daily 
data of exchange rate to train an IT2 NSFLS-1, in order to model and predict 
MXNUSD exchange rate one day in advance. It was observed that IT2 NSFLS-1 
forecasters efficiently managed the raw historical data. 
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Abstract. Energy saving systems are needed to reduce the energy taxes, so the 
electric energy remains balanced. In Spain, a local company that produces elec-
tric heaters needs an energy saving device to be integrated with the heaters. The 
building regulations in Spain introduce five different climate zones, so such de-
vice must meet all of them. In previous works the uncertainty in the process was 
shown, and the different configurations that must be included to accomplish the 
Spanish regulations were established. It was proven that a hybrid artificial intel-
ligent systems (HAIS) could afford the energy saving reasonably, even though 
some improvements must be introduced. This work proposes a modified solu-
tion to relax the hardware restrictions and to solve the lack of distribution ob-
served.  The modified energy saving HAIS is detailed and compared with that 
obtained in previous works. 

Keywords: Fuzzy systems, Hybrid Artificial Intelligence Systems, Real World 
Applications, Electric Energy saving. 

1   Introduction 

As stated in [2,12], only Greece, Portugal and Spain have energy taxes deficit because 
the price of the energy in the energy market is partially liberalized. In Spain, the defi-
cit is growing since year 2000 –the first year the deficit was accepted; and it is esti-
mated to reach the amount of 15000 millions of euros in 2008. 

The deficit is caused by the difference between the electric generation costs and the 
electric energy price to consumers.  With the raise of both the petroleum price and the 
costs of the CO2 emissions, the problem is unresolved. It is clear that the electric taxes 
for small consumers will increase in the next years.  Consumers must be aware of 
energy saving methods and devices, in particular, energy saving methods in the heat-
ing systems –specially if they are based on electric energy–, which represents the 
main contribution to the energy consumption.  
                                                           
* Corresponding author. 
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In Spain, a local company has developed a new dry electric heaters production line. 
Just because of previous reasons, a device for electric energy saving is to be included 
in the catalogue. In previous works, the development of such a device has been ana-
lyzed, and a multi agent hybrid fuzzy system has been proposed [7,8,9]. The solution 
integrates the electric heaters and a Central Control Unit (CCU). The CCU is the 
responsible for distributing the available electric energy to the heaters based in the 
energy balance concept and with the objective of keeping the user defined comfort 
level in the house. Although the proposal was proven to make a suitable distribution 
of the available electric energy, it suffers some deficiencies. Specifically, some bias 
was found in the steady state. Also, there was a lack of stability in the electric energy 
output due to fluctuations that must be faced. 

In this work, a new proposal to improve the energy saving system is detailed. In 
this approach, the CCU is fully integrated with the heaters, which allow that the en-
ergy distribution algorithm (EDA) could be simplified. The EDA considers the energy 
balance and the comfort variables to propose the electric power to be spent in heating 
in the next period. The EDA makes use of a fuzzy controller to obtain a suitable en-
ergy rate for each room. The energy requirement for all the rooms is now obtained 
directly from the power controller in each of the heaters installed in the room. The 
pre-process stage is now modified to include the dynamics of each room. Finally, a 
multi objective algorithm is proposed to train the fuzzy controller in the EDA. 

This work is organized as follows. The next section deals with the Spanish regula-
tions and the problem definition. Section 3 details the energy saving system proposed 
in this work. An analysis of the behaviour of this energy saving system in a specific 
configuration is carried out in Section 4, and a comparison with previous works re-
sults is preformed. Finally, conclusions and future work are presented in Section 5. 

2   The Spanish Regulations and the Problem Description 

In the first quarter of the year 2007, the Spanish parliament approved a new building 
regulation [10] (RITE). This new regulation had many consequences, as it determined 
how the new buildings had to be accomplished: materials, isolation, energy effi-
ciency, etc. Up to five different winter climate zones were defined for Spain –from A 
to E-, each zone represents specific weather conditions that make the climate more or 
less severe. Therefore, today, not only the builders are affected but also all the prod-
ucts related to energy consumption, as they are to be installed in those new buildings.  

In this case, a local enterprise released a new catalogue of electric heaters, which 
accomplish Spanish regulations. In Spain, the program LIDER [11] validates the 
heating power installed in a new building. On the other hand, the electric energy pro-
vider establishes the energy consumption contract limits. A problem arises when the 
total power installed in a new building surpasses the contracted energy consumption 
limit. A common sense solution is to include energy distributors to limit the energy 
consumption. This kind of devices do not consider the comfort in the house, only the 
energy consumption, so the local company looks for a new device that considers both 
the energy consumption and the comfort in the house.  

The design of the new device must consider the new building specifications in or-
der to establish the comfort prerequisites and the items related to energy efficiency. 
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The objective aimed in the energy efficiency is to limit the energy consumption while 
keeping the thermal comfort in the houses. A study of the thermal system that a house 
represents is needed to determine the thermal energy requisites, which will depend on 
the local weather, the season of the year, the isolation, the use of the building and the 
air purity.  

The local company, which produces electric heaters, wants to produce an energy 
saving device to be included in its catalogue. The electric heaters and the energy sav-
ing device are to be installed in houses. The range of the power rates for the heaters 
are 500, 1000, 1200 and 1500 Watts. The houses must agree with the Spanish regula-
tions enumerated above, and in Figure 1 an example of a Condo house with a possible 
indoor partition is shown. The main goal is the design of a system for saving electrical 
energy while keeping the comfort level of the house considering the current electric 
consumption (excluding the heating installation) and the contracted electrical power. 
The comfort level in a house is defined as the ambient variables that the user fixes for 
each room, in the case of this project, only the temperature in each room is consid-
ered. The market area of the product is constrained to Spain, so the product must 
agree with the Spanish regulations. 

There will be a CCU responsible of the energy saving algorithm. Each room in the 
house will have at least one heater, with a given power rate. It is assumed that each 
heater will collaborate with the CCU in order to reduce the consumed energy while 
keeping the comfort in the house. The comfort specifications for each room must be 
fixed, setting the temperature set point for every hour and day of the week. Moreover, 
the electrical energy contract for each house limits the amount of energy that could 
drain in a house.  

Besides, the sum of the electrical power of each heater plus the power of the rest of 
the electrical devices in the house must not exceed the contracted power limit.  Fi-
nally, the whole saving energy system must be economically viable so that consumers 
can afford it.  Also, the system must be robust so failures in the CCU do not collapse 
the system. 

3   An HAIS Solution to Energy Saving 

The objective of this energy saving system is to reduce the energy consumption while 
keeping the comfort level. Comfort is defined using the temperature in each room. The 
closer the temperature is to the room temperature set point, the higher the comfort is.  

Different to the preliminary works, in which the heaters and the CCU work all  
together to reach the objective, in this work the CCU and the heaters are fully inte-
grated. This means that all the data from each heater can be used, specifically, the 
room temperature, the heater power rate and the heater power output –from its inter-
nal PID–. The energy consumption measurement – whose sensor is wired to the 
CCU–, should be known so the energy supplier contracted power limit could not be 
exceeded. 

The same design reasoning presented in preliminary works applied in this work 
[7,8,9].  Interested readers would find in those papers an in-depth description of the 
Zigbee microcontroller network based Multi Agent System (MAS) approach used. 
The main difference is that, as long as the heaters and CCU are fully integrated and 
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the power output of all the heater controllers is accessible, there is no need for esti-
mating the power requirement. In the following Figure 1 the energy saving system 
(ESS) is outlined. There are two stages: the design stage and the run stage. In the 
design stage a wide range fuzzy controller is trained and validated, while in the run 
stage the whole algorithm is executed in the embedded hardware. A detailed descrip-
tion of all the parts of each stage follows. 

It is called a configuration the pair of values <climate zone, building topology>. As 
stated before, the Spanish regulations define 5 climate zones, from the less severe –
A– to the most severe –E–. On the other hand, the ESS must deal with all kind of 
building: a detached house, a condominium house, a company headquarters, etc. In 
each building type there is a wide variety in the number of rooms, the orientation, etc. 
To deal with such different spread of diversity, the EES is designed with a common 
part –the energy distribution algorithm (EDA)– and a specific part for each room –a 
fuzzy controller FC–. The EDA concerns with arranging the available power between 
the heaters and makes use of the fuzzy controllers to propose a heating power rate for 
each heater; the calculations are based in the energy deficit in the room. The FC is a 
mamdani FC with 3 membership functions per variable, and a complete set of rules, 
designed using an Input/Output mapping. 
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Fig. 1. The ESS two stage procedure. A fuzzy controller is trained for each configuration pair of 
climate zone and building topology. The run stage represents the energy saving EDA algorithm. 

The Design stage deals with the generation of a FC for each configuration. This 
stage includes several steps: the HTB2 simulation, the data post-processing and the 
generation of the best suite FC. All of the heaters will have the same initial FC, but 
the ESS includes an auto-tuning facility to fit the FC to its room requirements. The 
HTB2 simulation software [5], in following HTB2, is a well known tool suitable to 
analyze the dynamics of heating systems and the energy consumption in buildings 
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using the concentrated parameter model [1,4]. The HTB2 is a totally parameterized 
simulation tool, its main output is the heating power requirements and temperature for 
each room in the modeled house, both logged at each time interval. 

For generating the dataset, all the topologies of the houses and the geographical 
zones to be covered must be defined, which are market decisions. Then, each building 
topology and geographical zone must be defined for the HTB2, and a set of simula-
tions for each season must be carried out using realistic profiles of occupancy, set 
point temperature, small power devices consume, etc.  Also a simulation for determin-
ing the dynamics of each room in the building is needed. This simulation is the step 
response of the house, where a change in the temperature set point while the rest of 
parameters are kept constant is analyzed. 

The post-processing stage should select two subsets, each one containing ten sig-
nificant parts from the HTB2 output datasets for a certain configuration: this will 
represent the training and validation datasets to be used in the third step. Finally, with 
the step response of the house the thermal resistance and the thermal capacitance for 
each room are determined [3]. Using the simulated annealing heuristic the best pair of 
thermal parameters for each room are found.  

Finally, the MOSA step is the 10 k fold cross validation multi-objective simulated 
annealing for training the fuzzy controller for each configuration. The MOSA is the 
multi-objective adaptation of the simulated annealing presented in [6]. Each individual 
is the consequent part of the fuzzy controller, and the fitness function is the EDA algo-
rithm. The two objectives to reach are minimizing the energy consumption and keep the 
house in comfort by means of the EDA. The initial individual  has been obtained from 
expert knowledge, and the antecedents and rules are kept  the same for all individuals. 
At the end of the Design stage a base fuzzy controller for each configuration is obtained. 
The fuzzy controller will be used in the energy distribution algorithm as follows. 

The Run stage is the energy distribution algorithm, named EDA. This algorithm is 
to be executed in a microcontroller unit, so its complexity should be kept low to avoid 
getting the CCU collapsed. The EDA request all the heaters for the room temperature, 
the power rate and the power output they would accomplished if they would were 
stand alone. The latter is called the required power, and the integral of the required 
power is the required energy. The EDA will propose to all the heaters a heating 
power; its integration represents the heating energy. The integrals are computed in 
using a 20 periods window. The energy deficit is calculated as the difference between 
the required energy and the heating energy. Using the room temperature error –the 
temperature set point minus the room temperature– and the energy deficit the FC 
proposed a heating power for each heater. The heating power for all the heaters is 
then fitted to do not surpass the available power neither the heaters power rate. The 
available power is the power contract limit minus the small power devices consump-
tion –that is, the power that is available for heating purposes–. Also a minimum heat-
ing power is assigned to all the heaters with energy deficit to keep them warm. 

4   Experiments and Commented Results 

This work concerns the evaluation of the best approach to energy saving and deals 
with the drawbacks found in preliminary works. The experimentation will determine,  
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Fig. 2. Aggregated heating power evolution for the house 

  

Fig. 3. Heating power evolution for a room in the house 

  

Fig. 4. Aggregated heating power evolution for the house when no Contracted Power Limits is 
used 

if the current approach does fulfill better the two objectives than the preliminary  
approaches: to minimize the energy consumption and to keep the comfort level in the 
house. The ESS market area is Spain, thus it must accomplish with the Spanish regu-
lations. Before analyzing the ESS with the whole set of different configurations the 
system should be valid for only one of the possible situations for a given configura-
tion. The climate zone chosen is the city of Lugo, a D1 city, and the building topology 
is the condominium topology, in particular, a three bedrooms condo house, with  
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orientation North-South. The original FC will be used: the MOSA step is to be im-
plemented once this approach gets validated. 

The set of configuration files for the HTB2 simulations can be designed once the 
configuration and the specific situation are chosen. This configuration files must 
represent real and realistic data. The environmental data such as the outdoor tem-
perature or the solar radiation have been gathered from statistical data for the city of 
Lugo in three different seasons of year 2007:  mid of autumn,  mid of  winter and 
mid of  spring. Other files, as occupancy file, temperature set point profile for each 
room in the house, small power devices profile, etc. have been designed attending to 
realistic profiles. Finally, files like ventilation file have been generated attending to 
the regulations. 

The HTB2 simulation produces two datasets: the step response of the house and 
the evolution of the heating power required in the house to keep the comfort level. 
The former is used to obtain the thermal dynamics of the house, the latter for evaluat-
ing the EDA. The last step in the Design stage is not used in this work as long as it is 
desired to compare results with preliminary works, which make use of the FC gener-
ated by the experts for calculating the heating power. The thermal dynamics of the 
house is used to calculate the evolution of the temperature in each room with the heat-
ing power proposed by the CCU.  

The simulation of the EDA has been carried out with the HTB2 datasets and the 
thermal dynamics of the house. The results are shown in Figure 2 to Figure 5, solid 
line is the required power and the dash and dotted line is the outcome of the EDA; left 
side corresponds with the house being cold, right side corresponds with a warm state 
of the house. As can be seen in Figures 2 to Figure 4, the lack of stability in the heat-
ing power output has been eliminated, not only for the aggregated heating power but 
also for the heating power corresponding to each room. Also in Figure 3 and Figure 4 
it is shown that the bias in the steady state has been fixed. Finally, in Figure 5 the 
ability of the FC to calculate a heating power based in the error temperature and in the 
energy deficit under the variability of situations –the different rooms and their ge-
ometrics and uses– has been proven, and must be tested with all of the possible situa-
tions of all the configurations. 

5   Conclusions and Future Work 

This work applies different AI techniques in energy saving. The use of a specific 
software to train and validate the FC, the simulate annealing to obtain the thermal 
parameters that define the dynamic of each room, the multi-objective simulate anneal-
ing, a fuzzy controller in the EDA and the MAS approach. The results have proven 
the ESS to be valid if only a situation is faced. The ESS has reached all the challenges 
that preliminary works has left, and the fluctuation heating power and the errors in the 
steady state has been fixed while the comfort in the house is kept. 

Future work includes the training and validating of the FC for each configuration 
and the validation of the ESS in all the configurations. Finally, the implementation of 
the MAS and the ESS in the embedded hardware accomplishing the time and comput-
ing complexities needed to make a competitive product. 
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Abstract. Support vector regression (SVR) is an established non-linear
regression technique that has been applied successfully to a variety of
predictive problems arising in computational finance, such as forecasting
asset returns and volatilities. In real-time applications with streaming
data two major issues that need particular care are the inefficiency of
batch-mode learning, and the arduous task of training the learning ma-
chine in presence of non-stationary behavior. We tackle these issues in
the context of algorithmic trading, where sequential decisions need to be
made quickly as new data points arrive, and where the data generating
process may change continuously with time. We propose a master algo-
rithm that evolves a pool of on-line SVR experts and learns to trade by
dynamically weighting the experts’ opinions. We report on risk-adjusted
returns generated by the hybrid algorithm for two large exchange-traded
funds, the iShare S&P 500 and Dow Jones EuroStoxx 50.

Keywords: Incremental support vector regression, subspace tracking,
ensemble learning, computational finance, algorithmic trading.

1 Introduction

Support vector regressions (SVRs) are state-of-art learning machines for solving
linear and non-linear regression problems. Over the last few years, SVRs have
been successfully applied to a number of different tasks in computational finance,
most notably the prediction of future price movements and asset returns. A vari-
ety of SVR architectures have been proposed with applications to different asset
classes including equities [19,1] and foreign exchange rates [3,12]. In some cases,
hybrid approaches combine standard econometric forecasting models with more
flexible SVR algorithms that are able to capture potential non-linear patterns in
historical data [10]. Other than expected returns, some initial work has also been
done towards forecasting the volatility of an asset [6,9] as well as the direction
of its change [11].

A major difficulty in dealing with financial time series representing asset prices
is their non-stationary behavior (or concept drift), i.e. the fact that the under-
lying data generating mechanism keeps changing over time. Some adaptive SVR
algorithms have been proposed [23], where more recent errors are penalized more
heavily by appropriately modifying the ε-insensitive loss function. However, these
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approaches are based on algorithms that learn from the data in batch-mode, so
that when new data points are made available, the learning machine has to be
retrained again. Batch learning can be highly inefficient and can introduce costly
delays in the decision making process, particularly so in time-aware applications
such as algorithmic trading where the data streams used as inputs by the learning
machine may be imported at very high sampling frequencies (e.g. every minute
or less). In real-time forecasting and trading applications one is often interested
in on-line learning, a situation where the regression function is updated follow-
ing the arrival of each new sample. Various approaches for incremental learning
with support vector machines have been proposed in the literature, for both
classification [4,13,27] and regression problems [15,26,16].

In this paper we propose a hybrid learning algorithm in the context of al-
gorithmic equity trading. The algorithm decides how many shares of a given
security to buy or short sell at any given point in time. Short selling is the
practice of borrowing a security for an immediate sale, with the understanding
that it will be bought back later. By using short selling, the trading machine
can benefit from decreases, not just increases, in the prices, and could achieve
financial returns that are only mildly correlated with the market returns. This
class of strategies is often referred to as market neutral or relative value [20].
At the core of our approach there is an on-line SVR algorithm that learns the
relationship between the observed security price and the underlying market con-
ditions, and then suggests in real-time whether the security being traded is cur-
rently underpriced or overpriced, relative to the market. The market conditions
are represented by patterns, in the form of latent factors, that are dynamically
extracted from a (possibly very large) collection of cross-sectionally observed
financial data streams. Section 2 contains a concise description of our on-line
SVR algorithm.

In practice, the assumed relationship between the marker factors and the tar-
get security constantly evolves over the time, and failing to capture these changes
can crucially affect the performance of the trading algorithm. We propose an en-
semble learning approach. Our solution consists of evolving an ensemble of SVR
experts, where each expert is characterized by a specific set of hyperparameters.
A master algorithm, detailed in Section 3, is then responsible for weighting these
expert opinions and taking a final trading decision. In Section 4, the meta algo-
rithm is empirically shown to outperform the best SVR expert in the ensemble
in terms of risk-adjusted returns.

2 Asset Pricing with Incremental SVR

In this section we describe how SVR is applied to price a security using only
market data, in an incremental fashion. Suppose that, on each trading day i, the
security price is denoted by yi, and we have made t observations, respectively. We
envisage a situation where n cross-sectional financial data streams representative
of the target market are observed and collected, at each discrete time, in a
vector si. Since n may be very large, we project sequentially the data onto the
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directions of maximal variability in order to extract an input vector or pattern
xi of dimension k < n (see also Section 3). With the most recently arrived input
vector xt at hand, we then wish to obtain an updated estimate of yt, say ŷt. In
our approach, this estimate is obtained as f(xt) = wφ(xt)+b, where w is a weight
vector, φ(·) is a non-linear mapping from input space to some high-dimensional
feature space, and b is a scalar representing the bias.

In order to perform the estimation task above, we adopt the SVR framework
based on the ε-insensitive loss function [24]. Accordingly, we are willing to accept
that price estimates that are within ±ε of the observed price yt are always
considered fair prices, for a given positive scalar ε. Estimation errors less than
ε are ignored, whereas errors larger than ε result in additional linear losses [7].
Introducing slack variables ξi, ξ

∗
i quantifying estimation errors greater than ε, the

price estimation task can be formulated as a constrained optimization problem:
we search for w and b that minimize the regularized loss

1
2

wT w + C

t∑
i=1

(ξi + ξ∗i ) (1)

subject to constraints −yi+(wT φ(xi)+b)+ε+ξi ≥ 0, yi−(wT φ(xi)+b)+ε+ξ∗i ≥ 0
and ξi, ξ

∗
i ≥ 0 for all i = 1, . . . , t, where a penalization on the norm of the

weights has been imposed and is controlled by the parameter C. As is done
commonly, we transform this primal optimization problem to its dual quadratic
optimization problem. The Representer Theorem [25] assures us that the solution
to the resulting optimization problem may be expressed as

f(x) =
t∑

i=1

θiK(xi, x) (2)

where θi is defined in terms of the dual variables and K(·, ·) is a kernel function
[22]. In our application, we adopt a Gaussian kernel depending upon the speci-
fication of a hyperparameter σ. Our objective is to minimize (1) incrementally,
without having to retrain the model entirely at each point in time.

Following [4,15], an incremental version of SVR can be obtained by first clas-
sifying all training points into three distinct auxiliary sets according to the KKT
conditions that define the current optimal solution. Specifically, after defining the
margin function hi(xi) as the difference f(xi)−yi for all time points i = 1, . . . , t,
the KKT conditions can be expressed in terms of θi, hi(xi), ε and C. Accordingly,
each data point falls into one of the following sets,

S = {i | (θi ∈ [0, +C] ∧ hi(xi) = −ε) ∨ (θi ∈ [−C, 0] ∧ hi(xi) = +ε)}
E = {i | (θi = −C ∧ hi(xi) ≥ +ε) ∨ (θi = +C ∧ hi(xi) ≤ −ε)} (3)
R = {i | θi = 0 ∧ |hi(xi)| ≤ ε}

Set S contains the support vectors, i.e. the data points contributing to the
current solution, whereas the points that do not contribute are contained in
R. All other points are in E . When a new data point arrives, the incremental
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algorithm relabels all points in an iterative way until optimality is reached again.
Similarly, old data points can be discarded easily without having to retrain
the machine. Our own implementation in C++ mostly differs from [15] in the
definition of the auxiliary sets (3). Full details can be found in [21].

3 Learning to Trade with Expert Advice

Let us suppose that we were able to select the hyperparameter triple (ε, C, σ)
yielding a regression function f(xt) of form (2) that truly describes the rela-
tionship between the current market patterns xt and the fair price of the target
security. Based on historical data up to date, this regression model would pro-
duce an estimate ŷt of the fair price, and a corresponding estimate m̂t = yt − ŷt

of the discrepancy between observed and estimated price. We can now make
the following observations. If the relationship above was not affected by noise,
and if markets were always perfectly efficient, we would have that m̂t = 0 at all
times. On the other hand, when |m̂t| > 0, an arbitrage opportunity arises. For
instance, a negative m̂t would indicate that the security is under-valued, and a
sensible decision would be to buy shares of the security, which is compatibly with
the expectation that markets will promptly react to this temporary inefficiency
by moving the price up. Analogously, a positive m̂t would suggest to short sell
a number of shares in accordance with the expectation that the price will be
decreasing over the following time interval. Further insights and explanations
regarding this relative value trading strategy can be found in [8,2,18].

In a realistic setting, tuning the hyperparameter triple is an arduous task.
Moreover, an optimal choice may soon become sub-optimal, due to the highly
dynamic nature of the data under consideration. For this reason, we have chosen
to pursue a hybrid approach consisting of a collection of SVR experts. On each
trading day, a master algorithm adopting the weighted majority voting principle
[14] collects the opinion of E experts, each one suggesting whether to buy or
short sell the security, and takes a final decision. In summary, the following
operations are performed at any given time t, after observing the most recent
data pair (st, yt):

Pattern extraction: A pattern xt is extracted from the data stream vector
st by projecting st onto the eigenvector corresponding to the largest eigenvalue.
An estimate of the eigenvector at time t, denoted ht, is given by a recursive
updating equation,

ĥt =
t − 1

t
ĥt−1 +

1
t
sts

T
t

ĥt−1

||ĥt−1||
Note how this solution does not require the explicit computation of the covari-
ance matrix (see [28] for derivations).

Expert opinion: Each expert in the pool produces a mispricing estimate

m̂
(e)
t = yt − ŷ

(e)
t e = 1, . . . , E (4)

where the estimated fair price ŷ
(e)
t is given by the SVR expert as in Eq. (2).

Each expert is defined by a specific parameter value in a grid of points: ε varies
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Fig. 1. DJ EuroStoxx 50: time-dependence of the best expert (left) and time-
dependence of the ε hyperparameter corresponding to the best expert for a few selected
trading days (right). The criterion chosen to select the best expert is the Sharpe Ratio,
a measure of risk-adjusted returns.

between 10−1 and 10−8, while both C and σ vary between 0.0001 and 1000.
In total there are 2560 experts. The trading signal generated by each expert is
given by d

(e)
t : this is set to 1 (buy) if m̂

(e)
t > 0 and to 0 (short sell) is m̂

(e)
t < 0.

Ensemble-based decision: The meta algorithm produces a final binary
trading decision expressed as dt = 1 (buy) if qt0 < qt1 and dt = 0 (short sell)
otherwise, where

qt0 =
∑

e:d
(e)
t =o

ω
(e)
t and qt1 =

∑
e:d

(e)
t =1

ω
(e)
t

At the beginning of the next time period, t+1, all experts whose decision turned
out to be incorrect are penalized by downgrading their weights to ω

(e)
t+1 = βω

(e)
t ,

for a given user-defined positive β. We will refer to this algorithm as WMV. Its
theoretical properties have been extensively studied [5].

4 Experimental Results

We have tested the master algorithm described in Section 3 using data from two
major exchange-traded funds (ETFs). An ETF is a portfolio of securities that
trades like an individual stock on a major stock exchange, and is constructed
to track closely the performance of an index of securities. Exactly like stocks,
ETFs can be bought or sold throughout the trading day. The analysis presented
here demonstrates that our trading algorithm can detect and exploit arbitrage
opportunities. The two ETFs we use are the iShare S&P 500 and the Dow
Jones EuroStoxx 50. They were introduced on the market on 19/05/2000 and
21/10/2002, respectively. We collected daily historical prices until 13/09/2007,
which resulted in data sets with sample sizes of 1856 and 1279 observations. The
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Fig. 2. Sharpe Ratio obtained by the WMV algorithm as a function of β for the two
data sets, DJ EuroStoxx 50 (left) and iShare S&P 500 (right), using all the historical
data

first 250 data points were used for learning purposes only. A trade is made on
each day.

The quality of an expert was evaluated by computing the Sharpe Ratio, a
measure of risk-adjusted returns. Figure 1 clearly illustrates how the best per-
forming expert changes over time using a sliding window of 22 days (a trading
month). Different window sizes produced very similar patterns. The same figure
also illustrates the time-varying nature of the ε parameter corresponding to the
best expert for a randomly chosen sub-period. It clearly emerges that the overall
performance may be improved by dynamically selecting or combining experts.
In fact, Figure 2 shows that WMV consistently outperforms the average expert
for most values of β. More surprisingly, for a wide range of β values, WMV
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Fig. 3. Gross (G) and net (N) returns generated by the WMV algorithm compared to
a standard buy-and-hold (B&H) investment strategy for the two data sets, EuroStoxx
50 (left) and iShare S&P 500 (right), using all the available historical data. B&H is a
passive, long-only strategy that consists in buying shares of the ETF at the beginning
of the investment period and holding them till the end of the period.
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outperforms the best performing expert in the pool by a large margin. Clearly,
the meta algorithm is able to strategically combine the expert opinion in a
dynamic way. As our ultimate measure of profitability, we compared financial
returns generated by WMV with returns generated by a simple Buy-and-Hold
(B&H) investment strategy, for both data sets, in Figure 3. Net returns are ob-
tained by taking into account fixed transaction costs and slippage (10 USD and 2
bps, respectively). The figure also illustrates the typical market neutral behavior
of the trading algorithm: overall, the correlation coefficient between the returns
generated by WMV and the market returns is 0.579 for iShare and 0.521 for
EuroStoxx.

5 Conclusions

We have suggested an hybrid algorithm that combines the flexibility of SVR
in discovering potential price discrepancies with the robustness of the ensemble
learning approach. The final WMV algorithm only depends upon one adjustable
parameter, β, for which a default value of 0.7 has proved to work well with
very different data sets. Further improvements may be obtained by explicitly
forecasting the mispricing series (4), as in [17], and by adopting alternative on-
line learning schemes (e.g. [29]). Preliminary analyses seems to indicate that the
algorithm’s performance degrades only marginally when measurable transaction
costs, such as bid-ask spreads and commission fees, are taken into account.
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Abstract. Craniofacial superimposition is the second stage of a complex foren-
sic technique that aims to identify a missing person from a photograph (or video 
shot) and the skull found. This specific task is devoted to find the most appro-
priate pose of the skull to be projected onto the photograph. The process is 
guided by a number of landmarks identified both in the skull (craniometric 
landmarks) and in the photograph (cephalometric landmarks). In this contribu-
tion we extend our previous genetic algorithm-based approach to the problem 
by considering the uncertainty involved in the location of the cephalometric 
landmarks. This proposal is tested over two real cases solved by the Physical 
Anthropology lab at the University of Granada (Spain).  

Keywords: Craniofacial superimposition, genetic algorithms, fuzzy landmarks, 
image registration. 

1   Introduction 

Photographic supra-projection [1] is a forensic process where photographs or video 
shots of a missing person are compared with the skull that is found. By projecting 
both photographs on top of each other (or, even better, matching a scanned three-
dimensional skull model against the face photo/video shot), the forensic anthropolo-
gist can try to establish whether that is the same person.  

To do so, an accurate 3D model of the skull is first demanded. Next, the matching 
of two sets of radiometric points (facial anthropometric landmarks in the subject pho-
tograph, and cranial anthropometric landmarks in the obtained skull model) is consid-
ered to guide the superimposition of the skull 3D model and the photograph [1]. Then, 
a decision making stage starts by analyzing the different kinds of achieved matches 
between landmarks. Some of them will perfectly match, some will partially do so, and 
finally some others will not. After the whole process, the forensic expert must declare 
whether the analyzed skull corresponds to the missing person or not. 

This procedure is very time consuming and there is no systematic methodology but 
every expert often applies a particular process. Hence, there is a strong interest in de-
signing automatic methods to support the forensic anthropologist to put it into effect. 
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In a previous proposal [2], we tackled the second stage of the process, i.e. the cra-
niofacial superimposition, by using a real-coded genetic algorithm (GA), assuming no 
uncertainty was involved in the process. However, two sources of uncertainty can ac-
tually be identified in the craniofacial superimposition problem. On the one hand, the 
matching uncertainty (not modeled in this contribution) will refer to the uncertainty 
involved in the matching of the landmarks that correspond to the two different ob-
jects: the photograph and the skull (as said, there is a clear partial matching situation). 
On the other hand, the location uncertainty is related to the extremely difficult task of 
locating the landmarks [9] in a invariable place, with the accuracy required for this 
application. Indeed, every forensic anthropologist is prone to locate the landmarks in 
a slightly different place. The ambiguity may also arise from reasons like variation in 
shade distribution depending on light condition during photographing, unsuitable 
camera focusing, poor image quality, etc. 

Obviously, the location uncertainty affects any of the landmarks involved in the 
craniofacial superimposition process, either if they belong to the photograph or the 
skull model. For the sake of simplicity, in this contribution we will concentrate our 
study on the uncertainty related to cephalometric landmarks as a first approach. 

This contribution aims to extend our work in [2] with a first approach to tackle the 
location uncertainty by defining different fuzzy areas where the experts should locate 
every landmark. The resulting genetic fuzzy system [3] is tested on two superimposi-
tion problems of real-world identification cases solved by the Physical Anthropology 
lab at the University of Granada. 

The structure of the contribution is as follows. Section 2 is devoted to review our 
previous proposal on craniofacial superimposition. Our proposal is described in Sec-
tion 3. Then, Section 4 presents the experimental study. Finally, Section 5 collects 
some concluding remarks and future works.  

2   Real Coded Genetic Algorithm for Craniofacial 
Superimposition 

In [4], we reviewed the state of the art in craniofacial superimposition, remarking 
there were few automatic proposals to accomplish this task. Nickerson et al.’s method 
[5] used a GA to find the optimal parameters of the similarity and perspective trans-
formation that overlays the 3D skull model on the face photograph. Because of the 
lack of space, we cannot describe those geometric transformations. The interested 
reader is referred to [2]. However, it didn’t achieve acceptable results on our data (ei-
ther synthetic or real ones). Hence, we proposed a new design for the GA considering 
Nickerson et al.’s proposal as a base.  

The problem we are tackling aims to find the best perspective transformation that, 
when applied to the skull 3D model, projects it properly onto the 2D photograph.  The 
search for the best transformation is guided by a number of pairings between cra-
niometric and cephalometric landmarks located in the skull and the face, respectively. 
This transformation is defined by a number of real parameters. Hence, our first im-
provement with respect to the Nickerson’s proposal was based on using a real-coded 
GA, instead of a binary coding, where the transformation parameters were encoded as 
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a chromosome comprised by 12 real genes. Different definitions of the objective func-
tion were studied and the one achieving the best results was the mean square error: 
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(1) 

where ||·|| is the 2D Euclidean distance, N is the number of considered landmarks 
(only four in Nickerson et al.’s proposal), Ci corresponds to every 3D landmark, Fi re-
fers to every photo 2D landmark, and f(Ci) represents the position of the transformed 
skull 3D landmark Ci in the projection plane.  

We also designed more efficient genetic operators. Indeed, we used the tournament 
selection [6], the blend crossover (BLX-α) [7] and the random mutation operators [8].  

3   Fuzzy Location of Landmarks for Craniofacial Superimposition 

The use of fuzzy landmarks in this contribution aims to face the location uncertainty 
in the photograph of the missing person. According to this problem, each forensic ex-
pert could place each landmark in different positions in the 2D image. Thus, the 
higher the uncertainty related to a landmark, the broader the region where the forensic 
experts will locate the landmark.  

Based on the work by Sinha [10], we consider the cephalometric landmarks as rec-
tangular zones, instead of using crisp locations. We will refer to these rectangular 
zones as fuzzy landmarks. Every fuzzy landmark is given by a rectangular array of 
pixels defined by diagonally opposite corners (x1, y1) and (x2, y2) (say x2 > x1 and 
y2 > y1). Hence, the bigger the rectangle, the higher the uncertainty associated to the 
landmark. 

Shina [10] introduced these concepts to provide more robustness and toleration to a 
Neural Network (NN) to match 2D facial images. Ghosh and Sinha [11] adapted the 
original proposal to tackle 2D craniofacial superimposition. In these works, crisp 
points were substituted by rectangles, to avoid human error due to image ambiguity. 
Each fuzzy landmark was then temporarily defuzzied by taking the centroid as a crisp 
target feature. Using the centroids for a first NN weights adaptation, there was a later 
stage where the rectangle landmarks were adapted (reduced) by means of the NN re-
sponses. Solving the problem of craniofacial superimposition, this work has two im-
portant limitations, already pointed out by the authors: a part of the cranial image that 
would never be properly mapped, and the need of a frontal view photograph. More-
over, this method was not fully applicable because of its long computation time, and 
the need of separately applying two different networks to the upper skull contour and 
to the frontal view cranial features, where the overlaying found by the first one could 
be disrupted by the second. 

In contrast to Sinha’s work, which used these rectangular zones to train a NN, we 
will model this uncertainty to guide our GA-based craniofacial superimposition pro-
cedure. In our case, this is done with the aim of avoiding local minima by prioritizing 
some landmarks (more precisely located) rather than others (fuzzily located). 

Therefore, we have modified the previous definition of the objective function (see 
section 2) as follows: 
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where x’ci and y’ci are respectively the coordinates of the transformed skull 3D land-
mark Ci in the projection plane, xfi and yfi are the centroids of the fuzzy landmark of 
every photo 2D landmark, and N is the number of considered landmarks. The terms ui, 

vi are used to represent the uncertainty around each landmark. Each value depends on 
the size of the rectangular zone, such that, 
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where (x1, y1) and (x2, y2) are diagonally opposite corners. In this formulation (x2 -x1) 
and (y2 -y1) are, respectively, measures of X and Y axis uncertainty. 

According to this formulation, when the rectangle defining the fuzzy landmark is 
bigger (i.e., lower value of ui and/or vi), the corresponding weight in the fitness func-
tion will be lower. Thus, the more uncertainty is around a landmark, the less impor-
tant this landmark is for the optimization process (error minimization).  

On the other hand, instead of providing weighting factors to the localization of 
each component of the Euclidean distance (Eq. 2), we propose to weight each compo-
nent of the distance (mainly based in experimental results ) as follows: 
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Notice that Fitness2 is an alternative way to model the existing location uncertainty 
that strengthen it (note that the component square distance is multiplied by ui/vi here 
while by ui

2/vi
2 in Eq. 2).  

4   Experiments 

After explaining the sources of uncertainty and our proposal to deal with the location 
uncertainty, we will study its performance. Section 4.1 presents the experimental de-
sign. Sections 4.2 and 4.3 are devoted to the analysis of two real-world case studies. 

4.1   Experimental Design 

According to what landmarks are more sensitive to uncertainty and the characteristics 
of the image (size, resolution, contrast, etc.), we use different sizes of rectangles to 
differentiate the influence of subsets of fuzzy landmarks. Besides, we simulate the 
process followed by ten different anthropologists to manually identify the cepha-
lometric landmarks in the two cases of study presented in this contribution. In particu-
lar, we assume a uniform probability distribution inside the rectangle defining every 
fuzzy landmark. Hence, each landmark is simulated by randomly selecting a point in-
side such rectangle as a crisp landmark. Then, we use these ten sets of landmarks to 
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solve the corresponding superimposition problems, by means of our previous GA (see 
Section 2). We compare these results with those reached by the current GA-based 
craniofacial superimposition based on fuzzy location of cephalometric landmarks. 

We base our work on positive and negative identification cases addressed by the 
staff of the Physical Anthropology lab at the University of Granada in collaboration 
with the Spanish scientific police. We will consider a positive and a negative case, 
both solved following a manual approach. We will consider the 2D photographs and 
skull 3D models acquired at the lab using their Konica-Minolta 3D Lasserscanner VI-
910. Experiments consider both variants of the fitness function (Section 3). The best 
performing GA parameter values [2] are used (Table 1). 

Table 1. Parameter settings of the genetic algorithm used for the craniofacial superimposition 

GA Parameter settings 
Generations 600 Population size 600 
Tournament size 2 BLX-α parameter 0.7 
Crossover probability 0.9 Mutation probability 0.2 

For all the tests, 30 runs of the GA are considered. Tables 2 and 3 show the mini-
mum (m), maximum (M), mean (µ) and standard deviation (σ) of MSE relative to the 
Euclidean distances between cephalometric landmarks and the transformed cra-
niometric landmarks using the best solution achieved by the GA. Notice that in the 
case of crisp landmarks, the fitness function is defined as the MSE. However, when 
we use fuzzy landmarks the fitness function is not the MSE, but a weighted sum of 
the distances between the transformed skull landmarks and the centroids of the fuzzy 
regions. Owing to that, numerical results are not fully comparable. Nevertheless, we 
have used MSE as the only way of providing an error measurement.  

4.2   Positive Case Study 

The facial photographs of this positive case were provided by the family. The identity 
was confirmed using manual photographic supra-projection. We studied this real case 
with the consent of the relatives. The 2D image used by anthropologists is a 290 x 371 
color image. The 3D model of the skull comprises 243.202 points. 

The anthropologists identified seven cephalometric landmarks. However, they had 
to not consider the zygion landmark to be able to achieve a reasonable solution fol-
lowing a manual photographic supra-projection (see [2] for a detailed description of 
the manual approach). In our approach, we will consider all the seven landmarks the 
experts identified. The corresponding craniometric ones were manually extracted 
from the skull 3D model. Due to the pose of the face and the quality and resolution of 
the photograph, three sizes of fuzzy landmarks have been defined. The four fuzzy 
landmarks in the vertical line dividing the face in two symmetrical sides (Nasion, 
Subnasale, Labiale superios, Gnathion) are defined by a 2 x 3 rectangle. The two 
fuzzy landmarks in the center point of the ocular cavity (Ectocanthions) are given by 
an 8 x 8 rectangle. Finally, the landmark close to the right ear (Zygion) is defined by a 
12x12 rectangle. The closer the landmark to the vertical line the smaller the rectangle 
defining the corresponding fuzzy landmark. 
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Table 2 presents the MSE for craniofacial superimpositions, distinguishing crisp 
and fuzzy location. Notice that the values correspond to 30 runs of the GA. In the case 
of crisp landmarks, the values correspond to ten different sets. It is important to re-
mark that results are not fully comparable since the superimposition process using 
fuzzy landmarks does not minimize the MSE but a different function. Figure 1 pre-
sents the superimposition results of the crisp and the fuzzy approaches.   

Table 2. Case study 1. Superimposition results obtained using fuzzy and crisp locations. 

MSE Test 
m M µ σ 

Fuzzy Landmarks (Eq. 2) 0.020 0.321 0.129 0.101 
Fuzzy Landmarks (Eq. 4) 0.020 0.210 0.053 0.046 
Crisp Landmarks (10 “forensics”) 0.014 0.135 0.031 0.017 

 

   

Fig. 1. Positive case study . From left to right. The best and worst results achieved using crisp 
landmarks. On the right, the best solution considering fuzzy landmarks.  

On the one hand, the best and worst results achieved by ten forensic experts1 are in 
the left and center of figure 1, respectively. We can observe the high variability be-
tween both results because of the different set of landmarks used. On the other hand, 
the best result of the genetic fuzzy superimposition is presented on the right. These re-
sults correspond to the best of the 30 runs of the GA.  

4.3   Negative Case Study 

 The second case is a negative one, that is, the person in the picture does not  
correspond with the skull used for the superimposition. The skull 3D model (com-
prising 327.641 points) corresponds to a young woman and the 2D photograph is a 
760 x 1050 RGB color image of a similar age woman. As in the previous case, the 

                                                           
1 As said, we are emulating the behavior of ten different forensic experts when locating the set 

of cephalometric landmarks (section 5.1).  
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anthropologists identified seven cephalometric landmarks and the corresponding cra-
niometric ones were manually extracted from the skull 3D model.  

Owing to the already mentioned source of uncertainties and provided that, there are 
not extremely laterally landmarks (as the Zygion landmark seen in the first case 
study), only two sizes of fuzzy landmarks have been defined. Furthermore, in the 
definition of their sizes, we have taken into account the highest resolution of the 
source image. The four landmarks in the aforementioned vertical line are defined by a 
5 x 7 rectangle. The three landmarks in the inner and outer parts of the ocular cavities 
(Ectocanthions and Endocanthions) are defined by a 20 x 20 rectangle.  

Table 3 presents the MSE for craniofacial superimpositions results, as in Table 2. 
Since the superimposition process using fuzzy landmarks does not minimize MSE but 
a different function, these results are not fully comparable. However, MSE from both 
methods are very similar in this case.  

Table 3. Case study 2. Superimposition results obtained using fuzzy and crisp locations. 

MSE Test 
m M µ σ 

Fuzzy Landmarks (Eq.2) 0.0074 0.0682 0.0319 0.0207 
Fuzzy Landmarks (Eq.4) 0.0077 0.0577 0.0270 0.0165 
10 Forensic anthropologists 0.0067 0.0706 0.0225 0.0144 

Figure 2 comprises the superimposition results of the crisp and the fuzzy ap-
proaches for this second case. We can observe again the high variability between the 
best and worst results achieved using crisp landmarks because of the different sets of 
landmarks used. Anyhow, these results are clearly worse than the superimposition 
achieved using fuzzy landmarks. The skull pose, shape and size of the fuzzy solution 
are much more suitable to the photograph characteristics than the crisp ones. Indeed, 
the superimposition achieved following the fuzzy approach is close to an ideal one.  

   

Fig. 2. Negative case study. From left to right. The best and worst results achieved using crisp 
landmarks. On the right, the best solution considering fuzzy landmarks (with Eq. 4 as fitness). 
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Notice that, a good superimposition in a negative case does not mean a bad per-
formance of the algorithm but it is just the opposite. In the forensic identification 
process applied, the second and third stages are fully independent, and a good super-
imposition must be obtained in order to be able to properly determine if the skull and 
the face actually correspond to the same subject. Thus, we aim to achieve the best 
possible superimposition in any scenario. The decision making, corresponding to the 
next photographic supra-projection stage, will determine if the photo and the skull be-
long to the same person.  

On the other hand, this negative case highlights the advantages of the approach 
based on the fuzzy location of landmarks. Besides the smaller variability of the re-
sults, the method is more robust to deal with different initializations of landmarks 
provided by a number of forensic experts. 

5   Concluding Remarks and Future Works 

We have proposed the use of fuzzy landmarks to tackle the uncertainty related to the 
landmark location task for craniofacial superimposition. We have presented and dis-
cussed superimposition results obtained on a positive and a negative identification 
case. We have simulated 10 forensic anthropologists, who would have manually ex-
tracted a set of landmarks from a 2D-image of a missing person. We have compared 
the automatic superimpositions considering crisp landmarks and those achieved using 
fuzzy landmarks. Promising results have been achieved, especially using the fitness 
given by equation 4. The superimposition results show that the fuzzy approach is able 
to model the inherent uncertainty involved in the location of the landmarks, i.e., none 
of the ten emulated experts are able to achieve a better result than the fuzzy approach. 
Thus, our proposal becomes more robust when tackling different locations of the 
landmarks. However, these results need to be confirmed in a more extensive study, 
with a larger number of cases. 

As a future work, we aim to determine transformation parameters of the manual 
superimposition achieved by the forensic expert. We will use those parameters as the 
ground truth solution to measure the accuracy of the automatic superimposition proc-
esses. In addition, we are planning to introduce the already said matching uncertainty. 
We will make a poll between different forensic anthropologists in order to define the 
most appropriate shape and size of the fuzzy landmarks and for having sets of crisp 
landmarks. We also plan to use the extracted landmarks as sets of crisp landmarks for 
comparison purposes.  

Finally, we aim to tackle the identification stage, i.e. the decision making by using 
fuzzy logic, in order to assist the forensic expert in the final identification decision. 
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Abstract. A wrapper-type evolutionary feature selection algorithm, able to use
imprecise data, is proposed. This algorithm is based on a new definition of a
minimum Bayesian risk k-NN estimator for vague data. Our information about
the risk is assumed to be fuzzy. Therefore, the risk is minimized by means of a
modified multicriteria Genetic Algorithm, able to optimize fuzzy valued fitness
functions.

Our algorithm has been applied to interval-valued data, collected in a study
about the early diagnosis of dyslexia. We were able to select a low number of
tests that are relevant for the diagnosis, and compared this selection of factors
to those sets obtained by other crisp and imprecise data-based feature selection
algorithms.

Keywords: Imprecise Data, Evolutionary Feature Selection, Wrapper-based Fea-
ture Selection, Dyslexia.

1 Introduction

Most of the feature selection algorithms used in the design of classification systems are
suitable for precise, numerical data, without observation error neither missing values
[2]. On the contrary, in this paper we address a problem where the data has low qual-
ity and most methods in the literature cannot be applied. In previous works, we have
proposed a filter-type evolutionary algorithm called FMIFS [7] and also a wrapper-type
evolutionary feature selection algorithm called FSSGA [8]. These two algorithms are,
to our best knowledge, the only algorithms able to discover the most relevant features in
classification problems with interval-valued or fuzzy observations of either the features
or the class. In [8] we concluded that the wrapper algorithm did not improve the filter
approach, suggesting that the instrumental classifier used in FSSGA (our own gener-
alization of the k-NN rule to vague data) was suboptimal. In this paper we propose a
different extension of this rule, that takes into account different costs of misclassifi-
cation, and analyze the impact of the new definition in a practical problem: the early
diagnosis of dyslexia.

E. Corchado, A. Abraham, and W. Pedrycz (Eds.): HAIS 2008, LNAI 5271, pp. 608–615, 2008.
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1.1 Early Diagnosis of Dyslexia

Dyslexia is a learning disability in people with normal intellectual coefficient, and with-
out further physical or psychological problems that can explain such disability. It has
been estimated that between 4% and 5% of schoolchildren have dislexia, with read-
ing and writing problems [1]. The average number of children in a Spanish classroom
is 25, therefore most classrooms have dyslexic children. Dyslexia may become appar-
ent in early childhood, with difficulty putting together sentences and a family history.
Recognition of the problem is very important in order to give the infant an appropriate
teaching.

We intend to design a fuzzy rule-based testing system that can be used by unqualified
personnel while screening the children for dyslexia. As we will show later, the diagnosis
will be based on the responses of children to certain tests. Many of these tests are based
on drawings, whose interpretation is subjective. The psychologist does not make a crisp
classification, either, as she labels each individual with an interval of values between 0
and 4. The same happens with the results of the tests, which can be assigned linguistic or
interval values. Therefore, the main difficulty with this study is dealing with low quality
data (incomplete items, intervals, lists, subjective values, etc.) Moreover, there are some
hundreds of different tests that can be evaluated, thus one of the first challenges of our
study is to select a small, representative subset of tests that can be used to diagnose the
disability.

1.2 Objectives and Summary

From a theoretical point of view, the main novelty in this work (beside the use of evolu-
tionary techniques for selecting features of imprecisely perceived data) is in the defini-
tion of the instrumental classifier which is used in the genetic search. In this paper, we
will not use a fuzzy extension of the standard k-NN, as we did in [8], but we will derive
a new rule based on the minimum Bayesian risk. In words, we want to use a classifier
where the cost of labeling a child depends on the amount of error: the cost of assigning
the class ’4’ to an individual of type ’1’ has to be higher than the cost of assigning the
class ’0’ to it.

The study of this new classifier will be carried on in Section 2. In Section 3, we
will briefly introduce the practical problem and show some preliminary results. Lastly,
Section 4 concludes the paper. It is remarked that the implementation of the genetic
algorithm used in the feature selection is identical to that explained in [8], and, because
of space reasons, it is not repeated in this paper.

2 The k-NN Rule with Uncertain Data and the Minimum Bayesian
Risk Classifier

The most frequent use of the term “fuzzy k-NN” is described in [4]. In that paper, a
membership value for each crisp example in the training dataset is introduced, and the
class of the object is assigned to the class with higher certainty, in a procedure similar
to a statistical kernel classifier. It is remarked that, in that reference, all features were
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assumed to be crisp. In [9], the problem where the class of an object is a fuzzy value
was addressed. Furthermore, in [8], a k-NN algorithm able to use imprecise features
was defined. In the following section, we extend this last result to the case where the
costs of misclassifying objects depend on the class.

2.1 An Extended Definition of the k-NN Criterion for Imprecise Data and
Misclassification Costs

Let the class of an object ω be class(ω). We want to define a decision rule that maps
any set of measurements X(ω) to class(ω), with the lowest risk. Let Cij the cost of
classifying an object of class j as of being of class i, and Cii = 0. The risk of classifying
the object ω in class i is

ri(x) =
∑

j

CijP (class(ω) = j | X(ω) = x). (1)

The minimum risk rule is
c(x) = arg min

i=1...,M
ri(ω) (2)

where M is the number of classes.
Let us suppose now we are given a sample of objects Ω = {ω1, . . . , ωN}. Nj ele-

ments of this sample belong to the j-th class, thus N =
∑

j=1,...,M Nj . For estimating
P (j|x) from data, we assume that f(x|j) is constant in an small neighborhood of x, as
follows: let V be the smallest ball, centered in x, that contains k objects of the sample.
Let nj , k =

∑
j=1,...,M nj be the number of objects of the j-th class contained in V . If

V is small enough, then

ri(x) =
∑

j

Cij
f(x|j)p(j)

f(x)
≈

∑
j Cij

nj

NjV
Nj

N

k
NV

=

∑
j Cijnj

k
. (3)

Let us assume that k = 1, i.e. V is the smallest volume, centered in x, that contains one
point of the sample. Let q be the class of this point. Applying eq. (2), x is assigned the
class

c(x) = argmin
i=1...,M

∑
j

Cijnj = arg min
i=1...,M

Ciq . (4)

Since we have assumed that Cii = 0 for all i, eq. (4) means that the minimum risk rule
is also the nearest neighbor rule: we will assign to x the class of the nearest point in the
training set.

2.2 Interval-Valued Measurements

Nevertheless, the nearest neighbor rule does not hold if we do not accurately
perceive the points in the sample, but balls containing the measurements. For example,
consider the situation in Figure 1: the smallest volume V we are certain that contains
one element of the sample, also intersects two other objects, but it does not completely
contain them. In the same example, the application of eq. (2) requires deciding whether
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x

1
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1

V

Fig. 1. Interval-valued data: The smallest ball centered in x that contains for sure one object
has non-null intersection with two other objects. Therefore, P (1|x) ∈ [0, 2/3] and P (2|x) ∈
[1/3, 1]. Depending on the relative values of C12 and C21, we may assign either the label 2 or
the set of labels {1, 2} to x.

C21[0, 2/3] ≷ C12[1/3, 1]. If C21 ≥ 0.5 ·C12, then we do not have information enough
to know the response, thus we will label the example x with the whole set {1, 2}.

When the measurements taken on the objects ωi of the training set are described by
the sets Γ (ωi), we propose to define the minimum risk classifier as follows:

cΓ (x) =

⎧⎨⎩i |
∑

j

Cijnj ≤
∑

j

Cqjnj , ∀ q ∈ {1, . . . , M}, nj∗ ≤ nj ≤ n∗
j

⎫⎬⎭ (5)

where n∗
j = #{i | class(ωi) = j and Γ (ωi) ∩ V �= ∅}, nj∗ = #{i | class(ωi) =

j and Γ (ωi) ⊆ V } and, in turn, V is the smallest sphere, centered in x, for which
∃ i ∈ {1, . . . , N} | Γ (ωi) ⊆ V .

2.3 Fuzzy-Valued Measurements

The fuzzy case is an extension of the interval case. Let us consider, for instance, the
data displayed in Figure 2. We have a one-dimensional problem, and we want to la-
bel the point x = 7, according to the minimum risk rule. We have three imprecisely
measured objects surrounding x: two of them, the triangular fuzzy numbers (1; 3; 5)
and (9; 11; 13), belong to class 1. A third one, (4; 6; 8), belong to class 2. The smallest
volume, centered in 7, that contains one element of the sample, is the interval [4, 10].
Now observe that each α-cut of these three sets forms an interval-valued classification
problem. For levels greater than 0.5, the only object in V is that of class 2. However, for
α ≤ 0.5, V intersects with the three objects. For these cuts, applying eq. (5) we obtain

c(X) =

{
{1, 2} C21 ≥ 0.5 · C12

{2} otherwise.
(6)

Therefore, our knowledge about the class of the point x is given by the fuzzy set

c(X) =

{
0.5/1 + 1/2 C21 ≥ 0.5 · C12

1/2 otherwise.
(7)
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1 2 3 4 5 6 7 8 9 10 11 12 13

1 2 1

V

Fig. 2. Fuzzy data: The smallest volume centered in 7 that completely contains one object is the
interval V = [4, 10]. Let C12 = 1, C21 = 0.75, C11 = C22 = 0. For α-cuts lower than 0.5,
the risks

∑
i Ci1P (1|x) and

∑
i Ci2P (2|x) are [0, 2

3 · 0.75] and [ 13 · 1, 1 · 1] respectively, whose
intersection is not null. For α > 0.5,

∑
i Ci1P (1|x) <

∑
i Ci2P (2|x). Therefore, the class of x

is the fuzzy set 0.5/1 + 1/2.

If the perception of the measurements taken on the object ω is given by the fuzzy set
X̃(ω), we propose to define the minimum risk classifier as follows:

cX̃(x)(t) = sup{α | t ∈ cX̃α
(x)} (8)

where cX̃α
(x) is the set of classes assigned to the point x by eq. (5) when the informa-

tion about the measurements of the objects in the sample is given by the cuts [X̃(ωi)]α.
It is emphasized that, for classifying either a crisp or a fuzzy set instead of a point,

the volume V must completely contain k elements of the sample and also the whole
area being classified.

2.4 Measurement of the Risk of a Classifier with Imprecise Data

For computing the risk of the classifier over the training set, we add the costs of all the
classifications:

R =
∑

i

Cc(xi)class(ωi). (9)

In case the output of the classifier is the set of classes induced by the interval measure-
ments Γ (ωi), the risk is, in turn, a set of values. Let

riΓ∗ = min{Ct,class(ωi) | t ∈ cΓ (xi)} (10)

r∗iΓ = max{Ct,class(ωi) | t ∈ cΓ (xi)}. (11)

We know that the risk is bounded as follows:∑
i

riΓ∗ ≤ RΓ ≤
∑

i

r∗iΓ . (12)

Lastly, if the output of the classifier is a fuzzy set of classes induced by the fuzzy
measurements X̃(ωi), the risk of the i-th example is the fuzzy set

riX̃(u) = sup{α | u ∈ conv{Ct,class(ωi) | t ∈ cX̃α
(xi)}} (13)
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Category Test Description
Verbal BAPAE Vocabulary
compr. BADIG Verbal orders

BOEHM Basic concepts
Logic RAVEN Color
reasoning BADIG Visual memory
Sensory BENDER Visual-motor coordination
motor BADIG Perception of shapes
skills BAPAE Spatial relations, Shapes

STAMBACK Audition, Rhythm
HARRIS/HPL Laterality, Pronunciation
GOODENOUGHT Spatial orientation

Reading TALE Analysis of reading and wr.

Fig. 3. Left: Categories of the tests currently applied in Spanish schools for detecting dyslexia in
children between 5 and 8 years. Right: Example of some of Bender’s tests for detecting dyslexia.
Upper part: The angles of the shape in the right are qualified by a list of adjectives that can
contain the words “right,” “incoherent,” “acceptable,” “regular” and “extra.” Middle and lower
part: The relative position between the figures can be “right and separated,” “right and touching,”
“intersecting”, etc.

where conv(·) means “convex hull”, and the global risk is the fuzzy set

RX̃ =
⊕

i

riX̃ . (14)

3 Practical Application: Symptoms and Detection of Dyslexia

In the left part of Figure 3, we have listed the categories of the tests in our experimen-
tation. In the right part of the same figure, we have included an example of one of the
tasks that the children have to solve in these tests: copying some geometric drawings.
When a child is being evaluated, the expert has to decide whether the angles, relative
position and other geometrical properties have been accurately copied or not, choosing
between a given set of adjectives. Other tests produce numbers, or linguistic labels as
“low”, or “very high”. Lastly, we allow the use to express indifference between different
responses by means of intervals, as in “lower than 3” or “between 2 and 4”. There are
13 categories of tests, that expand to a total of 413 numerical, categorical and interval-
valued variables.

We have selected a sample of 65 infants between 5 and 8 years old, in urban schools
of Asturias (Spain), and collected their responses to the 413 tests mentioned before.
Afterwards, the same children were examined by a psychologist, who assigned each
one of them a subjective score, which is an interval of values between 0 (normal child)
and 4 (high degree of dyslexia). In Figure 4 we display the matrix of costs suggested by
the expert. The cost of an interval classification has been computed as the centerpoint
of the set of costs: C(A, B) = CoG{t | t = C(a, b), a ∈ A, b ∈ B} (for example,
C(1,[2,3])=CoG([0.75,1])=0.875).

The objective of this study is to relate these measured variables with the expert
judgement of the professional, and highlight those factors that are involved in the early
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0 1 2 3 4
0 0 0.75 1 1 1
1 0.75 0 0.75 1 1
2 1 0.75 0 0.75 1
3 1 1 0.75 0 1
4 1 1 1 1 0

Fig. 4. Costs of the misclassification, according to the human expert

development of the dyslexia during the preschool age. With this aim, we have designed
a Fuzzy Rule Based System (FRBS), with modified fuzzification and defuzzification in-
terfaces, and an extended reasoning method [5], capable of handling interval and fuzzy
data. The inputs of this FRBS are the responses to a selected set of tests, and the output
is a set of classes, modeling the dyslexia degree and our confidence in the estimation.
The Knowledge base of the FRBS was obtained by a Pittsburgh class GFS. The multi-
criteria GA mentioned in the introduction is defined in [6].

For selecting the most representative set of tests, we have used six different methods:
the weighted Fuzzy SSGA proposed in this paper (WFSSGA), the Fuzzy SSGA method
defined in [8], the FMIFS algorithm defined in [7] and three crisp methods: WSSGA,
SSGA and MIFS. These three last methods are the counterparts of the fuzzy algorithms
when each imprecise feature is replaced by its centerpoint. A maximum of 6 features
were allowed.

The mean values of the risks of the corresponding FRBSs are displayed in Figure 5.
The dispersion of the results are shown in Figure 6. Being intervals, we have plotted
the boxes describing the lower and upper bounds of each method. 10 repetitions of each
experiment were made, with a 10-cv experimental design.

Given this preliminary data, we can draw two conclusions: First, the use of fuzzy fit-
ness based techniques obtains more information about the sample than standard

WFSSGA FSSGA FMIFS WSSGA SSGA MIFS
Train risk [0.637,0.661] [0.729,0.764] [0.684,0.711] [0.992,0.992] [1.000,1.000] [0.955,0.963]
Test risk [0.743,0.764] [0.856,0.921] [0.772,0.814] [1.000,1.000] [1.000,1.000] [1.000,1.000]

Fig. 5. Mean values of risk in training and test sets, for the six methods studied in this paper. The
values shown are means of 10 repetitions of the experiments, 10-cv cross validation.
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Fig. 6. Boxplots of the bounds of the estimated risks of the FRBSs learned from the selection of
features obtained by the six methods studied. The columns are: WFSSGA: [FP-, FP+]. FSSGA:
[FS-, FS+]. FMIFS: [FI-,FI+]. CP, CS, CI are the crisp versions of the same algorithms.
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techniques. None of the crisp algorithms was able to find a representative set of 6 tests.
Second: a wrapper algorithm that minimizes the Bayesian risk is more efficient that
both a wrapper that minimizes the total error and information theory based methods.

4 Concluding Remarks

We have proposed an extension of the k-NN rule that approximates the minimum
Bayesian risk classifier from low quality data. This classifier has been included in a
wrapper-type evolutionary feature selection algorithm. This algorithm has improved
other feature selection algorithms based on mutual information and minimum Bayesian
error, k-NN-based wrappers, and has been used to find a meaningful set of tests for the
early diagnosis of dyslexia.
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Abstract. A new algorithm for the control of robot flocking is presented. 
Flocks of mobile robots are created by the use of local control rules in a fully 
distributed way, using just local information from simple infra-red sensors and 
global heading information on each robot. Experiments were done to test the al-
gorithm, yielding results in which robots behaved as expected, moving at a rea-
sonable velocity and in a cohesive way. Up to seven robots were used in real 
experiments and up to fifty in simulation. 

Keywords: Distributed Robot Systems, Robot Flocking, Mobile Robot. 

1   Introduction 

There are many applications in which a multi-robot approach is an advantage com-
pared to single robot systems. Groups of robots moving together can act as sensor 
arrays, allowing them to locate a desired source in a more effective way. Thus, forma-
tions of robots can be very useful in search tasks, especially when spatial pattern of 
the source is complex, like in odor [1] or sound [2] cases. They are also useful in 
mapping tasks [3], since measurement redundancy allows robots to build more accu-
rate maps. 

One of the basic problems in multi-robot systems is how to make mobile robots 
move together as a group, behaving as a single entity. This problem is solved by 
flocking and formations of robots. In flocking problem robots move as a group but the 
shape and relative positions between the robots are not fixed, allowing robots to move 
within the group. The first work about artificial flocking was a computer graphic 
animation of a group of birds [4]. Some characteristic examples of robot flocking in 
which a theoretical effort is made are [5, 6], while [7] is focused on experiments with 
real robots. On the other hand, a robot formation can be defined as a group of robots 
that is able to maintain pre-determined positions and orientations between its mem-
bers at the same time that it moves as a whole [8, 9]. 
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A desirable characteristic that flocking of mobile robots may have is scalability in 
the number of robots. In order to have this scalability, local sensing and communica-
tions and a decentralized controller are necessary [10].  

In this paper we propose a distributed and scalable algorithm for the control of mo-
bile robots flocking that uses very simple proximity sensors and information about their 
own absolute headings. The main advantages are the simplicity of the sensors required 
for the flocking and the scalability of the algorithm. The platform used to test the de-
signed algorithm is described in Sect. 2. In Sect. 3, the proposed algorithm is explained. 
Experiments performed to test the algorithm and their results are described and dis-
cussed in Sect. 4. Finally the conclusions and future work can be found in Sect. 5. 

2   Experimental Test Platform 

The proposed algorithm uses local sensing to detect the distance and angle between 
nearby robots, and information about its own global heading. Thus, the e-puck robots, 
used to test the algorithm, need to have these capabilities. They are small wheeled 
cylindrical robots, 7cm of diameter, equipped with 8 infra-red proximity sensors dis-
tributed around their bodies, 3 infra-red ground sensors and a 3-axis accelerometer. 
Their mobility is ensured by a differential drive system. 

The infra-red sensors are used to estimate the distance to the neighboring robots, 
while the angle to the nearby robot is approximated by the direction of the infra-red 
sensor. Every obstacle seen by each sensor is considered as a neighboring robot, so no 
real obstacles are placed or considered in the experiments. The range of the infra-red 
sensors is about 12cm. A picture of the e-puck robot and the distribution of its infra-
red sensors can be seen in Fig. 1. 

In order to know its heading in a global coordinate system, robots move in a  
vertical plane, using accelerometer sensors to obtain a global orientation. A magnetic 
cubic extension is added to the bottom of the robots, permitting the robots to  
move attached to a metallic wall. A picture of the robot with the magnets is shown in 
Fig. 1c. This modification allows us to design a virtual compass using the 3-axis  
 

  
(a) (b) (c) 

Fig. 1. (a) The e-puck robot. (b) Distribution of the infra-red sensors. (c) Magnets placed at the 
bottom of the robot.  
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accelerometer thanks to the gravity force. Robots sense the gravity on x and y acceler-
ometer’s axis, giving )/tan( xy the global heading. A preliminary calibration is 

needed on every robot to overcome with the accelerometer bias. 
Communication between robots is necessary in some parts of the algorithm. It is 

implemented through bluetooth and a central computer. E-pucks transmit information 
to a computer that is redirected to the robots 

Webots simulator [11] was used initially to test the algorithm, using a realistic 
model of the robots. It allowed us to perform the experiments in a fast way, tuning  
the different parameters easily, and using up to 50 robots. A compass was added to 
the e-puck model in order to know the own heading in global coordinates. 

3   Algorithm 

The developed algorithm is fully distributed among the robots, allowing the robots to 
move as a group in a common pre-defined direction, by just using local information 
from the infra-red proximity sensors and gobal orientation. 

Each robot reacts to every object detected by its infra-red sensors, being attracted 
or repelled depending on the measured distance. This makes that the robots try to 
maintain a desired distance between them. Each robot generates a virtual velocity 
Vaggregation as the sum of the reactions to nearby robots: 

∑= inaggregatio VV  (1) 

The magnitude and angle of Vi are defined as follows: 
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where desiredDist is the desired distance that robots are supposed to maintain be-
tween them; disti is the measured distance by a sensor; maxDist is a threshold indicat-
ing that every measure above should not be considered as a robot; and anglei is the 
position in radians of the sensor, that represents an approximation of the direction of 
the detected nearby robot. K1 and K2 are the adjusting parameters of the proportional 
controller.  

In order to move in the pre-defined desired direction, each robot reacts generating 
another desired virtual velocity VdesiredDirection, defined by its magnitude and angle as 
follows: 

3KV ectiondesiredDir =  (4) 
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myHeadingectiondesiredDirV ectiondesiredDir −=)arg(  (5) 

where desiredDirection is the desired common direction of movement, and myHeading 
is the robot heading expressed in the same coordinate system as desiredDirection. 

As a result from this virtual velocity VdesiredDirection, robots would move in the same 
direction and approximately at the same speed. In order to make the robots to move 
together as a group in the same direction and maintaining the desired distance between 
them, both virtual velocities are added resulting in the final total virtual velocity: 

ectiondesiredDirnaggregatiototal VVV +=  (6) 

Since robots used in the experiments are not purely holonomic, the total virtual ve-
locity must be translated in the appropriate motor speeds, approximating the desired 
velocity by making use of the Low Level Controller described in next the section. 

3.1   Low Level Controller  

The Low Level Controller (LLC) is designed to translate the virtual velocity in mobile 
robots with differential drive configuration. The controller is inspired by a similar one 
described by Hsu [12], but allowing backwards movement. The angle (θ) and magni-
tude (|V|) of the virtual velocity are the inputs for getting the angular and linear ve-
locities: 

)cos(4 θVKVlinear =  (7) 
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From (7) it can be seen that the linear velocity (Vlinear) is proportional to the magni-
tude of the virtual velocity, and it is multiplied by cos(θ). This makes velocity maxi-
mum when θ = 0 or θ = -π/2, and minimum (Vlinear = 0) when θ = π /2 or θ =- π /2. 
This is natural since a desired movement towards θ = π /2 or θ = - π /2 is not possible 
because of the kinematics of the robot. The robot will move forwards when  -π/2 > θ 
> π /2 and backwards otherwise. The angular velocity (Vangular) is proportional to θ for 
-π /2 > θ > π /2, when moving forwards, and proportional to θ + π when moving 
backwards. Thus, the robot will reach the desired heading that depends on if it is mov-
ing forward or backwards. 

The sum of the linear and angular velocities is translated to motor speeds taking 
into account the kinematics of differential drive robot as follows: 

angularlinearrightmotor VBVs *+=−  (9) 

angularlinearleftmotor VBVs *−=−  (10) 

where B is half the distance between the two wheels, smotor-right the speed of the right 
motor and smotor-left the speed of the left motor. 
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By applying the LLC to Vtotal in all the robots, it results in a flocking of the robots 
towards the pre-defined direction. 

3.2   Search for Lost Flock Algorithm 

Since robots’ sensor range is just 12cm, eventually a robot may stop detecting any 
neighboring robot and might not follow the flock. In order to overcome with that 
problem, a simple algorithm to look for the group of robots has been designed and 
implemented. 

When a robot loses the flock it first orientates in the direction of the last seen robot. 
After that it moves during few seconds in that direction. If the flock is still not found, 
the lost robot moves in the direction that the flock is moving, this is, desiredDirection. 
If after a certain time the flock is not found the robot consider itself as completely lost 
and stops. When the robot finds the flock it quits the searching algorithm and contin-
ues with the general control algorithm. 

This recovery algorithm works quite well, usually during the first seconds the robot 
finds the flock, partially because it moves 50% faster than the flock. 

4   Experimental Results 

In order to test the quality and scalability of the algorithm, experiments have been 
done both in simulation and with real robots. In simulation, experiments have been 
repeated with 7 and 50 robots, while in the real environment just 7 of them were used. 

Three types of experiments were done in simulation. In Type 1 experiments, robots 
move in an unbounded arena without borders always in the same direction. In Type 2 
experiments, the arena has borders marked on the floor that robots are able to detect. 
When one robot detects that it has arrived to the border it communicates that it has 
reached the limit to the rest of the flock and the direction of movement is inverted. In 
Type 3 experiments, robots move in an unbounded arena but they change their desired 
direction of movement progressively with time, making a complete turn in 50s. The 
aim of this experiment is to prove that the algorithm might be used in combination 
with a higher level algorithm to make more complicate tasks and not only move in a 
linear direction. With real robots just Type 2 experiments were done. 

  
(a) (b) 

Fig. 2. (a) Flock of 7 real e-puck robots. (b) Flock of 50 e-puck robots in simulation. 
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Thirty experiments of 180s were done for each type of experiments and number of 
robots in simulation and reality. In the experiments with real robots, positions and 
headings of every robot were stored every 100ms using a tracking software tool [13]. 

Three parameters were measured to analyze the performance of the algorithm: i) 
group velocity, this is, the velocity of the center of mass of the group; ii) the area 
given by the convex hull [14], this is, the area of the minimum convex polygon that 
contains all the robots; and iii) the polarization that is a measure of how well aligned 
are the headings of the robots. 

The area measurement is used to identify if the area of the group grows too much, 
that will indicate that the flock is being split in small groups. Polarization P(G) of a 
group of robots G is defined as the mean vector angle deviation between the group 
heading and each individual heading [15]. If all robots are aligned, then P(G)=0. 
Conversely, if headings are evenly distributed, P(G)=2π. Lastly, if headings are ran-
dom, i.e. drawn from a uniform distribution, then P(G)=π in average. Like robots in 
the experiment are able to move backwards and forwards, the polarization measure is 
P(G)=π for robots evenly distributed and P(G)=π/2 for random uniform distribution. 

All the systematic experiments done worked well since robots were able to move 
as a whole in the pre-defined direction, and at the expected group velocities. In Fig. 2, 
two pictures of flocks in simulation and of real robots can be seen. 

4.1   Results in Simulation 

Figure 3a shows how the area of a group of 7 simulated robots evolves on average for 
the three different types of experiments. As it is observed in the graph, robots start 
increasing the area and after a period of time (t=120s.) they reach a stable plateau of 
about 0.1m2. The group responds as a unique individual, moving on the environment 
at constant velocity of 0.05m/s, after the first seconds in which the flock is created. 
Small oscillations are observed on its steady-state as shown in Fig. 3b. 

Results with 50 robots are similar to the ones with 7 robots as it can be seen in Fig. 
4. Robots reach its steady-state area at t=140s, which is maintained during the rest of 
the experiment. There is no difference in the group velocity between experiments with 
7 and 50 robots. 

  
(a) (b) 

Fig. 3. Results for a group of 7 simulated robots for the three different experiments: (a) area on 
average (30 experiments), (b) group velocity on average (30 experiments)  
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(a) (b) 

Fig. 4. Results for a group of 50 simulated robots for the three different experiments: (a) area 
on average (30 experiments), (b) group velocity on average (30 experiments) 

In both group sizes, polarization starts at a approximate value of π/2rad converging 
to a value of 0.05rad in t=10s. Polarization reaches its minimum at the same time as 
the group velocity is maximum.  

4.2   Results with Physical Robots 

Experiments with real robots were all of them of Type 2. As it can be seen in Fig. 5, 
their performance is similar to the one in the simulation case, with very small differ-
ences in the velocity and area values. There is a first phase when robots try to adopt 
similar headings, that lasts to t=15s, when the group reduces its polarization value 
down to 0.07rad. After this phase, robots keep moving at constant velocity while 
maintaining the orientation. Group velocity is reduced from what expected from 
simulation to 0.04m/s. This decrement might be due to the magnets which may be 
introducing friction in the movement, but also to the dynamics derived of moving in 
the vertical plane. Area increases in similar way as the one in simulation, up to about 
0.13m2. 

 

  
(a) (b) 

Fig. 5. Results for a group of 7 real robots for the three different experiments: (a) area on aver-
age (30 experiments), (b) group velocity on average (30 experiments)  
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5   Conclusions and Future Work 

The presented algorithm works well according to the carried out experiments. A flock 
of mobile robot results from the local interactions between the robots, moving at the 
desired velocity and in a cohesive way. It was proved that the algorithm works with 
real robots, using simple real infra-red sensors and global heading provided by the on-
board compass, while in [7] the sensors need to be emulated. Experiments in simula-
tion with 50 robots show the scalability on the number of robots of the algorithm, 
which represent an advantage compared to other implementations like [9]. Both group 
velocity and polarization have reasonable values with real robots and in simulation. In 
addition, the absence of any robot leader and the use of many robots make the flock 
tolerant to the failure of any of its robots. The good performance of Type 3 experiments 
shows that the algorithm could be used for tasks that would need of turns of the flock. 

The use of a real compass on each robot, instead of the virtual one using acceler-
ometers, would make the experiments easier since the use of magnets and vertical 
movement was a limiting factor in the velocity and smoothness of the movements. In 
addition, if obstacles need to be avoided, a system like the one presented in [16] to 
detect nearby robots and differentiate from other objects, will be necessary. 
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Abstract. Multi-robot systems are one of the most challenging problems in 
autonomous robots. Teams of homogeneous or heterogeneous robots must be 
able to solve complex tasks. Sometimes the tasks have a cooperative basis in 
which the global objective is shared by all the robots. In other situations, the ro-
bots can be different and even contradictory goals, defining a kind of competi-
tive problems. The multi-robot systems domain is a perfect example in which 
the uncertainty and vagueness in sensor readings and robot odometry must be 
handled by using techniques which can deal with this kind of imprecise data. In 
this paper we introduce the use of Reinforcement Learning techniques for solv-
ing cooperative problems in teams of homogeneous robots. As an example, the 
problem of maintaining a mobile robots formation is studied. 

Keywords: Multi-robot Systems, Reinforcement Learning, Cooperative Behav-
iors, Coordination. 

1   Introduction 

Learning is the process by means of which knowledge, skills, understanding, values 
and wisdom are acquired. This acquisition is made through study, experience or 
teaching. There is a consensus about learning being one of the fundamental character-
istics of the Intelligence, being human, animal or artificial. 

We tend to use solutions that include learning when the problem to be solved is not 
completely described and the knowledge about the environment is not available dur-
ing the designing stage. Learning introduces autonomy to the systems that we are 
creating. Machine Learning discipline studies how these concepts can be included in 
artificial systems, for instance robotic systems. 

Several questions are arisen when we try to apply the learning to Robotics [1]. The 
first one could be what can robots learn? Robots can learn about themselves. Sensors 
introduce uncertainty and errors in the control system. Usually we try to define com-
plex sensor models to estimate these errors but the control system can also learn them 
and adapt itself to be consistent. This can be applied to the actuators, too. Actuators 
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are the second contact between the robot and the world and are also a source of errors. 
The control system can also learn how actuators work, from simple direct-current 
electric motors to complex articulated locomotion mechanisms. And also it could be 
interesting that robots learn about the behaviors that they tend to follow and how the 
behaviors are activated according to the stimuli present in the environment. 

Robots can also learn about the environment. Robots usually make metric or topo-
logical environment models which are used for path-planning, localizing goals and 
landmarks, etc. Sometimes robots learn paths directly rather than a map of their 
world. For instance, the paths can be learned as sequences of basic movements or 
behaviors activation in structured environments. Also they can learn where the haz-
ardous zones are and try to avoid them while they are planning the route. 

In multi-robot systems, robots can also learn from other robots in the environment. 
They can acquire simple knowledge as for instance how many robots are in the room 
but they also can learn the robot type —in heterogeneous multi-robot systems— 
studying some of their features. Thus, a robot could determine if a specific task can be 
started in the room or if it should go to other room because there is already another 
robot with its features. 

We could also formulate a second question: Why must robots learn? Learning al-
lows the robot to improve the performance while it carries out its task. This is an 
important issue due to the robot controllers are not perfect. As we previously stated 
neither sensors nor actuators are perfects and they generate errors and uncertainty. By 
means of learning, robot controllers can incorporate that uncertainty into the system 
and improve its response. 

Learning can also help robots to adapt their behaviors to the changes that are pro-
duced in the environment or in the task they are performing. For developing control-
lers that could manage tasks or changes in the environment, the designer must know 
them and to anticipate. This is not an easy issue in the general case. Furthermore, if 
the changes are known in prior, we can dispute if the learning is really needed be-
cause the changes can be directly included. 

Finally, learning can simplify the robot programming. Some tasks are hard to be 
accomplished and require a considerable effort to be programmed by hand. In such 
cases, the robot can learn task on its own. Consider the case of fine tuning of thresh-
olds or another parameters in the controller. Under a classical perspective, we must 
get a model, which usually it is not easy to achieve, to solve some kind of complex, 
maybe differential, equation system and to obtain the values for the parameters. Once 
we have adjusted the parameters, the system must be tested to verify if the model was 
defined correctly and iterate in the process until the desired behavior is achieved. 

The last question we are going to formulate is what method can be used for robot 
learning. The Artificial Intelligence classical literature defines four main subfields in 
the Machine Learning discipline [2]. Learning by examples that includes topics as 
inductive learning can be used in robotics. The main difficulty in this case is to obtain 
the examples to feed the learning system. When we consider autonomous robots that 
can solve all kind of situations, this type of learning, usually symbolic, is not probably 
well suited. 

Artificial neural networks are also a way to acquire and arrange knowledge. Super-
vised methods also need examples but, by using unsupervised methods, the robot can 
create models with the data it is recovering during the mission. 
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The third subfield is integrated by several statistics methods as for instance the 
Bayesian reasoning. Several flavors of evolutionary strategies such as the classical 
genetic algorithms or the evolutionary programming are also considered in this group. 
They are usually off-line methods which can be used during the designing stage. Evo-
lutionary strategies are incredible optimization methods that can help the designer to 
adjust the parameters of a robot controller. During the evolving stage these controllers 
are organized in populations composed by a large number of individuals. These 
evolved controllers are simulated under restricted conditions but finally they must be 
tested in the real robot under real conditions. Used in addition to other soft-computing 
technique, as for instance the artificial neural networks, they can be applied to a lot of 
different domains. 

The reinforcement learning is the last subfield in which the machine learning can 
be divided. Reinforcement learning is a type of learning that allows the robots to learn 
from the feedback they receive from the environment. Basically, the reinforcement 
learning is based on to try several alternatives and check what happened. If it was 
well, that alternative will be selected again in the future when the same environmental 
conditions are produced. If it was wrong, that alternative will be avoided. We can use 
these ideas for building robot controllers that describe very complex behaviors. 

2   Reinforcement Learning 

Reinforcement Learning (RL) [3] is a paradigm of Machine Learning (ML) in which 
rewards and punishments guide the learning process. One of the main ideas of RL is 
learning by a “direct-online” interaction with the environment. In RL there is an agent 
(learner) which acts autonomously and receives a scalar reward signal which is used 
to evaluate the consequences of its actions. The framework of RL is designed to guide 
the learner in maximizing the average reward that it gathers from its environment in 
the long run. 

Let us start with a classical temporal difference (TD) learning rule [4]: 

Q(s,a) t +1 = Q(s,a) t +α xt − Q(s,a) t[ ], (1) 

where xt = r + γ maxa Q(st+1,a)t. 
This basic update rule of TD-learning method can be derived directly from the 

formula of the expected value of a discrete variable. We know that the expected value 
(µ) of a discrete random variable with possible values x1, x2, ... xn and probabilities 
represented by the function p(xi) can be calculated as: 

µ = xi p(xi

i=1

n

∑ ) , (2) 

thus, for a discrete variable with only two possible values the formula becomes: 

(1−α) a +α b , (3) 

where α is the probability of the second value (b). Then taking a as a previously 
stored expected value µ and b as a new observation xt, we have: 
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µ = (1−α) µ +α xt , (4) 

and doing some operations we get: 

µ = (1−α) µ +α xt = µ −α µ +α xt = µ +α −µ + xt[ ]= µ +α xt − µ[ ]. (5) 

Then we can see that the parameter α refers to the probability that the variable µ 
get the value of the observation xt. Thus by replacing µ by Q(s,a)t and replacing xt by 
the received reward plus a fraction of the best expected future reward 
r + γ maxa Q(st+1,a)t we finally get again the TD-learning update rule (1). 

One of the major breakthroughs in RL was the introduction of an off-policy RL al-
gorithm called Q-learning [4]. The development of an off-policy RL algorithm arose 
very important consequences from a theoretical point of view due to it was the first 
time that a formal convergence proof was achieved for a RL algorithm, determining 
that the Q-learning algorithm reaches an optimal control policy with probability 1 
under certain strong assumptions [3, p.148]. 

Fig. 1 shows the agent-environment interaction cycle in RL. This interaction cycle 
could be described by four basic steps: 

1. Perceive the state s of the environment. 
2. Emit an action a to the environment based on s. 
3. Observe the new state s’ of the environment and the reward r received. 
4. Learn from the experience based on s, a, s’ and r. 

 

Fig. 1. Agent-Environment interaction cycle in RL 

3   Coordinating Multi-robots 

Currently, one of the most challenging problems in the autonomous robots field is the 
control of multi-robots teams for accomplishing a common task [5,6]. Some tasks can 
be performed more efficiently by a team of robots than a single robot. A well-know 
example of this improvement is the case of the localization of multiple robots: they 
can localize themselves faster and more accurately if they exchange their positions 
when a robot perceives each other [7]. 

We can discuss some of the basic characteristics of multi-robot systems. These sys-
tems are usually composed by a relatively large number of robots. Each robotic unit is 
a low-cost implementation that solves just a part of the whole problem. Since we are 
using low-cost robots the system can include redundancy because the adding of more 
elements is inexpensive. Thus, we get more fault-tolerant than having only one 
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powerful and expensive robot and also an improved robustness. Obviously these sys-
tems present an inherent parallelism, which makes that several tasks can be performed 
concurrently. 

One of the main problems in multi-robot systems is how the agents must be coor-
dinated to solve the assigned task [8]. There exist several alternatives but basically we 
can consider two complementary cases: a centralized control in which a central sys-
tem coordinates the actions finally performed by the autonomous agents, and a dis-
tributed approach in which each robot is able to solve some questions locally while it 
try to coordinate itself —implicitly or explicitly— with the other robots. 

There are also several alternatives to apply Reinforcement Learning to multi-robots 
systems [9]. Traditional RL methods or specific RL for multi-agent domains can be 
used [10,11,12]. As we will describe in the sequel we follow a centralized control 
approach that is based on a traditional RL method, in this case, Q-learning [4]. 

4   Learning to Line Up 

We use a simulated environment in which the robots are placed in a parallel plane, 
with an initial situation established as pointed out in Fig. 2 (left). Note that the robots 
are not aligned, and their orientation is set up by the direction of the front part point-
ing at the positive x-axis. 

      

Fig. 2. The robot team in an initial position (right) and the final desired configuration (left) 

Taking into account the values obtained by the left side ultrasonic sensors, the ro-
bot receives the information needed to know which is its relative position regarding 
the nearest robot at its left side. Distinguish which is that nearest robot is a problem to 
consider when using sonars as system of perception, as long as the same patterns are 
generated from a certain distance. This is the main reason why we are discretizing the 
sonar readings in order to set which one is the nearest robot to the left. 

The above-mentioned reference system shows if the robot is ahead, it is even or it 
is behind. The robot situated in the lowest position of the y-axis is going to take care 
of align itself only with the robot located right to its left side. All the robots will apply 
the corresponding actions and every one of them properly aligned among them as 
shown in Fig. 2 (right). Nevertheless the robot situated in the upper position of the y-
axis is taking no references since, as long as the robot located at its right side is duly 
aligned with the rest, applying the transitivity property this first robot will be aligned 
with all the others. 
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The learning task is divided into a sequence of episodes. Each episode consists of 
two hundred steps. After those two hundred steps the environment and the robots are 
reset, being then setting up as in the beginning of the episode. The episode breaks if 
one of the robots does not fit one of the states to be defined further on. 

State Space Definition. States in this problem are not determined taking each robot 
individually, but rather we consider as an only entity the whole set of positions of the 
multi-robots system. The state is determined by n − 1 digits according to the number 
of robots, being each one of this digits the relative position of each one of the robots 
—less one— inside the system. 

To specify each robot’s relative position in this experiment we use just the four 
sonars on the left side (remarked in dark grey in Fig. 3), the two laterals, the first 
upper oblique and the first lower oblique. These sonars will be the ones in charge of 
designate whether the robots are ahead, even or behind the adjacent robot on its left as 
stated above. The lateral sonars will activate up to a predefined threshold when the 
robot is aligned with the nearest one on its left. We do not set a threshold for each 
lateral one because they act as just a sonar because of its nearness. For its part, the 
upper oblique will activate when the robot is behind and the lower one when it is 
ahead. 

 

Fig. 3. The sonars used for the nearest robot detection are shown in dark grey in the figure 

The set of all robots positions shapes the current state of the multi-robot system. 
Thus, it can be told that there are three sub-states per robot, which translates into nine 
states concerning this very particular multi-robot system. However we should add one 
more state, one not enclosed in those aforementioned, which corresponds with the 
robot being so ahead or so behind regarding the reference robot. This happens when 
the values of the robot’s sensors exceed the threshold previously established for each 
situation. When this state is reached the episode breaks, the robots positions are reset 
and a new episode begins. 

Actions. A specific action represents a set of three values to apply to each one of the 
three robots which made up the multi-robots system. Those values symbolize the 
speed of each robot. In a more general approach, each system action divides into as 
many sub-actions as robots has that very system, being these actions applied to each 
robot separately. 

The robots, which as stated above move in a parallel way, move through the envi-
ronment picking one of the following sub-actions: move ahead or stop. So we have got 
two sub-actions for each robot, making it eight possible actions within the multi-robots 
system. At first we thought about making it three sub-actions per robot, adding to those 
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stated before move backwards, but we noticed that it does not contribute with new 
information and the global system is up to twenty-seven actions. As a result of this we 
only get redundant information and the convergence time increases dramatically. 

Rewards. We have employed several types of reward functions, though the most 
efficient was the one described on this paper. Thus, when all the robots reach the 
objective state once the all are aligned, they get positive reward +3. For the rest of the 
states the reward is negative −1, except when the robots separate too much of its ref-
erence robot, in which case they are punished with a remarkably negative reward. 

5   Experimental Results 

The behavior of the learning system is described in Fig. 4. Fig. 4(left) shows the cu-
mulative reward obtained per episode. As one can see there is a first stage of learning 
and exploration where the system is improving its behavior while exploring new 
strategies in order to line-up the robots. When the system reaches an optimal control 
policy it can be seen that the behavior is stabilized in the optimal policy obtaining 
thus the maximal cumulative reward per episode. This result shows that the addressed 
task is solved in a very short time and that an optimal solution is found.  

  

Fig. 4. Reward per episode (left) and Steps to line-up per episode (right) 

Furthermore, Fig. 4(right) shows the behavior of another run of the same experi-
ment from the optimal policy point of view. In this figure we can appreciate that the 
robots learn to line-up in only two steps, which is the minimal possible solution to the 
problem under our experimental framework. Again it can be seen that there is an 
initial stage for learning and exploration and a final stage when the system reaches a 
stable configuration and the optimal policy is found. 

6   Conclusions and Further Work 

The multi-robot systems domain is a perfect example in which the uncertainty and 
vagueness in sensor readings and robot odometry must be handled by using tech-
niques which can deal with this kind of imprecise data. In this paper we introduce the 
use of Reinforcement Learning techniques for solving cooperative problems in teams 
of homogeneous robots. As an example, the problem of maintaining a mobile robots 
formation is studied. Here we have formally presented the Line-up problem where a 
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team of robots has to reach a line-up configuration. The experimental results show the 
viability of the proposed strategy, design and implementation of the Line-up problem. 

Further research is guided by the idea of experimenting with physical, real robots 
in a set of more general and harder coordination problems such as coordinated ma-
neuvers, robot interaction and competition. Currently we are starting to apply artificial 
neural networks in order to avoid the state space discretization for improving the 
perception and obtaining thus better controllers. 
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Abstract. This paper presents a Complex Systems Theory based methodology 
and tool for the automatic design of multiagent or multirobot collective behav-
iors for the optimized execution of a given task. The main goal of this method-
ology is the representation of a generic task to be optimally performed in a 
Complex Systems simulator called WASPBED and the subsequent analysis of 
the emergent states thus obtained. This way, by tweaking environmental 
parameters in the system, the behaviors of the different collective behaviors ob-
tained can be studied. The example used to test the methodology deals with col-
lective behaviors for optimized routing in unknown environments. 

Keywords: complex systems, behavior emergence, simulation tools. 

1   Introduction 

Currently Multirobot systems (MRS) are an area of growing importance within the 
fields of robotics and artificial intelligence. Several multirobot systems for tasks of 
varying complexity have been presented in the literature (see [1][2] for general re-
views on MRS). It is easy to see that the ability of the robots to cooperate and collec-
tively perform tasks is an element of fundamental importance in this type of systems, 
in particular as the environments and tasks become more complex. Consequently, 
design methodologies and tools that allow for the study and the optimal design of 
behavior controllers for MRS are a necessity.  

Typical MRS systems are designed by hand, that is, the engineers program ad hoc 
algorithms for particular hardware platforms. Recently, some authors have started to 
look into other approaches such as learning systems [3] or evolution [4], basically 
exporting techniques and methods from single robot systems to the multirobot do-
main. In general these techniques have allowed a certain amount of research to be 
carried out and have even provided some successes and ideas on future lines of re-
search. However, one of the main ideas that have resulted from this collective work is 
that directly exporting single robot approaches to multiple robot systems does not 
address many of the problems found in this area. For instance, determining the size of 
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the MRS or if it should be homogeneous or heterogeneous in its control. As indicated 
by Farinelli et al. [1], the proposed approaches need to be precisely characterized in 
terms of assumptions about the environment and in terms of the internal system 
organization [5]. 

In this paper, we present the application of a methodology that is directly designed 
for obtaining collective multirobot and multiagent behavioral strategies that lead to 
the optimization of the performance of a given task. This problem is similar to other 
engineering problems requiring complex optimization procedures and which are suit-
able for the application of population-based search algorithms to deal with the high 
dimensionality of the resulting solution spaces. General search techniques usually 
imply having to spend a lot of time in their adaptation to the particular practical engi-
neering problem at hand in order to reduce the high computational cost derived from 
the large number of evaluations that are typically necessary and avoiding problems 
such as getting stuck in suboptimal solutions. 

To address this kind of problems in a more efficient manner, we have started to de-
velop techniques that allow us to obtain more efficient algorithms to solve particular 
engineering problems instead of adapting general algorithms that were not created to 
deal with this kind of limitations. In this line, inspiration was sought from complex 
systems theory, in particular from the field of Artificial Life, where different ap-
proaches can be found related to the application of complex systems to non-biological 
practical problems [6]. Particularizing to function optimization, Yang et al [7], have 
considered distributed algorithms which can be successfully applied to parallel opti-
mization and design. The underlying idea is the same one we want to exploit in this 
work: complex tasks may be performed by distributed activities over massively paral-
lel systems composed of computationally and/or physically simple elements.  

All of these approaches use complex systems in the optimization of a target func-
tion. Here, instead of optimizing a particular function, we are more interested in the 
emergence of a distributed optimized way of performing a task, basically of a distrib-
uted algorithm, where the distribution is performed over the behaviour controllers of a 
set of robots. This idea was originally presented in Langton's Artificial Life book [8] 
with a chapter devoted to the design of artificial problem solvers.   

2   Methodology 

Obtaining emergent distributed optimization algorithms for engineering problems 
requires, on one hand, deciding how this problem can be represented as a complex 
system, that is, through a set of simple interacting agents. As a second step, it is high-
ly recommended to establish a simulator for its study that must be very flexible in the 
definition of the capabilities of the agents in order to be able to represent different 
algorithm topologies. Finally, it is necessary to be able to analyze the main features of 
the resulting agent population, which may be very complex with large populations. 

For the study of virtual complex systems and any other dynamic interactions be-
tween the components of simulated environments, a simulation interface called 
WASPBED (World-Agent Simulation Platform for BEhavior Design) was developed. 
It provides the capability of changing the environments, the definition of the partici-
pating elements or the constraints with the minimum effort and it permits developing 
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a creation template useful for all the different configurations of the different problem 
environments. The use of this template guides and simplifies the simulation definition 
process. In addition, WASPBED is provided with different and very configurable 
analysis tools. Finally, it permits having full control and freedom to introduce any 
components, rules, interactions, control systems and so on. 

The WASPBED core is composed of four main blocks: 

1. Main manager: responsible for initialization and linkage of all the modules, con-
trol of external inputs, file access, the graphic interface, etc. In order to increase 
the generalization and simplify defining the environments and their interactions, 
each "world" is composed of just two types of structures: Elements and Events. 

2. Elements: they represent anything inside the world that contains a set of charac-
terization parameters. These parameters can be associated to the element or to the 
type of element and can change or not throughout the simulation run (element 
state or descriptive parameters). 

3. Events: they are the representation of the different interactions that guide the 
simulation of evolution, that is, any action that implies variations in the value of 
the state parameters is an event. 

4. Configuration templates: the set of xml files that define the environment. There 
are three types: creators (initialization parameters of the elements), type defini-
tions (parameter definitions and their default initialization values) and the com-
patibility board (definition of the associations between elements and events). 

 

Fig. 1. WASPBED structure and during execution 

The WASPBED tool has been programmed in JAVA due to its platform independ-
ence capabilities. The computation of the events algorithms is distributed amongst the 
elements that run as independent process threads. The simulation interface also allows 
associating a control system to each agent, managed by one or more decision threads. 
This control system is provided with a sensory apparatus and an internal memory. In 
addition it contains a learning block that provides means to adapt the control system. 

In terms of analysis, the environment is basically endowed with what are called 
"monitoring agents" and several representation panels within the graphic interface. 
These agents collect information of single element parameters or complex combinations 
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of them changing in real time, and represent them in the different panels while the simu-
lation is running. These combinations of parameters, which may include statistics, 
trends, local trends, etc. are defined by the user in the same way as the events, and rep-
resented through bars, graphs, or numerical values. Thus, the analysis tools allow for 
easy reconfiguration and adaptation to each specific case. 

Finally, through the analysis of the control structures obtained for all the elements 
in the population it will be possible to extract the distributed algorithm for the prob-
lem to be solved. In particular, here we will be seeking algorithms having to do with 
problems that may be represented as graphs (routing problems). 

3   Application Example 

A practical application example will be used to show the main features of the meth-
odology developed here. As an initial application test, we have chosen a routing prob-
lem that consists on sets of robots finding an algorithm that provides the best route to 
go from the origin to the target on a random graph. Consequently, we have defined an 
environment made up of the following elements (see Fig. 1): 

• The graphs: they contain nodes and edges linking nodes. There are two special 
nodes, the origin and the target. We have situated 6 random graphs with 12 nodes 
and 25 edges each. Each edge has a modifiable state parameter (pheromone den-
sity). The graph has a state parameter representing the amount of resource present 
in the target node that is decreased by the robots when they arrive there. 

• The robotic agents: that travel around the edges of the graphs. Their relevant 
state parameters are their position, age, activation level and an itinerary memory. 
Their descriptive parameters (inheritable) are four coefficients of the control sys-
tem and another one controlling pheromone production. 

The interaction rules (events) in this case are: 

• Advance: each agent goes through the current edge towards the next node. 
• Choosing the next edge: this represents the control system. It decides the next 

edge using an evaluation function. It is activated when the agent is on a node. 
• Reproduction: when an agent reaches the origin after having reached the target, 

that is, after a complete cycle, it performs a crossover process of its inheritable pa-
rameters with any other agent in the same situation in order to create a new agent. 

• Graph regeneration: when one graph’s resources run out, new random nodes and 
edges are generated.  

• Pheromone release: when an agent finds the target node, it may increase the 
pheromone density of the edges it goes through on its way back to the origin node, 
the release rate is regulated by the pheromone production parameter.  

• Itinerary memory update: Every time an agent leaves an edge, its memory is 
updated adding this new edge.  

• Agent death: when the agent’s age exceeds its longevity value it is removed from 
the population.  

With these rules we have obtained an environment where the agents go through the 
different graphs leaving different pheromone trails, choosing their paths and  
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reproducing depending on their controller parameters. As time progresses, they im-
prove their ability to find better routes between the origin and target nodes due to the 
association between reproduction and finding the origin and target nodes.  

The control system decides the next edge based on an evaluation function that con-
sists on the sum of four product terms: the pheromone level of the evaluated edge 
times the pheromone density coefficient, the logarithm of the number of agents on the 
edge times the agent density coefficient, the square root of the position of the edge in 
the itinerary memory times the memory coefficient and the edge length times the edge 
length coefficient. All of the terms are normalized between 0 and 1. The best evalu-
ated edge will be followed by that individual. Thus, different coefficients determine 
different behaviors for the different individuals. An additional parameter is used, the 
pheromone production rate, which represents the amount of pheromone an ant pro-
duces when it leave an edge on its way back to the origin. 

As soon as we started with the simulations, we noticed that the initial definition of 
the rules described above presented a shortcoming: when the population improves, the 
agents select shorter paths and the resource consumption increases. As a consequence, 
the individuals tend to perform better but the system can’t assure that the resources 
are available when the target point is reached. As a consequence the system degrades 
its performance. 

This happens mainly because the agents do not have any sensor providing informa-
tion on the resource levels in a graph and therefore they do not have information on 
the existence of resources until they reach the target point. In addition, eventually the 
graphs become too easy to solve, then the extinction of a graph occurs frequently. The 
main implication of this is that the success of an individual becomes more and more 
random and less focused on improving efficiency. To solve this problem, we have 
introduced in the system a predator/prey model based rule that uses a new parameter 
in the graphs: the advance velocity. 

In real models, the average path required to find a resource point is directly related 
with the prey/resource density and, consequently, when the resources decrease, this 
density decreases too and the average path increases. As a consequence the complex-
ity to find resources increases accordingly and thus the agent’s performance must 
improve for its survival. 

To include such rule in the system, we start by assuming an apparent fixed surface 
of area (S) (representing the area of the territory in which the system evolves), that 
together with the available resources level (Rlev) will lead us to an apparent resource 
density (Dap)  

S

R
D lev

ap =
 

The average path length (Lav) to reach a resource will be proportional to a charac-
teristic length and, thus, inversely proportional to the squared root of the apparent 
resource density: 
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Instead of modifying the graph length as a function of the resource density, we 

modify the advance velocity so that the average time to cover a graph stretch is the 
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same as by a modification of edge length. Thus, starting from an initial length (L0) 
and an initial advance velocity (v0), the instantaneous velocity (vadv) is:  
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3.1   Resulting Algorithms 

We have allowed the system to evolve with several different configurations changing 
different parameters of the environment rules. Those we consider the most interesting 
to analyze are the following:  

 
1. We let the system evolve with the previously described rules and, after a few min-

utes, the population reaches a stable state. Its genetic parameters are shown in Fig. 
2. As shown, the most relevant parameters are the memory coefficient and then 
the pheromone density, which means that, initially, the agents select, out of the 
available edges, those that are more separated in its memory. That is, they select 
those in which they have not been before or where they have been a long time ago. 
Secondly, the agents select the edges that have the highest pheromone density. 
The agent density is used in third place with a low and negative value, but it is 
also of interest since, despite the fact that it is not decisive in most of the edge se-
lections, it helps to spread population about into several graphs at the starting 
point or after the deactivation of a graph (remember that all the graphs are linked 
and when an individual is choosing a new graph, each graph is treated as an edge 
with an equivalent pheromone level and agent density). Finally the edge distance 
coefficient has a value near zero, nevertheless this parameter is not very important 
because each of the randomly generated graphs could have an optimum composed 
by short or long edges indistinctly, in fact, on several evolutions the first three co-
efficients preserve the same values and this one varies. 

 

Fig. 2. Resulting algorithm parameters for the whole population using the original rules 

2. In a second case we let the system evolve without updating the pheromone values 
of the edges, that is, the communication through the environment (stigmergy) the 
agents were using is no longer possible. With this modification, we obtain the 
population parameters shown in Fig. 3. The behavior is now guided by both the 
memory and the agent density. The individuals in this case behave in a similar 
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way as in evolutions with pheromone updating because they are choosing the most 
populated edges and thus most of them are following the same paths. They are in 
fact using another way of indirectly communicating information and taking advan-
tage of it. The other coefficients are not relevant: the pheromone coefficient has no 
effect, the pheromone value of the edges is now always zero, and the edge length 
is not related with the quality of the solution, as explained before. 
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Fig. 3. Resulting algorithm parameters for the whole population without updating the phero-
mone values of the edges (left) and with a maximum lifetime for the graphs (right) 

3. In the last configuration we have tried to make the problem a little bit harder. A 
maximum lifetime has been defined for the graphs, and when consumed the 
graphs are deactivated. So now graphs are deactivated when they run out of re-
sources or when they reach their time limit. Pheromone updating is allowed in this 
case. The first consequence of this rule is that there is almost no time to exploit a 
graph after finding the good paths. Thus, basically, the agents are most of the time 
exploring new graphs and finding solutions as fast as possible. The coefficients 
obtained are shown in Fig. 4 and correspond to a behavior that is not very different 
from the first one we analyzed except for one aspect: the pheromone coefficient is 
now twice as high as in the first case. The memory coefficient and the pheromone 
production levels are the same. This means that the agents assign a higher rele-
vance to the pheromone trail. This can be considered normal as now there is no 
time for the pheromones level to increase too much. 

 
Thus, to conclude this experiment, we must point out that after enough iterations, 

the simulations converge to a dominant type of agents with very similar coefficients 
(similar controller and behavior), although there are still agents that have different 
behaviors from the general population. It is important to note that memory is funda-
mental, as we have seen in all the simulations with several configurations, otherwise 
the individuals are easily trapped in loops around the same nodes or edges. In fact, 
after the first time steps all those individuals that do not use their memory disappear.  

Our efficiency measure is the average number of steps needed to travel between the 
origin and target which, despite fluctuations due to changes in the environmental 
conditions, improves with evolution. 
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4   Conclusions 

Trying to obtain algorithmic solutions from the analysis of populations that have 
reached emergent stable behaviors in adapted environments seems to be a promising 
avenue of work, especially for very complex problems with dynamic interactions 
which is the case of Multirobot Systems. For dealing with this kind of simulations, it 
is necessary to adjust a huge number of parameters which can influence the stability 
and efficiency of evolution. Consequently, developing and studying analysis tools to, 
on one hand understand and be able to guide our population and on the other hand to 
extract solutions from the results, becomes very important and profitable. 

We are now working on improving the control tools, finding more relevant pa-
rameters to characterize and guide the evolution, making the methodology more gen-
eral to be able to adapt any problem to an evolutionary dynamic complex system. 
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Abstract. The area of cognitive or intelligent robotics is moving from the single 
robot control and behavior problem to that of controlling multiple robots operat-
ing together and even collaborating in dynamic and unstructured environments. 
This paper introduces the topic and provides a general overview of the current 
state of the field of modular and multi robotics taking both of these subareas as 
different representations of the same problem: how to coordinate multiple ele-
ments in order to perform useful tasks. The review shows where Hybrid Intelli-
gent Systems could provide key contributions to the advancement of the field. 

Keywords: Intelligent robotics, multi-robot systems, modular robotics. 

1   Introduction 

The classical concept of general purpose industrial robot, both in the case of manipula-
tors and mobile robots, makes sense when the task to be carried out takes place in static 
or controlled completely structured settings. However, when the environments are 
highly dynamic and unstructured and when the tasks to be performed are seldom carried 
out in the same exact way, it is necessary to make use of robotic systems that require 
additional properties depending on the task. Examples of these environments are ship-
yards, plants for constructing unique or very large structures, etc. In these environments, 
work is not generally carried out as in traditional automated plants, but rather, a series of 
individuals or groups of specialists perform the tasks over the structure itself in an ad 
hoc manner. Consequently, it is necessary to seek new approaches that permit automat-
ing processes in this type of environments based on design specifications such as 
modularity, scalability, fault tolerance, ease of reconfiguration, low fabrication and 
maintenance costs and adaptation capabilities. 

Thus, structures that can adapt their hardware and capabilities in a simple manner to 
the task in hand are sought. At the same time these structures, as they are designed for 
operating in dynamic environments, must be endowed with capabilities that allow them 
to adapt to their environment in real time. Obviously, they must continue to operate 
even when failures occur in some of their components, that is, they must degrade in a 
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non catastrophic way. All of these requirements imply the construction of a modular 
architecture, an standardization of the interfaces between modules and an appropriate 
organization of perception, processing and control for these types of structures that 
implies the reconfiguration of the system in an intelligent manner for the completion of 
the mission. 

Hybrid intelligent systems are characterized by the composition of the different 
available computational tools (Bayesian reasoning, neural networks, fuzzy systems, 
statistical classifiers, evolutionary algorithms, etc.) in a way that is adapted to the  
particular problem to be solved. They are aimed at achieving the highest degrees of 
flexibility and adaptation. Until now, most multirobot or modular robotic systems are 
characterized by the simplicity of their control systems, which are often handcrafted for 
the particular task that must be demonstrated. We believe there is an open wide applica-
tion field for hybrid approaches to this type of systems. 

2   Approaches to Modular Robotics and Multi-robot Systems 

Three different approaches to modularity and multirobotics may be found: 

1. Modularity of a continuous robot. It deals with the creation of modules, 
usually homogeneous, that through their connection into different configu-
rations permit the creation of a single and physically continuous robot. This 
is the idea of the so called polybots. 

2. Modularity of a distributed robot. In this case, the designers seek modules, 
generally inhomogeneous, and where each one of them is specifically de-
signed for a given part of the global task. They may or may not be physi-
cally connected. 

3. Distributed cooperative robotic systems. This concept arises from tradi-
tional robotics where the cooperation of independent robotic units is sought 
for performing joint tasks. Their differential characteristic is that the robotic 
unit is independent and does not require the others in order to perform the 
task. Cooperation allows them to carry out tasks of a larger scope or com-
plexity.  

From now on, and for the sake of simplicity, we will only consider two categories. 
The first one are systems that present modular solutions, whether continuous or distrib-
uted. The second one are systems that encompass several independent robots. 

2.1   Modular Robotics  

In general, modular robots can be taken as robotic structures that are made up of multi-
ple, generally identical, modules. The underlying idea of modular robotics takes inspira-
tion mainly from cellular automata and social insect theories. Through cooperation, 
social insects such as ants, bees or termites, perform tasks that would be impossible for 
a single individual. This way, modular robots use the emergence and holistic principles 
that are quite popular in current science. This principles state that there are behaviors or 
properties of the systems that are intrinsic to the whole system and cannot be found in 
any of its constituents, that is, they emerge from the interaction of the system parts. 
Using similar principles, modular robots autonomously self-organize and change their 
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shape in order to adapt to different tasks or classes of terrain. For instance, some modu-
lar robots may transform into snakes in order to follow a tunnel and then may transform 
into quadrupeds to go up stairs. Another important feature of modular robots is their 
potential for self repair. As the modules making a unit up are usually identical, it is 
possible to eliminate the damaged module and substitute it using another one, if avail-
able. Notwithstanding these comments, most developments in modular robotics are not 
classified as self organizing systems. This is due to the fact that in most cases, one mod-
ule is used as the general coordinator and the rest as slaves and these roles can be inter-
changed. 

Even though this research area has progressed very fast since its beginnings in the 
early nineties, modular robots have achieved their objectives only in very controlled 
laboratory environments. In reality, the control systems within the modules are created 
ad hoc for the task to be carried out. There is hardly any instance of this type of systems 
that presents the capability of autonomously deciding the configuration change or the 
necessary adaptation parameters. The introduction of advanced (hybrid) intelligent 
systems may be the key for achieving these properties. 

Modular robots present structural degrees of freedom in order to adapt to particular 
tasks. One of the first implementations is a sewer inspection robot [1] although the idea 
of reconfigurable modular robots starts with the designs by Yim [2-6] of a polypod 
robot that is capable of adapting its structure in order to produce different gaits for mov-
ing over different terrains. In [7] this philosophy is applied to the design of flexible 
fabrication cells. A robot for operating in vertical surfaces is presented in [8]. The work 
in [9] discusses the limitations of metamorphic robots based on cubic modules. Differ-
ent modular configurations are being proposed even nowadays, examples are [10-14]. 
New classes of robots are introduced in [15] where Campbell et al. present robots that 
are configured as power buses while performing the assigned task. In [16] Carrino and 
col. present modules for the construction of feed deposition heads in the generation of 
composite materials.  

The idea that robots should be able to self-configure is introduced in [17-20] over one 
type of modular robot called M-TRAN [21,22]. In its current state the transitions be-
tween configurations are carried out manually and a few configurations for particular 
tasks are obtained through genetic algorithms and other global random search methods. 
The idea of self-configuration over Yim´s polybots is proposed in [23]. Liping et al. 
[24] propose a coupling method that is based on position sensors and in [25] Patterson 
and col. propose another one based on magnetic couplings that may lead to new propos-
als of self-configurable robots. An area of active interest is that of the application of 
intelligent (hybrid) systems for the autonomous on line reconfiguration of this type of 
robots. It would really be necessary to reformulate the problem as a distributed optimi-
zation problem with partial information and combine estimation methods (Bayesian or 
neuronal) with robust optimization methods (evolutionary or graduated convexity). 

Papers [26-29] study kinematic calibration methods and ways for obtaining the in-
verse kinematics and the dynamics of modular and reconfigurable robots in order to 
solve the problems introduced by tolerances in the fabrication of the modules. On the 
other hand, [30] presents a methodology for the dynamic modeling of multirobot sys-
tems that facilitates the construction of simulators that may be used in order to acceler-
ate the development of intelligent control systems through virtual experiments.   
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2.2   Automatic Design 

Regarding the automated design of modular robots, some work has been carried out in 
the application of evolutionary algorithms that seek the minimization of a criterion 
based on the variety of the modules employed for a given task that is cinematically 
characterized [31] or on the mass, ability and workspace [32]. In [33] Zhang and col. 
provide a representation of the robot and the environment that permits the application of 
case based reasoning techniques to the design of a modular robot. For the automation of 
the design of the configurations of modular robots, including self-reconfigurable robots, 
[34] proposes a representation of the potential connection topologies among the mod-
ules. Saidani [35] discusses the use of graph theory and cellular automata as a base for 
the development of design and reconfiguration algorithms. However, this type of sys-
tems will not be really autonomous until these design and analysis tasks are carried out 
in an autonomous and distributed manner over the robot modules themselves. Again, 
robust estimation and modeling methods that are still not in general use are required.   

An aspect we are interested in is that of the need to organize the sensing of the robot 
so that the different sensors are integrated in order to obtain the desired information. A 
primitive example is the application of Bayesian decision theory for door detection as 
presented in [36]. A decentralized Bayesian decision algorithm that may be used for the 
fusion of sensorial information in sensor networks is introduced in [37]. This algorithm 
indicates the path to follow for the application of hybrid intelligent techniques to this 
problem.  

2.3   Multi-robot Systems 

The second category of interest are robot swarms [38,39]: groups of robots that collabo-
rate to achieve an objective, for example, rescue tasks [40], material handling in flexible 
fabrication cells [41]. Possibly, the RoboCup robotic football championship is the most 
important concept testing ground in this field. 

The biological foundations of the idea of robot swarms are reviewed in [42], includ-
ing a prospective of their application in [43]. Different studies of complexity have been 
carried out over these types of systems. They include the characterization of chaotic 
behaviors [44]. Dynamic studies have also performed out over simple models such as 
foraging [45, 46]. The negotiation method [47] proposed for self-reconfigurable robots 
could also be applied to swarms. On another tack [48] shows how a swarm may be 
converted into a self-reconfigurable robot. In [49] Fukuda and col. discuss the advan-
tages and disadvantages of multiagent robotic systems as compared to single robots. 
The individuals considered are in general very simple in their internal dynamics and, 
consequently, the introduction of sophisticated approximate reasoning systems would 
permit an extension of the range of behaviors and their robustness to changing 
situations.  

One of the critical aspects of this type of systems is the communication between the 
members of the swarm [50]. It is usually carried out using radio-links. In [51] Dumbar 
and Esposito study the problem of maintaining communications among the robots per-
forming tasks. Dongtang et al. [52] study the need of optical communications and 
evaluate a system based on photo sensors and laser. In [42, 53-55] different authors use 
the pheromone metaphor as a means of communications in, among other, applications 
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for the detection of damaged components. Another line of research where hybrid intelli-
gent systems are becoming necessary is that of stigmergy based communication, that is, 
communication through the environment [56].  

The production of consistent information on the environment in a distributed manner 
is another challenge for this type of system. In [57] Kumar and Sahin consider this prob-
lem in the realm of detecting mines. Pack and Mullings [58] introduce metrics so as to 
measure the success of a joint search performed by a swarm as well as a universal 
search algorithm. More elaborate representation methods that include training algo-
rithms adapting the agents to their environment and tasks are needed.  

Obtaining decentralized control that provides interesting collective behaviors is a 
central problem [39, 47, 59-65]. In [62] Peleg presents a universal architecture for the 
decentralized control of groups of robots. A review of the state of the art of decentral-
ized control is given in [63]. Wessnitzer and Melhuish [66] integrate behavior based 
control strategies with swarm control systems in a task having to do with the elimination 
of underwater mines. In general, the formulation of decentralized control implies the 
need to work with incomplete or temporally inconsistent information. Hybrid intelligent 
systems should help to improve the robustness of these control systems.  

Marco Dorigo´s group has been very active in this field, developing the idea of 
swarm-bot: In [67] they discuss a transportation behavior that is similar to that of ants. 
In [68] they present a hole avoiding behavior. A Review of their work can be found in 
[64]. Finally, in [69] they study the application of evolutionary techniques for obtaining 
distributed control methods. Again, these evolutionary techniques are run based on the 
global information available about the system and are not implemented on the agents. 
Thus, these systems are still far from being autonomous 

An interesting application is that of positioning and map generation through robot 
swarms [70]. A precedent may be found in [71], and in [72] Di Marco et al. consider the 
simultaneous localization and map generation problem (SLAM) for a robot team. On 
the other hand, Stroupe and Balch [73] try to estimate the best next move of a group of 
robots in order to obtain the map. The techniques are based on variations of Kalman 
filters, which can clearly be improved through the application of techniques from the 
hybrid intelligent systems tool box and thus things such as inverting the observation 
prediction functions could be avoided.  

3   Conclusions 

The two most important approaches to the construction of multi or modular robots have 
been reviewed. As a general comment it must be pointed out that this type of systems 
still lack the desirable level of autonomy. The application of hybrid intelligent systems 
for the construction of truly autonomous control systems or for the interpretation of the 
sensing data are open fields of great potential. A systematic need of working with im-
precise and incomplete information that may be temporally inconsistent is detected 
when contemplating distributed implementations of control and sensing. Sensor fusion, 
whether from several sensors from the same robot or from different robots, requires 
robust and efficient modeling techniques. It is with the hybridization of different ap-
proaches that this may be achieved. 
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Abstract. Modular robots are systems that can change its geometry or configu-
ration when connecting more modules or when rearranging them in a different 
manner to perform a variety of tasks. Graph theory can be used to describe 
modular robots configurations, hence the possibility to determine the flexibility 
of the robot to move from one point to another. When the robot’s configurations 
are represented in a mathematical way, forward kinematics can be obtained. 

Keywords: Modular Robots, Graph Theory, Configurations for Displacement. 

1   Introduction 

Now in days, different modular robots designs have been proposed to give a solution 
to varied fields like versatility, adaptability, robustness, costs, etc. It is possible to find 
module robot designs from 1 degree of freedom (DOF) [1], 2 DOF [2], [3] and 3 DOF 
[4], [5]. Each system shows diverse relevant advantages between them, a few of them 
are reconfigurable and others are autoconfigurable systems, but something in common 
is that they can form new robot structures when combining modules. When attempt-
ing to obtain the model of a defined robot is just a matter of following a systematic 
procedure. With a defined robot, the number of degrees of freedom, length´s links, 
masses and geometry are normally well defined and constant, facilitating its model-
ing. On the contrary, modular robots are more complex to model, due to its capability 
of increasing the DOF, and links when adding modules to the structure. The kinemat-
ics of the robot will be defined by the number of modules and the way they are con-
nected. Therefore it is necessary to use a method to easily represent the structure´s 
configuration. 

2   RobMAT Architecture 

The desire of any modular system is that the whole is greater than the sum of its parts. 
The main advantage of using modular robots lies in the possibility of constructing 
different kinematics chains by combining modules. 

RobMAT’s system architecture is divided into modules, molecules and colonies. A 
module (figure 1 (a)) is the base component of the system and it has movement and 
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communication capacity. A molecule (figure 1 (b)) is an autonomous entity made out 
of n-modules connected together (n>1). The molecule holds higher capabilities of 
movement, communication and manipulation than the module. Various molecules 
cooperating in the area to fulfill a task is defined as colony. 

   
       a)                                                                      b) 

Fig. 1. a) Base component of the RobMAT system. b) Six module configuration. 

The system has three communication channels in order to properly transmit com-
mands to the whole system and to be able to work in a cooperative mode. These 
communication channels are the Intra-Module Communication, the Inter-Modules 
Communication and the Video Communication. 

The first type is in charge of the communication between modules belonging to 
the same molecule and it uses a CAN bus [6]. The Inter-Modules Communication is 
in charge of communication between molecules or between a molecule and the con-
trol station and it is based on Bluetooth. Finally, the Video Communication is used to 
send radio frequency video signals from the two mini cameras that can be attached to 
one of the molecules and that would be used to control de system in a remote working 
environment using teleoperation. 

 

Fig. 2. By combining modules, distinct modular robot configurations can be formed, creating 
many ways of displacement and manipulation 
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The used module had an actuator with 3 rotational degrees of freedom with its 
axes intersecting at one point creating a wrist-like joint. The design of the module 
allows accessories to be attached on one end of the module and the connector used to 
enable reconfigurations is made out of an electromagnet (male connector) and a me-
tallic plate (female connector), each part embedded in one of the molecules making 
possible to form different modular robot configurations as is shown in figure 2. 

3    Describing Modular Robot Configurations 

The flexibility of modular robots provides enormous adaptation capacity and the abil-
ity to perform a number of tasks. However, it complicates the robot’s kinematics and 
dynamic modeling [7]. The changing configuration of molecules means that, unlike 
other robots, modeling in advance is not possible. An algorithm is therefore required 
to automatically generate the model for any molecule configuration during the execu-
tion of each step of a task.  

3.1   Graph Theory 

Kinematics graphs are a widely-used tool for the theoretical analysis of mechanisms [8]. 
These graphs entail vertices and edges (or lines), which represent robot links and joints 
respectively. All elements of a mechanism belong to one of these categories, so any 
mechanism can be represented by a graph. Graph Theory [9] offers many theoretical 
tools to analyze graphs, and applied to mechanisms, specifically talking about the 
graphs of mechanisms; it provides the opportunity to analyze them in a more abstract 
manner. A graph is a mathematical object that captures the notion of connection.  

3.2   Graph Theory into Modular Robots 

A modular system can be represented by its corresponding graph, showing the rela-
tionship existing among different modules. The application of Graph Theory to modu-
lar robots requires the use of specific graph elements. This degree of specialization is 
achieved by labeling graph vertices and edges in such a way that there are as many 
labels as different types of robot links and joints. If we consider RobMAT as a ho-
mogenous robot, i.e. without considering the tools it can handle, it can be seen in 
general one type of link (each prism (p) next to the spherical joint), two types of joint 
(connector (c) and spherical (s) joint), and another element to be taken into account 
when representing module chains is the linking point between modules, which is 
called the port. Basically, a connector can have more than one place or port to join 
with other connector. Generally, a number codifies each port and is located in the 
graph close to the corresponding element where the linking is produced. The figure 3 
(a) shows representative graph elements over each robot module. Each module is 
composed of two links, one joint and its ports (e.g. module one is composed of L1, L2, 
and J1 and module two is composed of L3, L4 and J3), but when combining modules a 
joint between them is created due to the port at the link section (e.g. J2 is created when 
both modules are connected at port 4 in both cases). The figure 3 (b) shows a four 
module configuration graph and it can be noticed the joints created at each module 
union (i.e. J2, J4, J6, and J7) and its ports are showed. 



652 J. Baca et al. 

 

Fig. 3. a) Representative graph elements over each RobMAT module. b) 4-module configura-
tion graph. 

All this information is set forth in the Assembly Incidence Matrix AIM [10], so 
that it can be easily included in algorithms. The AIM is a (N+1)x(M+1) matrix with N 
vertices (v) and M edges (e). This matrix is formed by giving to each entry aij the 
number of the port that joins vi and ej, or 0 when no linking appears. The extra column 
(M+1) indicates the link type, while the extra row (N+1) shows the joint type. Figure 
3 (a) shows the RobMAT module with its ports and their assigned numbers. It can be 
seen that module has six possible connection ports with other modules. To clear up 
some final concepts, Figure 3 (b) shows the graph of the 4-module RobMAT mole-
cule, where each link is named Li with i=1,2…,8 and each joint is named Ji with 
i=1,2…,8. To distinguish between the two kinds of joints, spherical joints are repre-
sented as a single-line edge and connectors as a double-line edge. Also, the spherical 
joint edge is directed (from –1 to 1) to show the order of its three axes. The arrow 
indicates where the end-effector link is located. Also, the number at both ends sides of 
each connector indicates the port of connection between the links. The graph therefore 
contains enough information to describe the modular robot assembly.  

The AIM for the Figure 3 (b) graph is: 
 

 

3.3   Modular Robot Configurations for Displacement Determined by the 
Complexity of the Graphs 

Many configurations can be built for displacement, but just a few of them are efficient 
for the task. By analyzing the graph (links and joints structure), it can be determined 
the complexity for the robot to move from one point to another. An example of this 
situation can be noticed when comparing the six modules configuration from figure 4 
with the six modules configuration from figure 5. Although the same number of 
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Fig. 4. Each configuration can be represented by graphs and with this a mathematical way to 
describe the structure generated  

modules are used, and thanks to an additional platform (accessory) as common  
connection between each pair of modules in figure 5, the flexibility of the robot to 
execute displacement is higher when less links and joints appears at the graph. 

Therefore, during real applications, it is important to seek out for equilibrium be-
tween the complexity of the task and the configuration of the modular robot, For ex-
ample. the use of two molecules which have simple graphs due to its configuration 
(e.g. four modules configuration at figure 4) to carry on with the task, instead of using 
one molecule compound of many modules with high pull-push torque as a result, but 
forming a complex graph full of several links and joints (e.g. six modules configura-
tion at figure 4).  

When analyzing modular robot configurations in a simple way, it can be seen re-
peatable assembly patterns. This repeatability will depend undoubtedly when using 
the same configuration of a pair of modules to form chains, as is shown in figure 4. 
By this observation, it is achievable to describe the actual configuration in a simpli-
fied manner. The figure 4 shows different configurations formed by two, four, and six 
modules chains. It can be detected that the matrix (pattern) obtained by the two mod-
ules graph is repeated at four and six module matrix due to the use of a second and 
third same pair of modules configuration, the only difference is the connection be-
tween each set. 
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Fig. 5. While smaller the complexity of the graph, the highest flexibility of the robot to move  

4   Forward Kinematics 

Once a configuration can be described in a mathematical formulation the correspond-
ing kinematical model can be obtained. All joints in the RobMAT are rotational; nev-
ertheless modules can have any kind of joint. For this reason, it is helpful to apply 
Screw Theory [11]. This allows treating prismatic and rotational joints in the same 
expressions without specific changes. Also, almost any joint can be decomposed as a 
combination of those basic ones. A forward kinematics equation of an open chain 
robot can be uniformly expressed as a product of exponentials (POE) [12]. Using 
POE and Graph Theory, forward kinematics of tree-type modular robots can be ob-
tained. The following equation is an example that solves RobMAT module direct 
kinematics (Figure 3). Let q1, q2 and q3 be the generalized coordinates of the 3-DoF 
RobMAT module. The corresponding POE formula is given as follows: 
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Ŝ  is a screw and is expressed in the base frame (0). Furthermore, all coordinates 

are expressed in the base frame, and also in the zero position which is a fixed posi-

tion. )0(0
eH is the well-known homogenous transformation between the end-effector 

frame (e) and the base frame at zero position. Once the module kinematics model has 
been determined, the kinematics of molecules can be obtained by compounding sev-
eral module kinematics. Hence, an arbitrary module is designated as root, and posi-
tion/orientation is propagated from this root to every end-side module through the 
modules in the molecule. In this way, the forward kinematical model is obtained. 
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To automate this process, it is important to know how modules are connected to 
each other. Depending on where the module port is attached, orientation and/or posi-
tion changes will or will not be required. According to the port number in both links, 
a fixed homogeneous transformation can be obtained that provides the reference 
frames of neighbour modules.  

For instance, the following described forward kinematics model of link L8 (figure 3 
(b)). The root link is L1 and one possible path from L1 to L8, which is obtained from 
the graph or AIM, would be {L1, J1, L2, J2, L3, J7, L7, J8, L8}. Then, for each vertex on 
the path, a homogeneous transformation is added as shown in the next expression. 
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Thus, by evaluating all paths from the root to the pending modules of each mole-
cule, the full forward kinematics model is solved. This model is very important in 
order to obtain molecule workspace and to determine its functionality. 

5   Conclusions 

The possibility of modelling modular robot configurations can be achieved by graph 
theory. Its study generates a mathematical object so it can be manipulated to perform 
complex analyzes, like forward kinematics. Analyzing the graph of each correspond-
ing robot configuration and comparing them with tested robot displacements a con-
clusion show up. The more complex the graph is (i.e. high number of links and 
joints), the robot flexibility to move from one point to another decreases, due to the 
reduced workspace of the DOF when having many modules so close. Although it is 
possible to represent any modular robot structure with graphs, just some configura-
tions will be useful for real applications. Therefore, the search for equilibrium be-
tween complexity of the task and modular robot configuration must be achieved.  
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Abstract. A Hybrid Intelligent System (HIS) for self-localization working on 
the readings of innovative 3D cameras is presented in this paper. The system 
includes a preprocessing step for cleaning the 3D camera readings. The HIS 
consist of two main modules. First the Self-Organizing Map (SOM) is used to 
provide models of the preprocessed 3D readings of the camera. The 2D grid of 
the SOM units is assumed as a surface modeling the 3D data obtained from 
each snapshot of the 3D camera. The second module is an Evolution Strategy, 
which is used to perform the estimation of the motion of the robot between 
frames. The fitness function of the Evolution Strategy (ES) is given by the dis-
tance computed as the matching of the SOM unit grids. 

Keywords: Self Organizing Maps, evolutive computation, robot navigation. 

1   Introduction 

Until now, and despite the high potential of being able to get depth information from 
the environment, the use of 3D cameras on mobile robotics was extremely restricted 
by their size, power consumption and price. However, recently a new generation of 
affordable, small and lightweight cameras has been developed, opening a new and in-
teresting research area in robotics.  Our current line of research is directed to perform 
Simultaneous Localization and Mapping (SLAM) [1,6] using those new 3D cameras. 
In this paper, we report our first steps towards this objective, which consists in the es-
timation of the ego motion from the camera readings. The results obtained show that 
we can estimate the path followed by the robot as precisely as the odometry readings.  

The system is composed of two main modules plus a preprocessing step. The first 
module is a SOM  [2] that performs the approximation of the cleaned 3D readings 
with a 2D grid of units. The SOM robustness allows us to postulate the smooth varia-
tion of the fitted grids from one camera frame to the next, provided that the motion is 
slow enough. The second module is an ES [3] which performs the task of estimating 
the motion parameters by searching on the space of potential transformations of the 
SOM grids of units. The fitness function is the matching distance computed between 
the candidate transformed grid and the one to be predicted.  
                                                           
* This work was supported in part by the Spanish Ministerio de Educación y Ciencia under 

grant DPI2006-15346-C03-03. 
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In section 2 we will explain briefly the sensor characteristics in order to give a 
proper context to the data and its necessary preprocessing. In section 3 we present the 
HIS that performs the motion parameter estimation. In section 4 we present some ex-
perimental results on a real life wander of the Pioneer robot incorporating the camera. 
Finally, section 5 provides some conclusions and further research efforts. 

2   Sensor and Data Pre-processing 

In our work, we use a Swiss Ranger SR-3000 time-of-flight range camera [4]. Their full 
specs and capabilities are not in the scope of this paper, but some of its characteristics 
are relevant to how data is processed. The SR-3000 is based on phase-measuring Time 
of Flight principle [5]. The SR-3000 camera uses an array of near-infrared leds in order 
to illuminate the scene. Knowing the amplitude of the wavelength of the light emitted, it 
can determine the distance to objects measuring the phase delay of the reflected light, 
within a range of non-ambiguity determined by the wavelength. Figure 1 shows the op-
tical image obtained from a specific robot position and orientation. This position will be 
the same for all illustrations in the paper. Figure 2 shows the raw data provided by the 
3D camera, which consists of two matrices storing at each pixel the measured distance 
and the intensity of the reflected infrared light. Since each pixel corresponds to fixed 
azimuth and zenith angles in spherical coordinates, we can translate the distance image 
to more appropriate Cartesian coordinates (shown in figure 3) and obtain a cloud of 3D 
points, representing the camera measures. 

This 3D point cloud is extremely noisy and it’s necessary a strong filtering in order 
to retain only relevant points. As can be seen in (fig 2, 3) most of the noise comes 
from measurements beyond the non-ambiguity range: far away measurements (from 
space that is through the door) appear to be very close to the camera, forming a dense 
cone near the vertex of the cloud of points. Also, pixels without any object in their 
line of sight present measurements spread along all distances, caused by specular re-
flections. As those points are supposed to be far away, the reflection intensity should 
be very low. Taking this into account, we define a confidence value C for each pixel i, 
calculated proportionally to its measured distance and intensity: 

Ci = I i × Di  (1) 

Fig. 1. Reference optical cam-
era view  

Fig. 2. Intensity (left) and distance (right) images from the 
3D camera. Note that the distance measured beyond the 
door is very low (dark blue) due ambiguity range. 
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This confidence value allows filtering noisy points, while keeping relevant distant 
points with low intensity that could be discarded if filtering is done only by intensity. 

 

Fig. 3. Cloud of points in Cartesian coordinates extracted from the distance image 

 
Fig. 4. Filtered points from figure 3. Relevant surfaces can be appreciated 

3   Hybrid Intelligent System  

The filtered cloud of points (figure 4) still presents two big problems, namely, the  
big size of the data set (usually more than 15.000 points) and the uncertainty in the  
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measurements of the surfaces. In order to cope with both problems, a Self Organizing 
Map [2] is trained to fit the cloud of points. In this way, we obtain from the SOM a 
grid that keeps the spatial shape of the points cloud and, hopefully, of the objects in 
the environment, and at the same time reduces dramatically the size of the data set 
Figure 5 shows the result of the trained SOM for the points in figure 4 

 

Fig. 5. SOM grid obtained after fitting the cloud of points 

The data we are going to work with for the ego motion estimation consists of a se-
ries of grids G that approximate the shape of the environment in front of the robot at 
each time instant corresponding to a 3D camera frame. The robot is described by its 
position at each time instant t given by Pt = (xt , yt ,θ t ), and the grid Gt fitted over the 
observed data. At the next time instant t+1 we obtain Gt+1 from the camera. Our ob-
jective is to estimate the position Pt+1 from the knowledge of the grid Gt+1. and the 
previous estimation of the position at time t. We apply an Evolution Strategy (ES) to 
search the new position of the robot. The ES individuals are hypothesis 
hi = (xi , yi ,θ i)  of position Pt+1,. Mutation is performed by adding Gaussian perturba-
tions with zero mean and standard deviation set heuristically (we are introducing now 
adaptive mutation parameters). We perform standard selection.  

To compute the fitness function, we use Gt+1 and Gt. Supposing the hypothesis hi, 
Gt+1 should be equivalent to Gt translated and rotated from Pt to hi. The transforma-
tion matrix is: 

 

Ti =
cos(θ i −θ t ) −sin(θ i −θ t ) xi − xt

sin(θ i −θ t ) cos(θ i −θ t ) yi − yt

0 0 1

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
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Note that although the SOM’s grid is three-dimensional, the displacement is only 
along the plane of the floor, so is not necessary to transform the vertical dimension. 
For each hypothesis hi we have a prediction of the observed grid: 

( ˆ G t +1) i = Ti × Gt  (2) 

which is used to calculate the fitness function as a matching distance between grids, 
computed as the sum of the individual differences in position of the grid nodes. 

e(hi) = ( ˆ G t +1) i − Gt +1

2
 (3) 

The full process of the algorithm, as outlined in Fig. 6, can be described by the fol-
lowing pseudo code: 

 
For each new position 

Take measurements from the camera 
Filter cloud of 3D points 
Fit SOM to the cloud of filtered 3D points 
Generate an initial population 
Evolve until stop 

   For each hi 

    Transform Gt to itG )ˆ( 1+  with hi 

    Match itG )ˆ( 1+ to Gt+1 

   End for 
   Get the best h 
   Stop if not improvement 
   Form new population 

End evolve 
Update position 

End for 

 

Fig. 6. Path estimation algorithm flow diagram 
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4   Experimental Settings and Preliminary Results 

To test the approach, we have collected data from a series of pre-recorded walks 
across the corridors of our building. Being a first attempt, the robot motion configura-
tion and its relation to the 3D camera setting were not well tuned, providing blurry 
images caused by the combination of slow shutter speeds and the robot movement. 
New experimental data will be of improved quality. A 20x20 SOM was used to fit the 
cloud of points provided by the 3D camera in each position. 

Each odometry reading was put in relation to the previous one. This provides us 
with a reading of the actual displacement from point to point, instead of the global po-
sition obtained initially from the robot. This has also the double advantage of easing 
the transformation matrix calculation (being in fact a shift to the origin of the last, and 
supposedly correct, position) and the actualization of measurements after corrections.  

The ES populations are composed of  20 individuals. Each generation, the best fit-
ted one third is passed to the next generation and is used as parents for the rest two 
thirds of the generation, mutating two times each one to obtain two descendants.  

The grid matching function used as fitness function (4) is the simplest one. We  
assume that the basic structure of the fitted SOM will be similar between two con-
secutive 3D frames, and that the same node in two consecutive SOM corresponds ap-
proximately to the same point in the surface. So, e(hi) comes from the node to node 
Euclidean distance between Gt +1 and ( ˆ G t +1) i . 

Fast operation is a critical issue in mobile robotics. Taking this into account, waiting 
for the ES to fully converge to an optimal result could be too expensive in time cost for 
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Fig. 7. Path estimated by odometry (blue line) versus corrected path (red line) 
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the benefit of getting a few millimeters more precise localization. Supposing that the ini-
tially estimated position is noisy but approximately correct locally, we assume as the 
stopping condition the lack of improvement in one generation. In this way, the ES will 
be very fast when there is little error in the initial population, but will take longer when 
we have an initial very noisy estimation with more error. As a handicap, this condition 
can cause that the algorithm stops easily in local minima, but we expect that this error 
will be compensated over time, corrected by following estimations. 

Figure 7 shows the results of the ego motion estimation for the experimental data 
recorded. It shows the path as estimated by our approach (red line) versus the odome-
try readings (blue). It can be appreciated that our approach follows the odometry path 
very closely. 

5   Conclusions and Further Work 

In this paper, we have presented a new mobile robot ego motion estimation algorithm, 
based on information obtained from a 3D camera and a hybrid intelligent system com-
posed of a SOM and an ES. The 3D camera provides information about the distances to 
the objects in the robot environment. This information is translated to a cloud of points, 
which is filtered and fitted with a SOM, in order to obtain a grid with the shape of the 
objects in the near environment of the robot. Those grids are used to estimate the next 
position, evolving a population of hypothesised positions using grid matching as fitness 
function. Some preliminary experimental results have also been presented. 

Although the relevance of those preliminary results doesn’t seem impressive, sev-
eral aspects of the experimental settings must be taken in account. First, the experi-
mental recorded set was of quite bad quality. Default 3D camera settings are set up 
for static operation and are not suitable for operation onboard a moving robot. Camera 
settings (e.g. shutter speed) must be tuned in order to face correctly that situation. 
Also other aspects of the camera, like the mount on the robot, should be adapted. 

Most of the elements of the algorithm can also be tuned. We are planning to use 
Neural Gas networks to fit the cloud of points, in order to avoid the existence of nodes 
“stuck in the middle of nowhere” shown by the SOM grids, due to the topological 
preservation properties of SOM. Also, different grid matching techniques can be de-
veloped and tested. There are a number of improvements that can be tested on the ES 
parameters: population size, stopping condition, adaptive mutation.  

We also plan to integrate this technique into a Kalman or particle filter SLAM archi-
tecture. We plan to fuse the information from the 3D camera with the optical camera 
and other sensors to enhance the robustness of SLAM systems on the Pioneer robot. 

References 

[1] Dissanayake, G., et al.: A solution to the simultaneous localization and map building 
(SLAM) problem. IEEE Trans Robotics and Automation 17(3), 229–241 (2001) 

[2] Kohonen, T.: Self-Organizing Maps, 3rd edn. Springer, Heidelberg (2000) 
[3] Randy, L.H., Sue, E.H.: Practical Genetic algorithms, 2nd edn. Wiley-Interscience, Chich-

ester (2004) 



664 I. Villaverde and M. Graña 

[4] Oggier, T., Lehmann, M., Kaufmannn, R., Schweizer, M., Richter, M., Metzler, P., Lang, 
G., Lustenberger, F., Blanc, N.: An all-solid-state optical range camera for 3D-real-time 
imaging with sub-centimeter depth-resolution (SwissRanger). In: Proc. SPIE, vol. 5249, 
pp. 634–545 (2003) 

[5] Lange, R., Seitz, P.: Solid-State Time-of-Flight Range Camera. IEEE J. Quantum Elec-
tronics 37, 390–397 (2001) 

[6] Thrun, S.: Robotic mapping: A survey. In: Lakemeyer, G., Nebel, B. (eds.) Exploring Arti-
ficial Intelligence in the New Millenium. Morgan Kaufmann, San Francisco (2002) 



E. Corchado, A. Abraham, and W. Pedrycz (Eds.): HAIS 2008, LNAI 5271, pp. 665–672, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Evolutive Parametric Approach for Specular Correction 
in the Dichromatic Reflection Model 

Ramón Moreno, Alicia d’Anjou, and Manuel Graña* 

Computational Intelligence Group 
University of the Basque Country 

http://www.ehu.es/ccwintco 

Abstract. Assuming the dichromatic image model we propose a global reduc-
tion of specularity effects by means of parametric illumination gradient images 
obtained by fitting 2D Legendre polynomials to the specular component of the 
images. Fitting is done applying a λ + µ( )Evolution Strategy. The method could 
be applied to static robotic monitoring in teams of robots, where the illumina-
tion gradient image could be computed once and applied to successive frames 
until the illumination conditions change drastically. The method could be useful 
for the detection of image regions with different chromatic properties.  

Keywords: Dichromatic Reflection Model, specular, diffuse, luminosity cor-
rection, Legendre polynomials, region detection.  

1   Introduction 

The framework of this paper is the work on the design of multirobot systems for highly 
unstructured environments, such as shipyards. There a potentially critical role is that of 
observer or monitoring, that is a member of the team located in a position where it can 
monitor the entire environment and serve this information to the remaining members of 
the team. This robot will be static once it has reached the surveillance position, so that 
images will be relatively static also. That means that illumination conditions will vary 
slowly and it is possible to perform illumination correction under real time constraints. 
The point of view of the images used in the experiments reported below is that of the 
mouth of a ship hold. Naturally, this kind of images contains a lot of specular regions, 
due to the presence of water and metal surfaces. Moreover, the illumination will change 
continuously (slowly) due to changes in natural illumination. 

The estimation of reflection components in images has been treated from several 
points of view [1,2,6,7]. Our starting point will be the dichromatic reflection model 
(DRM) proposed by Shafer [8]. It has been the source for works on illumination 
chromaticity estimation [3,4,5,10,12]  and for the separation of diffuse and specular 
components [9,11,13,14,15,16,17,18]. These methods are not appropriate for robotic 
environments due to their high computational cost. 
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Legendre polynomials have applied successfully to intensity inhomogeneity cor-
rection in MRI [20], as a parametric model of the inhomogeneity field that can be 
estimated by an energy minimization method like the Evolution Strategies (ES) [22]. 
Our approach mimics that one, applying it to the dichromatic model. We obtain an 
illumination gradient bias that can be used to normalize the images easing further 
segmentation and detection processes. We call “specular field” or “bias”this illumina-
tion gradient image. Due to the slow change in natural illumination, we expect that 
the estimated bias would valid for several frames, reducing the time constraints for 
real life application.  

Section 2 contains the description of the entire approach. Section 3 presents the  
dichromatic reflection model and how it can be used for reflectance estimation.  
Section 4 introduces the Legendre polynomials and the ES used for the parameter 
estimation. Section 5 gives some results and section 6 ends giving some conclusions 
and further work directions. 

2   Description of the Approach 

Figure 1 shows a flow diagram describing the process followed to obtain a specular 
field. The starting point is the captured image I that need to be normalized in chroma-
ticity. We use the method of Inverse Intensity Chromaticity [12] to obtain the illuminant 
chromaticity estimation Iest and the normalized image is given by the ratio 
I norm = I / I est . It is also needed to obtain in parallel a Specular-Free image [11] (SF), 
we use the Specular Free Two Band method [16,21]. Then we obtain the derivatives of 
the logarithm of SF and Inorm, to obtain the diffuse pixels. From them we select the most 
representative k classes,   µ1,L,µk{ } corresponding to chromatic regions in the image. 
 

 
Fig. 1. Flow diagram showing the bms. estimation process 

 

Fig 2. Illumination correction of an image using the specular field bms 
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Finally, the ES estimates the parameters of the 2D Legendre polynomials that give the 
estimation of the specular field denote “bms” in the figure. Figure 2 shows the flow 
diagram corresponding to the correction of the image removing the specular field. 

3   Dichromatic Reflection Model 

According to the DRM, the model of the image is given by the following expression: 
 

I (x) = wd S(λ ,x)E(
Ω
∫ λ ,x)q(λ)dλ + ws S(λ ,x)

Ω
∫ q(λ)dλ  

 

Where I = IR ,IG ,IB{ } is the color image intensity perceived on the camera sensor. 

The spatial parameter x denotes the two dimensional space coordinates. 
q = qR ,qG ,qB{ } is the three-element vector of sensor sensitivity. wd x( ) and ws x( ) 

are the weighting factors for diffuse and specular components, they depend of the 
geometric structure at location x. S λ , x( ) is the diffuse spectral reflectance, E λ , x( )is 

the spectral power distribution function of illumination, it is independent of the spatial 
location x because we assume a uniform illumination color. The integration is done 
over the visible spectrum Ω. For the sake of simplicity, the last equation can be writ-
ten as: I (X) = Wd B(x) +WsG , where the G component does no depend on x because 
we assume that the reflected light is identical to the projected light, and it is the same 
over the entire surface. 

3.1   Chromaticity 

The diffuse chromaticity is defined as Λ x( )= B x( ) BR x( )+ BG x( )+ BB x( )[ ] and the 

specular chromaticity is defined as Γ = G GR + GG + GB[ ]then, an image expressed 

in the dichromatic reflection model is I (x) = md (x)Λ(x) + ms (x)Γ , where md (x) and 
ms (x) are the weightings factors for the diffuse and specular components. 

3.2   Normalization 

In some methods before separating specular and diffuse components it is necessary to 
carry out a process of normalization, because they need that the specular component 
must be pure white colour. This process requires the value of  Iest which can be ob-
tained by some methods [3,4,5,10,12]. It is computed as I norm = I I est . After nor-
malization, the image losses its specular component Γ , that is  

 

I norm (x) = m'd (x)Λ' (x) + m's (x) 

3.3   Specular-Free Image 

The specular free image is critical for the detection of the reflectance component 
[11,16,19], we used the Specular-Free Two-Band method proposed by [3]. The 
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process is simple: it subtract to each pixel its minimum band. The image is geometri-
cally identical to the original:  

 

I sf = m'd (x)Λsf  

3.4   Intensity Logarithmic Differentiation 

This technique allows the detection of pure diffuse pixels ms = 0, and, as a conse-
quence, the specular pixels. Pure diffuse pixels allows us estimate the chromaticity of 
the surface. Assuming uniform colour pixels ( Λbecomes independent from x) apply-
ing the logarithm and spatial differentiation 

 

∂
∂x

log(I norm (x)) = ∂
∂x

log(m'd (x)Λ' (x) + m's (x))  
 

For diffuse pixels we have that ms = 0, then 
∂

∂x
log(I norm (x)) = ∂

∂x
log(m'd (x)) . 

For the Specular-Free image we have that  
∂

∂x
log(I sf (x)) = ∂

∂x
log(m'd (x)) . There-

fore, the test for a diffuse pixel is that ∆(x) =∂ log(I (x)) − ∂ log(I sf (x)) = 0 . 

4   Evolution Strategy 

We are adapting the ideas about intensity inhomogeneity correction in MRI [20] to 
our problem. The first step is to propose an energy function whose minimization 
would solve our problem. This energy function comes from the dichromatic model 

Etot = I norm (x) − bms(x, p) − µk( )2

x∈I norm

∑ , (1) 

where the specular field is given by 

bms (x, p) = pi, j

j= 0

l

∑ P(i)P( j)
i= 0

l

∑ , 

and the P(i)P( j)  denote products of 1D Legendre polynomials. The parameters of 
the minimization are the Legendre polynomials linear coefficients. The energy in-
cludes some class representatives µk  of the image reflectance given by the represen-
tatives obtained form the diffuse pixels by some clustering process (i.e. k-means). 
Image pixels must be classified according to the classes before performing the bias 
search. To search for the optimal parameters of the Legendre 2D field, we use an 

λ + µ( )-ES [22]. Each individual in the ES is a matrix of coefficients of the Legendre 

polynomials. We follow the standard ES process. Individuals are mutated by the addi-
tion of random Gaussian values (still we have not implemented any self-adaptive 
search method modifying the mutation variances). The starting point is population of 
50 individuals, which are the seeds for the process. We select the best 20 in an elitist 
selection process. They are the parents for the next generation. 
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If we introduce the dichromatic model into the energy function of equation 1, we 
have 

E(x) = m'd (x)Λ' (x) + m's (x) − bms (x, p) − µk( )2
, 

so that 

E(x) = m'd (x)Λ' (x) − µk( )2
 

and the energy is proportional to the diffuse component of the image: 

E(x) ≅ m'd (x)( )2
 

5   Experimental Results 

Experiments have been performed using Scilab and the SIP toolbox. Figure 3 shows 
the original full image of the ship hold being watered for cleaning. It also shows the 
recovered image when the higher degree of the Legendre polynomials composing the 
bias is 2. Figure 4 shows the bias and the recovered image when the higher Legendre 
polynomial degree is 3. These figures illustrate how increasing the model order allow-
ing higher degree polynomials the estimated specular field tends to fit also the varia-
tions in reflectance. Lower order models are desired to obtain more robust estimations 
of the specular field. Figures 5 and 6 show the effect of the algorithm on the region 
containing the images of the human operators.  

 

Fig. 3. From left to right: Original image, the estimated specular bias bms  composed of poly-
nomials of degree up to 2, and the corrected image obtained removing the specular bias 

 

Fig. 4. From left to right: The estimated specular bias bms  composed of polynomials of degree 
up to 3, and the corrected image obtained removing the specular bias 
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Fig 5. Left image: estimated specular field in the region of the workers. Right image: corrected 
removing the specular field. 

 

Fig. 6. Left image, map of the color saturation in HSV color space for image. Right image: 
identification of the workers performed thresholding the saturation image.  

The resulting corrected image is, of course, more dark than the original image, but 
it retains all the geometric information, which can be observed computing the spatial 
gradient of the images, which we are not including for lack of space. The effect on the 
hold floor is that we get a constant intensity (color) image of it. The almost specular 
region on the lower left corner is greatly enhanced, making it more similar to the 
remaining floor surface. One of the goals of this work is to obtain robust segmenta-
tions of objects lying in the surface of the ship hold. It can be appreciated in figure 6 
that the human operators are easily segmented despite the low color contrast between 
them and the hold floor. This segmentation is performed on the saturation values 
computed in the HSV space. We show in figure 6 the plot of the saturation values of 
the image, as a 3D surface (left). The contours for a saturation value of 0.5 are drawn 
in the figure (right). It can be appreciated that the works are fully and efficiently 
detected.  

6   Conclusions and Further Work 

We propose an image correction approach based on the modeling of the specular 
component of the image as bias field obtained as the linear composition of 2D Legen-
dre polynomials. Model fitting is done by a λ + µ( )− ES  on the space of the linear 

coefficients of the Legendre polynomials. The approach is based on the dichromatic 
reflectance model. The effect is that we can remove strong specularity effects from 
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difficult scenes, such as the ship hold treated as example, allowing more robust seg-
mentation of objects in the image. Further work must be addressed to the improved 
tuning of the ES and the study of the effect of the algorithm on the achromatic 
regions. 
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Abstract. The manipulation of a hose can be formulated as the motion of a col-
lection of autonomous robots linked by non-rigid elements so that the distance 
between robot units is not constant. The link may be a random component on 
the individual robot environment because under some circumstances it will be 
not known beforehand how the hose will influence the behaviour of the indi-
vidual robot in response to control commands. We try to state the problem of 
distributed control of this kind of systems, under a gradation of conditions. We 
try to highlight the role of Hybrid Intelligent Systems in the development of so-
lutions to this control problem. We have taken the works of Beard on UAV as 
the framework for the formulation of the system.  

Keywords: Multirobot, cooperative control, distributed control, hose transport 
system, consensus. 

1   Introduction 

We are concerned with very unstructured environments for robot deployment, specially 
those where the resources and the workers are required to move over the product being 
built, such as ships in shipyards, or buildings. In these cases, hoses play a very impor-
tant role, because they allow the transportation of power and other resources (water, air 
and other fluids) to the precise spatial point where they are required.  Hose control and 
manipulation can be formulated as a multirobot system task. This paper is devoted to 
develop this idea and to define design elements and constraints that may allow a deep 
analysis and search for solutions to this problem.  We will follow the methodological 
reasoning elements developed in [1-7] for the distributed control of unmanned air vehi-
cles (UAV) applied to diverse tasks. Figure 1 provides some illustration of the kind of 
environment that we are considering. The left image shows a synthetic 3D model of a 
ship’s hold where works can be placed. The right image corresponds to actual work-
ingmen doing some cleaning works inside a ship hold.  

Section 2 gives a general introduction to the problem. Section 3 discusses model-
ing elements and alternatives. Section 4 gives some conclusions and expectations. 
                                                           
* This work was supported in part by the Spanish Ministerio de Educación y Ciencia under 

grant DPI2006-15346-C03-03. Navantia and the GII from the UDC have provided the images 
shown in figure 1. 
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Fig. 1. Illustration of a shiyard environment, left a synthetic model of a ship hold, right: clean-
ing works with a water hose 

 

Fig. 2. Multirobot system attached to a flexible hose trying to move it in a linear motion 

2   Description of the General System 

Figure 2 shows an abstract  illustration of the kind of multirobot systems we are trying 
to deal with. Individual robots, with motion (wheels or other) capabilities are attached 
to a hose. They try to bring the hose head to a certain point in space. The hose is not a 
rigid link between the robots, so that it can be twisted in some places and can have 
limited properties to transmit a force from one robot to another. When the hose is not 
tight between two robots, the effort of the leading one is devoted to tighten this hose 
segment. When it is tight, the effort may be wasted in pulling the rear robot, even 
stopping the lead robot. The possibility that the distance between robots varies ac-
cording to their relative dynamics is a key feature of the system that differentiates it 
from other multirobot systems, such as snakes. In snakes the link between elements of 
the system is rigid and there is efficient transmission of forces between elements, such 
as rotation moments and traction forces. In the hose/robots system, the hose is not a 
reliable link and it is a source of nonlinearities in the dynamics of the system.  

3   Discussion of System Elements 

We will follow the methodology developed in [2,6,7] for the formulation of decentral-
ized control systems, because it helps to bring some structure to the problem.  
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3.1   Notation 

• ( )tzi
: location of the i-th robot at time t. ˆ z i t( ) estimation based on incomplete 

information. 
• xi t( ): state of the i -th robot. ˆ x i t( ) estimation based on incomplete information. In 

this paper, xi t( )= zi t( ), nevertheless we retain this distinction between state and 

position. 
• 

  X t( )= x1,L, xN{ }: the global state given by the collection of the local states of the 

robots. When only a guess or estimation is available we denote it 

  
ˆ X t( )= ˆ x 1,L, ˆ x N{ }. 

• z *: goal position that the robots must go through. 
• vi t( ): speed vector of the i-th robot at time t. Sometimes we denote it vi ui( )to 

highlight its dependence  on the control commands. 
• ui θ*, X, t( ): Control command applied as a function of the current (global) state 

and the goal. In its simplest formulation the command control is the instantane-
ous velocity of the robot vi t( )= ui θ*, X, t( ). 

• 
  
U θ*, X, t( )= u1 θ*, X, t( ),L,uN θ*, X, t( ){ }: the global set of commands at time t.  

• *θ : Coordination variable, defined [2,7] as the minimum information that must 
be shared by the robots to obtain a cooperative behaviour. Here it is the goal posi-
tion arrival time of the first robot at the hose head. 

3.2   Cooperation Constraint 

The cooperation constraint is in fact a kind of formal statement of the task to be ac-
complished by the robot team. For the system sketched in the previous section this 
task would be the transport of the hose through a predefined point. We will not take 
into account the boundary conditions imposed by the attachment of one end to the 
(power, water, etc.) source. There fore both ends of the hose will move freely. Under 
this assumption, we equate the transport of the hose to the motion of the robots at-
tached to it. If the hose is well deployed the motion will be regular and all the robots 
will go through the specified point at regularly spaced time instants. This constraint is 
expressed by the following equation as function of the coordination variable *θ : 

Jconstra int θ *( )= zi θ * + i −1( )∆( )− z *
2

i=1

N

∑ . (1) 

Where ∆ is the desired interval of time between arrivals to the goal point. Depends on 
the number of robots in team and the length of the hose, assuming uniform distribu-
tion along of the robots along it. It is assumed that the robots are ordered according to 
their numbering. 

The value of 
intconstraJ  is zero when all the robots go through the goal ẑ  according 

to their established physical ordering at uniform time intervals ∆ . 
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3.3   Cooperation Objective 

While the cooperation constraint states the task to be performed, the cooperation ob-
jective states some regularization property that enforces the cooperation between 
individual agents. Here this cooperation is enforced by trying to make the robots to 
follow the same motion vectors with a delay corresponding to their spatial distribution 
along the hose length. Taking into account this delay allows the team to follow com-
plex motion patterns dictated by the hose head. The following equation describes this 
objective function. 

Jobjective θ *, X,U, t( )= vi X,U, t( )− vi−1 X ,U, t − ∆( )( )2

i= 2

N

∑  (2) 

Where the local velocity vector vi X ,U, t( ) depends on the conditions of the remaining 

robots: their states and control comands. 

3.4   Coordination Function 

The Coordination Function is the formal way to state the decoupling of the coopera-
tion objective function into each agent’s local representation. The coordination func-
tion states the local objective that the robot would pursue if working autonomously. 
Formally, the objective function is decoupled as follows: 

Jobjective θ *, X,U, t( )= Jcf , i θ *, xi,ui , X,U, t( )
i=1

N

∑ . (3) 

Each coordination function is given by the difference in velocities between the ro-
bot and its predecessor in the hose: 

Jcf , i θ *, xi,ui , X ,U, t( )= vi X,U, t( )− vi−1 X,U, t − ∆( )( )2 (4) 

3.5   Solving the Problem with Total Information 

The distributed control problem can be stated as the minimization of the (decoupled) 
objective function, subject to the constraint expressed by the cooperation constraint 
function:  

ui = arg min Jcf , i θ *, xi ,ui , X,U, t( )
i=1

N

∑
⎧ 
⎨ 
⎪ 

⎩ ⎪ 

⎫ 
⎬ 
⎪ 

⎭ ⎪ 

subjetc to : Jconstra int θ *( )= 0 .

 (5) 

Assume that we have a mapping f i X,U( ) that relates the robot state
ix  and its con-

trol command 
iu  with the coordination variable *θ and the stated goal position z *. 

For instance, if the hose motion is along a line and the space between robots is set 
uniformly distributed, the time that will be in excess from its desired scheduled  arri-
val time for the i-th robot is given by: 
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f i xi ,ui( )= z * −zi θ *( )( ) vi ui( )− γ i ∆ . (6) 

If
if  is invertible, then we may have a function ui = f i

−1 X, t( ) that will give us the 

command needed to apply to the robot to arrive at a desired time to the goal position 
relative to the hose head. In the very special circumstances said before, this function 
will have the following expression: 

ui = f i
−1 xi, t0( )=

z * −zi θ *( )
to + γ i∆

. (7) 

If we have the above mapping and its inverse, the solution of the minimization 
problem in equation 5 could be computed searching first the control commands  
that give the minimum error approximation to the zero constraint function (i.e. us-
ing eq. 7), from the initial positions of the hose. Applying the mapping (i.e. eq. 6 in 
the simplest case) we would search for the optimal control commands to minimize 
the objective function. However, departing from the trivial case illustrated by equa-
tions 6 and 7, the minimization problem of equation 5 is difficult even in the case of 
complete information availability to each agent and the central control. Some fac-
tors that introduce complexity and nonlinearities are the following:  

1. The hose elasticity imposes some constraints on the motion vectors, and con-
ditions the control commands needed to obtain the desired motion vectors.  

2. Hose weight and the distribution of the robot team members along it can in-
troduce further non linear effects. 

3. There is a distinction between the physical distance between the robots  
and their distance over the hose. If they are different then there will be  
interactions between the hose and the robots (i.e. blocking paths) that must be 
introduced in the prediction of the effect of control commands. They can re-
quire specific control strategies to obtain a good spatial distribution of hose 
and robots. 

4. There are traction effects between robots where the hose plays the role of 
force transmission. Robots can contribute to the effort of robots ahead of 
them. Stuck robots may hinder the motion of robots ahead of them. 

5. The misalignment of the motion vectors may cause chaotic behaviours. 
6. Changes in hose content may produce changes in dynamic parameters 

(weight, elasticity, etc) that may affect the response to control commands in a 
dynamic way. 

 
In [2] the dynamic response of the robots is quite simple, vi = ui , however in our 

case the dynamic response of a robot would be a (nonlinear) function of the hose 
elasticity and the position of neighbouring robots, that is vi = F h, X,ui( ) where h 

denotes the hose parameters (length, elasticity, etc.). When performing simulations, 
we could compute everything. But even in this very optimistic case, non-linear effects 
can produce non-invertible functions, so that the direct search methods (evolutionary 
algorithms) can be needed to search for the optimal control strategies. Also training  
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strategies (artificial neural networks, fuzzy systems) can be applied to build up ap-
proximations to the inverse control functions.  

When dealing with real systems, even in the case of a central monitoring (robot) 
station, we need to predict the effect of the control commands on the system configu-
ration. The precise model of the hose/robot dynamics, or an approximation, must be 
estimated from and validated against data in order to be useful. Even then the models 
must work on estimations of system state ˆ X  (the position of all robots and the hose) 
that must be obtained from sensors. For instance, trying to detect a hose in an image 
of a ship hold, such as the one in figure 1, can be tricky and need specific ways to 
remove illumination effects and algorithms for image segmentation. Of course there is 
room for a large collection of new and old algorithms. 

3.6   Working with a Decentralized System 

The case of the decentralized system as discussed in [2,3,4,7] is limited to obtain an 
estimation of the coordination variable *θ  on the basis of uncertain information. Each 
robot has its own estimation 

iθ , it does communicate it to the remaining robots and 

improves it applying an averaging rule (called consensus schema), such as:  

θ i n +1[ ]= θ i n[ ]+ gij n[ ]Kij θ j + vij n[ ]( )−θ i n[ ]( )
j=1

N

∑ , (8) 

where Kij  is a weighting matrix, vij  denotes communication noise and gij  models the 

existence of communication links between robots. These parameters are set so that the 
following condition always holds: 

gij n[ ]Kij = 1
j=1

N∑  (9) 

It has been shown that this consensus schema converges to the true value of *θ un-
der some natural conditions [4]. In our case, the problem of decentralized control 
implies the estimation the local state and its relation to the whole system. The coordi-
nation variable will depend in a complex way of the whole system status. Each robot 
must autonomously estimate the condition of the hose and the robots in its neighbour-
hood. If we assume that there is no central sensing/controlling station, then the prob-
lem of determining the physical layout (self-perception) of the hose/robots system 
from the partial information given by each robot is a complex problem of sensing and 
fusing several information sources. We can identify some of the individual problems: 

 
1. Computing the ego-motion parameters, to estimate the actual response of 

the robot to the control commands issued. 
2. Estimating the position of neighbouring robots n the basis of communica-

tion of the ego-motion and/or the sensing via on board cameras or other 
sensors. 

3. Estimating the layout of sections of the hose in the physical neighbourhood 
of the robot.  

4. Detection of obstacles and environment conditions. The hose can be and ob-
stacle by itself. 
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5   Conclusions 

In this paper we have introduced the problem of decentralized control of a multirobot 
system for the manipulation of a hose in an unstructured environment. We have tried 
to pose it in the framework developed by Beard [1-7]. Our aim would be to set a hier-
archy of control problems leading to the more autonomous decentralized case.  The 
problem presents very significant departures from the assumptions in [1-7], because 
we have both strong and weak interactions between robots through the hose, depend-
ing on the spatial placement of the system elements (hose and robots). To study the 
stability of the system, we must define what are the desired stable behaviors and 
states. Then, the stability of the system must be analyzed in two circumstances. First 
in the case of total information and a centralized control, because even in this case 
there is no guarantee of convergence, due to the high number of degrees of freedom 
of the system. Second, we must study the case of decentralized control, where each 
local control has partial and noisy information. Usually, if the centralized system 
fulfills the stability conditions, the stability of the decentralized system depends of the 
convergence of the guessing process to the real value of the coordination variables. In 
this context, hybrid intelligent systems can play a number of roles from sensing to 
control design and system identification. 
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Abstract. In this work, a framework to carry out multi-robot route following is 
presented. With this approach, a team of mobile robots can follow a route that a 
leader robot has previously recorded or is recording at the moment. Each robot 
has a catadioptric system on it that provides omnidirectional images of the envi-
ronment. To carry out the localization and control of each robot during route 
following, we have made use of an appearance-based philosophy in combina-
tion with compression techniques in the Fourier Domain and the Principal 
Components Analysis subspace. These techniques are especially interesting in 
the case of panoramic images due to their invariance to orientation and robust-
ness to small changes in the environment. Several experiments with a team of 
mobile robots have been carried out to demonstrate the robustness of the ap-
proach in realistic office and laboratory environments.  

Keywords: 1D Fourier Transform, Panoramic images, Principal Components 
Analysis, Probabilistic localization. 

1   Introduction 

Nowadays, the presence of robots in our houses and factories is continuously increas-
ing. These robots have moved to such environments to fulfill our needs, usually, in 
repetitive or unpleasant tasks. However, it is desirable they show a higher degree of 
autonomy, fulfillment and robustness to expand its range of home applications. In or-
der to achieve these aims, one of the most important skills a robot needs is the effi-
cient environment representation and navigation, taking into account that in real 
working environments, the robot has to deal with some typical situations such as 
variation in illumination, occlusions and change in the position of some objects in the 
scene. The representation of the environment must cope with these features so that the 
robot is absolutely autonomous.  

Previous research has shown how to face the problem of environment representa-
tion. In [1], a complete survey is presented with information about robot mapping and 
the different approaches that have been developed recently. Current works show how 
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a graph representation may be very efficient, such as [2], that constructs a weighted 
graph in which nodes are the images taken at certain positions and links denote simi-
larity between images. SIFT features and the epipolar restriction are used to obtain a 
robust heading estimation between each pair of panoramic images. A similar ap-
proach is presented in [3], that is based on the use of hierarchical cognitive maps. The 
place cells represent the scenes through a PCA compression and the information pro-
vided by an electronic compass is used to compute the connectedness between nodes. 
A similar probabilistic representation is presented in [4]. Based on objects, they build 
a global topological representation of places with object graphs serving as local maps. 
The objects are recognized by means of the SIFT points extracted from the images 
captured by a stereo pair. Finally, the work in [5] presents a framework approach to 
robot mapping using omnidirectional vision and Fourier transformation that allows 
hierarchical localization with variable accuracy and self-organization of the visual 
memory of the environment. 

In some applications, the use of a team of robots may help to make the achieve-
ment of the task faster and more reliable. In such situations, each robot works with in-
complete and changing information that has, also, a high degree of uncertainty. This 
way, only a suitable choice of the representation and an effective communication be-
tween the members of the team can provide the robots with a complete knowledge of 
the environment where they move. As an example, [6] presents a probabilistic EKF 
algorithm where a team of robots builds a map online, while simultaneously they lo-
calize themselves. In [7], a map is build using visual appearance. From sequences of 
images, acquired by a team of robots, subsequences of visually similar images are de-
tected and finally, the local maps are merged into a single map. 

A typical problem in collaborative robotics implies following a path e.g., to per-
form a surveillance task in an office environment or an assembly or delivery task in 
an industrial environment. Also, the problem of formations, where a team of robots 
must navigate keeping a relative spatial distribution of the robot positions can be seen 
as a problem of path following, where one or several robots must follow the path the 
leader is recording with an offset either in space or in time. Some approaches suggest 
that this process can be achieved just comparing the general visual information of the 
scenes, without necessity of extracting any feature. These appearance-based ap-
proaches are especially useful for complicated scenes in unstructured environments 
where appropriate models for recognition are difficult to create. As an example, [8] 
addresses a method where several low-resolution images along the route to follow are 
stored. This approach is not able to cope with large and varying environments and is 
not robust. [9] uses PCA compression of the scenes in an incremental way, what al-
lows multi-robot route following. 

In this paper, we present an appearance-based method for multi-robot route  
following where 1D Fourier Transform on omnidirectional images is used to build the 
database, PCA compression is used to compute the control action of the robot and a 
probabilistic Markov process is implemented for robot localization. Section 2 presents 
the appearance-based process used to represent the environment and the previous 
work done in this field. Section 3 shows the implementation of the multi-robot route 
following application. Some experiments have been carried out with two mobile ro-
bots, whose results are exposed in section 4. To finish, the conclusions of the work 
are detailed. 
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2   Representation of the Environment 

The main goal of the work is to create a framework to carry out multi-robot route fol-
lowing using just visual information and with an appearance-based approach. In this 
task, a leader robot goes through the desired route while a team of robots follows it. 
The first step to accomplish this task is the learning phase, where the leader robot 
stores some general visual information along the route to follow. In this step, it is im-
portant to define correctly the representation of the environment to allow that any ro-
bot can follow the route of the leader one with an offset either in space or/and in time 
in an efficient way. An appearance-based approach for robot navigation implies using 
the information of the whole images without extracting any kind of landmark. Previ-
ous works [10] have used PCA compression of the scenes captured with a forward 
looking camera to reduce the amount of memory needed and the computational cost 
during the navigation task. However, to allow multi-robot route following while the 
leader is still going through the route, an incremental model to build the database is 
needed. Previous works have made use of incremental PCA with this goal [9]. 

In the current work we use the information provided by a catadioptric system com-
posed by a forward looking camera and a hyperbolic mirror. This system provides 
omnidirectional images of the environment that can easily be transformed into pano-
ramic images as shown on fig. 1(a) and 1(b).  

 
(a)                                               (b)                                                         (c) 

Fig. 1. (a) Original omni-directional image, (b) corresponding panoramic image and (c) power 
spectrum of the 1D Fourier Transform of the panoramic image computed row by row  

This kind of images can be transformed to another compact representation into the 
Fourier domain [5]. The sequence of complex numbers { } { }110 ,,, −= Nn aaaa K  can be 

transformed into the sequence of complex numbers { } { }110 ,,, −= Nn AAAA K  using the 

Discrete Fourier Transform using the following expression:  

.1,,0;
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nk K
π

 (1) 

Using this expression, each row of the panoramic image can be transformed into 
the Fourier Domain. This transformation presents two interesting properties for robot 
mapping and localization when omnidirectional images are used. First, the most rele-
vant information in the Fourier domain concentrates in the low frequency compo-
nents. Furthermore, removing high frequency information can lead to an improvement 
in localization because these components are more affected by noise. The second 
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interesting property is the rotational invariance. If two images are acquired at the 
same point of the environment but having the robot different headings, then, the 
power spectrum of each row is the same in both cases. This is because these two ro-
tated omnidirectional images lead to two panoramic images that are the same but 
shifted along the horizontal axis. If each row of the first image is represented with the 
sequence { }na  then and each row of the second image will be the sequence { }qna − , be-

ing q the amount of shift, that is proportional to the relative rotation between images. 
The rotational invariance can be deducted from the shift theorem, which can be  
expressed as: 

{ }[ ] 1,,0
2

−=⋅=ℑ
−

− NkeAa N

qk
j

kqn K
π

 . (2) 

where { }[ ]qna −ℑ  is the Fourier Transform of the shifted sequence and 
kA  are the  

components of the Fourier Transform of the non-shifted sequence. According to this 
expression, the Fourier Transform of a shifted sequence of numbers is equal to the 
Fourier Transform of the original signal multiplied by a complex number whose mag-
nitude is the unit. This means that the amplitude of the Fourier Transform of the 
shifted image is the same as the original transform and there is only a phase change, 
proportional to the amount of shift q. This way, while the leader robot goes through 
the desired route, it captures N omnidirectional views, transforms them to the pano-
ramic representation, resulting the images [ ] ,,,1, Njx RxC

j K=ℜ∈  and computes the 

1D Fourier Transform row by row. After this process, the robot has created a database 
containing the Fourier matrixes [ ] ,,,1, Njt RxF

j K=ℜ∈ arranged by order of acquisi-

tion, being F the number of Fourier components retained. 

3   Multi-robot Route Following 

3.1   Localization of the Robot  

Once the database is created or while it is being built, during the navigation phase, the 
second robot is situated on a point near the learned route. Then, it has to recognize 
which of the stored images is the nearest one to the image captured at the current po-
sition and drive to tend to the route, following it till the end. It must be carried out just 
comparing its current visual information with the information stored in the database. 
Two processes must run successively: auto-localization and control. During the auto-
localization, the Fourier matrix of the current image is compared with the information 
in the database. Theoretically, the most similar point should correspond to the nearest 
position of the robot. However, in office environments which present a repetitive vis-
ual appearance, this simple localization method tends to fail often as a result of the 
aperture problem. This means that the visual information captured at two different lo-
cations that are far away can be very similar. To avoid these problems, a probabilistic 
approach based on a Markov process has been used. The current position of the robot 
can be estimated using the Bayes rule, using the next expression: 

[ ]( ) [ ]( ) ( )jjiij ypytptyp ⋅θαθ ;|;| . (3) 
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where p(yj) denotes the probability that the robot is on the position yj before observing 
the Fourier matrix [t]i. This value is estimated using the previous information and the 
motion model. p([t]i |yj) is the probability of observing [t]i if the position of the robot 
is yj. This way, a method to estimate the observation model must be deducted. In this 
work, the distribution p([t]i |yj) is modeled through a sum of Gaussian kernels, cen-
tered on the n most similar points of the route:  
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Each kernel is weighted by the value of confidence γij, that is the degree of  
similarity between the Fourier matrix of the currently captured image, [t]i and the j-th 
Fourier matrix of the database. Then, these kernels are convolved with a Gaussian 
function that models the motion of the robot, and that depends on the previous posi-
tion and velocity of the robot. At last, the new position is considered at the point with 
highest contribution probability. 

3.2   Control of the Robot  

Once we have a new matching, in the control phase, the current visual information 
must be compared with the matched information of the database, and from this com-
parison, a control law must be deducted to lead the robot to the route. To do it, once 
the robot knows its position, it has to compute its orientation, comparing to the origi-
nal heading that the first robot had when it captured the image at that position. 

When working in the Fourier domain, eq. 2 allows computing the amount of shift q 
and so, the orientation of the robot. However, after some localization experiments, 
this expression has showed a very unstable behavior, and it has not been able to deal 
with small changes in illumination, noise and changes in the position of some objects 
in the environment. This way, an alternative procedure to retrieve the orientation has 
been developed, which is based on the use of sub-windows on the panoramic images. 
From each panoramic image stored in the database, [x]j, a set of N’ sub-windows is 
obtained from the whole image, where 1'xMi

jw ℜ∈r  is each sub-window. These sub-

windows are obtained scanning the original scene with a step in the horizontal axis 
(fig. 2). Carrying out a process of PCA compression, the PCA components 1'xKi

jf ℜ∈
r

 

of each sub-window are calculated where '.' NK ≤  Fig. 2 shows these projections as 
crosses in the case K’=3. On the other hand, during the autonomous navigation, an-
other set of N’ sub-windows is obtained form the current image, where 1'xMi

Nw ℜ∈r  is 

each sub-window. These windows are then projected onto the PCA subspace of the 
sub-images of the current image, giving as a result the dots on fig. 2. Then, the most 
similar projections to each one of them are extracted. 

Arranging this information on a chart, we obtain the fig 3(a). To build this chart, 
the two most similar sub-images to each one are extracted. Extracting two sub-images 
instead of only one makes the method more robust to partial occlusions and small 
changes in the environment. The orientation of the robot is extracted from this chart 
using several least square fittings in an iterative process where data are shifted before 
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each new regression. After all the iterations, the best fitting results in a line whose or-
dinate in the origin is near to zero, whose slope is near to one and whose correlation 
coefficient is near to one. The orientation of the robot is proportional to the number of 
shifts until the best fitting is achieved. This method has demonstrated to be robust to 
recover the orientation of the robot. 

 

Fig. 2. From each image in the database, a set of sub-images is extracted and compressed using 
PCA methods. Then, a set of sub-images is extracted from the current images and projected on 
the same subspace. The most similar views to each of them are computed.  

 

Fig. 3. (a) The sub-windows correspondences are arranged on a chart. The points of this chart 
are consecutively shifted until the best fitting is achieved (b). At each shift, all points are moved 
one position to the left and the first points are moved to the last position. The orientation of the 
robot is proportional to the number of shifts.  

4   Results 

Two Pioneer 3-AT robots with an omnidirectional vision system on each of them, and 
with processors PA and PB on-board, have been used to test the algorithms. RA is the 
leader robot, which is recording the route and RB is the follower one. Also, an inde-
pendent processor PC has been used. All the computers are connected in a CORBA-
based architecture. To begin, the robot A is teleoperated through the desired route. 
After a while, RB begins following this route. PA is in charge of reading the new im-
age, and storing it if is different enough to the previous ones. Then it computes the 
corresponding Fourier matrix and sends the panoramic image to PC, which computes 
the PCA subspace of the sub-windows. When PB captures a new image, it computes 
its Fourier matrix and calculates the nearest position of the database using the prob-
abilistic approach. After this, PC computes the control action to apply to RB. 
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Several experiments have been carried out to validate the approach. Fig. 4 shows a 
typical route of around 50 meters, recorded in an office environment, and the route of 
the follower robot when it starts from two different points around it. Typically, the 
follower robot tends to the route and follows it, showing a great performance on the 
straight lines and a relatively bigger error in the turnings. However, with this ap-
proach, the robot is able to find the route and tend to it, showing a very stable behav-
ior till the end. The control action implemented makes the robot move forward only if 
its orientation is close to the correct orientation. Otherwise, the robot will be applied 
only a steering velocity to correct the heading. In fact, in the second experiment, the 
robot is situated near to the route but with an orientation of about 180º with respect to 
the route. First, the robot turns until its orientation is correct and then it starts moving 
forward, with slight steering movements to correct its trajectory. 

 

Fig. 4. Route recorded by the leader robot and routes followed by a follower robot in two ex-
periments with different initial point  

5   Conclusion 

In this paper, an appearance-based multi-robot route-following scheme is presented. 
The proposed solution uses low resolution panoramic images and techniques for di-
mensionality reduction to extract the most relevant information along the environ-
ment. Thanks to its invariability to rotation, these techniques are especially interesting 
to be used in applications of map building and navigation. Also, an appearance-based 
method has been proposed to compute the orientation of the robot. 

The final objective of the work is that other robots can follow a route from a dis-
tance (as in space or in time). To do it, a probabilistic algorithm has been imple-
mented to calculate their current position among those that the leader has stored, and a 
controller has been implemented, also based on the appearance of the scenes, to calcu-
late the linear and turning speeds of the robot. 
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Some experiments have been carried out with two Pioneer 3-AT robots using a 
CORBA-based architecture for communication. These experiments show how the 
process employed allows following a route in an accurate and robust way. 

We are now working in other control methods to reduce the error during the navi-
gation, studying the effects of illumination changes and scene changes more accu-
rately. At last, more sophisticated ways of building a map are being evaluated so that 
the robot can find the route and follow it although its initial position is far from this 
route. These more complex maps should contain information of additional locations 
of the environment and they are expected to be useful in a number of applications in 
multi-robot navigation. Also, this application can be extended to a team of heteroge-
neous robots, equipped with different kinds of sensors. In this case, the hybrid sys-
tems approach would be useful to improve the performance of the task. Fuzzy logic 
and reinforced learning can be used both to build the database with information from 
several different sensors and to compare the information captured by the follower ro-
bot with the information in the database. 
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Abstract. The continuous advances in genomics, and specifically in the field of 
transcriptome, require novel computational solutions capable of dealing with 
great amounts of data. Each expression analysis needs different techniques to 
explore the data and extract knowledge which allow patients classification. This 
paper presents a hybrid systems based on Case-based reasoning (CBR) for 
automatic classification of leukemia patients from Exon array data. The system 
incorporates novel algorithms for data mining that allow to filter and classify. 
The system has been tested and the results obtained are presented in this paper. 

Keywords: Case-based Reasoning, dendogram, leukemia classification, data 
mining. 

1   Introduction 

During recent years there have been great advances in the field of Biomedicine [1]. 
The incorporation of computational and artificial intelligence techniques to the field 
of medicine has yielded remarkable progress in predicting and detecting diseases [1]. 
One of the areas of medicine which is essential and requires the implementation of 
techniques that facilitate automatic data processing is genomics. Genomics deals with 
the study of genes, their documentation, their structure and how they interact [2]. We 
distinguish different fields of study within the genome. One is transcriptome, which 
deals with the study of ribonucleic acid (RNA), and can be studied through expression 
analysis [3]. This technique studies RNA chains thereby identifying the level of ex-
pression for each gene studied. It consists of hybridizing a sample for a patient and 
colouring the cellular material with a special dye. This offers different levels of lumi-
nescence that can be represented as a data array. Traditionally, methods and tools 
have been developed to work with expression arrays containing about 50.000 data 
points. The emergence of the Exon arrays [5], holds important potential for biomedi-
cine. However, the Exon arrays require novel tools and methods to work with very 
large (5.500.000) amounts of data. 

Microarray technology has been performed for the identification of acute leukemia 
prognosis. Microarray has become an essential tool in genomic research, making it 
possible to investigate global gene expression in all aspects of human disease [6]. 
Microarray technology is based on a database of gene fragments called expressed 
sequence tags (ESTs), which are used to measure target abundance using the scanned 
intensities of fluorescence from tagged molecules hybridized to ESTs [6]. The process 
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of studying a microarray is called expression analysis and consists of a series of 
phases: data collection, data pre-processing, statistical analysis, and biological inter-
pretation. These phases analysis consists basically of three stages: normalization and 
filtering; clustering and classification. These stages can be automated and included in 
a CBR [17] system.  

This paper presents a hybrid system system that facilitates the analysis and classifi-
cation of data from Exon arrays corresponding to patients with leukemia. The system 
is based on a CBR that incorporates techniques of data mining in the different phases. 
Leukemia, or blood cancer, is a disease that has a significant potential for cure if de-
tected early [4]. The system proposed in the context of this work focuses on the detec-
tion of carcinogenic patterns in the data from Exon arrays.  

The paper is structured as follows: The next section presents the problem that mo-
tivates this research, i.e., the classification of leukemia patients from samples obtained 
through Exon arrays. Section 2 and Section 3 describe the proposed hybrid system 
and how it is adapted to the problem under consideration. Finally, Section 4 presents 
the results and conclusions obtained after testing the model.  

2   CBR System for Classifying Exon Array Data 

The CBR developed tool receives data from the analysis of chips and is responsible 
for classifying of individuals based on evidence and existing data. Case-based Rea-
soning is a type of reasoning based on the use of past experiences [8]. CBR systems 
solve new problems by adapting solutions that have been used to solve similar prob-
lems in the past, and learning from each new experience. The primary concept when 
working with CBRs is the concept of case. A case can be defined as a past experience, 
and is composed of three elements: A problem description, which delineates the initial 
problem; a solution, which provides the sequence of actions carried out in order to 
solve the problem; and the final stage, which describes the state achieved once the 
solution was applied. A CBR manages cases (past experiences) to solve new prob-
lems. The way cases are managed is known as the CBR cycle, and consists of four 
sequential phases: retrieve, reuse, revise and retain. The retrieve phase starts when a 
new problem description is received.. In our case study, it conducted a filtering of 
variables, recovering important variables of the cases to determine the most influen-
tial in the conduct classification as explained in section 0. Once the most important 
variables have been retrieved, the reuse phase begins, adapting the solutions for the 
retrieved cases to obtain the clustering. Once this grouping is accomplished, the next 
step is to determine the provenance of the new individual to be evaluated. The revise 
phase consists of an expert revision for the solution proposed, and finally, the retain 
phase allows the system to learn from the experiences obtained in the three previous 
phases, updating the cases memory. 

2.1   Retrieve 

Contrary to what usually happens in the CBR, our case study is unique in that the 
number of variables is much greater than the number of cases. This leads to a change 
in the way the CBR functions so that instead of recovering cases at this stage, impor-
tant variables are retrieved. Traditionally, only the similar cases to the current 
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problem are recovered, often because of performance, and then adapted. In the case 
study, the number of cases is not the problem, rather the number of variables. For this 
reason variables are retrieved at this stage and then, depending on the identified vari-
ables, the other stages of the CBR are carried out. This phase will be broken down 
into 5 stages which are described below: 

RMA: The RMA (Robust Multi-array Average) [9] algorithm is frequently used for 
pre-processing Affymetrix microarray data. RMA consists of three steps: (i) Back-
ground Correction; (ii) Quantile Normalization (the goal of which is to make the dis-
tribution of probe intensities the same for arrays); and (iii) Expression Calculation: 
performed separately for each probe set n. To obtain an expression measure we as-
sume that for each probe set n, the background adjusted, normalized and log trans-
formed intensities, follow a linear additive mode. 

Control and error: During this phase, all probes used for testing hybridization are 
eliminated. These probes have no relevance at the time when individuals are classi-
fied... Therefore, the probes control will not be useful in grouping individuals. On 
occasion, some of the measures made during hybridization may be erroneous; not so 
with the control variables. In this case, the erroneous probes that were marked during 
the implementation of the RMA must be eliminated. 

Variability: Once both the control and the erroneous probes have been eliminated, 
the filtering begins. The first stage is to remove the probes that have low variability. 
This work is carried out according to the following steps: 

1. Calculate the standard deviation for each of the probes 
2. Standardize the above values 
3. Discard of probes for which the values meet the following condition 0.1−<z . 

Uniform Distribution: Finally, all remaining variables that follow a uniform distri-
bution are eliminated. The variables that follow a uniform distribution will not allow 
the separation of individuals. Therefore, the variables that do not follow this distribu-
tion will be really useful variables in the classification of the cases. The contrast of 
assumptions followed is explained below, using the Kolmogorov-Smirnov [14] test as 
an example. The selected level of significance 05.0=α . 

Correlations: At the last stage of the filtering process, correlated variables are elimi-
nated so that only the independent variables remain. To this end, the linear correlation 
index of Pearson is calculated and the probes meeting the following condition are 
eliminated. 05.0=α . 

2.2   Reuse 

Once filtered and standardized the data using different techniques of data mining, the 

system produce a set of values ijx  with i = 1 ... N, j = 1 ... s where N is the total number 

of cases, s the number of end probes. The next step is to perform the clustering of indi-
viduals based on their proximity according to their probes. Since the problem on which 
this study is based contained no prior classification with which training could take place, 
a technique of unsupervised classification was used. There is a wide range of 
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possibilities in data mining. Some of these techniques are artificial neural networks such 
as SOM [10] (self-organizing map), GNG [11] (Growing neural Gas) resulting from the 
union of techniques CHL [12] (Competitive Hebbian Learning) and NG [13] (neural 
gas), GCS [11] (Growing Cell Structure). There are other techniques with less computa-
tional cost that provide efficient results. Among them we can find the dendogram and 
the PAM method [18] (Partitioning Around Medoids). A dendrogram [19] is a ascen-
dant hierarchical method with graphical representation that facilitates the interpretation 
of results and allows an easy way to establish groups without prior knowledge. The 
PAM method requires a selection of the number of clusters previous to its execution. 

The dendograms are hierarchical methods that initially define as conglomerates for 
each available cases. At each stage the method joins those conglomerates of smaller 
distance and calculates the distance of the conglomerate with everyone else.  The new 
distances are updated in the matrix of distances. The process finishes when there is one 
only conglomerate (agglomerative method). The distance metric used in this paper has 
been the average linkage. This metric calculates the average distance of each pair of 
nodes for the two groups, and based on these distances mergers the groups. The metric 
is known as unweighted pair group method using arithmetic averages (UPGMA) [20]. 
The clustering obtained is compared to the individuals that have already been classified 
by an expert. The percentage of error represents the confidence level.   

Once, the clusters have been made, the new sample is classified. The KNN algo-
rithm [21] (K-Nearest Neighbour) is used. KNN allows setting probabilistic values 
based on its neighbours. It is necessary to establish a measure of similarity to calcu-
late the distance between individuals. The similarity measure used is as follows: 

∑
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2.3   Revise and Retain 

The revision is carried out by an expert who determines the correction with the group 
assigned by the system. If the assignation is considered correct, then the retrieve and 
reuse phases are carried out again so that the system is ready for the next classifica-
tion. If the prognosis of the expert differs from the system, the case is not incorpo-
rated until the final medical diagnosis is carried out. 

3   Case Study 

In the case study presented in the paper, 232 samples were available from analyses 
performed on patients through punctures in marrow or blood samples, which have 
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been hybridized and analyzed through Exon arrays manufactured by Affymetrix. The 
aim of the tests performed is to determine whether the system is able to classify new 
patients based on the previous cases that were analyzed and stored. 

Figure 1 shows a scheme of the bio-inspired model intended to resolve the problem 
described in Section 2. The proposed model follows the procedures that are performed 
in medical centres. As can be seen in Figure 1, a previous phase, external to the 
model, consists of a set of tests which allow us to obtain data from the chips and are 
carried out by the laboratory personnel. The chips are hybridized and explored by 
means of a scanner, obtaining information on the marking of several genes based on 
the luminescence. At that point, the CBR-based model starts to process the data ob-
tained from the Exon arrays. 

 

Fig. 1. Propos ed CBR model 

The retrieve phase receives an array with a patient’s data as input information. It 
should be noted that there is no filtering of the patients, since it is the work of the 
researcher conducting this task. The retrieve step filters genes but never patients. The 
aim of this phase is to reduce the search space to find data from the previous cases 
which are similar to the current problem. The set of patients is represented 

as },...,{ 1 tddD = , where n
i Rd ∈ represents the patient i and n represents the 

number of probes taken into consideration and t the number of cases. As explained in 
Section 0, during the retrieve phase the data are normalized by the RMA algorithm [9] 
and the dimensionality is reduced bearing in mind, above all, the variability, distribu-
tion and correlation of probes. The result of this phase reduces any information not 
considered meaningful to perform the classification. The new set of patients is defined 

through s variables },...,{ ''
1

'
tddD = nsRd s

i ≤∈ ,' .  

The reuse phase uses the information obtained in the previous step to classify the 
patient into a leukemia group. The patients are first grouped into clusters. The data 

coming from the retriever phase consists of a group of patients },...,{ ''
1

'
tddD =  
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with nsRd s
i ≤∈ ,' , each one characterized by a set of meaningful attrib-

utes ),...,( 1 isii xxd = , where ijx  is the luminescence value of the probe i for the 

patient j. In order to create clusters and consequently obtain patterns to classify the 
new patient, the reuse phase implements a hierarchical classification method known 
as dendogram and explained in section 0. The system classifies the patients by taking 
into account their proximity and their density, in such a way that the result provided is 

a set G where srggG r <= } ,...,{ 1 . Dgi ⊂ , φ=∩ ji gg  with ji ≠  and 

rji <, . The set G is composed of a group of clusters, each of them containing pa-

tients with a similar disease. The clusters have been constructed by taking into ac-
count the similarity between the patient’s meaningful symptoms. Once the clusters 
have been obtained, the system can classify the new patient by assigning him to one 

of the clusters. The new patient is defined as '
1+td and his membership to a group is 

determined by a similarity function defined in [1]. The result of the reuse phase is a 

group of clusters srgggG ri <= } ,...,...{ '
.1  where }{ '

1
'

+∪= tii dgg .  

An expert from the Cancer Institute is in charge of the revision process. This expert 

determines if }{ '
1

'
+∪= tii dgg  can be considered as correct. In the retain phase the 

system learns from the new experience. If the classification is considered successful, 

then the patient is added to the memory case },,...,{ 11 += tt dddD .   

4   Results and Conclusions 

This paper has presented a CBR system which allows automatic cancer diagnosis for 
patients using data from Exon arrays. The model combines techniques for the reduc-
tion of the dimensionality of the original data set and a novel method of clustering for 
classifying patients. The system works in a way similar to how human specialists 
operate in the laboratory, but is able to work with great amounts of data and make 
decisions automatically, thus reducing significantly both the time required to make a 
prediction, and the rate of human error due to confusion. The CBR system presented 
in this work focused on identifying the important variables for each of the variants of 
blood cancer so that patients can be classified according to these variables.   

In the study of leukemia on the basis of data from Exon arrays, the process of fil-
tering data acquires special importance. In the experiments reported in this paper, we 
worked with a database of bone marrow cases from 232 adult patients with five types 
of leukaemia. The data consisted of 5.500.000 scanned intensities. The retrieve stage 
of the proposed CBR system presents a technique to reduce the dimensionality of the 
data. The total number of variables selected in our experiments was reduced to 883, 
which increased the efficiency of the cluster probe. In addition, the selected variables 
resulted in a classification similar to that already achieved by experts from the labora-
tory of the Institute of Cancer. To try to increase the reduction of the dimensionality 
of the data we applied principal components (PCA) [16], following the method of 
Eigen values over 1. A total of 112 factors were generated, collecting 96% of the 
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variability. However, this reduction of the dimensionality was not appropriate in order 
to obtain a correct classification of the patients. Figure 2 shows the classification 
performed for patients from all the groups. In the left it is possible to observe the 
groups identified in the classification process. Cases interspersed represent individu-
als with different classification to the previous-one. As shown in Figure 2 the number 
of misclassified individuals have been low. 

 

Fig. 2. Classification obtained 

As demonstrated, the proposed system allows the reduction of the dimensionality 
based on the filtering of genes with little variability and those that do not allow a 
separation of individuals due to the distribution of data. It also presents a technique 
for clustering based in hierarchical methods. The results obtained from empirical 
studies are promising and highly appreciated by specialists from the laboratory, as 
they are provided with a tool that allows both the detection of genes and those vari-
ables that are most important for the detection of pathology, and the facilitation of a 
classification and reliable diagnosis, as shown by the results presented in this paper. 

The next step, for future works, consists of incorporating new techniques for 
knowledge extraction, able to provide a human expert with information about the 
system-generated classification by means of a set of rules that are provided to support 
the decision-making process. 

 
Acknowledgments. Special thanks to the Institute of Cancer for the information and 
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- A Case Study on Synthetic Models
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Abstract. Crosstalk between signalling pathways have been intensively
studied in wet laboratory experiments. More and more experimental ev-
idences show that crosstalk is a very important component for maintain-
ing biology systems robustness. In wet laboratory experiments, crosstalk
are normally predicted by applying specific stimulus, i.e., various extra-
cellular cues or individual gene suppressors or protein inhibitors. If sig-
nificant difference between a control group without a specific stimulus
and an experimental group with a specific stimulus is found, crosstalk
is predicted. In terms of time complexity and cost, such experiments
are commonly limited to small scales by using very few sampling time
points. At the same time, few mathematical models have been proposed
to analyse or predict crosstalk. This work investigates how crosstalk af-
fects signalling pathway complexity and if such effect is significant for
discrimination purpose, hence providing evidence for crosstalk predic-
tion. Two crosstalk activities (positive and negative) based on simple
synthetic transcription models are used for study. The study has found
that crosstalk can change the steady-state gene expression order, hence
making signalling pathway complex. The finding indicates that crosstalk
is predictable using computer programs in top-down systems biology
research.

Keywords: Crosstalk, signalling pathways, transcription, degradation,
gene expression order, differential equations, steady-state analysis.

1 Introduction

Over the past decades, many signalling molecules (genes, proteins, lipids and
ions) have been identified and the way through which they communicate via sig-
nalling pathways have been elucidated. Most signalling pathways are triggered
by extra-cellular cues. Each signalling pathway is a cascade chain of a number
of genes or proteins. An upstream gene or protein triggers a domino effect on
the subsequent downstream genes or proteins. Proteins in a pathway can be
physically and chemically modified; e.g. covalent modifications (phosphoryla-
tion), recruitment, allosteric activation or inhibition and binding of proteins [1].
A gene can be converted to a transcript and a transcript can be broken down
into its constitutive parts for future production of RNA. The former is called
a transcription process and the latter is a degradation process. It has become
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more and more apparent that signalling does not necessarily occur separately
in a linear way, but rather through a large and complex network of interact-
ing signalling networks [2]. It is now understood that inter-pathway crosstalk
can reflect underlying complexity within a cellular signalling network causing
the output of a signalling pathway to depend non-linearly on the extra-cellular
cues, hence being robust [3]. Crosstalk is generally described in biochemistry
and molecular biology as unwanted communication between signalling pathways
or signalling molecules. The term encompasses positive and negative signalling,
layered changes in gene expression and feedback between signalling proteins [4].
Crosstalk is sometimes treated as specific interactions between genes or pro-
teins of multiple signalling pathways or shared components between pathways.
While to some researchers crosstalk is unwanted or insignificant exchange of in-
formation and specific crosstalk between signalling components are exciting but
apparently rare, many biological experiments have documented and confirmed
that inhibiting one signalling pathway may have a positive or negative influ-
ence on other signalling molecules in other pathways. This reinforces the view
that specificity of biological responses is largely generated by the combinato-
rial integration of pathway crosstalk and the versatility of component functions
[5]. Since 1960, biological studies of crosstalk have increased exponentially sug-
gesting that crosstalk is an important phenomenon in cell signalling. There have
been two main streams in researching into signalling pathways. The first is to use
mathematical modelling approaches like differential equations systems to study
systems dynamics [6]. With this type of methods, we can study deterministic
mechanism of signalling pathways as well as crosstalk. In most situations, model
parameters needed by differential equations are unknown or partially unknown.
For instance, in a transcription network, we may have little knowledge about
transcription and degradation rates which are fundamental for modelling. In a
transduction network, phosphorylation and de-phosphorylation rates may not be
precisely known as well. Few computational or mathematical crosstalk models
are practically useful so far. The second is to use graphic models or the Bayesian
network approach [7] to study the qualitative relationship between signalling
molecules. In terms of the reality, the second methods look like better fitting
to top-down systems biology research. However, its limitation is the qualitative
nature.

Having had a large gene transcription/expression data set on hand, we may
need to investigate why certain genes are differentially expressed and why other
part of genes are not. It is very often observed that genes from a number
of different pathways are differentially expressed simultaneously although only
one specific individual signalling pathway is activated under a specific treat-
ment. Biological systems are commonly evolved for better fitting to the envi-
ronment. Using multiple signalling pathways for one specific task or using one
signalling molecule for multiple functions are the important facts for biological
systems robustness, hence complexity. In terms of this, it is very important to
understand how multiple signalling pathways are combined together for effec-
tive and efficient cellular functioning. It is therefore motivated in this study to
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investigate if crosstalk is a major component of signalling pathway complexity
and how crosstalk plays its role in signalling pathway complexity. The study
uses simple synthetic transcription networks with two signalling pathways. Two
crosstalk activities (promotion and inhibition) are studied. It has been found
in this study that crosstalk is indeed a major component for signalling path-
way complexity because it changes the steady-state gene expression order. This
finding is therefore useful for crosstalk prediction.

2 Synthetic Transcription Pathway Models

Fig 1 shows three types of synthetic transcription networks, one being a non-
crosstalk model and two being crosstalk models. The left panel shows a non-
crosstalk model, the middle panel illustrates a positive crosstalk model and the
right panel gives a negative crosstalk model. In a positive crosstalk model, the
expression of one gene of one signalling pathway may promote the expressions of
some genes of the other signalling pathways. In a negative crosstalk model, the
expression of one gene of one signalling pathway may suppress the expressions
of some genes of the other signalling pathways.
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f
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b
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e
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Fig. 1. Synthetic crosstalk models

3 Non-crosstalk Model

If there is no crosstalk between two signalling pathways (the left panel in Fig. 1),
the genes of two signalling pathways will be expressed (transcribed) in a linear
manner when the extra-cellular cues are applied to two individual signalling
pathways separately. Suppose the total numbers of six genes are Ni ∈ I, ∀i ∈
{a, b, c, d, e, f}. The expression levels (transcripts) of six genes are denoted as
integers 0 ≤ Xi ≤ Ni, ∀i ∈ {a, b, c, d, e, f}. The system can be expressed by six
differential equations as below,⎧⎪⎨⎪⎩

Ẋa = αaRA(1 − Xa

Na
) −βaXa

Ẋb = αbXa(1 − Xb

Nb
) −βbXb

Ẋc = αcXb(1 − Xc

Nc
) −βcXc

and

⎧⎪⎨⎪⎩
Ẋd = αdRB(1 − Xd

Nd
) −βdXd

Ẋe = αeXd(1 − Xe

Ne
) −βeXe

Ẋf = αfXe(1 − Xf

Nf
) −βfXf

(1)

Here αi ∈ R and βi ∈ R (∀i ∈ {a, b, c, d, e, f}) are the transcription and degra-
dation rates, respectively while RA ∈ I and RB ∈ I are the extra-cellular signal
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(ECS) applied to two individual signalling pathways, respectively. Suppose we
use ratios as real numbers for system modelling ui = Xi

Ni
∈ R, πA = RA

NA
∈ R

and πB = RB

NB
∈ R (NA and NB are the maximum numbers of receptors for two

pathways), and assume that αi = α, βi = β (∀i ∈ {a, b, c, d, e, f}), we then have
a normalised non-crosstalk model as below⎧⎨⎩

u̇a = απA(1 − ua) −βua

u̇b = αua(1 − ub) −βub

u̇c = αub(1 − uc) −βuc

and

⎧⎨⎩
u̇d = απB(1 − ud) −βud

u̇e = αud(1 − ue) −βue

u̇f = αue(1 − uf) −βuf

(2)

In this model, the steady state is expressed as below⎧⎪⎨⎪⎩
u�

a = απA

απA+β

u�
b = αu�

a

αu�
a+β

u�
c = αu�

b

αu�
b +β

and

⎧⎪⎨⎪⎩
u�

d = απB

απB+β

u�
e = αu�

d

αu�
d+β

u�
f = αu�

e

αu�
e+β

(3)

3.1 Steady-State Gene Expression Order (SEO)

The steady-state gene expression order is studied here because the final gene
expression values are commonly the target for various analyses. The gene ex-
pression order at steady state has been found being a very important informa-
tion for predicting signalling complexity, hence crosstalk. Two steady-state gene
expression orders are introduced, one being within one pathway referred to as
SEOw and one being cross pathways SEOc.

We define that a simple signalling pathway network will have its genes’ expres-
sions at steady-state in order in terms of these genes’ positions in the pathways
and ECS applied. Any change of such an order indicates some inherent or in-
serted complexity.

SEOw: There are two types of within pathway steady-state gene expression
orders, one for genes in a pathway with a small extra-cellular signal (ECS) and
the other a large ECS. We will see below that SEOw will show a different pattern
when using either a large ECS or a small ECS for activating pathways. When
a large ECS is applied to activate a pathway, we can certainly ensure that an
upstream gene has a higher steady-state expression than its downstream gene.
Taking pathway A in the left panel in Fig. 1 as an example. If pathway A has
a large ECS (πA) as πA ≥ 1 − β

α . Note that β < α. We can have u�
a ≥ 1 − β

α ,
hence u�

a ≥ u�
b and u�

b ≥ u�
c . We refer to this as a large signal SEOw. If ECS

(πA) is small, an upstream gene will have a lower steady-state expression than
its downstream gene. For instance, if πA ≤ 1 − β

α , we then have u�
a ≤ 1 − β

α ,
hence u�

a ≤ u�
b and u�

b ≤ u�
c .

SEOc: If πA >> πB, it is not very difficult to have u�
a > u�

d, and hence u�
b > u�

e

as well u�
c > u�

f . If πA << πB, we will have similar simple result. This shows that
genes in a pathway with a larger ECS will have higher steady-state expression
than genes in a pathway with a smaller ECS.

In conclusion, the signalling activity is in a linear cascade when no crosstalk
between two pathways is present. In a linear pathway network, SEOs give a
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nearly universal rule for observing the order of gene expressions in terms of the
positions of genes in pathways. The SEOs are therefore a good indicator for
predicting crosstalk in signalling pathways.

3.2 Simulation Result

We now conduct computer simulations to see if the results meet what we have
analysed. We set α = 0.5 and β = 0.1. We constrain two ECSs as πA + πB = 1.
Each computer simulation starts from zero and ends at 30. From Fig. 2 (a), we
can see that SEOw among genes in a pathway is maintained if the pathway is
highly activated and no crosstalk is present. The two panels in Fig. 2 (a) provide
this evidence. For instance, genes a, b and c of pathway A have a clear SEOw
that u�

a > u�
b > u�

c (the left panel in Fig. 2 (a), where πA = 0.9 and πB = 0.1)
and the genes d, e and f of pathway A have a clear SEOw that u�

d > u�
e > u�

f

(the right panel in Fig. 2 (a), where πA = 0.1 and πB = 0.9). Importantly, we
can see from both panels that if a gene of one pathway has a higher expression
rate than a gene of the other pathway, their downstream genes will maintain
this relationship (for SEOc). We then analyse the steady-state gene expression
distribution. In order to analyse this, we have randomly generated 20 repeats
for each gene. Each randomly generated gene will have a small Gaussian noise
(G(0, 0.01)) added in computer simulation. Two sampling time points are used
for a two-dimensional space visualisation. The two sampling points are 15 (‘half
time’) and 30 (‘full time’). Fig. 2 (b) shows the gene expression distributions
for two treatments, where clusters with gray colour are for genes of pathway
B and clusters with dark colour are for genes of pathway A. It can be seen
that two classes of genes (two pathways A and B) can obviously be separated
using a straight line showing that they demonstrate a linear relationship. We
now analyse how steady-state gene expressions vary with the values of πA and
πB, which is referred to as the sensitivity. Fig. 3 (a) shows such a sensitivity
visualisation. It is clearly to see that the steady-state gene expressions of two
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Fig. 2. Non-crosstalk model
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Fig. 3. Dynamics pattern sensitivity

pathways are symmetrical. On the left side, genes of pathway B have higher
expressions than genes of pathway A while on the right side, genes of pathway
A have higher expressions than genes of pathway B.

4 Positive Crosstalk Model

The structure of a positive crosstalk model is shown in the middle panel in Fig.
1, where we name pathway A as the master pathway and pathway B as the
slave pathway. The model parameters are α = 0.5, β = 0.1 and γb→e = 0.5.
In this model, we consider the positive crosstalk from gene b of pathway A to
gene e of pathway B, i.e., the expression level of gene e is controlled by two
genes, one being its upstream gene c and the other being the crosstalk gene b.
The mathematical model is shown as below. It can be seen that the difference
between this differential equations system and the differential equations system
defined in Eqs. (2) is the addition of a positive crosstalk element for gene e
(γb→eub(1 − ue)). The crosstalk is implemented by the crosstalk rate, i.e., the
rate that gene b interacts with gene e for signal communication. We assume that
the transcripts after crosstalk will stay as they are and will not be broken into
its constitutive parts⎧⎨⎩

u̇a = απA(1 − ua) −βua

u̇b = αua(1 − ub) −βub

u̇c = αub(1 − uc) −βuc

and

⎧⎨⎩
u̇d = απB(1 − ud) −βud

u̇e = αud(1 − ue) −βue + γb→eub(1 − ue)
u̇f = αue(1 − uf) −βuf

(4)
In this situation, the steady state is expressed as⎧⎪⎨⎪⎩

u�
a = απA

απA+β

u�
b = αu�

a

αu�
a+β

u�
c = αu�

b

αu�
b+β

and

⎧⎪⎨⎪⎩
u�

d = απB

απB+β

u�
e = αu�

d+γb→eu�
b

αu�
d+β+γb→eu�

b

u�
f = αu�

e

αu�
e+β

(5)
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It has been analysed above that both SEOw and SEOc are maintained in a
non-crosstalk model. However, they may not be maintained in a crosstalk model.

SEOw: We analyse pathway B here because it is the target for analysis. Moreover,
only a model with a large signal applied to the master pathway is analysed
because the effect of the positive crosstalk is limited when the master pathway
is not well activated, i.e., its positive crosstalk effect is limited (πA << πB).
If πB + β

α << 1, it is almost true that 1 − πB − β
α > 0. Let ϑ = β

α , we have
πB+ϑ−πB−πBϑ−ϑ2 > 0 and 1− πB

πB+ϑ−ϑ > 0. From this and Eq. (5), we can see
that 1−u�

d−ϑ > 0. It is then not difficult to see that u�
d(1−u�

d−ϑ)+u�
b(1−u�

d) > 0
or u�

d +u�
b > (u�

d)
2 +u�

du
�
b +u�

dϑ. From Eq. (5), u�
e > u�

d is derived. It can be seen
that SEOw is not maintained because of the crosstalk between two pathways.

SEOc: We now need to see if SEOc maintains when crosstalk is present, i.e.,
we need to prove if u�

b > u�
e when u�

a > u�
d (or πA >> πB). For the model

with πA << πB, the effect of crosstalk is limited as mentioned above and is not
analysed here. We assume u�

b < u�
e, i.e., u�

b <
u�

d+u�
b

u�
d+u�

b+ϑ . It is not difficult to see

that u�
d+u�

b

u�
d+u�

b+ϑ >
u�

b

u�
b+ϑ . If u�

b <
u�

b

u�
b+ϑ , we can have u�

b < 1 − ϑ or πA

πA+πAϑ+ϑ2 <

1−ϑ. This indicates that u�
b <

u�
b

u�
b+ϑ when πA < 1−ϑ. When ϑ = 0.2, we can see

that SEOc is not maintained if 0 < πA < 0.8. Because we had an approximation
u�

d+u�
b

u�
d+u�

b+ϑ >
u�

b

u�
b+ϑ above, the condition πA < 0.8 can be much more relaxed.

4.1 Simulation Result

We now add a positive crosstalk from gene b to gene e in the network as shown
in the middle panel of Fig. 1, where we have three genes for each pathway (A
and B). Fig. 4 (a) shows the time dynamics of two treatments (πA >> πB and
πA << πB). It can be seen that both SEOw and SEOc are not maintained. The
left panel in Fig. 4 (a) shows the outcome when pathway A (the master pathway)
is highly activated while pathway B is weakly activated, i.e., πA = 0.9 > πB =
0.1. It can be seen that SEOw in pathway A is maintained as u�

a > u�
b > u�

c , but
SEOw in pathway B is changed to u�

e > u�
f > u�

d. Importantly, u�
e > u�

b although
u�

a > u�
d. Although gene e is a downstream gene of gene d with low activity, it

still has a high expression because gene b has a positive crosstalk with it.
The right panel in Fig. 4 (a) demonstrates the result when pathway B is

highly activated while pathway A (the master pathway) is weakly activated, i.e.,
πB = 0.9 > πA = 0.1. u�

e > u�
d still maintains because of crosstalk although

the activation of pathway A is much smaller. In the left panel, we can see that
SEOw has been changed from u�

f > u�
e > u�

d (see Fig. 2 (a)) to u�
e > u�

f > u�
d

while in the right panel, we can see that SEOw has changed from u�
d > u�

e > u�
f

(see Fig. 2 (a)) to u�
e > u�

f > u�
d. All are as expected in the theoretical analysis

above.
In order to analyse gene expression distribution in a low dimensional space as

in the non-crosstalk model, we still use random repeats, i.e., generating 20 re-
peats each being added a Gaussian noise (G(0, 0.01)). Two sampling time points
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Fig. 4. Positive crosstalk model

(15 and 30) are used for a two-dimensional space visualisation. In Fig. 2 (b),
we have seen that there is a linear relationship between two classes (pathways)
of gene clusters, i.e., a straight line can be easily found to separate two classes
of gene clusters. However, this linear relationship does not exist when crosstalk
between two pathways is present, see the left panel in Fig. 4 (b). When pathway
A has a high activation, the clusters of gene e and gene f have moved beyond
the clusters of genes of pathway A. It can be seen that it is now difficult to find
a linear function to well separate two classes (pathways) of gene clusters. This is
the evidence that crosstalk makes signalling network complex. However, in the
right panel of Fig. 4 (a), we can see that the expression distributions of three
gene clusters of pathway A have generally no difference from those in the right
panel in Fig. 2 (b). However, the expression distribution of the cluster of gene
e has been elevated. This is because of the positive crosstalk. Although path-
way A (the master pathway) is weakly activated, a small signal from gene b can
still make a difference on gene e of pathway B. Fig. 3 (b) shows the steady-state
gene expression sensitivity in comparison with Fig. 3 (a). It can be seen here that
gene e and gene f are almost always highly expressed whatever how to change
two ECSs for two pathways. This is because they are all affected (directly and
indirectly) by crosstalk with gene b of pathway A whatever its signal is small
or large. It can also be seen that gene e (the second gene in pathway B) nearly
has a higher expression compared with gene b (the second gene in pathway A
corresponding to gene e in pathway B) all the times while gene f (the third
gene in pathway B) has a high expression most times compared with gene c (the
third gene in pathway A corresponding to gene f).

5 Negative Crosstalk Model

A negative crosstalk model structure is seen in the right panel of Fig. 1. The
model parameters are α = 0.5, β = 0.1 and γb→e = 0.5. Six differential equations
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for this model are defined as below. The difference between this differential
equations system and the differential equations system in Eqs. 2 is a negative
crosstalk element for gene e (−γb→eubue). Note that this is also different from
the positive crosstalk model, where the additive element is γb→eub(1− ue). This
is based on the assumption that in a positive crosstalk model, a transcript of one
pathway promotes the expression of a gene of the other pathway. This is why we
assume the interaction between the transcript of gene b (ub) and gene e (1−ue).
However, a negative crosstalk is assumed here to be implemented by the effect
that a transcript of one pathway interacts with a transcript of the other pathway
leading to the increase of degradation. The crosstalk is also implemented by the
crosstalk rate (γb→e), i.e., the rate that the transcript of gene b interacts with
the transcript of gene e.⎧⎨⎩

u̇a = απA(1 − ua) −βua

u̇b = αua(1 − ub) −βub

u̇c = αub(1 − uc) −βuc

and

⎧⎨⎩
u̇d = απB(1 − ud) −βud

u̇e = αud(1 − ue) −βue − γb→eubue

u̇f = αue(1 − uf) −βuf

(6)

In this situation, the steady state is expressed as⎧⎪⎨⎪⎩
u�

a = απA

απA+β

u�
b = αu�

a

αu�
a+β

u�
c = αu�

b

αu�
b
+β

and

⎧⎪⎨⎪⎩
u�

d = απB

απB+β

u�
e = αu�

d

αu�
d
+β+γb→eu�

b

u�
f = αu�

e

αu�
e+β

(7)

SEOw: We analyse pathway B because of the same reason mentioned above.
Suppose u�

f > u�
e which violates SEOw, we can have u�

e < 1−ϑ or u�
d

u�
d+u�

b+ϑ < 1−

ϑ. With some algebraic operations, we have
(

πA

πA+πAϑ+ϑ2 + ϑ
)

(1− ϑ) > πB

πB+ϑϑ

or (1 − ϑ − ϑ2 − ϑ3)π2
A + (ϑ2 + ϑ3 − 1)πA + ϑ5 < 0. We have the corresponding

quadratic equation as (1 − ϑ − ϑ2 − ϑ3)π2
A + (ϑ2 + ϑ3 − 1)πA + ϑ5 = 0. Given

ϑ = 0.2, it can be seen that two solutions for the quadratic equation are 0.0002
and 1.263. This means that when πA ∈ [0.0002, 1.263], the inequality defined
above is satisfied meaning that u�

f > u�
e. SEOw is therefore not maintained in

this crosstalk model.

SEOc: If πA << πB, we will certainly have u�
a < u�

d. We only analysis this is
because the crosstalk effect is limited when πA >> πB. This is because there
will be nothing to decrease when genes of the slave pathway are silent. We
now need to see if the relationship u�

b < u�
e can be maintained. Suppose we

assume that this relationship may be changed, the inequality is expressed as
below u�

b > u�
e = u�

d

u�
d+u�

b+ϑ , where ϑ = β
α . It is not difficult to prove the following

inequality 1
1+u�

b+ϑ >
u�

d

u�
d+u�

b+ϑ . From this, we are working on a simpler inequality,

u�
b > 1

1+u�
b+ϑ > u�

e. What we need to do now is to find if the first pair of the
above inequality is true and what is the condition for it to be true. We replace u�

b

using x and then have x2+(1+ϑ)x−1 > 0. For this inequality, we need to find if
the solutions exist for the corresponding quadratic equation x2+(1+ϑ)x−1 = 0.
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For this quadratic equation, we find one real solution as x = −(1+ϑ)+
√

(1+ϑ)2+4

2 .
If β = 0.1 and α = 0.5, we can find that x = 0.566. Because u�

b = u�
a

u�
a+ϑ (see

Eq. (7)), we have πA = 0.07. This means that if πA > 0.07 we can ensure that
u�

b > u�
e. It is not difficult to find u�

c > u�
f as well. It can be seen that SEOc is not

maintained in a negative crosstalk model when πA exceeds a small critical value
(0.07 here). Non-linearity has therefore been induced. Limited by page space, no
computer simulation result can be given, but is as expected.

6 Conclusion

This paper has presented a study on how crosstalk affects signalling network
complexity. The analysis is based on simple transcription networks with two
signalling pathways and six genes. Through theoretical analyses and computer
simulations, it has been confirmed that crosstalk makes signalling pathway com-
plex through changing the steady-state gene expression orders. The study shows
that crosstalk is therefore predictable if some biological knowledge regarding
pathway information, pathway categories of genes and experimental data are
available.

References

1. Alberts, B., Johnson, A., Lewis, J., Raff, M., Roberts, K., Walter, P.: Cell Com-
munications. In: Molecular Biology of the Cell. Garland Science, New York, pp.
831–890 (2002)

2. Weng, G., Bhalla, U.S., Iyengar, R.: Complexity in Biological Signalling Systems.
Science 284, 92–96 (1999)

3. Ferrell Jr., J.E.: Tripping the switch fantastic: how a protein kinase cascade can
convert graded inputs into switch-like outputs. Trends. Biochem. Sci. 21, 460–466
(1996)

4. Taylor, J.E., McAnish, M.R.: Signalling crosstalk in plants: emerging issues. J. Exp.
Bot. 55, 147–149 (2003)

5. Kolch, W.: Meaningful relationships: the regulation of the Ras/Raf/MEK/ERK
pathway by protein interactions. Biochem. J. 351, 289–305 (2000)

6. Cho, K.H., Wolkenhauer, O.: Analysis and modelling of signal transduction path-
ways in systems biology. Biochem. Soc. Trans. 31, 1503–1509 (2003)

7. Woolf, P.J., Prudhomme, W., Daheron, L., Daley, G.O., Lauffenburger, D.A.:
Bayesian analysis of signaling networks governing embryonic stem cell fate deci-
sions. Bioinformatics 21, 741–753 (2005)



Explore Residue Significance in Peptide

Classification

Zheng Rong Yang
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Abstract. Although peptide classification has been studied for a few
decades, a proper method for studying residue significance has not yet
been paid much attention. This paper introduces a novel neural learning
algorithm which can be used to reveal residue significance for discrimi-
nating between functional and non-functional peptides and for peptide
conformation pattern analysis. The algorithm is a revised bio-basis func-
tion neural network which was introduced a few years ago.

Keywords: Peptide classification, residue significance, neural learning,
bio-basis function.

1 Introduction

One of the most important issues in biology is to annotate function for a novel
sequence. From this, biologists are able to study how proteins are functioning
in cells. There are two types of approaches for protein function annotation,
i.e. using global and local information for model construction. A global protein
function annotation approach is normally dealing with whole sequence homology
alignment. For instance, the Seller’s algorithm [1], the Needleman-Wunsch algo-
rithm [2], and the Smith-Waterman algorithm [3] are three typical algorithms
for pairwise sequence homology alignment. Among two sequences, one has ex-
perimentally confirmed functions while the other is under investigation. If the
homology alignment is able to demonstrate a large alignment score as the simi-
larity, two sequences are believed evolving from the same ancestor, being either
orthologous or paralogous. It is then believed that the protein function should be
conserved through evolution. Because pairwise homology alignment algorithms
are commonly slow and inefficient. Database search tools have been developed
and have been widely used. The most commonly used database search tools are
FASTA [4] and BLAST [5]. A database search tool will use a data bank of pro-
tein sequences with functions experimentally confirmed as a support. The search
will find a set of database sequences which have high homology alignment scores
with a novel sequence. Based on these database sequences, it is then possible
to annotate functions for a novel protein. Using this type of approaches, we can
have a whole picture about how a novel sequence is similar to one or a number
of known sequences. Because segments which involve critical protein functions
will not mutate dramatically, it is very easy to visualise how these conserved
sequence segments are similar to a novel sequence.

E. Corchado, A. Abraham, and W. Pedrycz (Eds.): HAIS 2008, LNAI 5271, pp. 706–713, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Explore Residue Significance in Peptide Classification 707

The second type of approaches is focused on only local sequence segments
(normally conserved areas) for function annotation/prediction. The theory be-
hind is that proteins whenever they bind will be functional. Such a binding
normally does not need the whole structures of two proteins for binding affinity
recognition. This means that two proteins will bind for biochemical reaction if
they have good binding binding surface. Because of this, peptide classification
studies how a sequence segment of a protein has a relationship with various
binding.

Binding can have two types of biochemical reactions, protease cleavage ac-
tivities and post-translational modifications. Both are site specific or substrate
specific. However, the former will involve two neighbouring residues to “cut” a
poly-protein into two functional proteins while the latter will involve one residue
for attaching a chemical compound such as phosphor to a protein. Such an at-
tachment will lead to signal transduction, i.e. proteins with and without the
attachment will bring different signals for different biochemical functions.

The earliest work on peptide classification was based on frequency estimate.
For example, the h function [6], where the frequency of 20 amino acids at each
residue is calculated from a set of functional peptides. The estimated frequencies
are then stored in a computer program for prediction. The major shortcoming
of this method is that they usually have a high sensitivity and a low specificity.
Some statistical models like hidden Markov models (HMM) [7], discriminant
analysis [8] and quadratic discriminant analysis [9] have also been used for data
mining protein peptides. However, a HMM model also has a high sensitivity and
a low specificity [10].

Neural networks and the support vector machine [11] have been applied to
data mining protein peptides as well. For instance, neural networks have been
used in signal peptide cleavage site prediction [13], glycoproteins linkage site pre-
diction [12], enzyme active site prediction [14], phosphorylation site prediction
[15], and water active site prediction [16]. The support vector machine has been
used for the prediction of translation initiation sites [17], the prediction of phos-
phorylation sites [18], the prediction of T-cell receptor [19], and the prediction
of protein-protein interactions [20].

In dealing with amino acids, the orthogonal coding method where each amino
acid is coded using a 20-bit long orthogonal binary vector is normally used [21].
Although it has been widely used for various protein peptide modelling tasks,
it may not well code biological information in peptides. The bio-basis function
neural network was therefore developed for proper coding of amino acids in 2003
[22]. The bio-basis function neural network has been successfully used for many
peptide classification problems.

However, the original bio-basis function has a major limit in data mining
peptide data for peptide classification, i.e. being unable to reveal residue sig-
nificance in a peptide classification application. If residue significance can be
explored quantitatively, the information will be helpful in understanding how
residues in peptides are contributing to protein binding.
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2 The Original and the Revised Bio-basis Functions

Denote by q an input (query) peptide and sn a support peptide (1 ≤ n ≤ �,
‖q‖ = ‖sn‖ = D and D is the number of residues in peptides), the bio-basis
function is defined as q �→ φ(q, sn). The use of this equation can convert a non-
numerical input peptide to a numerical input vector φ = (1, φ(q, s1), φ(q, s2),
· · · , φ(q, s	))T . To predict if the peptide is functional is determined by the value
of a sigmoid function, y = 1

1+exp(−w·φ) , where w = (w0, w1, w2, · · · , w	)T ∈ R	+1

is a vector of model parameters. Note that y is the prediction corresponding to
the target variable t. The target variable takes a value 0 for a non-functional
peptide and 1 for a functional peptide. The original bio-basis function is defined
as

φ(q, sn) = exp
(

α
ρ(q, sn) − ρ(sn, sn)

ρ(sn, sn)

)
(1)

Here

ρ(q, sn) =
D∑

d=1

Msnd→qd
=

D∑
d=1

xnd (2)

where Msnd→qd
can be found from various mutation matrices [23]. Note that qd

and snd are the dth residues of q and sn, respectively. The bio-basis function
uses the well-developed mutation matrices, hence being capable of well coding
biological information in peptides. However, it has a major limit. Residue sig-
nificance in peptide classification is not well studied. In order to find the residue
significance in peptide classification, a novel bio-basis function is proposed in
this study. First, a novel bio-basis function is revised as below

φ(q, sn) =
1

1 + exp(−c · xn)
(3)

Here c is a residue significance vector and xn = (xn1, xn2, · · · , xnD) is the nth

mutation vector for the nth support peptide (xnd = Msnd→qd
). There are many

other functions available for acting as the kernel function, but the sigmoid func-
tion can squash the kernel outputs into the interval between zero and one. This
well represents the similarity. If the values of c can be well estimated, the residue
significance can be explore.

In real peptide classification applications, there are always two classes of pep-
tides, i.e. being negative and positive peptides. Positive peptides are referring to
functional peptides which have conserved patterns for certain amino acids while
negative peptides have less conserved patterns. Because of this, two residue sig-
nificance vectors are introduced. These two vectors are denoted as c+ and c−.
Therefore, there are two types of bio-basis functions as below

φ+(q, sn) =
1

1 + exp(−c+ · xn)
and φ−(q, sn) =

1
1 + exp(−c− · xn)

(4)

The classification of residue significance vectors are based on the property of
a support peptide. If a support peptide (sn) is a positive peptide, we used c+

otherwise c−.
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3 Maximum Likelihood Training Procedure

The data set is denoted as D = {xn, tn}N
n=1, where tn ∈ {0, 1} is the nth target.

We still use the sigmoid function as the model output mentioned as above.
The negative log likelihood function of a classification system using above two
replacements is defined as below

L = λϑT ϑ −
N∑

n=1

{tn log yn + (1 − tn) log(1 − yn)} (5)

Here, ϑ = (w, c) is a set of model parameters and λϑT ϑ is the regularisation
term with λ as the regularisation constant. The first derivative of L with respect
to a weight (peptide coefficient) wi (i ∈ {1, 2, · · · , �}) is

∂L
∂wi

= λwi −
N∑

n=1

enφni or ∇Lw =
∂L

∂w
= λw − ΦT e (6)

Here φni = φ(qn, si) is the similarity between a query peptide qn and a support
peptide si. The stochastic learning rule for the peptide coefficients (w) is then

∆w = −η∇Lw (7)

where η is a small positive learning rate. We now consider the learning rule for
the residue significance vectors c+ and c−. The first derivative of L with respect
to c+

d (d ∈ {1, 2, · · · , D}) is

∂L
∂c+

d

= λc+
d −

N∑
n=1

en

∑
sk∈Ω+

wkφ+(1−φ+)xnkd or ∇Lc+ = λc+−w+Φ+XTe

(8)
Here w+ is the weight vector connecting to all the positive support peptides,
Φ+ is the mapping matrix for using all the positive support peptides. Note that
the size of w+ is �+. The learning rule c+ is then

∆c+ = −η∇Lc+ (9)

The first derivative of L with respect to c−d (d ∈ {1, 2, · · · , D}) is

∂L
∂c−d

= λc−d −
N∑

n=1

en

∑
sk∈Ω−

wkφ−(1−φ−)xnkd or ∇Lc− = λc−−w−Φ−XTe

(10)
Here w− is the weight vector connecting all the negative peptides and |w−| =
�− = �− �+. Φ− is the mapping matrix using all the negative support peptides.
The learning rule c− is then

∆c− = −η∇Lc− (11)

An iterative learning procedure is employed here for estimating three sets of
parameters, i.e. w, c+, and c−.
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4 Results

Three data sets are used for the evaluation of the proposed algorithm. They are
the HIV-1 protease data [24], Hepatitis C virus protease data [25], and O-linkage
data [26]. Ten-fold cross-validation is used. The model accuracy is estimated
using the final confusion matrix, i.e. estimate on collective results for all peptides
as each peptide will take part in only one testing. The λ value is optimised in
the range {0.5,0.2,0.1,0.01,0.001,0.0001,0.00001,0.000001}.

4.1 HIV-1 Protease Data

The HIV-1 protease data was published by Cai et al. [24] with 248 negative
peptides and 114 positive peptides, each having eight residues. The 8-mer is
expressed as P4P3P2P1P1′P2′P3′P4′ with the cleavage sites located between P1

and P1′ . Table 1 shows the confusion matrix generated for the data set using
10-fold cross-validation, where λ was optimised to 0.1.

Figure 1 shows the final residue significance distribution. The left panel is for
the negative residue significance vector and the right panel is for the positive
residue significance. It can be seen that residue P2′ has the largest residue signifi-
cance value while P4 has the smallest value all the times. The next two important

Table 1. The confusion matrix for the HIV-1 protease data

HIV HCV O-linkage

negative positive percent negative positive percent negative positive percent

negative 226 18 91% 726 26 97% 81 31 72%
positive 10 104 91% 16 152 91% 19 171 90%
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Fig. 1. Residue significance for both negative and positive peptides in the HIV-1 pro-
tease data
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residues are the cleavage sites (P1 and P1′). The positive residue significance vec-
tor has a large variance compared with the negative residue significance vector.
This is expected that the positive peptides should have some conserved residues
for enzyme activity.

4.2 HCV Protease Data

The HCV protease data was published by Narayanan et al. [25] with 752 nega-
tive peptides and 168 positive peptides, each having ten residues. The 10-mer is
expressed as P6P5P4P3P2P1P1′P2′P3′P4′ with the cleavage sites located between
P1 and P1′ . Table 1 shows the confusion matrix for the data set, where λ was
optimised to 0.5. Figure 2 shows the final residue significance distribution. The
left panel is for the negative residue significance vector and the right panel is for
the positive residue significance. It can be seen that residues P1 and P4′ have
the largest residue significance value while P1′ has the smallest value. The posi-
tive residue significance vector has a large variance compared with the negative
residue significance vector.
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Fig. 2. Residue significance for both negative and positive peptides in the HCV pro-
tease data

4.3 O-Linkage Data

The O-linkage protease data was published by Chou [26] with 112 negative pep-
tides and 190 positive peptides, each having nine residues. The 10-mer is ex-
pressed as P4P3P2P1P0P1′P2′P3′P4′ with the post-translation modification site
located at P0. Table 1 shows the confusion matrix for the data set, where λ was
optimised to 0.1. Figure 3 shows the final residue significance distribution. The
left panel is for the negative residue significance vector and the right panel is for
the positive residue significance. It can be seen that the positive support pep-
tides have more conserved residue significance values compared with the negative
support peptides.
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Fig. 3. Residue significance for both negative and positive peptides in the O-linkage
data

5 Conclusion

This work has studied the possibility of revealing residue significance quanti-
tatively in peptide classification applications. The algorithm proposed in this
work is a revised version of the bio-basis function neural network. The basic
idea is to introduce a residue significance parameter for each residue in peptides.
Meanwhile, in order to recognise different contributions of negative and positive
peptides towards peptide classification, two separate residue significance vectors
are used. The whole learning procedure based on the maximum likelihood learn-
ing procedure is given. The algorithm has been evaluated on three peptide data
sets.
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Abstract. This paper describes the use of empirical mode decomposition and 
Hilbert transform for the analysis of non-stationary signal. The effectiveness of 
the method is shown on examples of both artificial signals and neurobiological 
recordings. The method can decompose a signal into data-driven intrinsic mode 
functions, which can be regarded as underlying oscillations contained in the 
signal. Then the Hilbert transform is used to extract instantaneous frequencies. 
Better time-frequency resolution can be obtained compared to the Fourier or 
wavelet transforms. Initial attempt has also been made on clustering decom-
posed and extracted signal components. The study suggests that using the in-
stantaneous frequency as the matching criteria can reveal hidden features that 
may not be observable using features from other transformation methods. 

1   Introduction 

Many existing signal processing techniques were derived mainly for analysis of 
stationary signals. In practice, signals are often non-stationary. In other words, the 
properties of the signals such as statistical moments are changing over time. In biol-
ogy and neuroscience, recordings are often the results of interactions of oscillations 
from individual cells or neurons or regions. Data collected from different sources is 
used to analyze and understand the working and coordination mechanism of different 
sub-systems within the brain. Different methods are used to record the activities of 
neurons and neuronal populations at different levels. For instance, spikes or spike 
trains are the spiking activity of individual or small population neurons; electroe-
ncephalography (EEG) is the scalp potential reflected on the electrical activity of 
large synchronized groups of neurons inside the brain; and local field potentials 
(LFPs) are the sum of synaptic potentials of a population of neurons [1-3]. Spikes 
represent high frequency synaptic activity of the neurons, whereas EEG and LFPs 
are generally low frequency dendrite signals.  

Analysis of these signals poses two main challenges, the large quantity and non-
stationarity of the data. Though efforts have been made in developing efficient meth-
ods and tools to analyze this huge amounts of various datasets [4,5], still there is scope 
of building authenticated theories to understand how groups of neurons encode, repre-
sent and exchange information about the stimuli and produce sensory events. EEG and 
LFPs are non-stationary time signals with the underlying properties changing rapidly. 
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This paper explores the use of a recently proposed method, namely empirical mode 
decomposition (EMD) [6], for the analysis of LFPs and the subsequent cluster analysis. 
Although various other methods have already been applied for the study of non-
stationary data such as the short-time Fourier transform (STFT) and wavelet transform, 
the EMD has the advantages that the basis functions or narrow-band components are 
derived from the data as the intrinsic mode functions (IMFs) and better time and fre-
quency resolution can be achieved [6]. The EMD has already been applied to neurosci-
ence data analysis [7]. 

This paper aims to give a brief overview on the methodology and the significance 
of the EMD for the analysis of non-stationary time-series through examples and com-
parison with the Fourier transform and wavelet transform. Then investigation on a 
neurobiological data set using the EMD and Hilbert transform is conducted, followed 
by a cluster analysis using the self-organizing maps (SOM) [8] on the processed sig-
nals. The rest of the paper is organized as follows. In Section 2 the EMD method and 
a comparison with other signal analysis methods are given. Section 3 shows several 
examples and the significance of the EMD method on non-stationary signals. Then 
application of the EMD on an LFP data set is presented in Section 4, followed by 
SOM clustering on the decomposed IMFs and IFs in Section 5. Section 6 summarizes 
and concludes the paper.  

2   Hilbert Transform and Empirical Mode Decomposition  

Various mathematical procedures exist for analyzing stationary and non-stationary 
signals. A stationary signal has infinite periodicity unlike the non-stationary ones. 
Mathematical transformation is applied to such a signal to obtain its properties not 
visible in the raw signal. The Fourier transform (FT) gives the frequency components 
contained in the signal. But FT lacks in the time localization of the spectral compo-
nents. In STFT, a non-stationary signal is divided into small windows, assuming each 
segment being stationary. However due to the Heisenberg uncertainty principle, 
choosing the window size can be problematic for STFT. Wavelet transform (WT) was 
developed to resolve the resolution problems of STFT. While STFT gives a fixed 
resolution at all times, WT gives varying time and frequency resolutions. In WT, a 
high frequency component can be located well in time than a low frequency compo-
nent whereas a low frequency component can be located better in frequency com-
pared to high frequency component. Even with optimized time-frequency resolution 
WT however suffers with the uncertainty principle. Besides, in WT usually the same 
basic wavelet is used throughout for all the data.  

The concept of instantaneous frequency (IF) offers a natural solution to the prob-
lem of representing frequencies at each time-instant. The Hilbert transform (HT) can 
be used to obtain the IF of a signal and gives a good time- frequency resolution. 
Given a signal x(t), its HT is defined as, 

⎥⎦
⎤

⎢⎣
⎡

−
= ∫

∞

∞−
du

ut

ux
PVtH

)(1
)(

π
                                                 (1) 

where PV denotes the Cauchy Principal Value. 
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The analytic signal is then defined as, 

)()()( tiHtxtz += ,                                                          (2) 

further in the amplitude and phase form, 
)()()()()( tietAtiHtxtz θ=+=                                           (3) 

where A(t) and θ(t) are the amplitude and phase of the analytic signal respectively, 
and can be calculated by, 

)()()( 22 tHtxtA += ,  
)(

)(
arctan)(

tx

tH
t =θ                                   (4) 

The instantaneous frequency is then obtained from, 
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θω =                                                               (5) 

As the HT can only provide one value at each time and in reality there can be many 
IFs at a given time-instant in the time-series, it is necessary to separate or decompose 
these various IFs before IFs are extracted. Hilbert-Huang Transform (HHT) [6] pro-
vides a solution to this problem. The HHT consists of two parts: the EMD (the proce-
dure is given in the next section) and HT. In HHT, the EMD first decomposes the 
signal into several intrinsic mode functions (IMFs) and usually each IMF reflects a 
narrow band-pass component; and then the HT is applied to each IMF to extract in-
stantaneous frequency. The method has proved to be viable for nonlinear and non-
stationary data analysis, especially for time-frequency-energy representations.  

3   EMD of Non-stationary Signals 

The EMD adaptively decomposes a non-stationary time series into zero-mean ampli-
tude or frequency modulated functions known as intrinsic mode functions (IMFs). 
The EMD considers the signal oscillations at local level and can reveal important 
temporal structures that are not achievable by using FT and WT [6].  

The EMD assumes that any data consists of different, simple intrinsic modes of oscil-
lations. Thus an intrinsic mode represents an oscillation having the same number of 
extrema and zero-crossings, symmetric with respect to the local mean. At any given 
time, the data may have many such different, coexisting modes of oscillation, one super-
imposing on the others. The result is the final complicated signal. Each of these oscilla-
tory modes is represented by an IMF and can be extracted by the following procedure. 

In the given data set, the number of extrema and the number of zero-crossings must 
either be equal or differ at most by one. At any point, the mean value of the envelopes 
defined by the local maxima and the local minima should be zero. An IMF can also 
have a variable amplitude and frequency as functions of time [6].  

Given series x(t), the EMD is conducted by a sifting procedure as follows: 

(1) Identify all the local extrema; then connect all the local maxima by a cubic 
spline to form the upper envelope. 

(2) Repeat the procedure for the local minima to produce the lower envelope. 
(3) The upper and lower envelopes should cover all the data between them. 
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(4) Find the local mean envelope m(t) by averaging the two envelopes. 
(5) To get the zero-mean IMF extract m(t) from x(t). 
(6) Repeat the above steps with the residual. 

This sifting process is stopped by limiting the size of standard deviation (SD) com-
puted from two consecutive sifting results. SD is normally set to 0.2-0.3. For details 
and implementation in Matlab see [9]. Using the HT on these IMFs, one can then 
obtain the instantaneous frequencies of the signal. 

Examples of the EMD process on two examples are shown in Fig. 1. The first sig-
nal consists of two cosine signals of different frequencies and the second is mixture of 
several signals. The power spectra of the two signals are shown as indiscriminating on 
time. and their FT and HT are given in Fig. 1. The wavelet analysis for the same sig-
nals is shown in Fig. 2.  
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Fig. 1. Two signals and their Fourier spectra with frequency across x-axis and amplitude across 
y-axis. Hilbert spectra show IF at time instant with time on x-axis and frequency on y-axis. 

4   HHT Analysis of LFPs 

EMD and HHT have proved to be a useful analysis technique for feature analysis of 
EEG and other low frequency data such as LFPs. At times a particular spectral com-
ponent occurring at any time can be of particular interest in studying the brain activ-
ity. For example, in EEG, the latency of an event-related potential is of particular 
interest. Recently EMD has also been applied to EEG and LFPs for analyzing tran-
sient brain activities and visual spatial attention [7, 10]. 
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Fig. 2. The Wavelet Transform of Signal 1 and Signal 2. The coefficient line is showing the 
frequency change for signal 1 across the time-points on x-axis. Note that the plot for frequency 
change is not as sharp as HT of signal 1 as shown in Fig. 1. 

A typical LFP and its EMD is showing in Fig 3. The IFs obtained from the IMFs 
are shown in Fig 4. IMF 6 is in fact the residual.  

5   Clustering Based on IMFs and IFs   

The data set used for the cluster analysis consisted of simultaneously recorded spike 
responses and LFPs obtained from the primary visual cortex in the macaques taken 
from the previously published series of experiments of Logothetis, Panzeri and col-
leagues [11, 12]. The stimuli consisted of naturalistic visual signals. Recorded signals 
(electrodes) were analyzed using standard neurophysiologic criteria and only channels 
containing well detectable spiking responses were retained for further analysis. Full 
details on the experiments are reported in [11, 12]. 

In this study, a set of 3 simultaneously recorded responses in spike format and local 
field potentials were used. The spike train data is in the form of bit-arrays (0 = no 
spike and 1= a spike in the considered time bin). In each trial, the 0-200ms post-
stimulus time was divided into 100 2ms long time bins. The data for local field poten-
tials is in the form of continuous signals. The LFP of 200ms post stimulus window is 
shown in Fig 3 (top panel). 

In this paper, we have taken the LFP and spikes recorded against 13s of the movie 
stimulus. The data is sampled at 500Hz. We have initially divided the response 
against 13s movie in 65 non-overlapping windows, each representing a stimulus. This 
made one response equal to 200ms. For the clustering purpose we took the first IMF  
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Fig. 3. A typical LFP non-stationary time series (top panel) and EMD decomposed intrinsic 
mode functions (IMF1 to IMF5). IMF6 is the residual.  
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Fig. 4. A typical LFPs and extracted instantaneous frequencies by the Hilbert transform on 
decomposed intrinsic mode functions of Fig. 3 
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of each LFP trial having the maximum number of frequency components and clus-
tered the LFPs using the IMF itself and then using the IF as the matching criteria. The 
mutual information (MI) obtained on the basis of clustering results is show in Fig 5. 
The SOM based cluster analysis has been previously applied to spike trains and has 
shown to preserve mutual information of the data set [13, 14].  
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Fig. 5. MI analysis for clustering results based on various features: first IF and first IMF of LFP 
and spike trains 

6   Conclusions 

In this paper, the empirical mode decomposition (EMD) method and the Hilbert trans-
form are explored for the analysis of non-stationary signals such as neurobiological 
recordings. The EMD can decompose a signal into intrinsic mode functions (IMFs), 
which are said to be some underlying oscillations contained in the signal or its genera-
tion. Then the Hilbert transform is used to further extract instantaneous frequencies 
(IFs) from decomposed IMFs. Such analysis can provide better time-frequency reso-
lution compared to the short-time Fourier or wavelet transforms and is particularly 
suited for analyzing neuronal recordings. Initial attempt has also been made on clus-
tering decomposed IMFs and extracted IFs. Future work will extend this initial study 
to a full scale of analysis of LFPs of the data set. The significance and contributions 
of individual IMFs and IFs with respect to the on-sit stimuli will be examined in terms 
of information theoretical framework. Such a study will be compared with the previ-
ous studies and results obtained on the same data set.  
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Abstract. This paper introduces an approximate fuzzy representation to Fuzzy-
UCS, a Michigan-style Learning Fuzzy-Classifier System that evolves linguistic 
fuzzy rules, and studies whether the flexibility provided by the approximate 
representation results in a significant improvement of the accuracy of the mod-
els evolved by the system. We test Fuzzy-UCS with both approximate and lin-
guistic representation on a large collection of real-life problems and compare 
the results in terms of training and test accuracy and interpretability of the 
evolved rule sets. 

Keywords: Genetic algorithms, learning classifier systems, genetic fuzzy sys-
tems, supervised learning. 

1   Introduction 

Fuzzy-UCS [1] is a Michigan-style learning fuzzy-classifier system that evolves a 
fuzzy rule set with descriptive or linguistic representation. One of the main novelties 
of Fuzzy-UCS with respect to other genetic fuzzy systems is that it evolves the rule set 
on-line from a stream of examples. Fuzzy-UCS represents the knowledge with lin-
guistic fuzzy rules, which are highly interpretable since they share a common seman-
tic. However, as this representation implies the discretization of the feature space, a 
single rule may not have the granularity required to define the class boundary of a 
given domain accurately. Thus, Fuzzy-UCS creates a set of overlapping fuzzy-rules 
around the decision boundaries which match examples of different classes, and the 
output depends on how the reasoning mechanism combines the knowledge of all these 
overlapping rules. Fuzzy-UCS proposed three inference schemes which led to a tra-
deoff between the amount of information used for the inference process and the size 
of the rule set.  

To achieve better accuracy rates in fuzzy modeling, several authors have introduced 
the so-called approximate rule representation (also known as non-grid-oriented fuzzy 
systems, prototype-based representation, or fuzzy graphs), which proposes that the 
variables of fuzzy rules define their own fuzzy sets instead of representing linguistic 
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variables [2]. In this way, approximate fuzzy rules are semantic free, being able to tune 
the fuzzy sets of any variable of each rule independently. However, this also results in 
a degradation of interpretability of the rule set, since the fuzzy variables no longer 
share a unique linguistic interpretation. In this paper, we analyze whether the flexibility 
provided by the approximate representation allows the system to achieve higher per-
formance and how this affects the interpretability of the evolved rule sets. That is, the 
approximate representation is more powerful than the linguistic one since it enables 
fuzzy systems to evolve independent fuzzy sets for each attribute that fit the class 
boundaries of each particular problem accurately. Nonetheless, the search space also 
increases since the semantics is evolved together with the fuzzy rules, posing more dif-
ficulties to the learner. Moreover, this flexibility could also result in overfitting the 
training instances in complex, noisy environments. Therefore, the aim of the present 
work is to study the frontier in the accuracy-interpretability tradeoff, clearly identifying 
the advantages and disadvantages—in terms of accuracy and readability of the rule 
sets—of having a more flexible knowledge representation in the field of on-line learn-
ing. For this purpose, we include the approximate representation to Fuzzy-UCS and 
adapt several mechanisms to deal with it. This new algorithm is addressed as Fuzzy-
UCS with Approximate representation, i.e., Fuzzy-UCSa. We compare the behavior of 
Fuzzy-UCS and Fuzzy-UCSa in a large collection of real-life problems.  

The remainder of this paper is organized as follows. Section 2 describes Fuzzy-
UCSa focusing on the new fuzzy representation. Section 3 explains the analysis me-
thodology and presents the results. Finally, Section 4 concludes the work. 

2   The Approximate Fuzzy-UCS Classifier System 

Fuzzy-UCSa is a system that extends Fuzzy-UCS [1] by introducing an approximate 
fuzzy representation. Fuzzy-UCSa works in two different models: exploration or 
training and exploitation or test. As follows, we describe the system focusing on the 
changes introduced with respect to Fuzzy-UCS. For further details, the reader is re-
ferred to [1]. 

2.1   Knowledge Representation 

Fuzzy-UCS evolves a population [P] of classifiers which consist of a fuzzy rule and a 
set of parameters. The fuzzy rule follows the structure   

IF x1 is FSk
1 and . . . and xn is FSk

n THEN ck WITH wk , (1) 

where each input variable xi is represented by a fuzzy set FSi. In our experiments, we 
used triangular fuzzy sets; so, each FSi is defined by the left vertex a, the middle ver-
tex b, and the right vertex c of the triangle, i.e., FSi = (a, b, c). The consequent of the 
rule indicates the class ck which the rule predicts. wk is a weight (0 ≤ wk ≤ 1) that de-
notes the soundness with which the rule predicts class ck. The matching degree µA

k(e) 
of an example e with a classifier k is computed as the T-norm (we use the product) of 
the membership degree of each input attribute ei with the corresponding fuzzy set FSi. 
We enable the system to deal with missing values by considering that µA

k(e) = 1 if ei 
is not known.  
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Each classifier has four main parameters: 1) the fitness F, which estimates the ac-
curacy of the rule; 2) the correct set size cs, which averages the sizes of the correct 
sets in which the classifier has participated (see Sect. 2.2); 3) the experience exp, 
which computes the contributions of the rule to classify the input instances; and 4) the 
numerosity n, which counts the number of copies of the rule in the population. 

2.2   Learning Interaction 

At each learning iteration, the system receives an input example e that belongs to 
class c. Then, it creates the match set [M] with all the classifiers in [P] that have a 
matching degree µA

k(e)  greater than zero. Next, in exploration mode, the classifiers in 
[M] that advocate class c form the correct set [C]. In exploitation mode, the system re-
turns the class of the rule that maximizes Fk · µA

k(e)  and no further action is taken. If 
none of the classifiers in [C] match e with µA

k(e) > 0.5, the covering operator is trig-
gered, which creates the classifier that maximally matches the input example. The 
covering operator creates an independent triangular-shape fuzzy set for each input va-
riable with the following supports 

(rand(mini – (maxi-mini)/2, ei), ei , rand(ei, maxi+(maxi-mini)/2)) , (2) 

where mini and maxi are the minimum and maximum value that the attribute i can 
take, ei is the attribute i of the example e for which covering has been fired, and rand 
generates a random number between both arguments. The parameters F, n, and exp of 
the new classifiers are set to 1. The new classifier is inserted into the population, de-
leting another one if there is not room for it. 

2.3   Parameters Update 

In the end of each learning iteration, Fuzzy-UCSa updates the parameters of the rules 
in [M]. First, the experience of the rule is incremented according to the current 
matching degree: expk

t+1 = expk
t + µA

k(e). Next, the fitness is updated. For this pur-
pose, each classifier internally maintains a vector of classes {c1, ..., cm} and a vector 
of associated weights {vk

1, . . . , v
k

m}. Each weight vk
j indicates the soundness with 

which rule k predicts class j for an example that fully matches this rule. The class ck 
advocated by the rule is the class with the maximum weight vk

j . Thus, given that  
the weights may change due to successive updates, the class that a rule predicts may 
also vary.  

To update the weights, we first compute the sum of correct matchings cmk for each 
class j: cmk

jt+1 = cmk
jt+m(k, j), where m(k, j) = µA

k(e) if the class predicted by the 
classifier equals the class of the input example and zero otherwise. Then, cmk

jt+1 is 
used to calculate the weights vk

jt+1: v
k

jt+1 = cmk
jt+1/expk

t+1. Note that the sum of all the 
weights is 1. 

The fitness is computed from the weights with the aim of favoring classifiers that 
match examples of a single class. We use Fk

t+1=vk maxt+1−Σj|j≠max v
k
jt+1, where we sub-

tract the values of the other weights from the weight with maximum value vk max. 
The fitness Fk is the value used as the weight wk of the rule (see Equation 1). Next, the 
correct set size of all the classifiers in [C] is calculated as the arithmetic average of 
the sizes of all the correct sets in which the classifier has participated. 
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2.4   Discovery Component 

Fuzzy-UCSa uses a steady-state genetic algorithm (GA) [3] to discover new promis-
ing rules. The GA is triggered in [C] when the average time since its last application 
upon the classifiers in [C] exceeds a certain threshold θGA. It selects two parents p1 
and p2 from [C] using proportionate selection [3], where the probability of selecting a 
classifier k is proportional to (Fk)ν · µA

k(e), in which ν>0 is a constant that fixes the 
pressure toward maximally accurate rules (in our experiments, we set ν=10). Rules 
with negative fitness are not considered for selection. The two parents are copied into 
offspring ch1 and ch2, which undergo crossover and mutation with probabilities χ and 
µ respectively. The crossover operator generates the fuzzy sets for each variable of the 
offspring as 

bch1 = bp1 α + bp2 (1-α)  and  bch2 = bp1 (1-α) + bp2 α (3) 

where 0 ≤ α ≤ 1 is a configuration parameter. As we wanted to generate offspring 
whose middle vertex b was close to the middle vertex of one of his parents, we set 
α=0.005 in our experiments. Next, for both offspring, the procedure to cross the most-
left and most-right vertices is the following. First, the two most-left and two most-
right vertices are chosen 

minleft = min(ap1, ap2, bch) and midleft = middle(ap1, ap2, bch) , (4) 

midright = middle(cp1, cp2, bch) and maxright = max(cp1, cp2, bch) , (5) 

And then, these two values are used to generate the vertices a and c. 

ach = rand(minleft,midleft) and cch = rand(midright,maxright) , (6) 

where the functions min, middle, and max return respectively the minimum, the mid-
dle, and the maximum value among their arguments. 

The mutation operator decides randomly if each vertex of a variable has to be mu-
tated. The central vertex is mutated as follows: 

b = rand(b − (b − a) ·m0, b + (c − b) ·m0) , (7) 

where m0 (0<m0≤1) defines the strength of the mutation. The left-most vertex is mu-
tated as 

                      a = rand (a – m0(b-a)/2,  a)                       if F>F0 & no crossover, (8) 

a = rand (a – m0(b-a)/2,  a + m0(b-a)/2)    otherwise. (9) 

And the right-most vertex 

                      c = rand(c, c + m0(c-b)/2)                         if F>F0 & no crossover, (10) 

c = rand(c – m0(c-b)/2, c + m0(c-b)/2)     otherwise. (11) 

That is, if the rule is accurate enough (F>F0) and has not been generated through cros-
sover, mutation forces to generalize it. Otherwise, it can be either generalized or spe-
cified. In this way we increase the pressure toward maximum general and accurate 
rule sets.  
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The new offspring are introduced into the population. First, we check whether 
there exists a classifier in [C] that subsumes the new offspring. If it exists, the nu-
merosity of the subsumer is increased. Otherwise, the new classifier is inserted into 
the population. We consider that a classifier k1, which is experienced (expk1 > θsub) 
and accurate enough (Fk1 > F0), can subsume another classifier k2 if for each variable 
i, ai

k1 ≤ ai
k2, c

i
k1 ≥ ci

k2, and bi
k1 − (bi

k1 − ai
k1)δ ≤ bi

k2 ≤bi
k1 + (ci

k1 − bi
k1)δ, where δ is a 

discount parameter (in our experiments we set δ=0.001). Thus, a rule condition sub-
sumes another if the supports of the subsumed rule are enclosed in the supports of the 
subsumer rule and the middle vertices of their triangular-shaped fuzzy sets are close 
in the feature space.  

If the population is full, excess classifiers are deleted from [P] with probability 
proportional to their correct set size estimate csk and their fitness Fk [1]. 

3   Experiments 

In this section, we analyze if the approximate representation a) permits to fit the  
training instances more accurately, b) whether this improvement is also present in the 
prediction of previously unseen instances, and c) the impact on the interpretability of 
the evolved rule set. As follows we explain the methodology and present the obtained 
results. 

3.1   Methodology 

We compare Fuzzy-UCSa as defined in the previous section with Fuzzy-UCS with 
the three types of reasoning schemes defined in [1], that is, weighted average (wavg), 
in which all matching rules emit a vote for the class they predict; action winner 
(awin), in which the class of the rule that maximizes Fk · µA

k(e) is chosen as output; 
and most numerous and fit rules (nfit), in which only the most numerous and fit rules 
are kept in the final population and all the matching rules emit a vote for the class 
they predict. Moreover, we also included C4.5 in the comparison to analyze how 
Fuzzy-UCS performs with respect to one of the most influential learners. We em-
ployed the same collection of twenty real-life problems used in [1] for the analysis.  

We used the accuracy, i.e., the proportion of correct predictions, and the number of 
rules in the population to compare the performance and interpretability of the  
different approaches. To obtain reliable estimates of these metrics, we employed a 
ten-fold cross validation procedure. The results were statistically analyzed following 
the recommendations pointed out in [4]. We applied the multiple-comparison test of 
Friedman to contrast the null hypothesis that all the learning algorithms performed 
equivalently on average. If Friedman’s test rejected the null hypothesis, we used the 
non-parametric Nemenyi test to compare all learners with each other. We comple-
mented the statistical analysis by comparing the performance of each pair of learners 
by means of the non-parametric Wilcoxon signed-ranks test. For further information 
about the statistical tests see [4].  

We configured both systems as (see [1] for notation details): N=6,400, F0 = 0.99,  
ν = 10, {θGA, θdel, θsub} = 50, χ = 0.8, µ = 0.04, δ=0.1 and P # = 0.6. Moreover, for 
Fuzzy-UCS, we set the number of linguistic terms to 5. 
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3.2   Results 

Our first concern was to compare the precision in fitting the training instances of 
Fuzzy-UCSa with respect to Fuzzy-UCS and show how both systems perform with 
respect to C4.5. Thus, we computed the training accuracy obtained with the five ap-
proaches. Table 1 summarizes the average rank of each algorithm (the detailed results 
are not included due to space limitations). As a case study, Fig. 1(a) shows the do-
main of one of the tested problems, tao, Figs. 1(b) and 1(c) plot the decision bounda-
ries learned by Fuzzy-UCS awin with 5 and 15 linguistic terms per variable—the grid 
in the two figures indicates the partitions in the feature space made by the cross-points 
of the triangular membership functions associated to the different fuzzy sets—, and 
Fig. 1(d) shows the decision boundaries learned by Fuzzy-UCSa. The results clearly 
show that the flexibility provided by the approximate representation enabled Fuzzy-
UCSa to fit the training instances more accurately. 

The multi-comparison test permitted to reject the null hypothesis that all the learn-
ers were equally accurate at α=0.001. The post-hoc Nemenyi test, at α=0.1, indicated 
that Fuzzy-UCSa achieved significantly better training performance than Fuzzy-UCS 
with any inference type and equivalent results to C4.5. Moreover, Fuzzy-UCS awin 
significantly degraded the training performance achieved with Fuzzy-UCS nfit. The 
pairwise comparisons by means of the non-parametric Wilcoxon signed-ranks test at 
α=0.05 confirmed the conclusions extracted by the Nemenyi test. 

 

Fig. 1. Tao domain (a) and decision boundaries obtained by Fuzzy-UCS awin with 5 (b) and 15 
(c) linguistic terms per variable and Fuzzy-UCSa (d). The training accuracy achieved in each 
case is 83.24%, 94.74%, and 96.94% respectively. 

As expected, the approximate representation enabled Fuzzy-UCSa to fit the  
training examples more accurately; since there was no semantic shared among all 
variables, each variable could define its own fuzzy sets. Next, we analyzed if this  
improvement was also present in the test performance. Table 1 shows the average 
rank of test performance. The multi-comparison test rejected the hypothesis that all 
the learners performed the same on average at α = 0.001. The Nemenyi procedure, at 
α=0.1, identified two groups of techniques that performed equivalently. The first 
group included Fuzzy-UCS wavg, Fuzzy-UCSa, and C4.5. The second group com-
prised Fuzzy-UCSa, Fuzzy-UCS awin, and Fuzzy-UCS nfit. The same significant dif-
ferences were found by the pairwise comparisons. 

Further analysis pointed out that Fuzzy-UCSa was overfitting the training data  
in some of the domains. To contrast this hypothesis, we monitored the evolution of 
the training and test performance of the problems in which Fuzzy-UCSa degraded the  
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Table 1. Comparison of the average rank of train accuracy, test accuracy, and rule set size of 
linguistic Fuzzy-UCS with weighted average (wavg), action winner (awin), and most numerous 
and fitted rules inference (nfit), and Fuzzy-UCSa on a set of twenty real-world problems. The 
training and test accuracy of C4.5 is also included. 

  Fuzzy-UCS Fuzzy-UCSa C4.5 
Rank 3.35 4.20 3.10 1.75 2.60 

tr
ai

n 

Pos 4 5 3 1 2 

Rank 2.05 3.25 3.80 2.95 2.95 

te
st

 

Pos 1 4 5 2.5 2.5 

Rank 3.95 2.05 1.00 3.00 - 

si
ze

 

Pos 4 2 1 3 - 

 

 
Fig. 2. Evolution of the training and test accuracies obtained with Fuzzy-UCS wavg and Fuzzy-
UCSa in the bal problem 

results obtained by Fuzzy-UCS with any inference type. Figure 2 plots the evolution 
of the training and test performance in the bal problem for Fuzzy-UCS wavg and 
Fuzzy-UCSa. During the first 5,000 learning iterations, both training and test per-
formances of Fuzzy-UCSa rapidly increased, achieving about 90% and 84% accuracy 
rate respectively. After that, the training performance continued increasing while the 
test performance slightly decreased. After 100,000 iterations, the training perform-
ance reached 98%; nonetheless, the test performance decreased to 82%. Thus, at a 
certain point of the learning, the flexibility of the approximate representation led 
Fuzzy-UCSa to overfit the training instances in order to create more accurate classifi-
ers, which went in detriment of the test performance. On the other hand, the training 
and test performance of Fuzzy-UCS wavg continuously increased, showing no signs 
of overfiting. 

Finally, Table 1 also shows the average rank of the number of rules evolved  
for Fuzzy-UCS and Fuzzy-UCSa. The Friedman test rejected the hypothesis that the 
population sizes were equivalent on average at α=0.001. The post-hoc Nemenyi test 
supported the hypothesis that the four learners evolved populations with significantly 
different sizes. Fuzzy-UCS wavg created the biggest populations, closely followed by 
Fuzzy-UCSa. Nonetheless, Fuzzy-UCSa uses an approximate representation, in which 
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rules do not share the same semantic, thus, impairing the readability of the rule sets. 
Fuzzy-UCS awin and, specially, Fuzzy-UCS nfit resulted in the smallest populations. 

4   Conclusions 

This paper analyzed the advantages and disadvantages provided by the flexibility of 
the approximate representation in detail. We showed that the approximate representa-
tion enabled Fuzzy-UCSa to fit the training data more accurately. Nonetheless, there 
was no statistical evidence of this improvement in the test performance and it was 
identified that Fuzzy-UCSa may overfit the training instances in complex domains; 
furthermore, the approximate representation degraded the readability of the final rule 
sets. Therefore, the analysis served to identify that the flexibility provided by the ap-
proximate representation does not produce any relevant improvement to Fuzzy-UCS, 
strengthening the use of a linguistic, more readable representation. 
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Abstract. In this work we propose, on the one hand, a multi-objective  
constrained optimization model to obtain fuzzy models for classification con-
sidering criteria of accuracy and interpretability. On the other hand, we propose 
an evolutionary multi-objective approach for fuzzy classification from data with 
real and discrete attributes. The multi-objective evolutionary approach has been 
evaluated by means of three different evolutionary schemes: Preselection with 
niches, NSGA-II and ENORA. The results have been compared in terms of ef-
fectiveness by means of statistical techniques using the well-known standard 
Iris data set.  

Keywords: Multi-objective Evolutionary algorithms. Fuzzy classification. 

1   Introduction 

An effective form to approach the classification problem is by means of fuzzy model-
ing, where the most important problem is the identification of a fuzzy model using 
input-output data. Given a data set with some functional dependency, the question is 
to obtain a set of fuzzy rules from the data that describes the behavior of the output 
function maximizing the accuracy and the interpretability. Owing to the complexity of 
the problem, the evolutionary computation has been one of the more accepted tech-
niques for rule generation. 

The evolutionary computation [3] has been applied successfully to learn fuzzy 
models [4, 7]. This has produced many complex algorithms and, as it is said in [11] 
and [12], often the interpretability of the resulting rule base is not considered to be of 
importance.  

Current evolutionary approaches for multi-objective optimization consist of mul-
tiobjective EAs based on the Pareto optimality notion, in which all objective are  
optimized simultaneously to find multiple non-dominated solutions in a single run. 

The fuzzy modeling approach can also be considered from the multi-objective evo-
lutionary perspective [6]. Current research lines in fuzzy modeling mostly tackle 
improving accuracy in descriptive models, and improving interpretability in approxi-
mative models [1]. This paper deals with the second issue.  
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In this paper, we propose a multi-objective neuro-evolutionary optimization ap-
proach to generate fuzzy classification models considering accuracy and interpretabil-
ity criteria. Section 2 describes the fuzzy classification model and the criteria consid-
ered in the optimization process. A multi-objective constrained optimization model is 
proposed. Section 3 shows the main components of the three multi-objective EAs 
used in this paper. Section 4 shows the experiments and the results obtained for the 
problem of classification of the Iris data set. Section 5 concludes the paper. 

2    Fuzzy Classification 

2.1   Fuzzy Model Identification 

We consider a set of N training input data composed as follows: 

• An input real attributes vector ( )pxx ,,= 1 Kx , [ ] ℜ⊂∈ iii ulx , , pi ,1,= K , 0≥p . 

• An input discrete attributes vector ( )qww ,,= 1 Kw , { }ii vw ,1,K∈ , qi ,1,= K , 0≥q , 

where iv  is the amount of classes for the thi −  parameter, 

• A value for the output discrete attribute { }zy ,1,K∈ , where z  is the amount of 

classes for this output attribute. 

So, a boolean value for an input or output attribute can be represented as an 
discrete attribute iw  or y  considering 2=iv  or 2=z . 

We consider a fuzzy classification model formed by M  rules MRR ,,1 K . There 

must exists at least a rule for each z  output class, therefore zM ≥ . Each rule jR  

( Mj ,1,= K ) contains p  fuzzy sets ijA  ( pi ,1,= K ) associated to p  real input 

attributes, q  discrete values ijB  ( qi ,1,= K ) associated to q  discrete input attributes, 

and a discrete value jC  associated to the discrete output attribute. So, the structure of 

a rule jR  is: 

j

qjqj

pjpjj

Cisythen

BiswandandBisw

andAisxandandAisxIfR

K

K

11

11:

                              (1) 

Each fuzzy set ijA  ( pi ,1,= K ) ( Mj ,1,= K ) is described by his membership 

function [ ]1,0: →iA X
ij

µ , where iX  is the range of the real input attribute ix . In our 

model have been used Gaussian membership functions:  

( )
⎥
⎥
⎥

⎦

⎤

⎢
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⎣

⎡

⎟
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⎞
⎜
⎜
⎝

⎛ −
−
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2
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iji
i

ijA

ax
x

σ
µ

 
where [ ]iiij ula ,∈  is the center, and 0>ijσ  is the variance. 
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The model output ( )wx,ψ  for an input data struct with a real attributes vector x  
and a discrete attributes vector w  belongs to the output class { }zC ,1,K∈  whose 

model activation value ( )wx,Cλ  is maximum. This is: ( ) ( )wxwx ,=,
=1

C
z

C
C λψ maxarg . 

The activation value of the model ( )wx,Cλ  for an input ( )wx,  and an output class 

{ }zC ,1,K∈  is calculated adding the firing strength ( )wx,jϕ  of each rule jR  

( Mj ,1,= K ) whose value for the discrete output atribute jC  is C , this is:  

( ) ( )wxwx ,

=

=,
,=1,

j

jC

Mj
C

C

ϕλ ∑
K

 

The firing strength ( )wx,jϕ  for the jR  rule for the input ( )wx,  is calculated: 

( ) ( ) ( )i
ijA

p

i

jj xµφϕ ∏+
=1

)1(=, wwx  

where ( )wjφ  is the number of input discrete attributes and ijj Bw = . 

2.2   Criteria for Fuzzy Classification 

We consider three main criteria: accuracy, transparency, and compactness.  

Accuracy. Classification Rate:
N

CR
Φ

=  where Φ  is the amount of data for which 

( ) y=,wxψ . 

Transparency. Similarity [10]: 

),(max=

,1,=

,1,=,
kjij

kjijA

pj

Mki
AAS

A

S

≠

K

K

 
Where

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧
∩∩

||

||
,

||

||
max=),(

B

BA

A

BA
BAS  

(2) 

Compactness. Number of rules, ( M ) and the number of different fuzzy sets ( L ). 

2.3   Optimization Model 

According to the previous remarks, we propose the following multi-objective con-
strained optimization model, with two objectives and one constraint: 

                    

0=

=

=

1

2

1

≤− sgSgtoSubject

MfMinimize

CRfMaximize
                                        (3) 

It is assumed that the number of different fuzzy sets ( L ) is smaller in those models 
with a number of rules ( M ) smaller. Therefore in the optimization model has been 
used only M . On the other hand, we want to minimize the similarity ( S ) only until a 
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certain threshold ( sg ), since models with little similar fuzzy sets will not be 

sufficiently accurates. 

3   Multi-objective Evolutionary Algorithms 

We propose a hybrid learning system to find multiple Pareto-optimal solutions simul-
taneously, considering accuracy, transparency and compactness criteria. We study 
different multi-objective EAs to evolve the structure and parameters of the rule set, 
together with a rule set simplification operator that is used to encourage rule base 
transparency and compactness. 

3.1   Representation of Solutions 

Solutions are represented with codification of real and discrete numbers using a 
Pittsburgh approach. Each individual of the population contains a number of rules M  
that can vary between min and max , where the values min and max  are chosen by a 
decision maker taking into account that it must have at least one rule by each output 
class, that is to say: maxMminz ≤≤≤ . Each rule jR , Mj ,1,= K , is represented as 

follows: 

• Fuzzy sets associated to the real input attributes ix , pi ,1,= K , using the numbers 

[ ]iiij ula ,∈  y 0>2= 2
ijij σρ , that define the centers and variances respectively.  

• Discrete values associated to the discrete input attributes iw , qi ,1,= K , using 

integer numbers { }iij vb ,1,K∈ .  

• The discrete value associated to the output discrete attribute, using an integer value 
{ }zc j ,1,K∈ .  

• In order to carry out adaptive crosses and mutation, each individual has two 
discrete parameters ( )δ0,∈d and ( )ε0,∈e associated to the crossing and mutation, 
where δ  is the number of crossing operators and ε is the number of mutation 
operators. It has, also, two real parameters [ ]0,1, ∈vc ee  that respectively define the 

amplitude of the mutation of the centers and variances of the fuzzy sets. 

3.2   Initial Population and Constraint Handling 

Individuals are initialized randomly generating a uniform distribution within the lim-
its of the search space. It is included, in addition, another condition to the limits of the 
variances of the Gaussian fuzzy sets, so that: 

pilu
lu

iiiij
ii

i ,1,=,== Kβρ
γ

α −≤≤−
 

where γ  is a value that is used to calculate the minimum variances. It’s necessary that 
a rule exists for each output value between 1  and z . With regard to constraints, we 
use the constraint handling rule proposed in [8]. 
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3.3   Variation Operators 

In order to achieve an appropriate exploitation and exploration of the potential solu-
tions in the search space, variation operators working in the different levels of the 
individuals are necessary. So, different mutation and crossing operators are defined 
that are apply in an adaptive way with a probability vp  chosen by the user. 

• Fuzzy Sets Crossover. Changes two fuzzy sets randomly selected. 
• Rule Crossover. Changes two rules randomly selected. 
• Rule Crossover by Increase. Adds to both individuals a rule randomly selected 

from the other one. 
• Gaussian Set Center Mutation. Mutation of the center of one or several ran-

domly selected fuzzy sets. 
• Gaussian Set Variance Mutation. Mutation of the variance of one or several 

randomly selected fuzzy sets. 
• Gaussian Set Mutation. Mutation of a fuzzy set randomly selected.. 
• Mutation by Rules Increase. Adds a new rule with random values. 
• Mutation of a Discrete Value. Mutation of a discrete value randomly selected. 

3.4   Rule Set Simplification 

The method to simplify the rule set is the proposed in [5] and [11], merging the sets 
when 1>),( ηikij AAS and splitting them when 21 >),( ηη ikij AAS> . The values 1η  and 

2η  are the threshold to carry out the fusion or the split ( 1<<<0 12 ηη ). 

3.5   Decision Process 

Let { }DssS ,,= 1 K  be the set of non-dominated solutions such that ( ) min
i CRsCR ≥ , 

( Di ,1,= K ) where minCR  is the minimum value for the clssification rate tolerated by 
a decision maker. We will select the solution is  with less amount of rules and fuzzy 

sets such that is  is enough accurate and interpretable. 

4   Experiments and Results 

The experiments aim is to solve the iris data classification problem. We randomly 
choose 99 instances as the training instances and 50 instances as the testing instances. 

We have to deal with a problem with p = 4 real-coded inputs, q = 0 discrete inputs 
and z = 3 possible values for the output discrete attribute. 

Preselection with niches, NSGA-II and ENORA algorithms have been executed 

100 times with the next parameters: 100=N , 510=sEvaluationofNo , 10=min , 

20=max , 100=γ , 0.1=vp , 0.2=sg , 0.6=1η , 0.2=2η  Preselection with niches algo-

rithm uses: 10=ChildrenofNo , and 5=NichesminNo . Table 1 shows the better non-

dominated solutions obtained, and the selected solution after the decision process  
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Table 1. Non-dominated solutions (best results after 100 runs) obtained in this paper for the Iris 
data ser classification problem. The chosen solution by the decision process are bolded. 

 M   L   CR -training  CR -evaluation  S  
Preselection w. niches 10   9    0.989899    0.94   0.198820   
NSGA-II      10   9    0.989899    0.94   0.194545   

 10   9    0.989899    0.94   0.196403   
 10   9    0.989899    0.94   0.196397   
 10   9    0.989899    0.94   0.199681   
 10   9    0.989899    0.94   0.198885   
 10   9    0.989899    0.94   0.197146   
 10   9    0.989899    0.94   0.197635  
ENORA 10   8    0.989899    0.92   0.199105   
 13   8    1.000000    0.94   0.199827   

 

Table 2. Fuzzy model with 13 rules for the problem obtained with ENORA 

  1x   2x   3x   4x   y  

 ( )5.05;1.73    ( )3.94;0.55   ( )2.86;1.79   ( )0.33;0.99   1  

( )5.05;1.73    ( )2.53;0.50   ( )2.86;1.79   ( )0.33;0.99   1  

( )5.05;1.73    ( )2.53;0.50   ( )2.86;1.79   ( )0.33;0.99   2  

( )7.51;0.73    ( )3.94;0.55   ( )5.99;3.43   ( )0.33;0.99   2  

( )5.05;1.73    ( )2.53;0.50   ( )5.99;3.43   ( )0.33;0.99   2  

( )5.05;1.73    ( )3.94;0.55   ( )5.99;3.43   ( )0.33;0.99   2  

( )5.05;1.73    ( )3.94;0.55   ( )5.99;3.43   ( )2.49;0.80   2  

( )7.51;0.73    ( )2.53;0.50   ( )2.86;1.79   ( )0.33;0.99   2  

( )5.05;1.73    ( )3.94;0.55   ( )2.86;1.79   ( )2.49;0.80   2  

( )5.05;1.73    ( )3.94;0.55   ( )5.99;3.43   ( )2.49;0.80   3  

( )5.05;1.73    ( )2.53;0.50   ( )5.99;3.43   ( )0.33;0.99   3  

( )7.51;0.73    ( )3.94;0.55   ( )5.99;3.43   ( )2.49;0.80   3  

( )5.05;1.73    ( )2.53;0.50   ( )2.86;1.79   ( )2.49;0.80   3  

(section 3.6) for each algorithm is bolded. Finally, the solution obtained by ENORA 
with 13 (table 2, Figure 1) rules is chosen. 

To compare the algorithms, we use the hypervolume indicator (ν) which calculates 
the fraction of the objective space which is non-dominated by any of the solutions 
obtained by the algorithm [2, 9, 13]. 

The statistics showed in Table 3 indicate that ENORA obtains lower localization 
values and dispersion than Preselection with niches and NSGA-II. Finally, the 95% 
confidence intervals for the mean obtained with t-test show that ENORA obtains 
lower values than Preselection with niches and NSGA-II. That is, the approximation 
sets obtained by ENORA are preferable to those of Preselection and those of NSGA-
II under hypervolume indicator ν. t-test is robust with samples which are greater than  
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Fig. 1. Fuzzy sets of the fuzzy classification model obtained with ENORA 

30 individuals, so the results are significant and we can conclude that there is statisti-
cal difference between the hypervolume values obtained by the algorithms. The box-
plot showed in Figure 2 confirms the above conclusions. 

The statistical analysis shows, therefore, that for the kind of multi-objective prob-
lems we are considering, Pareto search based on the space search partition in linear 
slots is most efficient than general search strategies exclusively based on diversity  
 

Table 3. Statistics for the hypervolume obtained after 100 runs for the Iris data set 
classification problem. S.D. = Standard Desviation of Average, T.I. = Trusted Interval of 
Average ( 95% ). 

     Preselection with niches NSGA    ENORA  
  Minimum   0.1297    0.1297   0.1216  
 Maximum   0.1472    0.2176   0.1472  
 Average   0.1373    0.1463   0.1351  

 S.D.   0.0034    0.0159   0.0048  
 Lower T.I.   0.1367    0.1431   0.1341  
 Upper T.I.   0.1380    0.1494   0.1360  
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Fig. 2. Boxplot for the hypervolume obtained after 100 runs for the problem 

functions, as in NSGA-II, or on diversity schemas with explicitly niching formation, 
as in Preselection with niches. 

5   Conclusions 

We have presented a new method for handling the Iris data classification problem. A 
multi-objective constrained optimization model for fuzzy classification is proposed 
and criteria such as accuracy, transparency and compactness have been taken into 
account. 

Three multi-objective EAs (Preselection with niches, ENORA and NSGA-II) have 
been implemented in combination with rule simplification techniques. The proposed 
technique identifies a set of alternative solutions. Statistical tests have been performed 
over the hypervolume quality indicator to compare the algorithms and it has shown 
that, for this problem, ENORA obtains better results than Preselection with niches and 
NSGA-II algorithms. 

Future improvements of the algorithms will be the automatic parameter tuning, and 
a next application of these techniques will be on medicine data. 

This research is supported in part by MEC and FEDER under project PET2006 
0406 and TIN 2006-15460-C04.  
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Abstract. This paper1 presents an evolutionary Multiobjective learning model 
achieving positive synergy between the Inference System and the Rule Base in 
order to obtain simpler and still accurate linguistic fuzzy models by learning 
fuzzy inference operators and applying rule selection. The Fuzzy Rule Based 
Systems obtained in this way, have a better trade-off between interpretability 
and accuracy in linguistic fuzzy modeling applications.  

Keywords: Linguistic fuzzy modeling, interpretability-accuracy trade-off, Mul-
tiobjective genetic algorithms, adaptive inference system, adaptive defuzzifica-
tion, rule selection.  

1   Introduction 

Interpretability and accuracy are usually contradictory requirements in the design of 
linguistic fuzzy models (FMs). In practice, designers must find an adequate trade-off 
between them for the specific application, increasing the interest of this matter in the 
literature [1],[2].   

Two important tasks in the design of a linguistic FM for a particular application 
are: The derivation of the linguistic rule base (RB) and the setup of the inference 
system and defuzzification method. In the framework of the trade-off between inter-
pretability and accuracy in fuzzy modeling, adaptive inference system and defuzzifi-
cation method acquired greater importance [3],[4]. 

Recently, the use of Multiobjective Evolutionary Algorithms (MOEA) has been 
applied to improve the aforementioned trade-off between interpretability and accuracy 
of linguistic fuzzy systems [5],[6],[7],[8]. Most of these works [5],[6] obtain the com-
plete Pareto (the set of non-dominated solutions with different trade-off) by selecting 
or learning the set of rules better representing the example data, i.e., improving the 
system accuracy and decreasing the fuzzy RB system complexity. In [7],[8], authors 
also propose the tuning of the membership functions together with the rule selection 
to obtain simpler and still accurate linguistic FMs. 

Following these ideas on the advantage of the use of parametric operators and the 
use of MOEAs to improve the trade-off between interpretability and accuracy, in this 
                                                           
1 Supported by Projects TIN2005-08386-C05-01, P05-TIC-00531 and P07-TIC-03179.  
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work we present a MOEA to learn the fuzzy inference (including inference and de-
fuzzification) and to perform rule selection for Mamdani linguistic fuzzy systems. 
The proposed model tries to achieve a positive synergy (this is the concept of coop-
eration we use) between the fuzzy operators and the RB to improve the accuracy at 
the same time that the RB is simplified to improve the interpretability.  

In order to do this, Section 2 introduces the parametric fuzzy operators, Section 3 is 
devoted to describe the MOEA learning proposal, Section 4 develops an experimental 
study, and finally, Section 5 presents some concluding remarks. 

2   Adaptive Fuzzy Operators  

In this section we show the adaptive inference system as well as the adaptive defuzzi-
fication method used in our learning proposal. 

2.1   Adaptive Inference System 

Linguistic FRBSs for system modeling use IF - THEN rules of the following form: 

Ri : If Xi1  is Ai1 and ... and Xim is Aim then Y is Bi 

with i = 1 to N, the number of rules of the RB, and with Xi1 to Xim and Y being the 
input and output variables respectively, and with Ai1 to Aim and Bi being the involved 
antecedents and consequent labels, respectively. 

The expression of the Compositional Rule of Inference in fuzzy modeling with 
punctual fuzzification is the following one: µB' (y) = I (C (µA1 (x1) , ... , µAm (xm)), µB 
(y)), where µB' (·) is the membership function of the inferred consequent, I(·) is the 
rule connective, C(·) is the conjunction operator, µAi(xi) are the values of the matching 
degree of each input of the system with the membership functions of the rule antece-
dents, and µB(·) is the consequent of the rule. 

The two components, conjunction (C(·)) and rule connective (I(·)) are suitable to be 
parameterized in order to adapt the inference system. Our previous studies in [3] show 
that the model based on the adaptive conjunction is a more valuable option than the 
one based on the adaptive rule connective. Hence, we selected the use of the adaptive 
conjunction in this study, in order to insert parameters in the inference system. 

Taking into account the studies in [3], we have selected the Dubois adaptive t-norm 
with a separate connector for every rule, which expression is showed in (1). 

)) Max(x,y,αyx(x,y,αT
Dubois

⋅= ,    (0≤α≤1)  (1) 

2.2   Adaptive Defuzzification Interface 

The most used methodology in practice, due to its fine performance, efficiency and 
easier implementation, is to apply the defuzzification function to every rule inferred 
fuzzy set (getting a characteristic value) and to compute then by a weighted average 
operator. This way of working is named FITA (First Infer, Then Aggregate) [9].  

Attending to the studies developed in [10], in this work we consider to use a prod-
uct functional term of the matching degree between the input variables and the rule 
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antecedent fuzzy sets (hi), iii hh β⋅=)(f where βi corresponds to one parameter for 

each rule Ri, i=1 to N, in the RB. The adaptive defuzzification formula selected is (2). 

, 0 ∑∑ ⋅⋅⋅=
N

i
iii

N

i
ii hVhy ββ  (2) 

where Vi represents a characteristic value of the fuzzy set inferred from rule Ri, the 
Maximum Value or the Gravity Center (GC), the one selected in this paper. 

3   Cooperative Evolutionary Selection of Fuzzy Rules and 
Learning of Adaptive Fuzzy Operators with Multiobjective 
Algorithms 

This section describes the basics of two of the most representative second generation 
MOEAs, SPEA2 [12] and NSGA-II [13], as two general propose MOEAs used in this 
work, and later the adaptations we propose to perform the cooperative adaptation of 
the fuzzy operators and fuzzy rule selection.    

3.1   SPEA2 and NSGA-II 

The SPEA2 algorithm [11] (Strength Pareto Evolutionary Algorithm for multiobjec-
tive optimization) is one of the most known techniques in the Multiobjective problem 
solving. It is characterized by the following two aspects: a fitness assignment strategy, 
that takes into account both dominating and dominated solutions for each individual, 
and a density function that is estimated employing the nearest neighbourhood, which 
guides the search more efficiently. A deeper description of the algorithm may be 
found in the aforementioned paper [11]. 

NSGA-II algorithm [12] is also another of the most well-known and frequently-
used MOEAs for general multi-objective optimization in the literature. It is a parame-
terless approach with many interesting principles: a binary tournament selection based 
on a fast non-dominated sorting, an elitist strategy and a crowding distance method to 
estimate the diversity of a solution. As was commented before, a deeper description 
may be found in [12]. 

3.2   Questions Related to the MOEAs 

The evolutionary model uses a chromosome with threefold coding scheme 
(CC+CD+CS) where: 

• CC encodes the αi parameters of the conjunction connective, that is N real coded 
parameters (genes) for each rule, Ri ,of the linguistic RB. Each gene can take any 
value in the interval [0,1], that is, among minimum and algebraic product.  

• CD encodes the βi parameters of the defuzzification. They are N real coded parame-
ters for each rule of the linguistic RB. Each gene can take any value in the interval 
[0,10]. This interval has been selected according with the study developed in [10]. 
It allows attenuation as well as enhancement of the matching degree.  
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• CS encodes the rule selection. It is a binary string of N genes, each one representing 
a candidate rule of the initial RB. Depending on whether a rule is selected or not, 
values ‘1’ or ‘0’ are respectively assigned to the corresponding gene.  

The initial population is randomly initialized with the exception of a single chromo-
some with the following setup: 

• Fuzzy operators part: CC with the N genes is initiated to 0 in order to make Dubois 
t-norm equivalent to Minimum t-norm initially. CD also with the N genes is initi-
ated to 1 with the objective to begin like the standard WCOA method. 

• Rule selection part, CS, with the N rules obtained by the WM-method [13], that is, 
with all the genes initialized to ‘1’. 

The crossover operator employed for the fuzzy operators part is BLX-0.5 [14] 
while the one used for rule selection part is HUX [15]. 

The fitness based on the interpretability (using the number of rules) and the accu-
racy (using the error measure) must be minimized. 

3.3   Improvements for SPEA2 and NSGA-II  

This subsection is devoted to describe the two improvements we propose for SPEA2 
[11] and NSGA-II [12] respectively to perform better the searching process we pre-
tend, that is to guide the search towards the desired Pareto zone with high accuracy 
with the least possible number of rules. 

The Improved Accuracy NSGA-II (NSGA-IIIA) algorithm: 

We propose two main changes on the NSGA-II algorithm, based on the changes pro-
posed by [8] with a few modifications to perform better with our problem, who has a 
larger real part comparatively. They are the following:  

• We use a restarting mechanism carried out twice at 1/3 and 2/3 of the execution of 
the algorithm. Each time, the most accurate individual is maintained as the sole in-
dividual in the external population. The remaining individuals are reinitiated with 
the same rule configuration of the best individual and fuzzy operator parameters 
randomly generated within the corresponding variation intervals.  

• In each of the three algorithm stages (before the first restart, after the first restart 
and after the second restart), the number of solutions in the external population 
considered to form the mating pool is progressively reduced, by focusing only on 
those with the best accuracy. To do that, the solutions are sorted from the best to 
the worst (considering accuracy as sorting criterion) and the number of solutions 
considered for selection is reduced progressively from 100% to 50 % at the begin-
ning 1/3, since 75% to 50% in the middle, and since 66% to 50% at the end.   

The Improved Accuracy SPEA2 (SPEA2IA) algorithm: 

In order to guide the searching process of the SPEA2, we propose to employ a method 
called Guided Domination Approach [16], which gives priority to the accuracy objec-
tive through a weighted function of the objectives. Focusing the searching process we 
can reduce the effort of the search, and a better precision in the non-dominated solu-
tions can be obtained, because the searching effort is concentrated in a reduced zone 
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of the Pareto, being the density of the obtained solutions higher. The weighted func-
tion of the objectives is defined in (3), 

( ) ∑+=Ω
≠=

M
x

j
f

ij
ax

i
fxf

i
ijj ,1

)()()( ,         i=1,2,... M (3) 

where aij is the amount of gain in the j-th objective function for a loss of one unit in 
the i-th objective function, and M being the number of objectives. The above set of 
equations require fixing the matrix a, which has a one in its diagonal elements. This 
method redefines the domination concept as follows: A solution x(1) dominates an-
other solutions x(2), if  Ωi(f(x

(1))) ≤ Ωi(f(x
(2)))  for all i = 1,2, … , M,  and the strict 

inequality is satisfied at least for one objective. 
Thus, if we have two (M=2) fitness functions, the two weighted functions are 

showed in (4). 

Ω1 (f1,f2) = f1 + a12 f2,             Ω2 (f1,f2) = a21 f1 + f2 (4) 

4   Experimental Study 

In order to analyze the proposed methods, we built several FMs using the learning 
methods showed in Table 1. WM method is considered as a reference. S and C-D are 
methods that perform rule selection and adaptation of fuzzy operators respectively. S 
+ C-D means rule selection and fuzzy operators adaptation together. SPEA2, 
SPEA2IA, NSGA-II and NSGA-IIIA are the methods that learn the fuzzy operators and 
the rule selection together, as was previously commented. 

Table 1. Methods considered for comparisson 

Ref. Method Description 
[13] WM Wang & Mendel algorithm 
[17] WM + S Rule Selection  

[4],[10] WM + C-D Adaptive Fuzzy Operators 
- WM + S + C-D Rule Selection and Adaptive Fuzzy Operators 

[11] SPEA2 SPEA2 Algorithm 
- SPEA2IA Improved Accuracy SPEA2 

[12] NSGA-II NSGA-II Algorithm 
- NSGA-IIIA Improved Accuracy NSGA-II 

4.1   Application Selected and Comparison Methodology 

The fuzzy partition used for inputs and output has 5 labels. The application selected  
to test the evolutionary model is an electrical distribution problem [18] that has got a 
data set of 1059 cities with four input variables and a single output. The RB is com-
posed of 65 linguistic rules achieved with the Wang and Mendel method [13]. 

We considered a 5-foder cross-validation model, i.e., 5 random partitions of  
the data each with 20% (4 of them with 211 examples, and one of them with 212 
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examples) and the combination of 4 of them (80%) as training, and the remaining one 
as test. We achieved a total of 30 trials for every evolutionary process, because for 
each one of the data partitions, the learning methods have been run 6 times. We show 
the averaged values of the medium square error (MSE) as a usual performance meas-
ure, computed considering the most accurate solution from each Pareto obtained for 
the Multiobjective algorithm. This way to work was also employed in [8] in order to 
compare the single objective methods with the Multiobjective ones based in to con-
sider only the accuracy objective, letting us to see that the Pareto fronts are not only 
wide but also optimal, so similar solutions obtained with the WM + S + C-D should 
be included in the final Pareto. The MSE is computed with expression (5), 

PxSySMSE
P

k
kkB ∑

=

−=
1

2))((
2
1

)(  (5) 

where S denotes the fuzzy model whose inference system uses the Dubois t-norm as 
conjunction operator showed in expression (2), inference operator minimum t-norm, 
and the adaptive defuzzificación method showed in expression (3). This measure uses 
a set of system evaluation data formed by P pairs of numerical data Zk =(xk,yk), 
k=1,..,P, with xk being the values of the input variables, and with yk being the corre-
sponding values of the associated output variables. 

The MOGAs population size was fixed to 200. The external population size of the 
SPEA2 and SPEA2IA was 61.  

The parameters a12, a21 used for the SPEA2IA have been determined after several 
test and fixed to 0 and 8 respectively, and give more importance to the accuracy. 

4.2   Results and Analysis 

The results obtained are shown in Table 2, where #R is the average number of rules, 
MSEtra and MSEtst are the average MSE for training and test respectively, σ is the 
standard deviation and t-test is the result of applying a test t-student (with 95 percent 
confidence), with the following interpretation: * represents the best average result; + 
means that the best result has better performance than that of the corresponding row. 

Analysing the results obtained we can point out that NSGA-IIIA and SPEA2IA 
shows a simmilar accuracy (slightly better in training) compared with the WM + S + 
C-D with a significative reduction in the number of rules, particularly for NSGA-IIIA. 
Modifications proposed in order to improve the accuracy for NSGA-II and SPEA2 let 
 

Table 2. Results obtained 

Method #R MSEtra σtra t-test MSEtest σtest t-test 
WM 65 56135.75 4321.42 + 56359.42 5238.57 + 
WM + S 40.9 41517.01 4504.85 + 44064.67 906.64 + 
WM + C-D 65 22561.77 3688.27 = 25492.77 830.76 * 
WM + S + C-D 52.8 22640.95 2125.05 = 26444.43 854.95 + 
SPEA2 38.4 24077.42 8225.82 + 29664.50 874.18 + 
SPEA2IA 47.7 22450.72 3949.57 = 25562.74 850.07 = 
NSGA-II 39.1 23303.50 6295.92 + 27920.42 877.83 + 
NSGA-IIIA 41.1 22108.66 4695.30 * 26229.72 868.95 + 
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Fig. 1. Example of the Pareto front for NSGA-II and NSGA-IIIA 

both models improve their accuracy compared with the standard versions of both 
algorithms. Due to the adaptive fuzzy parameters search space is large, it is necessary 
to focus the searching process on the Pareto zone with higher accuracy to reach 
simmilar accuracy level than the mono-objective algorithm based on the accuracy. 
Figure 1 shows the difference between the searching process performed by the 
original NSGA-II (left side) versus the improved accuracy version (right side). 

5   Conclusions 

In the framework of the trade-off between accuracy and interpretability, the use of 
Multiobjective genetic algorithm gives a set of solutions with different level of con-
ciliation of both features. In this work we have proposed a Multiobjective evolution-
ary learning model where the adaptive fuzzy operator parameters are learnt together 
with the rule base selection. This fact allows both elements to cooperate, improving 
the accuracy as well as the interpretability. Methodologies to focus the searching 
process in a specific zone of the Pareto have also been shown useful when an objec-
tive must prevail over the other.  

References 

1. Casillas, J., Cordón, O., Herrera, F., Magdalena, L.: Interpretability issues in fuzzy model-
ing. Springer, Heidelberg (2003) 

2. Casillas, J., Cordón, O., Herrera, F., Magdalena, L.: Accuracy improvements in linguistic 
fuzzy modeling. Springer, Heidelberg (2003) 

3. Alcala-Fdez, J., Herrera, F., Márquez, F.A., Peregrín., A.: Increasing Fuzzy Rules Coop-
eration Based On Evolutionary Adaptive Inference Systems. Int. J. of Intelligent Sys-
tems 22(9), 1035–1064 (2007) 

4. Márquez, F.A., Peregrín, A., Herrera, F.: Cooperative Evolutionary Learning of Fuzzy 
Rules and Parametric Aggregation Connectors for Mamdani Linguistic Fuzzy Systems. 
IEEE Trans. on Fuzzy Syst. 15(6), 1162–1178 (2007) 

5. Ishibuchi, H., Yamamoto, T.: Fuzzy rule selection by multi-objective genetic local search 
algorithms and rule evaluation measures in data mining. Fuzzy Sets and Syst. 141, 59–88 
(2004) 



746 A. Márquez, F.A. Márquez, and A. Peregrín 

6. Narukawata, K., Nojima, Y., Ishibuchi, H.: Modification of evolutionary Multiobjective 
optimization algorithms for Multiobjective design of fuzzy rule-based classification sys-
tems. In: Proc. 2005 IEEE Int. Conf. on Fuzzy Syst., pp. 809–814. Reno (2005) 

7. Alcalá, R., Alcala-Fdez, J., Gacto, M.J., Herrera, F.: A Multi-Objective Evolutionary Al-
gorithm for Rule Selection and Tuning on Fuzzy Rule-Based Systems. In: Proc. of the 16th 
IEEE Int. Conf. on Fuzzy Syst. FUZZ-IEEE 2007, London, pp. 1367–1372 (2007) 

8. Alcalá, R., Gacto, M.J., Herrera, F., Alcala-Fdez, J.: A Multi-Objective Genetic Algorithm 
for tuning and Rule Selection to obtain Accurate and Compact Linguistic Fuzzy Rule-
Based Systems. Int. J. of Uncertainty, Fuzziness and Knowledge-Based Syst. 15(5), 539–
557 (2007) 

9. Buckley, J.J., Hayashi, Y.: Can approximate reasoning be consistent? Fuzzy Sets and 
Syst. 65(1), 13–18 (1994) 

10. Cordón, O., Herrera, F., Márquez, F.A., Peregrín, A.: A Study on the Evolutionary Adap-
tive Defuzzification Methods in Fuzzy Modelling. Int. J. of Hybrid Intelligent Syst. 1(1), 
36–48 (2004) 

11. Zitzler, E., Laumanns, M., Thiele, L.: SPEA2: Improving the strength pareto evolutionary 
algorithm for multiobjective optimization. In: Evolutionary Methods for Design, Optimiza-
tion and Control with Applications to Industrial Problems (EUROGEN 2001), pp. 95–100 
(2001) 

12. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective genetic 
algorithm: NSGA-II. IEEE Trans. on Evolutionary Computation 6(2), 182–197 (2002) 

13. Wang, L.X., Mendel, J.M.: Generating fuzzy rules by learning from examples. IEEE 
Trans. on Syst. Man, and Cybernetics 22(6), 1414–1427 (1992) 

14. Eshelman, L.J., Schaffer, J.D.: Real-coded genetic algorithms and interval-schemata. 
Found. of Genetic Algorithms 2, 187–202 (1993) 

15. Eshelman, L.J.: The CHC adaptive search algorithm: How to have safe search when en-
gaging in nontraditional genetic recombination. Found. of Genetic Algorithms 1, 265–283 
(1991) 

16. Branke, J., Kaubler, T., Schmeck, H.: Guiding multi-objective evolutionary algorithms to-
wards interesting region. Technical Report No. 399, Institute AIFB, University of 
Karlsruhe, Germany (2000) 

17. Casillas, J., Cordón, O., del Jesus, M.J., Herrera, F.: Genetic tuning of fuzzy rule deep 
structures preserving interpretability and its interaction with fuzzy rule set reduction. IEEE 
Trans. on Fuzzy Syst. 13(1), 13–29 (2005) 

18. Cordón, O., Herrera, F., Sánchez, L.: Solving electrical distribution problems using hybrid 
evolutionary data analysis techniques. Appl. Intell. 10, 5–24 (1999) 

 



E. Corchado, A. Abraham, and W. Pedrycz (Eds.): HAIS 2008, LNAI 5271, pp. 747–754, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Knowledge Base Learning of Linguistic Fuzzy 
Rule-Based Systems in a Multi-objective 

Evolutionary Framework 

P. Ducange1, R. Alcalá2, F. Herrera2, B. Lazzerini1, and F. Marcelloni1 

1 University of Pisa, Dipartimento di Ingegneria dell'Informazione: Elettronica, Informatica, 
Telecomunicazioni, 56122 Pisa, Italy 

{p.ducange,b.lazzerini,f.marcelloni}@iet.unipi.it  
2 University of Granada, Dept. Computer Science and A.I., E-18071 Granada, Spain 

{alcala,herrera}@decsai.ugr.es  

Abstract. We propose a multi-objective evolutionary algorithm to generate a 
set of fuzzy rule-based systems with different trade-offs between accuracy and 
complexity. The novelty of our approach resides in performing concurrently 
learning of rules and learning of the membership functions which define the 
meanings of the labels used in the rules. To this aim, we represent membership 
functions by the linguistic 2-tuple scheme, which allows the symbolic transla-
tion of a label by considering only one parameter, and adopt an appropriate 
two-variable chromosome coding. Results achieved by using a modified version 
of PAES on a real problem confirm the effectiveness of our approach in in-
creasing the accuracy and decreasing the complexity of the solutions in the ap-
proximated Pareto front with respect to the single objective-based approach.  

Keywords: Multi-objective learning, accuracy-interpretability trade-off. 

1   Introduction 

Recent research on genetic fuzzy systems has focused on methods aimed at genera-
ting fuzzy rule-based systems (FRBSs) with an appropriate trade-off between accura-
cy and interpretability [3]. Indeed, in real applications, one is interested not only in 
improving performance but also in understanding the relation between inputs and out-
put of the system. This is the well-known advantage of using FRBSs with respect to 
other regression or classification techniques. Unfortunately, accuracy and interpreta-
bility are often in conflict and therefore to satisfy both criteria to a large extent is not 
generally possible. Given its multi-criteria nature, this problem is typically tackled by 
using Multi-Objective Evolutionary Algorithms (MOEAs) [5]. In particular, MOEAs 
have been applied to generate Mamdani FRBSs mainly for classification problems 
([9], [10]) and rarely for regression problems ([2], [4]). To the best of our knowled-
ge, no approach proposed in the literature performs concurrently learning of rules 
(Rule Base −RB− identification) and tuning of the meanings of the linguistic values 
used in the rules (Data Base −DB− learning). Only a post-processing method has been 
recently proposed to perform rule selection together with a tuning of the Membership 
Function (MF) parameters starting from an initial Knowledge Base (KB) [2]. 
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In this paper, we propose a technique to generate a set of Mamdani FRBSs with 
different optimal trade-offs between accuracy and complexity by performing both the 
RB identification and the DB learning in the same multi-objective framework. To this 
aim, we adopt the linguistic 2-tuple representation introduced in ([1], [8]) and the RB 
identification approach based on a purposely adapted version of PAES proposed in 
[4]. The 2-tuple representation allows the lateral displacement of a label by only con-
sidering one parameter rather than the classical three parameters. On the other hand, 
the version of PAES has proved to be very effective in RB identification. We tested 
the proposed approach on a real world regression problem. Results confirm a positive 
synergy between the RB identification and the DB learning, increasing the accuracy 
and decreasing the complexity of the solutions in the approximated Pareto front with 
respect to the single objective-based approach. 

This paper is arranged as follows. Next section explains how we codify the linguis-
tic RB and presents the linguistic 2-tuples. Section 3 describes the proposed MOEA. 
Section 4 shows the experiments and Section 5 points out some conclusions. 

2   Preliminaries 

This section presents the type of rule (Mamdani) and how we represent the RB in 
order to better describe the proposed approach. Besides, it also introduces the linguis-
tic 2-tuple representation used for the learning of MFs.  

2.1   Linguistic Fuzzy Rule Base Representation  

Let },,{ 1 FXXX K=  be the set of input variables and ( )1+FX  be the output varia-
ble. Let fU  be the universe of the f-th variable. Let },,{ ,1, fTfff AAP K=  be a fuzzy 

partition with fT  linguistic terms (labels) on the f-th variable. The m-th rule 
( Mm ,,1 K= ) of a Mamdani fuzzy system can be expressed as: 
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2.2   The Linguistic 2-Tuple Representation  

In [1], a new tuning model of FRBSs was proposed considering the linguistic 2-tuples 
representation scheme introduced in [8], which allows the lateral displacement of the 
support of a label and maintains the interpretability in a good level. This proposal in-
troduces a new model for rule representation based on the concept of symbolic trans-
lation [8]. The symbolic translation of a label is a number in [-0.5, 0.5), expressing 
this interval the domain of a label when it is moving between its two adjacent lateral 
labels (see Figure 1.a). Let us consider a set of labels S representing a fuzzy partition. 
Formally, to represent the symbolic translation of a label in S we have the 2-tuple, 

).5.0,5.0[,),,( −∈∈ iiii Sss αα  

The symbolic translation of a label involves the lateral displacement of its associ-
ated MF. Figure 1 shows the symbolic translation of a label represented by the pair 
(s2, −0.3) together with the associated lateral displacement. 

 

Fig. 1. Symbolic Translation of a Label and Lateral Displacement of the involved MF 

In [1], two different rule representation approaches were proposed, a global and a 
local approach. In this case, the learning is applied to the level of linguistic partitions 
(global approach). The pair (Xi, label) takes the same α value in all the rules where it 
is considered, i.e., a global collection of 2-tuples is considered by all the fuzzy rules. 
Notice that from the parameters α applied to each label we could obtain the equivalent 
triangular MFs, by which a FRBS based on linguistic 2-tuples could be represented as 
a classic Mamdani FRBS. See [1] to obtain more details on this approach. 

3   A Multi-objective Approach for Learning KBs 

To obtain a set of KBs with different trade-offs between accuracy and interpretability 
we are going to obtain together the J matrix representing a linguistic RB and the dis-
placement parameters of the corresponding MFs in the associated DB. To do this, we 
exploit a specific MOEA considering a double coding scheme (coding of rules and 
coding of parameters). We adopted a modified version of the (2+2)PAES [11], de-
noted modified PAES [4]. Unlike classical (2+2)PAES, which uses only mutation to 
generate new candidate solutions, modified PAES exploits the one-point crossover 
and two appropriately defined mutation operators. The authors experimentally 
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verified that, in these kinds of problems (linguistic modeling), crossover helps create 
an approximation of the Pareto front where solutions are uniformly distributed. The 
crossover and the mutation operators were proposed in [4] to evolve linguistic RBs 
and should be combined here with appropriate operators for the real coding part. In 
the next, we describe the double coding scheme, the objectives considered and the 
specific operators applied to this concrete problem. 

3.1   Coding Scheme  

A double coding scheme (C = CRB + CDB) to represent both parts, RB and DB, is used: 

− Rules (CRB): The RB of a FRBS is represented by the integer part of the chromo-

some shown in Figure 2, where ],0[ f
m
f Tj ∈  identifies the index of the label which 

has been selected for variable Xf in rule Rm (among the Tf linguistic terms of parti-
tion Pf plus 0 if the antecedent condition is removed). 

− Translation parameters (CDB): This part is the joint of the α parameters associated 
to the labels of each fuzzy partition Pf. Then, the DB of an FRBS is represented by 
the part with real coding of the chromosome shown in Figure 2 (where each gene is 
the translation parameter of each label). 
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Fig. 2. Chromosome representation 

3.2   Objectives  

Two objectives are minimized: the total number of antecedent conditions in the ob-
tained rules (interpretability) and the Mean Squared Error (accuracy), 

∑
=

−
⋅

=
E

l

ll yxF
E

MSE
1

2))((
2

1  

with |E| being the data set size, F(xl) being the output obtained from the FRBS de-
coded from such chromosome when the l-th example is considered and yl being the 
known desired output. The fuzzy inference system considered to obtain F(xl) is the 
center of gravity weighted by the matching strategy as defuzzification operator and 
the minimum t-norm as implication and conjunctive operators. 

3.3   Genetic Operators and Their Application 

As regards the crossover operator we consider the classical one-point crossover for 
the CRB part combined with the BLX-0.5 [7] operator for the CDB part. Let C1 and C2 
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be the two current solutions. The one-point crossover operator cuts the chromosomes 
1
RBC  and 2

RBC  at some chosen common gene and swaps the resulting sub-

chromosomes. The common gene is chosen by extracting randomly a number in 
[Mmin, ρmin], where Mmin is the minimum number of rules, which must be present in a 

RB, and ρmin is the minimum number of rules in 1
RBC  and 2

RBC . Finally, the BLX-0.5 

operator is applied two times considering 1
DBC  and 2

DBC  in order to obtain the CDB 

parts of both offspring. 
On the other hand, three different mutation operators can be applied (the first two 

for the CRB part and the other for the CDB part). The first mutation operator adds γ 
rules to the RB, where γ is randomly chosen in [1, γmax]. The upper bound γmax is fixed 
by the user. If γ+M > Mmax, then γ = Mmax-M, where Mmax is the maximum number of 
rules which must be present in a RB. For each rule Rm added to the chromosome, we 
generate a random number t ∈ [1, F], which indicates the number of input variables 
used in the antecedent of the rule. Then, we generate t natural random numbers be-
tween 1 and F to determine the input variables which compose the antecedent part of 
the rule. Finally, for each selected input variable Xf, we generate a random natural 

number m
fj  between 1 and Tf, which determines the linguistic label m

fjf
A

,
 to be used 

in the corresponding input variable of rule Rm. To select the consequent linguistic 
term, a random number between 1 and T(F+1) is generated. The second mutation opera-
tor randomly changes δ elements of matrix J. The number is randomly generated in 
[1, δmax]. The upper bound δmax is fixed by the user. For each element to be modified, 
a number is randomly generated in [0,Tf], where f is the input variable corresponding 
to the selected matrix element. The third mutation operator simply changes a gene 
value at random in the CDB part. 

The probability of applying the crossover operator is 0.5. When the application of 
the crossover operator is selected, the RB mutation is applied with probability 0.01; 
otherwise this mutation is always applied. When the application of the RB mutation is 
selected, the first mutation operator is applied with probability 0.55 and the second 
mutation operator is applied when the first is not applied. The third mutation operator 
(DB mutation) is always applied with probability 0.2. 

4   Experiments 

To evaluate the usefulness of the method proposed, we have considered a real-world 
problem [6] with 4 input variables that consists of estimating the maintenance costs of 
medium voltage lines in a town. Two different algorithms have been analyzed consid-
ering the same codification and genetic operators (with and without DB learning). 
They are the modified (2+2)PAES and a Single Objective based Genetic Algorithm 
(SOGA) with the MSE as the only objective. Methods considered for the experiments 
are shown in Table 1. Both algorithms are executed as explained in [4]. 

The initial fuzzy partitions are comprised by five linguistic terms with equally dis-
tributed triangular MFs. We set the maximum/minimum number of rules in a RB to 
30/5, the minimum number of antecedent conditions in a RB to 1, the maximum 
number of evaluations to 200000 and the population/archive size to 64. 
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Table 1. Methods Considered for Comparison 

Method Ref. Description 
Algorithms without learning of MFs 

SOGARB [4] RB Learning by SOGA 
PAESRB [4] RB Learning by PAES† 

Algorithms with learning of MFs 
SOGAKB − RB+DB Learning by SOGA 
PAESKB − RB+DB Learning by PAES† 

† modified version of PAES. 

4.1   Problem Description and Experiments 

Estimating the maintenance costs of the medium voltage electrical network in a town [6] 
is a complex but interesting problem. Since a direct measure is very difficult to obtain, it 
is useful to consider models. These estimations allow electrical companies to justify 
their expenses. Moreover, the model must be able to explain how a specific value is 
computed for a certain town. Our objective will be to relate the maintenance costs of the 
medium voltage lines with the following four variables: sum of the lengths of all streets 
in the town, total area of the town, area that is occupied by buildings, and energy supply 
to the town. We will deal with estimations of minimum maintenance costs based on a 
model of the optimal electrical network for a town in a sample of 1,059 towns. 

To develop the experiments, we consider a 5-fold cross-validation model, i.e., 5  
random partitions of data each with 20%, and the combination of 4 of them (80%) as 
training and the remaining one as test. For each one of the 5 data partitions, the  
stu-died methods have been run 6 times, showing for each problem the averaged results 
of a total of 30 runs. In the case of methods with multi-objective approach, the avera-
ged values have been calculated considering the most accurate solution from each Pa-
reto obtained. In this way, the multi-objective algorithms can be statistically compa-red 
with the single objective based methods taking into account that at least one solu-tion 
with equivalent accuracy should be obtained as a part of the final Pareto fronts. 

The results obtained by the analyzed methods are shown in Table 2, where #R 
stands for the number of rules, MSEtra/tst for the averaged error obtained over the 
training/test data, σ for their respective standard deviations and t for the results of 
applying a test t-student (with 95 percent confidence) in order to ascertain whether 
differences in the performance of the best results are significant when compared with 
that of the other algorithms in the table. The interpretation of this column is: 

* represents the best averaged result. 
+ means that the best result performs better than that of the corresponding row. 

4.2   Results and Analysis 

Analysing the results shown in table 2 we can highlight the following facts: 

− Learning the definition parameters of the MFs within the evolutionary identifica-
tion process allows us to obtain solutions with better accuracy in the case of both 
multi-objective and single-objective algorithms. 

− The multi-objective approaches outperform the single-objective approach both on 
training and test sets, with a lower standard deviation. 
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Table 2. Results obtained by the studied methods 

Method #R MSEtra σtra t-test MSEtst σtst t-test
SOGARB 30.0 40618 24594 + 46827 26846 + 
PAESRB 29.9 16419 4135 + 18343 4602 + 
SOGAKB 30.0 34252 22161 + 42811 28839 + 
PAESKB 29.7 11921 3099 * 13528 3712 * 

In Figure 3, we show a representative Pareto front approximation, both on training 
and test sets, provided by PAESKB. Solutions in Figure 3 are represented in the Com-
plexity-Error plane, i.e., the actual plane of the optimized objectives. Besides, we also 
show the same solutions represented in the Rules-Error plane. Obviously, in the latter 
graph, we can notice solutions with different errors but the same number of ru-les. 
These solutions are associated with different number of total conditions in the RB, 
i.e., different complexities. It is interesting to notice that the Pareto front is widely 
spread and good trade-offs between complexity and accuracy are obtained. Finally, 
the non-dominated FRBSs have also good generalization ability on the test set. 

 

Fig. 3. A Pareto front approximation obtained from PAESKB (Complexity-Error plane and 
Rules-Error plane) 

5   Concluding Remarks 

In this contribution, we propose a multi-objective approach to learn a set of KBs with 
different trade-offs between accuracy and interpretability (measured as the number of 
rule antecedent conditions). The proposed method is able to learn RBs together with 
the MF parameters of the associated linguistic labels in the corresponding DB: this 
allows taking the existing dependencies into account but involves a huge search 
space. In order to better handle the huge search space it represents, we exploit the 
positive synergy existing between an interesting RB identification mechanism and the 
linguistic 2-tuples representation model for the learning of MFs. Results have con-
firmed this positive synergy and that, by considering a multi-objective framework, it 
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is possible to obtain simpler FRBSs and with even better accuracy than the ones pro-
vided by considering the accuracy as the only objective. 
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Abstract. We have already proposed multiobjective genetic fuzzy rule selection 
with a multi-classifier coding scheme for the design of ensemble classifiers. An 
entropy-based diversity measure was used as an objective to be maximized for 
increasing the diversity of base classifiers in an ensemble. In this paper, we ex-
amine the use of other diversity measures in the design of ensemble classifiers. 
Experimental results show that the choice of a diversity measure has a large ef-
fect on the performance of designed ensemble classifiers. 

Keywords: Genetic Fuzzy Systems, Ensemble Classifiers, Diversity Measures. 

1   Introduction 

The use of multiple classifiers as an ensemble is a promising approach to the design 
of reliable classifiers [1, 2]. In the design of ensemble classifiers, it is essential to 
generate a number of base classifiers with a large diversity. Some studies [1, 2] rely 
on diversity maintenance mechanisms to generate base classifiers while others [3, 4] 
use heuristic measures to evaluate the diversity of base classifiers. Such a heuristic 
measure can be incorporated into evolutionary approaches for generating a number of 
base classifiers. Evolutionary multiobjective optimization (EMO) algorithms have 
been frequently used in the design of ensemble classifiers where the accuracy and the 
diversity of base classifiers are simultaneously optimized [5-9]. 

In our former studies [8, 9], we have proposed multiobjective genetic fuzzy rule se-
lection with a multi-classifier coding scheme for the design of ensemble classifiers. 
Genetic fuzzy rule selection was originally proposed in [10] where a small number of 
fuzzy rules were selected from a large number of candidate rules to generate a fuzzy 
rule-based classifier. This method was extended to multiobjective formulations in [11, 
12]. A binary string was used to represent a fuzzy rule-based classifier (i.e., a subset of 
candidate rules) in these studies [10-12]. The use of binary strings was generalized by 
introducing a multi-classifier coding scheme in our former studies [8, 9] where an inte-
ger string was used to represent an ensemble classifier (i.e., an ensemble of disjoint 
subsets of candidate rules). Each ensemble was evaluated by its classification accuracy 
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and the entropy of outputs from its base classifiers. In this paper, we examine the use of 
various diversity measures [4] in our evolutionary ensemble method with the multi-
classifier coding scheme. 

In this paper, we first explain our EMO-based approach to the design of ensemble 
classifiers. Next we examine the use of various diversity measures in our approach in 
Section 3. Finally we conclude this paper in Section 4.  

2   Fuzzy Ensemble Classifiers by Genetic Fuzzy Rule Selection 

Our ensemble design method consists of two stages: candidate fuzzy rule extraction 
and ensemble classifier optimization. In the first stage (i.e., candidate fuzzy rule ex-
traction), a prespecified number of fuzzy rules are extracted in a heuristic manner.  

Let us assume that we have m training patterns )...,,( 1 pnpp xx=x , mp ...,,2,1=  
from M classes where xpi is the attribute value of the pth training pattern for the ith 
attribute ( ni ...,2,1,= ). We also assume that all attribute values have already been 
normalized into real numbers in the unit interval [0, 1]. For our n-dimensional M-class 
problem, we use fuzzy rules of the following form: 

Rule Rq: If x1 is Aq1 and ... and xn is Aqn then Class Cq with CFq, (1) 

where Rq is the label of the qth rule, Aqi is an antecedent fuzzy set, Cq is a class label, 
and CFq is a rule weight. As antecedent fuzzy sets, we use the 14 fuzzy sets in Fig. 1 
and “don’t care” represented by the unit interval [0, 1]. Thus the total number of 
combinations of the n antecedent fuzzy sets in (1) is 15n. Among these possible rules, 
we examine only short fuzzy rules with a small number of antecedent conditions (i.e., 
short fuzzy rules with many don’t care conditions) to generate candidate rules.  
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Fig. 1. Fourteen antecedent fuzzy sets used in this paper 

For determining the consequent class Cq and the rule weight CFq, first the confi-
dence of the fuzzy rule “ hq Class⇒A ” is calculated for each class h as follows: 
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where )( pq
xAµ  is the compatibility grade of Aq. The product operator is used to 

calculate the compatibility grade of each training pattern xp with the antecedent part 
Aq of the fuzzy rule Rq in (1). The consequent class Cq is specified as the class with 
the maximum confidence: 
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)}Class({max)Class( hcCc q
h

qq ⇒=⇒ AA . (3) 

The rule weight is specified by the difference between the confidence of the conse-
quent class and the sum of the confidences of the other classes as follows: 
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In this manner, the consequent class and the rule weight of each fuzzy rule can be 
easily determined from training patterns (for details, see [13]). 

Using the above-mentioned heuristic manner, we can generate a large number of 
short fuzzy rules as candidate rules in multiobjective fuzzy rule selection. In our for-
mer studies [8, 9], we used the SLAVE criterion [14] to prescreen candidate rules. 
The use of this criterion, however, tends to exclude many specific and accurate rules. 
In this paper, we use two threshold values: the minimum support and the minimum 
confidence. The fuzzy version of support can be written as 

We exclude fuzzy rules that do not satisfy these two thresholds. Among short fuzzy 
rules satisfying these two thresholds, we choose a prespecified number of the best 
candidate rules for each class with respect to s(Rq) ⋅ c(Rq).  

2.1   Multiobjective Genetic Fuzzy Rule Selection 

In the second stage, we use the NSGA-II algorithm [15] to generate non-dominated 
ensemble classifiers from candidate rules extracted in the first stage. To represent an 
ensemble classifier as a string, we use a multi-classifier coding scheme. Each ensem-
ble classifier is represented by an integer string of length N as NsssS ⋅⋅⋅= 21  where N 
is the number of candidate rules and sj is an integer (sj denotes the base classifier to 
which the jth candidate rule is included). For example, a string “2110201033” denotes 
an ensemble classifier with three base classifiers: Classifier 1 with R2, R3, R7, Classi-
fier 2 with R1, R5, and Classifier 3 with R9, R10. As shown in this example, the jth 
candidate rule is not used in any base classifier when sj = 0. 

Each ensemble classifier S is evaluated by its accuracy and the diversity of its base 
classifiers. We use the following two objective functions: 

f1(S): Classification rate of the ensemble classifier S on training patterns, 
f2(S): A diversity measure to evaluate the diversity of the base classifiers in S. 

 

Let Si be the ith base classifier in the ensemble classifier S. When an input pattern 
xp is to be classified by Si, a single winner rule Rw is chosen from Si as   

}|)(max{)( iqqpwp SRCFCF
qw

∈⋅=⋅ xx AA µµ . (6) 

When multiple rules with different consequent classes have the same maximum 
value in (6), the classification of xp by Si is rejected. The classification of xp by Si is 
also rejected when there are no compatible rules with xp in Si. The final classification 
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of xp by the ensemble S is performed through the majority voting (strictly speaking 
“plurality voting”) based on the classification result by each base classifier Si. When 
multiple classes have the same maximum number of votes, the final classification of 
xp is rejected in this paper whereas random tie-break was employed in [8, 9]. 

2.2   Various Diversity Measures of Base Classifiers 

Various diversity measures have been proposed in the literature [3, 4]. We can use 
such a diversity measure as the second objective f2(S) in the previous subsection. In 
this subsection, we explain the entropy-based diversity measure in our former studies 
[8, 9] and five other diversity measures in [4], which are examined in the next section. 

Entropy based-diversity measure (E ): This diversity measure was used in [8, 9] 
where the entropy E of classification results by base classifiers was calculated as  

)log(
1

1 1
∑∑

= =

−=
m

p

M

c

pcpc PP
m

E . (7) 

In this formulation, m is the number of patterns, M is the number of classes, and Ppc is 
the ratio of base classifiers which classify the pattern xp as Class c. Let us assume that 
the number of base classifiers in an ensemble classifier is Nclassifier. If three base classi-
fiers classify the first pattern as Class 1, P11 is calculated as 3/Nclassifier. Of course, a 
larger value of the entropy E means a larger diversity of base classifies. 

Disagreement measure (dis): The disagreement measure between two base classifi-
ers Sj and Sk is defined as 
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where n(1, −1) is the number of training patterns that are correctly classified by Sj and 
misclassified by Sk (i.e., “1” and “−1” represent true and false, respectively). n(1, −1), 
n(1, 1) and n(−1, −1) are defined in the same manner as n(1, −1). The disagreement 
measure among more than two base classifiers is defined as 
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where L is the number of base classifiers. A larger value of this disagreement measure 
means a larger diversity of base classifiers. 

Double-fault measure (DF ): The double-fault measure for two base classifiers Sj and 
Sk is the ratio of training patterns that are misclassified by both classifiers: 
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The double-fault measure for more than two base classifiers is calculated as 
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where m is the number of training patterns, and L is the number of base classifiers. A 
smaller value of the double-fault measure means a large diversity of base classifiers. 

Kohavi-Wolpert variance (KW ): The Kohavi-Wolpert variance is calculated as 
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where li is the number of base classifiers that misclassify the training pattern xi. A 
larger value of this measure means a larger diversity of base classifiers. 

Measurement of interrater agreement (κ): This measure is calculated as 
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where P is the average classification rate over L base classifiers. That is,  
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(14) 

A smaller value of κ means a larger diversity of base classifiers. 

Measure of difficulty (diff ): The measure of difficulty is defined as the variance of 
the average classification rate Vi of L base classifiers for each training pattern xp:  

)var( iVdiff = , (15) 

where Vi = (L−li)/L for each pattern xi. A smaller value of this difficulty measure 
means a larger diversity of base classifiers. 

3   Computational Experiments 

Our computational experiments were performed for five data sets in Table 1. Attribute 
values were normalized to real numbers in the unit interval [0, 1]. We used the 10-
fold cross validation procedure for performance evaluation of ensemble classifiers. 

In the candidate rule extraction phase, we specified the minimum confidence and 
support, and the upper bound on the number of antecedent conditions as 0.6, 0.01, and 
 

Table 1. Five data sets from the UCI Machine Learning Repository 

Data set Attributes Patterns Classes 
Breast W 9  683* 2 
Diabetes 8 768 2 

Glass 9 214 6 
Iris 4 150 3 

Sonar 60 208 2 
                                * Incomplete patterns with missing values are not included. 
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three (two only for the Sonar data), respectively. From qualified fuzzy rules, we chose 
the best 300 rules for each class using the product of support and confidence. 

In the genetic rule selection phase, we used the following parameters in NSGA-II: 

Population size: 200 strings, 
Number of classifiers: 5, 
Crossover probability: 0.8, 
Biased mutation probabilities:  
 Map 300/1)0(m =→  and 1.0)0(m =→ap  where }5...,,2,1{∈a , 

Stopping condition: 5000 generations. 

Experimental results by a single run of NSGA-II for the Breast W data set are sum-
marized in Fig. 2. Figure 2 shows the relation between the classification rate of each 
non-dominated ensemble classifier and its value of each diversity measure. In Fig. 2, a 
large number of non-dominated ensemble classifiers were obtained by a single run of 
NSGA-II. We can observe a clear tradeoff relation between the accuracy of each en-
semble classifier for training patterns and the diversity of its base classifiers. In some 
plots (e.g., Fig. 2 (a)), we can observe the overfitting of ensemble classifiers. This may 
suggest the existence of an appropriate value for each diversity measure. 
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Fig. 2. The accuracy of each ensemble classifier and its diversity (Breast W data) 
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Table 2 shows the average test data accuracy of the ensemble classifier with the 
best training data accuracy. The highest classification rate on test data for each data 
set was obtained in each row in Table 2 by a different diversity measure. On the other 
hand, Table 3 shows the average test data accuracy of the ensemble classifier with the 
best test data accuracy. In almost all runs of NSGA-II, the ensemble classifier with 
the highest training data accuracy was different from the ensemble classifier with the 
highest test data accuracy. By the diversity measure based on interrater agreement 
(κ ), the best results on test data were obtained for many data sets.  

Table 4 shows the standard deviation of the normalized values of each diversity 
measure. Before calculating the standard deviation, values of each diversity measure 
were normalized into real numbers in [0, 1] by its minimum and maximum values 
over ten runs in the 10-fold cross-validation procedure. When the standard deviation 
is small, the diversity measure seems to be reliable in the design of ensemble classifi-
ers. In the experimental results in Table 4, the measurement of interrater agreement 
 

Table 2. Average classification rate (%) on test data of the ensemble classifier with the best 
training data accuracy 

 E dis DF KW κ diff 

Breast W 96.04 95.90 96.48 94.87 95.61 95.75 

Diabetes 75.13 74.35 74.62 75.13 74.48 74.74 

Glass 62.12 59.26 62.12 61.21 63.48 60.69 

Iris 96.00 94.00 94.67 96.67 96.00 95.33 

Sonar 74.90 72.55 73.00 73.88 72.07 75.31 

Table 3. Average classification rate (%) on test data of the ensemble classifier with the best test 
data accuracy  

 E dis DF KW κ diff 

Breast W 97.07 97.21 97.21 96.33 97.22 96.48 

Diabetes 77.21 76.44 76.18 76.70 76.44 76.70 

Glass 64.42 63.44 63.51 64.87 70.00 63.44 

Iris 97.33 96.00 96.00 96.67 98.67 96.00 

Sonar 80.71 74.95 75.43 76.33 81.17 79.64 

Table 4. Standard deviation of the normalized values of diversity measure 

 E dis DF KW κ diff 

Breast W 0.154 0.352 0.012 0.165 0.119 0.045 
Diabetes 0.247 0.100 0.054 0.142 0.157 0.099 

Glass 0.277 0.198 0.27 0.257 0.034 0.182 
Iris 0.006 0.017 0.264 0.306 0.109 0.000 

Sonar 0.09 0.138 0.179 0.268 0.156 0.280 

Average 0.155 0.161 0.156 0.228 0.115 0.121 
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(κ ) seems to be reliable to specify the diversity of base classifiers. This observation, 
however, was based on only computational experiments for ensembles with five base 
classifiers. More computational experiments are needed in future work. 

4   Conclusions 

In this paper, we examined the use of various diversity measures in our EMO ap-
proach to the design of ensemble classifiers. Experimental results showed that the 
performance of designed ensemble classifiers depended on the choice of a diversity 
measure. Good results were obtained by the measurement of interrater agreement (κ). 
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Ibáñez, Oscar 599
Innocenti, Bianca 70
Ishibuchi, Hisao 755

Jackowski, Konrad 361
Javier Herrera, P. 345
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