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Abstract. Artificial intelligence aims at developing agents that learn and act in
complex environments. Realistic environments typically feature a variable num-
ber of objects, relations amongst them, and non-deterministic transition behavior.
Standard probabilistic sequence models provide efficient inference and learning
techniques, but typically cannot fully capture the relational complexity. On the
other hand, statistical relational learning techniques are often too inefficient. In
this paper, we present a simple model that occupies an intermediate position in
this expressiveness/efficiency trade-off. It is based on CP-logic, an expressive
probabilistic logic for modeling causality. However, by specializing CP-logic to
represent a probability distribution over sequences of relational state descrip-
tions, and employing a Markov assumption, inference and learning become more
tractable and effective. We show that the resulting model is able to handle proba-
bilistic relational domains with a substantial number of objects and relations.

1 Introduction

One of the current challenges in artificial intelligence is the modeling of dynamic
environments that change due to actions and activities people or other agents take.
As one example, consider a model of the activities of a cognitively impaired person
[1]. Such a model could be used to assist persons, using common patterns to generate
reminders or detect potentially dangerous situations, and thus help to improve living
conditions.

As another example and one on which we shall focus in this paper, consider a model of
the environment in a massively multi-player online game (MMOG). These are computer
games that support thousands of players in complex, persistent, and dynamic
virtual worlds. They form an ideal and realistic test-bed for developing and evaluating
artificial intelligence techniques and are also interesting in their own right (cf. also [2]).
One challenge in such games is to build a dynamic probabilistic model of high-level
player behavior, such as players joining or leaving alliances and concerted actions by
players within one alliance. Such a model of human cooperative behavior in this type of
world can be useful in several ways. Analysis of in-game social networks are not only
interesting from a sociological point of view but could also be used to visualize aspects
of the gaming environment or give advice to inexperienced players (e.g., which alliance
to join). More ambitiously, the model could be used to build computer-controlled players
that mimic the cooperative behavior of human players, form alliances and jointly pursue
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goals that would be impossible to attain otherwise. Mastering these social aspects of the
game will be crucial to building smart and challenging computer-controlled opponents,
which are currently lacking in most MMOGs. Finally, the model could also serve to de-
tect non-human players in todays MMOGs — accounts which are played by automatic
scripts to give one player an unfair advantage, and are typically against game rules.

From a machine learning perspective, this type of domain poses three main
challenges: 1) world state descriptions are inherently relational, as the interaction
between (groups of) agents is of central interest, 2) the transition behavior of the world
will be strongly stochastic, and 3) a relatively large number of objects and relations is
needed to build meaningful models, as the defining element of environments such as
MMOGs are interactions among large sets of agents. Thus, we need an approach that
is both computationally efficient and able to represent complex relational state descrip-
tions and stochastic world dynamics.

Artificial intelligence has already contributed a rich variety of different modeling
approaches, for instance, Markov models [3] and decision processes [4], dynamic
Bayesian networks [5], STRIPS [6], statistical relational learning representations [7],
etc. Most of the existing approaches that support reasoning about uncertainty (and
satisfy requirement 2) employ essentially propositional representations (for instance,
dynamic Bayesian networks, Markov models, etc.), and are not able to represent com-
plex relational worlds, and hence, do not satisfy requirement 1). A class of models that
integrates logical or relational representations with methods for reasoning about uncer-
tainty (for instance, Markov Logic, CP-logic, or BLPs) is considered within statistical
relational learning [7] and probabilistic inductive logic programming [8]. However, the
inefficiency of inference and learning algorithms causes problems in many realistic
applications, and hence, such methods do not satisfy requirement 3).

We aim to alleviate this situation, by contributing a novel representation, called
CPT-L (for CPTime-Logic), that occupies an intermediate position in this expressive-
ness/efficiency trade-off. A CPT-L model essentially defines a probability distribution
over sequences of interpretations. Interpretations are relational state descriptions that
are typically used in planning and many other applications of artificial intelligence.
CPT-L can be considered a variation of CP-logic [9], a recent expressive logic for
modeling causality. By focusing on the sequential aspect and deliberately avoiding the
complications that arise when dealing with hidden variables, CPT-L is more restricted,
but also more efficient to use than its predecessor and alternative formalisms within the
artificial intelligence and statistical relational learning literature.

This paper is organized as follows: Section 2 introduces the CPT-L framework; Sec-
tion 3 addresses inference and parameter estimation, while Section 4 presents some
experimental results in both the block’s world and the MMOG Travian. Finally,
Section 5 discusses related work, before concluding and touching upon future work
in Section 6.

2 CPT-L

Let us first introduce some terminology. An atom is an expression of the form
p(t1, ..., tn) where p/n is a predicate symbol and the ti are terms. Terms are built up
from constants, variables and functor symbols. The set of all atoms is called a language
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L. Ground expressions do not contain variables. Ground atoms will be called facts. A
substitution θ is a mapping from variables to terms, and bθ is the atom obtained from b
by replacing variables with terms according to θ. We are interested in describing com-
plex world states in terms of relational interpretations. A relational interpretation I is
a set of ground facts a1, ..., aN . A relational stochastic process defines a distribution
P (I0, ..., IT ) over sequences of interpretations of length T , and thereby completely
characterizes the transition behavior of the world.

The semantics of CPT-L is based on CP-logic, a probabilistic first-order logic that
defines probability distributions over interpretations [9]. CP-logic has a strong focus on
causality and constructive processes: an interpretation is incrementally constructed by a
process that adds facts which are probabilistic outcomes of other already given facts (the
causes). CPT-L combines the semantics of CP-logic with that of (first-order) Markov
processes. Causal influences only stretch from It to It+1 (Markov assumption), are
identical for all time-steps (stationarity), and all causes and outcomes are observable.
Models in CPT-L are also called CP-theories, and can be formally defined as follows:

Definition 1. A CPT-theory is a set of rules of the form

r = (h1 : p1) ∨ . . . ∨ (hn : pn) ← b1, . . . , bm

where the hi are logical atoms, the bi are literals (i.e., atoms or their negation) and
pi ∈ [0, 1] probabilities s.t.

∑n
i=1 pi = 1.

It will be convenient to refer to b1, ..., bm as the body body(r) of the rule and to
(h1 : p1) ∨ . . . ∨ (hn : pn) as the head head(r) of the rule. We shall also assume that
the rules are range-restricted, that is, that all variables appearing in the head of the rule
also appear in its body. Rules define conditional probabilistic events: the intuition be-
hind a rule is that whenever b1θ, ..., bmθ holds for a substitution θ in the current state It,
exactly one of the hiθ in the head will hold in the next state It+1. In this way, the rule
models a (probabilistic) causal process as the condition specified in the body causes one
(probabilistically chosen) atom in the head to become true in the next time-step.

Example 1. Consider the following CPT-rule:

(on(A, table) : 0.9) ∨ (on(A, C) : 0.1) ← free(A), on(A, C), move(A, table).

which represents that we try to move a block A from block C to the table. This action
succeeds with a probability of 0.9.

We now show how a CPT-theory defines a distribution over sequences I0, ..., IT of
relational interpretations. Let us first define the concept of the applicable ground rules
in an interpretation It. From a CPT-theory, the rule (h1 : p1θ) ∨ . . . ∨ (hn : pnθ) ←
b1θ, . . . , bmθ is obtained for a substitution θ. A ground rule r is applicable in It if and
only if body(r) = b1θ, . . . , bmθ is true in It, denoted It |= b1θ, . . . , bmθ.

One of the main features of CPT-theories is that they are easily extended to include
background knowledge. The background knowledge B can be any logic program, cf.
[10]. In the presence of background knowledge, a ground rule is applicable in an in-
terpretation It if b1θ, . . . , bmθ can be logically derived from It together with the logic
program B, denoted It |=B b1θ, . . . , bmθ.
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The set of all applicable ground rules in state It will be denoted as Rt. Each ground
rule applicable in It will cause one of its head elements to become true in It+1. More
formally, let Rt = {r1, ..., rk}. A selection σ is a mapping {(r1, j1), ..., (rk, jk)} from
ground rules ri to indices ji denoting that head element hiji ∈ head(ri) is selected.
The probability of a selection σ is

P (σ) =
k∏

i=1

pji , (1)

where pji is the probability associated with head element hiji in ri. In the stochastic
process to be defined, It+1 is a possible successor for the state It if and only if there is
a selection σ such that It+1 = {h1σ(1), ..., hkσ(k)}. We shall say that σ yields It+1 in

It, denoted It
σ→ It+1, and define

P (It+1|It) =
∑

σ:It
σ→It+1

P (σ). (2)

Example 2. Consider the theory

r1 = a : 0.2 ∨ b : 0.8 ← ¬a, ¬b
r2 = a : 0.5 ∨ b : 0.5 ← a
r3 = a : 0.7 ∨ nil : 0.3 ← a

Starting from It = {a} only the rules r2 and r3 are applicable, so Rt = {r2, r3}. The
set of possible selections is

{(r2, j2), (r3, j3) | j2, j3 ∈ {1, 2}}.

The possible successor states It+1 are therefore

I1
t+1 = {a} with P (I1

t+1 | It) = 0.5 · 0.7 + 0.5 · 0.3 = 0.5

I2
t+1 = {b} with P (I2

t+1 | It) = 0.5 · 0.3 = 0.15

I3
t+1 = {a, b} with P (I3

t+1 | It) = 0.5 · 0.7 = 0.35

As for propositional Markov processes, the probability of a sequence I0, ..., IT given
an initial state I0 is defined by

P (I0, ..., IT ) = P (I0)
T∏

t=0

P (It+1 | It). (3)

Intuitively, it is clear that this defines a distribution over all sequences of interpretations
of length T much as in the propositional case. More formally:

Theorem 1 (Semantics of a CPT theory). Given an initial state I0, a CPT-theory
defines a discrete-time stochastic process, and therefore for T ∈ N a distribution
P (I0, ..., IT ) over sequences of interpretations of length T .
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3 Inference and Parameter Estimation in CPT-L

As for other probabilistic models, we can now ask several questions about the intro-
duced CPT-L model:

– Sampling: How to sample sequences of interpretations I0, ..., IT from a given CPT-
theory T and initial interpretation I0?

– Inference: Given a CPT-theory T and a sequence of interpretations I0, ..., IT , what
is P (I0, ..., IT | T )?

– Parameter Estimation: Given the structure of a CPT-theory T and a set of se-
quences of interpretations, what are the maximum-likelihood parameters of T ?

– Prediction: Let T be a CPT-theory, I0, ..., It a sequence of interpretations, and
F a first-order formula that constitutes a certain property of interest. What is the
probability that F holds at time t + d, P (It+d |=B F | T , I0, ..., It)?

Sampling from a CPT-theory T given an initial interpretation I0 is straightforward due
to the causal semantics employed in CP-logic. For t ≥ 0, It+1 can be constructed
from It by finding all groundings rθ of rules r ∈ T , and sampling for each rθ a head
element to be added to It+1. Algorithmic solutions for solving the inference, parameter
estimation, and prediction problem will be presented in turn in the rest of this section.

3.1 Inference

Because of the Markov assumption (Equation 3), the crucial task for solving the infer-
ence problem is to compute P (It+1 | It) for given It+1 and It. According to Equation 2,
this involves summing the probabilities of all selections yielding It+1 from It. However,
the number of possible selections σ is exponential in the number of ground rules |Rt|
applicable in It, so a naive generate-and-test approach is infeasible. Instead, we present
an efficient approach for computing P (It+1 | It) without explicitly enumerating all
selections yielding It+1, which is strongly related to the inference technique discussed
in [11]. The problem is first converted to a DNF formula over boolean variables such
that assignments to variables correspond to selections, and satisfying assignments to
selections yielding It+1. The formula is then compactly represented as a binary de-
cision diagram (BDD), and P (It+1 | It) efficiently computed from the BDD using
dynamic programming. Although finding satisfying assignments for DNF formulae is
a hard problem in general, the key advantage of this approach is that existing, highly
optimized BDD software packages can be used.

The conversion of a given inference problem to a DNF formula f is realized as
follows:

1. Initialize f := true
2. Compute applicable ground rules

Rt = {rθ|body(rθ) is true in It}
3. For all rules (r = (p1 : h1, ..., pn : hn) ← b1, ..., bm) in Rt do:

(a) f := f ∧ (r.h1 ∨ ... ∨ r.hn), where r.h denotes the proposition obtained by
concatenating the name of the rule r with the ground literal h resulting in a
new propositional variable r.h (if not hi = nil).

(b) f := f ∧ (¬r.hi ∨ ¬r.hj) for all i �= j
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4. For all facts l ∈ It+1

(a) Initialize g := false
(b) for all r ∈ Rt with p : l ∈ head(r) do g := g ∨ r.l
(c) f := f ∧ g

Boolean variables of the form r.h represent that head element h was selected in rule r1.
The second step of the algorithm computes all applicable rules, the third step assures
that selections are obtained, and the final step assures that the selection generates the
interpretation It+1. It is easily verified that the satisfying assignments for the formula
f correspond to the selections yielding It+1.

Example 3. The following formula f is obtained for the transition {a} → {a, b} and
the CPT-theory given in Example 2.

(r2.a ∨ r2.b)
︸ ︷︷ ︸

3.a

∧ (¬r2.a ∨ ¬r2.b) ∧ (¬r3.a ∨ ¬r3.nil)
︸ ︷︷ ︸

3.b

∧ (r2.a ∨ r3.a) ∧ r2.b
︸ ︷︷ ︸

4

The parts of the formula are annotated with the steps in the construction algorithm that
generated them.

From the formula f , a reduced ordered binary decision diagram (BDD) [12] is con-
structed. Let x1, ..., xn denote an ordered set of boolean variables (such as the r.h
contained in f ). A BDD is a rooted, directed acyclic graph, in which nodes are an-
notated with variables and have out-degree 2, indicating that the variable is either true
or false. Furthermore, there are two terminal nodes labeled with 0 and 1. Variables along
any path from the root to one of the two terminals are ordered according to the given
variable ordering. The graph compactly represents a boolean function f over variables
x1, ..., xn: given an instantiation of the xi, we follow a path from the root to either 1
or 0 (indicating f is true or false). Furthermore, the graph must be reduced, that is, it
must not be possible to merge or remove nodes without altering the represented function
(cf. [12] for details). Figure 1, left, shows an example BDD.

From the BDD graph, P (It+1 | It) can be computed in linear time using dynamic
programming. This is realized by a straightforward modification of the algorithm for
inference in ProbLog theories [11]. The algorithm exploits that paths in the BDD from
the root node to the 1-terminal correspond to satisfying assignments for f , and thus se-
lections yielding It+1. By sweeping through the BDD from top to bottom contributions
from all such selections are summed up (Equation 2) without explicitly enumerating all
paths. The efficiency of this method crucially depends on the size of the BDD graph,
which in turn depends strongly on the chosen variable ordering x1, ..., xn. Unfortu-
nately, computing an optimal variable ordering is NP-hard. However, existing imple-
mentations of BDD packages contain sophisticated heuristics to find a good ordering
for a given function in polynomial time.

Interestingly, it is possible to further reduce complexity for the particular problem
we are interested in by adapting a different semantics in the BDD. A zero-suppressed
binary decision diagrams (or ZDD) is an alternative form of graphical representation

1 Variables r.h are standardized apart in case head elements coincide after grounding.
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Fig. 1. Graphical representation of a formula f resulting from the conversion of a CPT-L inference
problem represented as a BDD (left) and ZDD (right)

in which variables appear in a path only if their positive branch is not directly con-
nected to the terminal 0 [13]. Figure 1 shows example BDD and ZDD structures that
represent the same function. We will now show that a reduced ZDD representation of f
will always be smaller than (or identical to) the corresponding BDD representation for
CPT-L:

Theorem 2. Let f be a formula resulting from the conversion of a CPT-L inference
problem, G its BDD representation, and G′ its ZDD representation (for a fixed variable
ordering). Then size(G′) ≤ size(G).

Proof. We first show that in G every path Q from the root to the 1-terminal contains all
variables appearing in f . Assume r.h1 �∈ Q, and let r.h2, ..., r.hl denote the variables
corresponding to the other head elements of rule r. Because of the constraint added in
step 3. of the conversion, f can only be true if exactly one of the r.h1, ..., r.hl is true.
However, this cannot be verified by looking at any subset of the variables, and therefore
they must all be contained in the path. Because all variables appear in every path from
the root to 1, the graph structure G is also a faithful representation of f under the ZDD
semantics. If G as a ZDD is fully reduced, G = G′ because reduced ZDDs, as BDDs,
are a canonical representation. Otherwise, G can be further reduced to the ZDD G′ with
size(G′) < size(G).

Typically a ZDD representation of f will be more compact than the BDD representa-
tion, as shown in Figure 1.
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3.2 Parameter Estimation

Assume the structure of a CPT-theory is given, that is, a set T = {r1, ..., rk} of rules of
the form

ri = (hi1 : pi1) ∨ . . . ∨ (hin : pin) ← bi1, . . . , bim,

where π = {pij}i,j are the unknown parameters to be estimated from a set of
training sequences D. A standard approach is to find max-likelihood parameters
π∗ = arg maxπ P (D | π). To determine a model parameter pij , we essentially need to
know the number of times head element hij has been selected in an application of the
rule ri in the training data, which will be denoted by κij . However, the quantity κij is
not directly observable. To see why this is so, first consider a single transition It → It+1
in one training sequence. We know the set of rules Rt applied in the transition; however,
there are in general many possible selections σ of rule head elements yielding It+1. The
information which selection was used, that is, which rule has generated which fact in
It+1, is hidden. We will now derive an efficient Expectation-Maximization algorithm in
which the unobserved variables are the selections used at every transition, and κij the
sufficient statistics. To keep the notation uncluttered, we present the expectation step
E[κij | π, D] for a single transition τ = It → It+1; contributions from different transi-
tions and different training sequences simply sum up. Let Γ = {σ | It

σ→ It+1} denote
the set of selections yielding τ . The expectation is

E[κij | π, τ ] =
∑

σ

P (δij | σ, π, τ)

=
∑

σ

P (δij | σ)P (σ | π, τ)

=
∑

σ∈Γ

P (δij | σ)
P (σ | π)

∑
σ′∈Γ P (σ′ | π)

(4)

where δij is an indicator variable representing that head hij was selected in rule ri. Note
that P (δij | σ) is simply 1 if the head is selected in σ and 0 otherwise, and P (σ | π) is
defined by Equation 1. Given the expectation, the maximization step is

p
(new)
ij =

E[κij | π, D]
∑

j E[κij | π, D]
.

The key algorithmic challenge is to compute the expectation given by Equation 4 ef-
ficiently. As outlined above, the set Γ of selections yielding the observed transitions
can be compactly represented as the set of paths from the root to the 1-terminal in a
(possibly zero-suppressed) decision diagram.

By analogy to the inference problem, the summation given by Equation 4 can be
performed in linear time given the BDD (ZDD) structure. This is realized by a dynamic
programming algorithm similar to the forward-backward algorithm in hidden Markov
models [3] that sweeps through the BDD structure twice to accumulate the sufficient
statistics κij . Details of the algorithm are straightforward but somewhat involved, and
omitted for lack of space. Note that the presented Expectation-Maximization algorithm,
by taking the special structure of our model into account, is significantly more efficient
than general-purpose parameter learning techniques employed in CP-logic.
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3.3 Prediction

Assume we are given a (partial) observation sequence I0, ..., It, a CPT-theory T , and a
property of interest F (represented as a first-order formula), and would like to compute
P (It+d |=B F | I0, ..., It, T ). For instance, a robot might like to know the probability
that a certain world state is reached at time t + d, given its current world model and
observation history. Note that the representation as a first-order formula allows one to
express richer world conditions than queries on (sets of) atoms, as they are typically
supported in statistical relational learning systems. In CPT-L,

P (It+d |=B F | I0, ..., It, T ) = P (It+d |=B F | It, T )

as the world model is Markov. Powerful statistical relational learning systems are in
principle able to compute this quantity exactly by “unrolling” the world model into
a large dynamic graphical model. However, this is computationally expensive as it
requires to marginalize out all (unobserved) intermediate world states It+1, ..., It+d−1.
In contrast, inference in CPT-theories draws its efficiency from the full observability
assumption.

As an alternative approach, we propose a straightforward sample-based approxi-
mation to P (It+d |=B F | It, T ). Given It, independent samples can be obtained
from the conditional distribution P (It+1, ..., It+d | It, T ) by simply sampling accord-
ing to T from the initial state It. Ignoring It+1, ..., It+d−1 and checking F in It+d

yields independent samples of the boolean event It+d |=B F from the distribution
P (It+d |=B F | It, T ). The proportion of positive samples of this variable will thus
quickly approach the true probability P (It+d |=B F | It, T ).

4 Experimental Evaluation

The proposed CPT-L model has been evaluated in two different domains. First, we
discuss experiments in a stochastic version of the well-known blocks world domain,
an artificial domain that allows to perform controlled and systematic experiments e.g.
with regard to the scaling behavior of the proposed algorithms. Second, the model is
evaluated on real-world data collected from a live server of a massively multi-player
online strategy game. Experiments in these two domains will be presented in turn.

4.1 Experiments in a Stochastic Blocks World Domain

As an artificial test bed for CPT-L, we performed experiments in a stochastic version
of the well-known blocks world domain. The domain was chosen because it is truly
relational and also serves as a popular artificial world model in agent-based approaches
such as planning and reinforcement learning. Application scenarios involving agents
that act and learn in an environment are one of the main motivations for CPT-L. In
such scenarios world-transition dynamics typically stem from actions carried out by
the agents according to some policy. In the blocks-world domain discussed in this sec-
tion, we assume that the policy of the agent is known and the task is to probabilistically
model transition dynamics given the policy. It is straightforward to represent such con-
ditional world models in CPT-theories by including the policy as part of the background
knowledge.
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Fig. 2. Left graph: per-sequence log-likelihood on the training data as a function of the EM it-
eration. Right graph: Running time of EM as a function of the number of blocks in the world
model.

World Model. The blocks world we consider consists of a table and a number of
blocks. Every block rests on exactly one other block or the table, denoted by a fact
on(A, B). Blocks come in different sizes, denoted by size of(A, N)with N ∈{1, ..., 4}.
A predicate free(B) ← not(on(A, B)) is defined in the background knowledge. Ad-
ditionally, a background predicate stack(A, S) defines that block A is part of a stack
of blocks, which is represented by its lowest block S. Actions derived from the policy
are of the form move(A, B). If both A and B are free, the action moves block A on B
with probability 1 − ε, with probability ε the world state does not change. Furthermore,
a stack S can start to jiggle, represented by jiggle(S). A stack can start to jiggle if its
top block is lifted, or a new block is added to it. Furthermore, stacks can start jiggling
without interference from the agent, which is more likely if they contain many blocks
and large blocks are stacked on top of smaller ones. Stacks that jiggle collapse in the
next time-step, and all their blocks fall on the table. Two example rules from this domain
are

(jiggle(S) : 0.2) ∨ (nil : 0.8) ← move(A, B), stack(A, S)

(jiggle(S) : 0.2) ∨ (nil : 0.8) ← move(A, B), stack(B, S),

they describe that stacks can start to jiggle if blocks are added to or taken from a stack.
Furthermore, we consider a simple policy that tries to build a large stack of blocks by
repeatedly stacking the free block with second-lowest ID on the free block with lowest
ID. This strategy would result in one large stack of blocks if the stack never collapsed.

Results in the Blocks-World Domain. In a first experiment, we explore the conver-
gence behavior of the EM algorithm for CPT-L. The world model together with the
policy for the agent, which specifies which block to stack next, is implemented by a
(gold-standard) CPT-theory T , and a training set of 20 sequences of length 50 each
is sampled from T . From this data, the parameters are re-learned using EM. Figure 2,
left graph, shows the convergence behavior of the algorithm on the training data for
different numbers of blocks in the domain, averaged over 15 runs. It shows rapid and
reliable convergence. Figure 2, right graph, shows the running time of EM as a func-
tion of the number of blocks. The scaling behavior is roughly linear, indicating that
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the model scales well to reasonably large domains. Absolute running times are also
low, with about 1 minute for an EM iteration in a world with 50 blocks2. This is in
contrast to other, more expressive modeling techniques which typically scale badly to
domains with many objects. The theory learned (Figure 2) is very close to the ground
truth (”gold standard model”) from which training sequences were generated. On an
independent test set (also sampled from the ground truth), log-likelihood for the gold
standard model is -4510.7, for the learned model it is -4513.8, while for a theory with
randomly initialized parameters it is -55999.4 (50 blocks setting). Manual inspection of
the learned model also shows that parameter values are on average very close to those
in the gold-standard model.

The experiments presented so far show that relational stochastic domains of substan-
tial size can be represented in CPT-L. The presented algorithms are efficient and scale
well in the size of the domain, and show robust convergence behavior.

4.2 Experiments in a Massively Multi-player Online Game

As an example for a massively multi-player online game, we consider Travian3, a com-
mercial, large-scale strategy game with a player community of about 3.000.000 players
worldwide. In Travian, players are spread over several independent game worlds, with
approximately 20.000–30.000 players interacting in a single world. Travian game play
follows a classical strategy game setup. A game world consists of a large grid-map,
and each player starts with a single city located on a particular tile of the map. Dur-
ing the course of the game, players harvest resources from the environment, improve
their cities by construction of buildings or research of technologies, or found new cities
on other (free) tiles of the map. Additionally, players can build different military units
which can be used to attack and conquer other cities on the map, or trade resources on
a global marketplace.

In addition to these low-level game play elements, there are high-level aspects of
game play involving multiple players, which need to cooperate and coordinate their
playing to achieve otherwise unattainable game goals. More specifically, in Travian
players dynamically organize themselves into alliances, for the purpose of jointly at-
tacking and defending, trading resources or giving advice to inexperienced players.
Such alliances constitute social networks for the players involved, where diplomacy is
used to settle conflicts of interests and players compete for an influential role in the
alliance. In the following, we will take a high-level view of the game and focus on
modeling player interaction and cooperation in alliances rather than low-level game el-
ements such as resources, troops and buildings. Figure 3 shows such a high-level view
of a (partial) Travian game world, represented as a graph structure relating cities, play-
ers and alliances which we will refer to as a game graph. It shows that players in one
alliance are typically concentrated in one area of the map—traveling over the map takes
time, and thus there is little interaction between players far away from each other.

We are interested in the dynamic aspect of this world: as players are acting in the
game environment (e.g. by conquering other players’ cities and joining or leaving

2 All experiments were run on standard PC hardware, 2.4GHz Intel Core 2 Duo processor, 1GB
memory.

3 www.travian.com;www.traviangames.com

www.travian.com
www.traviangames.com
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Fig. 3. High-level view of a (partial) game world in Travian. Circular nodes indicate cities, shown
in their true positions on the game’s grid-map. Diamond-shaped nodes indicate players, and are
connected to all cities currently owned by the player. Rectangular nodes indicate alliances, and
are connected to all players currently members of the alliance. Moreover, players and cities are
color-coded according to their alliance affiliation.

alliances), the game graph will continuously change, and thereby reflect changes in
the social network structure of the game. As an example for such transition dynamics,
consider the sequence of game graphs shown in Figure 4. Here, three players from the
pink alliance launch a concerted attack against territory currently held by the green and
orange alliances, and partially conquer it.

Data Collection and Preprocessing. The data used in the experiments was collected
from a “live” Travian server with approximately 25.000 active players. Over a period of
three months (December 2007, January 2008, February 2008), high-level data about the
current state of the game world was collected once every 24 hours. This included infor-
mation about all cities, players, and the alliance structure in the game. For cities, their size
and position on the map are available; for players, the list of cities they own; and for al-
liances the list of players currently affiliated with that alliance. From all available data, we
extracted 30 sequences of local game world states. Each sequence involves a subset of 10
players, which are tracked over a period of one month (10 sequences each for December,
January and February). Player sets are chosen such that there are no interactions between
players in different sets, but a high number of interactions between players within one set.
Cities that did not take part in any conquest event were removed from the data, leaving
approximately 30–40 cities under consideration for every player subset.

World Model. The game data was represented using predicates city(C, X, Y, S, P )
(city C of size S at coordinates X, Y held by player P ), allied(P, A) (player P is
a member of alliance A), conq(P, C) (indicating a conquest attack of player P on
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Fig. 4. Travian game dynamics visualized as changes in the game graph (for t = 1, 2, 3, 4, 5).
Bold arrows indicate conquest attacks by a player on a particular city.

city C) and alliance change(P, A) (player P changes affiliation to alliance A). A
predicate distance(C1, C2, D) with D ∈ {near, medium, far} computing the (dis-
cretized) distance between cities was defined in the background knowledge. The final
state descriptions (game graphs) on average contain approximately 50 objects (nodes)
at every step in time, and relations between them. Sequences consists of between 29
and 31 such state descriptions.

We defined a world model in CPT-L that expresses the probability for player actions
such as conquests of cities and changes in alliances affiliation, and updates the world
state accordingly. Player actions in Travian—although strongly stochastic—are typi-
cally explainable from the social context of the game: different players from the same
alliance jointly attack a certain territory on the map, there are retaliation attacks at the
alliance level, or players leave alliances that have lost many cities in a short period of
time. From a causal perspective, actions are thus triggered by certain (relational) pat-
terns that hold in the game graph, which take into account a player’s alliance affiliation
together with the actions carried out by other alliance members. Such patterns can be
naturally expressed in CPT-L as bodies of rules which trigger actions encoded in the
head of the rule. We manually defined a number of simple rules capturing such typical
game patterns. As an example, consider the rules

conq(P, C):0.039 ∨ nil:0.961 ← conq(P, C′), city(C′, , , , P ′), city(C, , , , P ′)
conq(P, C):0.011 ∨ nil:0.989 ←

city(C, , , , P ′′), allied(P, A), allied(P ′, A), conq(P ′, C′), city(C′, , , , P ′′)

The first rule encodes that a player is likely to conquest a city of a player he already
attacked in the previous time-step. The second rule generalizes this pattern: a player
P is likely to attack a city C of player P ′′ if an allied player has attacked P ′′ in the
previous time-step.

Moreover, the world state needs to be updated given the players’ actions. After a con-
quest attack conq(P, C), the city C changes ownership to player P in the next time-step.
If several players execute conquest attacks against the same city in one time-step, one
of them is chosen as the new owner of the city with uniform probability (note that such
simultaneous conquest attacks would not be observed in the training data, as only one
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Fig. 5. Left figure: ROC curve for predicting that a city C will be conquered by a player P within
the next k time-steps, for k ∈ {1, 2, 3, 4, 5}. The model was trained on 10 sequences of local
game state descriptions from December 2007, and tested on 10 sequences from January 2008.
Right figure: AUC as a function of the number k of future time-steps considered in the same
experiment. Additionally, AUC as a function of k is shown for 10 test sequences from February
2008.

snapshot of the world is taken every 24 hours). Similarly, an alliance change(P, A)
event changes the alliance affiliation of player P to alliance A in the next time-step.

Results in the Travian Domain. We consider the task of predicting the “conquest” ac-
tion conq(P, C) based on a learned generative model of world dynamics. The collected
sequences of (local) game states were split into one training set (sequences collected in
December 2007) and two test sets (sequences collected in January 2008 and sequences
collected in February 2008). Maximum-likelihood parameters of a hand-crafted CPT-
theory T as described above were learned on the training set using EM. Afterwards,
the learned model was used to predict the player action conq(P, C) on the test data
in the following way. Let S denote a test sequence with states I0, ..., IT . For every
t0 ∈ {0, ..., T − 1}, and every player p and city c occurring in S, the learned model is
used to compute the probability that the conquest event conq(p, c) will be observed in
the next world state, P (It0+1 |= conq(p, c) | T , I0, ..., It0). This probability is obtained
from the sampling-based prediction algorithm described in Section 3. The prediction is
compared to the known ground truth (whether the conquest event occurred at that time
in the game or not). Instead of predicting whether the player action will be taken in
the next step, we can also predict whether it will be taken within the next k steps, by
computing

P (It0+1 |= conq(p, c) ∨ ... ∨ It0+k |= conq(p, c) | T , I0, ..., It0).

This quantity is also easily obtained from the prediction algorithm for CPT-L. Figure 5,
left, shows ROC curves for this experiment with different values k ∈ {1, 2, 3, 4, 5},
evaluated on the first test set (January 2008). Figure 5, right, shows the corresponding
AUC values as a function of k for both test sets. The achieved area under the ROC curve
is substantially above 0.5 (random performance), indicating that the learned CPT-theory
T indeed captures some characteristics of player behavior and obtains a reasonable
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ranking of player/city pairs (p/c) according to the probability that p will conquer c.
Moreover, the model is able to predict conquest actions several steps in the future,
although AUC is slightly lower for larger k. This indicates that uncertainty associated
with predictions accumulates over time. Finally, predictions for the first test set (January
2008) are slightly more accurate than for the second test set (February 2008). This is not
surprising as the model has been trained from sequences collected in December 2007,
and indicates a slight change in game dynamics over time. In summary, we conclude
that player actions in Travian are indeed to some degree predictable from the social
context of the game, and CPT-L is able to learn such patterns from the data.

Parameter learning for the CPT-L theory T on the training set takes approximately
30 minutes, and the model needed 5 iterations of EM to converge. Predicting the prob-
ability of conq(p, c) for all player/city pairs and the next k time-steps starting from a
particular world state takes approximately 1 minute.

5 Related Work

There are relatively few existing approaches that can probabilistically model sequences
of relational state descriptions. CPT-L can be positioned with respect to them as follows.
First, statistical relational learning systems such as Markov Logic [14], CP-logic [9],
Probabilistic Relational Models [15] or Bayesian Logic Programs [16] can be used in
this setting by adding an extra time argument to predicates (then called fluents). How-
ever, inference and learning in these systems is computationally expensive: they sup-
port very general models including hidden states, and are not optimized for sequential
data. A second class of techniques, for instance [17], uses transition models based on
(stochastic) STRIPS rules. This somewhat limits the transitions that can be expressed, as
only one rule “fires” at every point in time, and it is difficult to model several processes
that change the state of the world concurrently (such as an agent’s actions and naturally
occurring world changes). In contrast, such scenarios are naturally modeled in CP-logic
and thus CPT-L. Another approach designed to model sequences of relational state de-
scriptions are relational simple-transition models [18]. In contrast to CPT-L, they focus
on domains where the process generating the data is hidden, and inferring these hid-
den states from observations. This is a harder setting than the fully observable setting
discussed in this paper, and typically only approximate inference is possible [18].

6 Conclusions and Future Work

We have introduced CPT-L, a probabilistic model for sequences of relational state de-
scriptions. In contrast to other approaches that could be used as a model for such
sequences, CPT-L focuses on computational efficiency rather than expressivity. This
is essential for many real-life applications. The main direction for future work is to
further evaluate the trade-off between representational power and scaling behavior in
challenging real-world domains. Furthermore, we want to explore how the model can
be extended, for instance to account for hidden data, without sacrificing efficiency.
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