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Preface 

The International Conference on Intelligent Computing (ICIC) was formed to pro-
vide an annual forum dedicated to the emerging and challenging topics in artificial 
intelligence, machine learning, bioinformatics, and computational biology, etc. It 
aims to bring together researchers and practitioners from both academia and indus-
try to share ideas, problems and solutions related to the multifaceted aspects of 
intelligent computing. 

ICIC 2008, held in Shanghai, China, September 15–18, 2008, constituted the 4th  
International Conference on Intelligent Computing. It built upon the success of ICIC 
2007, ICIC 2006 and ICIC 2005 held in Qingdao, Kunming and Hefei, China, 2007, 
2006 and 2005, respectively. 

This year, the conference concentrated mainly on the theories and methodologies as 
well as the emerging applications of intelligent computing. Its aim was to unify the 
picture of contemporary intelligent computing techniques as an integral concept that 
highlights the trends in advanced computational intelligence and bridges theoretical 
research with applications. Therefore, the theme for this conference was “Emerging 
Intelligent Computing Technology and Applications”. Papers focusing on this theme 
were solicited, addressing theories, methodologies, and applications in science and 
technology. 

ICIC 2008 received 2336 submissions from 31 countries and regions. All papers 
went through a rigorous peer review procedure and each paper received at least 
three review reports. Based on the review reports, the Program Committee finally 
selected 401 high-quality papers for presentation at ICIC 2008, of which 373 papers 
have been included in three volumes of proceedings published by Springer compris-
ing one volume of Lecture Notes in Computer Science (LNCS), one volume of 
Lecture Notes in Artificial Intelligence (LNAI), and one volume of Communica-
tions in Computer and Information Science (CCIS). The other 28 papers will be 
included in two international journals. 

This volume of the Lecture Notes in Artificial Intelligence (LNAI) series includes 
148 papers. 

The organizers of ICIC 2008, the including the Center for International Scientific 
Exchanges of the Chinese Academy of Sciences, Shanghai University, and the Insti-
tute of Intelligent Machines of the Chinese Academy of Sciences, made an enor-
mous effort to ensure the success of ICIC 2008. We hereby would like to thank the 
members of the ICIC 2008 Advisory Committee for their guidance and advice, and 
the members of the Program Committee and the referees for their collective effort 
in reviewing and soliciting the papers. We would like to thank Alfred Hofmann, 
Executive Editor at Springer, for his frank and helpful advice and guidance 
throughout and for his support in publishing the proceedings. In particular, we 
would like to thank all the authors for contributing their papers. Without the high-
quality submissions from the authors, the success of the conference would not have 
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been possible. Finally, we are especially grateful to the IEEE Computational Intel-
ligence Society, the International Neural Network Society and the National Science 
Foundation of China for their sponsorship.  
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Abstract. This paper described the structure of a flexible miniature robot sys-
tem which can move in human cavities, it makes inchworm-like movement 
driven by a 3-DOF pneumatic rubber actuator and holds its positions by air 
chambers. The driving characteristics in axial and bending directions of the ac-
tuator were analyzed and the robot control system was designed. The four-layer 
neural network and the five-layer neural network controllers were proposed to 
estimate the straight movement and the bending movement respectively. The 
tracking response and the tracking errors were studied in detail. Results prove 
that good static and dynamic control effects of the robot system can be obtained 
by the proposed fuzzy wavelet basis neural networks.  

1   Introduction 

In recent years, with the development of micro electro mechanical systems and micro 
sensor techniques, the development of micro robot in medical inspection and surgery 
has been concerned more and more about the aged society. Generally, robots are driven 
by electromagnetism, piezoelectricity, special materials such as shape memory alloy 
etc., or pneumatic rubber actuator, and the mobile mechanisms are leg, wheel, crawler 
or combination of them [1-4]. A medical robot directly contacting human body requires 
safety and flexibility, so conventional rigid mechanisms are not suitable for medical 
robot in human body, the soft and squirmy moving style is the best. So the robot system 
with flexible structure mechanism was designed, and a pneumatic rubber actuator was 
adopted to drive the system. The locomotion mode of system was based on the inch-
worm movement. Because of the compressible character of air, to obtain high accuracy 
control, it is necessary to analyze the characteristics of the pneumatic robot system and 
study the effective control algorithms. For nonlinear dynamical systems, it has been 
proven that artificial neural network can approximate of wide range of nonlinear func-
tions to any desired degree of accuracy under certain conditions [5-8]. Moreover, much 
research has been done on applications of wavelet neural networks which combine the 
capability of artificial neural networks in learning from the processes and the capability 
of wavelet decomposition [9-11]. As fuzzy control dose not rely on the object 
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mathematic model, it has good robust and can overcome the nonlinear and the uncertain 
parameters of the system [10], so by wavelet basis function as fuzzy membership func-
tion, it can adjust the shape of the membership function online in real time, the fuzzy 
control will has some adaptive ability by utilizing the learning ability of the artificial 
neural network. So in this paper, the fuzzy wavelet basis neural networks were proposed 
to control the pneumatic micro robot system.  

2   Structure of the Miniature Robot System 

The structure and the sizes of the robot system had been discussed in Refs. [12,13]. 
The structure of the robot system is shown in Fig.1, while the basic characteristics of 
the prototype are listed in Table 1. 

                   

Fig. 1. Structure of the robot system       Fig. 2. Rubber actuator      Fig. 3. Rubber parameters 

Table 1. Structure characteristics 

Symbol Name Characteristics 
D0 Diameter of actuator 6 mm(o.d.), 4 mm (i.d.) 
L0 Length of actuator 20 mm 
L1  Length of front holder 10 mm 
L2 Length of rear holder 10 mm 
D Holding cylinder 12 mm(o.d.),11 mm (i.d.) 
L3 Length of robot body 30 mm 
M Mass of robot body about 2 g 

The structure of the pneumatic robot system is composed of three parts: the front 
holder, the driving part and the rear holder.  In moving state, the holders are used to 
hold the position of the system body, and the driving part is used to change the posi-
tions of the holders. The two holders are designed with cylindrical structure and cov-
ered with air chambers outside. Each holder has two interconnected air chambers; 
when charged, the two chambers are kept in the same pressure, and hold tightly 
against the inner wall. The driving part is a pneumatic rubber actuator made of fiber-
reinforced rubber with three degrees of freedom. The actuator rubber tube is divided 
into three identical sector chambers. When the three chambers of the actuator are 
charged with the same air pressure, the actuator will stretch in axial direction, and 
when only one of them is charged, the actuator will bend to the direction opposite to 
the other chambers. The structure of the actuator is shown in Fig.2, and the geometri-
cal structure parameters are shown in Fig.3. 
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3   Driving Characteristics of the Rubber Actuator 

The driving force in axial direction of the 3-DOF pneumatic rubber actuator can be 
derived in the same way as Chou did for one DOF pneumatic rubber actuator accord-
ing to the conservation and transformation of energy [14], the ideal model of the 3-
DOF actuator driving force in axial direction had been obtained in [13]. The relation 
between the driving force, the pneumatic pressure and the displacement is expressed 
in Fig.4. The simulation results show that the maximum driving force of the actuator 
is over 3 N, and the maximum effective displacement is about 6 mm. 

The bending characteristics of 3-DOF actuator can be described by three parame-
ters, θ, R and λ as shown in Fig.5 [15]. When only one chamber of the actuator is 
charged, the action forces of the actuator are shown in Fig.6. In the view of the 
equivalence between the bending sectors, the angle that the actuator bending-axis 
projection makes with the axis x in x-y reference frame can be got [13, 15]. The theo-
retical deflection angle-pressure curve is a straight line, as shown in Fig.7. 
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 Fig. 4. Axial driving forces        Fig. 5. Deflection angle                  Fig. 6. Forces distribution 

 

                    

   Fig. 7. Deflection angles of the actuator                 Fig. 8. Experimental control system 

4   Control System of the Robot  

The moving mechanism and time control orders of the robot have been described in 
Ref. [5]. An experimental electro-pneumatic pressure control system was designed. It 
mainly consists of a computer, an USB card, a compressor, ten relays, ten electro-
magnetism valves, pressure regulator valves and some pipes. The robot system has 
five pneumatic pressure pipes to be controlled. Each relay controls an electromagnetic 
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valve, every pressure supply pipe is controlled by a 2/2 valve and a 3/2 electromag-
netic valve. The control system can control the robot moving according to its locomo-
tion orders by LabVIEW programs. The control system is shown in Fig.8. 

5   Fuzzy Wavelet Basis Neural Network Controllers   

5.1   Wavelet Basis Membership Function and Wavelet Neural Network 

The shape of the membership function can be adjusted online in real time when the 
wavelet basis function is adopted as the membership function. The wavelet basis 
membership function can be expressed as: 

,( ) ( )
j ij ij

i
A j a b jx h xμ = , , ( ) [ ]

ij ij

j ij
a b j

ij

x b
h x h

a

−
= , 2( ) cos(0.5 ) exp( / 2)h x x x= − . (1) 

Where jx  is the membership degree of the language variable sets i
jA ; ,ij ija bh is the 

wavelet basis function; ija , ijb are the translation and dilation factors of wavelet re-

spectively, and h is the mother wavelet. The three wavelet basis functions in [-1, 1] is 
shown in Fig.9. 

The structure of three-layer wavelet neural network is shown in Fig.10. The Mexi-
can Hat Wavelet is used to be as activation function. In Fig.10 x1,x2…x3, is the input 
signals, they are pneumatic pressure errors and the change of the pressure er-
rors; ( )izΨ  is the wavelet function; y is the output signal. The imply neuron outputs 

of the wavelet neural network and the output signal can be calculated as follows: 
2

1
4 2

2
( ) (1 )

3

iz

i iz z e
−

Ψ = π − ,  
1 1

( ), ( )
n k

i i ij i i i
j i

z x a b y zω
= =

= − = Ψ∑ ∑ . (2) 

Where i=1,2,3…k, j=1,2,3…n ; iω is weight coefficient between the imply layer. 

 x                           

 
1( )zΨ  

 ( )kzΨ  

 y  

 
nx

 
1x  

 
2x  

 

Fig. 9. Wavelet basis membership function              Fig. 10. Wavelet basis neural network 

5.2   Fuzzy Wavelet Neural Networks for the Robot 

The control objects of the robot system are two holders and a three-tube rubber actua-
tor. So the pressures in the five supply pipes need to be controlled well. The four-
layer fuzzy wavelet neural network controller was set up for the every two holder of 
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the robot, which is shown in Fig.11. As the three rubber tubes can not be made com-
pletely equivalent, there are also coupling actions among them actually, even when 
the pressures of the three tubes are different, so  five-layer wavelet neural network 
controller is proposed for the actuator as shown in Fig.12.  
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23ω  
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1Dx

 
2Dx

 ( 3 )
33Dω

 ( 3 )
11Dω

 

Fig. 11. Four-layer neural network                   Fig. 12. Four-layer neural network 

The relationships of every layer can be got. There are three same subnets B, C, and 
D for the every three rubber tuber of the actuator, The subnet C and subnet D are the 
same as the subnet B, so only the relationships of every layer for subnet B is de-
scribed as following: 

In the first layer, the inputs are introduced into the network with region in [-1, 1], it 
can be expressed as: 

      (1) (1) (1)
Bi Bi Biout in x= = ,  i=1,2. (3) 

The inputs are fuzzed in the second layer, the relationship of the input and output 
for  is expressed as: 

(2) (2) (1)( )j
Bij Bij Ai Biout in outμ= = , i=1,2,  j=1, 2, 3. (4) 

The third layer is ‘and’ operation, the relationships of the input and output is  
expressed as: 

(3) (3) (2) (2)
1 2 )Bij Bij B i B jout in out out= = ∗ ,  i= j=1, 2, 3. (5) 

The fourth layer is the operation of contrary blur, the relationship of the input and 
output for subnet B can be expressed as: 
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(3) (3) (2) (2)
1 2 )Bij Bij B i B jout in out out= = ∗ ,  

3
(4) (4) (3)

1
, 1

/B B Bij
i j

u out in out
=

= = ∑ . (6) 

The fifth layer stands for the coupling actions of the three rubber tubers of the ac-
tuator, which is expressed as: 

3
(4)

1

( )j i ij
i

y u ω
=

= ∗∑ ,   j=1, 2, 3. (7) 

5.3   Simulation Experiments 

The gradient learning algorithm was used to adjust (3)
Bijω , (3)

Cijω , (3)
Dijω , (4)

ijω , and the 

wavelet translation factor ija , dilation factor ijb ,  the objective function is defined as: 

2
( ) ( )id i

k

J y k y k= −∑ . (8) 

Where i=0, 1, 2, idy is the expectative output, and iy  is the actual output. 

The moving steps of the robot in axial direction are chosen as 1 mm, 2 mm, 3 mm, 
4 mm, 5 mm, 6 mm respectively, the tracking response is shown in Fig.13, and the 
average tracking error is shown in Fig.14. The bending angles are chosen as 0.2 rad, 
0.4 rad, 0.6 rad, 0.8 rad, 1.0 rad, 1.2 rad respectively, the tracking response is shown 
in Fig.15, and the average tracking error is shown in Fig.16. The simulation results 
indicate the controller has high speed response and less over shoot. 

t/s
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6
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Fig. 13. Tracking response in axial direction            Fig. 14. Tracking error in axial direction 
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t/s          
0.8 10.60.40.20

0.15
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-0.05

-0.1
-0.15
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Fig. 15. Bending Tracking response                          Fig. 16. Bending Tracking error 
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6   Conclusions 

The characteristics of the pneumatic robot system had been analyzed through theory 
models and experiments; the robot system has enough driving force and deflection 
angels. The proposed fuzzy wavelet basis neural network for the robot has good static 
and dynamic performance, and by the fuzzy wavelet basis neural network controller, 
the pneumatic pressure actuating robot system can be controlled in high accuracy. 
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A New Algorithm for Finding the Shortest 
Path Tree Using Competitive Pulse 

Coupled Neural Network 

Dongming Zhou, Rencan Nie, and Dongfeng Zhao 
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Abstract. The competitive pulse coupled neural network (CPCNN) model is 
proposed based on the pulse coupled neural network (PCNN), the properties of 
pulse wave propagation of the CPCNN are analyzed for the solution of network 
shortest routing. The setting terms of the neuron parameters for the pulse wave 
propagation along the routing of the shortest path tree (SPT) of network routing 
graph are educed. The simulation results show that the proposed method is bet-
ter than Dijkstra algorithm when the network routing graph holds many nodes. 
With the nodes number of the network increasing, the number of iterations of 
our algorithm will basically hold the line. The method shows better computa-
tional performance and dominance. 

Keywords: Competitive PCNN; shortest path tree; Dijkstra algorithm. 

1   Introduction 

Topology graph of routing is a weighted graph, the weight of routing connected 
pathway denotes the synthesis cost of information package transmission between two 
nodes, if the information package is transmitted to destination at the fastest speed, 
then the shortest synthesis cost path between source node and destination node must 
be known. The transfer seeking location of information package is usually directly 
obtainned from route table of Router, and the foundation of route table of Router is 
usually a process of the solution of shortest path tree (SPT), which classical algorithm 
is Dijkstra algorithm. 

Pulse coupled neural network (PCNN), based on the phenomena of synchronous 
pulse bursts in the animal visual cortex [1], has successfully application in many fields, 
such as image processing [2], pattern recognition [3], path optimization [4-7]. PCNN 
can resolve the path optimization problem by using its autowave, and can obtain global 
optimization result using minimum cost [7], and it is better solution than genetic algo-
rithm or Hopfield network. In 1999, Caulfield and Kinser presented the idea of utilizing 
the autowave in PCNN to find the solution of the maze problem [7], their method can be 
used to solve the shortest path of the network, but required neurons were fairly many, 
each unit path of the graph need corresponding neuron. Afterward, some researchers put 
forward to resolve the shortest path of the network using DPCNN model and its modi-
fied PCNN model [4-6], the number of neurons only correlate with the number of 
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network nodes, but there are the following some problems to need to be resolved: In [4-
7], there were some artificial interference in the iterations process of neuron, all parame-
ters of models are artificially set, and the threshold of neuron was set for one special 
value, the neuron does not strictly run according to its dynamics equation, so its applied 
currency will get restriction. In this paper, we put forward a competitive PCNN model 
based on Johnson PCNN model [8], and the parameters setup of our model have strict 
theory guidance, and it can automatically obtain the shortest path tree (SPT) of the net-
work routing according to its dynamics equation, the simulation result shows that the 
proposed method is better than Dijkstra algorithm when the network routing graph holds 
many nodes. With the nodes number of the network increasing, the number of iteration 
of our algorithm will basically hold the line. Our algorithm shows better computational 
performance and dominances. 

2   CPCNN Model 

We do some modifications based on PCNN model, and called CPCNN model, the 
CPCNN model is shown in Fig. 1, the equations from (1) to (8) describe this model.  
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The model consists of three parts:  

The receptive field consists of L channel and F channel. S(n) is output of least posi-
tive value selector in L channel, and is a selectivity output (positive value is valid) of 
external neurons pulse input. Lj(n) is linearity decay on ]0),([ nV L

j  according to (3), 

)(nV L

j  is various range coefficient in L channel, LΔ  is decay step and is controlled by 

S(n). F is the output of I which comes from external sources. 

 

Fig. 1. CPCNN Model 

The modulation field, the linking input Lj(n) is added a constant positive bias, then 
it is multiplied by the feeding input, the bias is unitary, βj is the linking strength, the 
total internal activity Uj(n) is the result of modulation. 

Pulse generator consists of a threshold adjuster, a comparison organ and a pulse 
generator. Its mostly function is to generate the pulse output Yj(n), and adjust thresh-
old value )(nT

jθ . )(nT

jθ  is linearity decay on ]0,[ T

jV , T

jV  is threshold range coeffi-

cient, TΔ  is threshold decay step. 

The signal SL and ST are special presetting signals of )(nL

jθ  and )(nT

jθ , respec-

tively, SAL and SAT are special presetting signals of range coefficient )(nV L

j  and 
T

jV , respectively, EL and ET are presetting energy signals which positive value is 

valid. Under the energy signals are positive value, we can set initial values or certain 
special values for )(nL

jθ  and )(nT

jθ , )(nV L

j  and T

jV . The presetting function of 

CPCNN enhances the controllability of its pulse wave emission. 
Compared with Johnson PCNN model, our model changes pulse input sum of ex-

ternal neurons into least positive value selector, this incarnates competitive connec-
tion as pulse input, so it is called pulse competition, the selection output S(n) makes 
less value competition with )1( −nL

jθ , this is called channel competition, but it holds 

L channel decay characteristic of PCNN model. 

3   Autowave Caracteristics of CPCNN 

Suppose that sampling time interval of CPCNN model is ∆T, the firing iterations time 
of the first neuron is ns, the linking weight between neuron i and neuron j is Wij, the 
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maximal linking weight is Wmax. Define two autowave transmission characteristics, (i) 
The firing period of neuron j is Tj, (ii) transmission time of autowave is T, which is 
pass time from the autowave of the first neuron firing emission to spring residual N-1 
neurons. 

Theorem 1. For CPCNN, if each neuron j satisfies 
0<jβ , IV T

j > . 

Then the firing period T
I

IV
T

LjT

T

T

j

j Δ
Δ−Δ
Δ+−

>
β

. 

Proof. Suppose the neuron j fires while the kth iteration, after n0 iterations, it fires 

again, we have: 

( ) 1jY k = , 0( ) 1jY k n+ = . 

So ( ) ( ) 0T

j jU k kθ> >= , ( 1)T T

j jk Vθ + = , 

and that ( ) (1 ( ))j j jU k I L kβ= + , according to 0jβ < , then 0 ( )jU k I< <= . 

In n0 iterations, the value of Lj is decay or holds 0, we have: 

00 ( )jU k n I< + <= . 

Suppose the value of Lj has n1 decay in n0 iterations process, then: 

0 0( ) ( ) 0T

j jU k n k nθ+ > + >= . 

And that T

jV I> , T

jθ  all through decay, according to (6) and (7), we have: 

1 0[1 ( ( ) )] ( 1)T

j j L j TI L k n V nβ+ − Δ > − − Δ , 

namely:      0 1[1 ( ( )] ( ) ( 1)T

j j j j T j LI L k U k V n I nβ β+ = > − − Δ + Δ . 

So that 0 1( 1)T

j T j LV n I n Iβ− − Δ + Δ < , 0 1( 1) T

T j j Ln V I I nβ− Δ > − + Δ . 

And that 1 00 n n<= <= , 0 1n ≥ , and 0jβ < , we have: 

0 0( 1) T

T j j Ln V I I nβ− Δ > − + Δ . 

So 0 ( ) T

T j L j Tn I V IβΔ − Δ > − + Δ , 0jT n T= Δ . 

So that T
I

IV
T

LjT

T

T

j

j Δ
Δ−Δ
Δ+−

>
β

. The proof is completed. 

Theorem 2. For CPCNN, arbitrary neuron j satisfies 

0jβ < , max
s

L

W
n ≤

Δ
, (0)T

j s TI nθ < + Δ . 

Then, the pass iteration time of neuron j from start to accept input pulse to it firing 

is max
0 j

L

W
n ≤

Δ
, the autowave transmission time is described by 
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max( 1)

L

N W
T T

−
<= Δ

Δ
. 

Proof. Suppose neuron j receives pulse input from the kth iteration to fire and comes 
through n0j iterations. According to (1)-(3), after neuron j receives the pulse, the value 
of L channel starts to decay from 1min( , ( 1))L

xjW kθ − , and at best decay to 0, suppose 

to decay n1 times. We have 

1 max
1

min( , ( ))L

xj

L L

W k W
n

θ
= ≤

Δ Δ
, (9) 

in which x is a neuron which inputs pulse to neuron j. 

  1( ) [1 (min( ( 1), ) )]L

j j j xj LU k n I k W nβ θ+ = + − − Δ . 

According to (3) and (8), and 0jβ < , we have 

0 ( )jU k n I< + ≤ . (10) 

Because of  (0)T

j s Tn Iθ − Δ < , and that (0)T

jθ  at least decays ns times, if the at-

tenuation of L channel has been completed after ns times or before ns times, that 
Uj(k+n)=I, here have 

0

min( , ( )) min( , ( ))
( )

L L

xj j xj j

j s s

L L

W k W k
n n n

θ θ
= + − =

Δ Δ
, (11) 

Otherwise, if the attenuation of L channel has been completed at ns times or after ns 
times, we have 

max
0 1j

L

W
n n= ≤

Δ
. (12) 

According to max
s

L

W
n ≤

Δ
 and (11)-(12), we have 

max
0 j

L

W
n ≤

Δ
. (13) 

Autowave transmission time 0
2

N

k
k

T T n
=

= Δ ∑ . So that max( 1)

L

N W
T T

−
≤ Δ

Δ
. The 

proof is completed. 

Theorem 3. For CPCNN, except starting firing neuron, if arbitrary neuron j satisfies 

0jβ < , max
s

L

W
n ≤

Δ
, (0)T

j s TI nθ < + Δ , max(0) ( 1)L

j s LN W nθ > − + Δ , 
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max( 1)( )
max( , )T j LT

j T

L

N I W
V I I

β− Δ − Δ
> + − Δ

Δ
, 

and the first emitting pulse neuron satisfies the jβ  and T

jV  restriction conditions, 

then autowave transmission path which the first firing neuron fires and brings consti-

tutes the shortest path tree (SPT) of the network. 

Proof. Because of max(0) ( 1)L

j s LN W nθ > − + Δ , the finally one firing neuron N has  

max(0) ( 2)L

N xN s LW N W nθ > + − + Δ , 

where x is a neuron which inputs pulse to neuron N, namely 

max( 2)
(0) ( )L

N s L xN

L

N W
n Wθ −

− + Δ >
Δ

, max(0) ( 1)L

N s LN W nθ > − + Δ , (14) 

.  
In CPCNN, the iteration times of the (N-1)th neuron firing is described by 

 
1

0
2

N

s k
k

M n n
−

=

= +∑ . 

Because of 0jβ < , max
s

L

W
n ≤

Δ
, (0)T

j s TI nθ < + Δ , according to theorem 2, we have 

s

L

n
WN

M +
Δ

−
≤ max)2(

, (15) 

max( 1)

L

N W
T T

−
≤ Δ

Δ
, (16) 

According to (14) and (15), we have  
(0)L

N L xNM Wθ − Δ > , 

namely, ( )L

N xNM Wθ > . 

Therefore, the first pulse emitting of the finally one firing neuron is evocable by its 

external neuron pulse input. As a result of the parameter conditions aim at other neu-

rons except the first firing neuron. Therefore, except the first firing neuron, the first 

firing of other neurons all are aroused by external neurons input pulse. 

max( 1)( )
max( , )T j LT

j T

L

N I W
V I I

β− Δ − Δ
> + − Δ

Δ
, 

T

jV I> , (17) 

max( 1)( )T j LT

j T

L

N I W
V I

β− Δ − Δ
> + − Δ

Δ
 (18) 
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(18) can be written as the following 

max( 1)

( )

T

j T

T j L L

V I N W
T T

I β
− + Δ −

Δ > Δ
Δ − Δ Δ

 (19) 

According to 0jβ < , (16) and theorem 1, we have 

( )T

j T

j

T j L

V I
T T

Iβ
− + Δ

> Δ
Δ − Δ

 (20) 

According to (16), (19) and (20), we get 

jT T> . 
Therefore, within N neurons all fire, each neuron only emit once pulse (except the 

first neuron fires, the first firing of other neurons all are aroused by external neurons 
input pulse), and its pulse transmits according to the shortest linking path. Without 
question, the path of pulse pass will buildup a tree based on the root with the first 
firing neuron, and the path to each node is all the shortest, namely, a shorest path tree 
(SPT) is obtained. The proof is completed. 

4   Experiment Smulation and Result Analysis 

SPT operation was done for Fig. 2, except firing neuron, the parameters setup of other 
neuron satisfy theorem 3, and it is shown in Table 1. Suppose the start firing neuron 
tab is Ns. We can make out from the parameters setup of neuron, at the start, the first 
neuron fire, namely ns=0, the shortest path tree of each node is shown in Table 2. 

 

Fig. 2. Route graph of a network 

Table 1. Neuron parameters 

Neuron )0(L

jV  )0(L

jθ  T

jV  )0(T

jθ  jβ  I LΔ  TΔ  

sN  156 0 231.5 0 -1 1 1 1 

jN  156 156 231.5 1.9 -1 1 1 1 

 



16 D. Zhou, R. Nie, and D. Zhao 

Table 2. The SPT computation results for the graph in Fig. 2 

Source 
node 

SPT 
The number of 

iteration 
Convergence 

1 
1—>6—>5; 1—>6—>10; 1—>7—>2 
—>8—>3; 1—>9—>4 

17 Global 

2 
2—>6—>5—>9; 2—>7—>1; 2—>8—>3; 
2—>8—>4 

17 Global 

3 
3—>8—>2—>6; 3—>8—>2—>7—>1; 
3—>8—>4; 3—>8—>9—>5; 3—>8—>10 

18 Global 

4 
4—>8—>2—>7; 4—>8—>3; 4—>9—>1; 
4—>9—>5; 4—>9—>6; 4—>9—>10 

20 Global 

5 
5—>6—>1; 5—>6—>2; 5—>6—>7;  
5—>9—>4; 5—>9—>8—>3; 5—>9—>10 

20 Global 

6 
6—>1; 6—>2—>8—>3; 6—>5; 6—>7;  
6—>9—>4; 6—>10 

18 Global 

7 
7—>1—>9; 7—>2—>8—>3; 7—>2 
—>8—>4; 7—>6; 7—>10 

20 Global 

8 
8—>2—>6; 8—>2—>7—>1; 8—>3; 
8—>4; 8—>9—>5; 8—>10 

16 Global 

9 
9—>1—>7; 9—>4; 9—>5; 9—>6—>2; 
9—>8—>3; 9—>10 

27 Global 

10 
10—>6—>1; 10—>7—>2; 10—>7—>3; 
10—>9—>4; 10—>9—>5 

20 Global 

We apply our algorithm to finding the shortest path tree from arbitrarily specified 
start node to all other nodes in randomly generated undirected and symmetric graphs. 
The graphs are generated in such a way that the N nodes are uniformly distributed in a 
square with the edge length d=50, and each two nodes is connected with an edge if 
their distance is no more than 0.3d. Fig. 3 shows a generated graph with d= 50 and N 
=100, Fig. 4 shows a SPT graph which was obtained by CPCNN. Compared with 
Dijkstra algorithm under the graph is uniformly distributed in a square with the edge 
length d=150 and N nodes, and each two nodes is connected with an edge if their 
distance is no more than 0.5d, and N chooses different value and the running network 
times is 300, the results are shown in Table 3. 

            
          Fig. 3. Random creating network graph                              Fig. 4. SPT graph 
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We can make out from Table 3 that CPCNN algorithm has more obvious charac-
teristics than Dijkstra algorithm: (i) As ∆L is definite, average number of iteration K of 
CPCNN algorithm relates with average beeline distance of network, 

( ) ( )LddK Δ+= 222 2 , and that the number of iteration of Dijkstra algorithm re-

lates with the number of nodes, with the number of nodes increasing, the number of 
iteration necessarily increase. (ii) In CPCNN algorithm, the influence of iteration for 
increasing node of network is very little. (iii) With the number of nodes increasing, 
the number of iteration for Dijkstra algorithm is more and more increasing. Therefore, 
CPCNN algorithm shows better computational performance and dominance. 

Table 3. The number of iteration comparison of CPCNN and Dijkstra 

nodes Running times Dijkstra algorithm CPCNN algorithm 

50 300 48 142.3 

100 300 98 145.3 

150 300 148 148.1 

200 300 198 148 

300 300 298 147.8 

500 300 498 146.3 

700 300 698 145 

1000 300 998 142.3 

5   Conclusions 

In this paper, we present a new arithmetic based on CPCNN to solve the shortest path 
tree problem. Our works are based on the symmetric weighted graph. This is a nonde-
terministic method which would guarantee the globally solutions. The highly parallel 
computation of the network will result in fast finding of the shortest paths if the net-
work is realized with VLSI. It is easy to extend the proposed CPCNN to other case 
when the topology has some slight changes. The simulation results show that the 
proposed method is better than Dijkstra algorithm when the network routing graph 
holds many nodes. With increasing the nodes of the network, the number of iteration 
of our algorithm will basically hold the line. The CPCNN algorithm shows better 
computational performance and dominance and has important significance in both 
theory and applications. 
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Abstract. The exponential stability is analyzed for Cohen-Grossberg
neural networks with multiple time-varying delays. The boundedness,
differentiability or monotonicity condition is not assumed on the activa-
tion functions. Lyapunov functional method is employed to investigate
the stability of the neural networks, and general sufficient conditions for
the global exponential stability are derived. A numerical example is pre-
sented to demonstrate the effectiveness of the obtained criteria.

Keywords: Cohen-Grossberg neural networks, multiple time-varying
delays, exponential stability.

1 Introduction

Cohen-Grossberg neural networks model, as an important recurrently connected
neural networks model[2], includes many significant models from neurobiology,
population biology and evolutionary theory([6]), for example, Hopfield-type neu-
ral networks model([12]) and Volterra-Lotka biological population model. Mean-
while, the neural networks model has been applied in many important areas such
as signal processing, image processing and pattern classification([6]). Therefore,
the study on the neural networks has been the focus of interest([1],[9],[14]-[19]).

Due to the finite switching speed of neurons and amplifiers, time delays in-
evitably exist in biological and artificial neural networks([1],[11],[16]). In this
paper, we consider Cohen-Grossberg neural networks model with multiple time-
varying delays described by the following functional differential equations
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dui(t)
dt

= −ai(ui(t))
[
bi(ui(t)) −

K∑
k=0

n∑
j=1

w
(k)
ij f

(k)
j (uj(t− τ

(k)
ij (t))) + Ji

]
,

i = 1, 2, . . . , n,
(1)

where n ≥ 2 is the number of neurons in the neural networks, ui(t) denotes the
neuron state vector, ai denotes an amplification function, bi denotes a self-signal
function, W (k) = (w(k)

ij )n×n denotes connection weight matrix, f (k)
j denotes an

activation function, τ (0)
ij (t) ≡ 0, τ (k)

ij (t) ≥ 0 (k = 1, 2, . . . ,K) denote time-varying
delays caused during the switching and transmission processes, and Ji represents
the constant external input.

The initial conditions associated with system (1) are of the following form

xi(s) = φi(s) ∈ C([t0 − τ, t0], R), s ∈ [t0 − τ, t0], i = 1, 2, . . . , n, (2)

where τ = sup
{
τ

(k)
ij (t) : t ≥ t0, 1 ≤ i, j ≤ n, 1 ≤ k ≤ K

}
∈ [0,+∞) and

C([t0−τ, t0], R) denotes the space of all real-valued continuous functions defined
on [t0 − τ, t0]. Denote φ(s) = (φ1(s), φ2(s), . . . , φn(s))T .

When in particular K = 1, system (1) reduces to([8])

dui(t)
dt

= −ai(ui(t))
[
bi(ui(t))−

n∑
j=1

wijfj(uj(t))

−
n∑

j=1

wτ
ijf

τ
j (uj(t− τij(t))) + Ji

]
, i = 1, 2, . . . , n,

(3)

where W = (wij)n×n and W τ = (wτ
ij)n×n denote the connection weight matri-

ces, fj and f τ
j denote the activation functions, and τij(t) ≥ 0.

The initial conditions associated with system (3) are of the following form

ui(s) = φi(s) ∈ C([t0 − τ, t0], R), s ∈ [t0 − τ, t0], i = 1, 2, . . . , n, (4)

where τ = sup{τij(t) : t ≥ t0, 1 ≤ i, j ≤ n} ∈ [0,+∞).
Moreover, system (1) includes many other well-known models, for example,
(1) Hopfield-type neural networks with time-varying delays([5])

Ci
dui(t)

dt
= − ui

Ri
+

n∑
j=1

wijfj(uj(t− τij(t))) + Ji, i = 1, 2, . . . , n. (5)

(2) cellular neural networks with time-varying delays([19])

dui(t)
dt

= −biui(t) +
n∑

j=1

wijfj(uj(t)) +
n∑

j=1

wτ
ijf

τ
j (uj(t− τij(t))) + Ji,

i = 1, 2, . . . , n.
(6)

(3) BAM neural networks with time-varying delays:
⎧
⎪⎪⎨
⎪⎪⎩

dxi(t)
dt

= −aixi(t) +
m∑

j=1

wjifj(yj(t− τji(t))) + Ii, i = 1, 2, . . . , n;

dyj(t)
dt

= −bjyj(t) +
n∑

i=1

vijgi(xi(t− σij(t))) + Jj , j = 1, 2, . . . ,m,

(7)
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where wji and vij respectively denotes connection weight of the j-th neuron in
Y -layer to the i-th neuron in X-layer and that of the i-th neuron in X-layer to the
j-th neuron in Y -layer, gi(xi) and fj(yj) respectively denotes output activation
of the i-th neuron in X-layer and that of the j-th neuron in Y -layer, τji(t) /σij(t)
respectively denotes delay in Y/X-layer, Ii and Jj respectively denotes external
input to the i-th neuron in X-layer and that to the j-th neuron in Y -layer.

(4) Lotka-Volterra recurrent neural networks with time-varying delays([18])

dui(t)
dt

= ui(t)
[
−ui(t)+

n∑
j=1

wijuj(t)+
n∑

j=1

wτ
ijuj(t− τij(t))+Ji

]
, i = 1, 2, . . . , n.

(8)
The stability of neural networks is of crucial importance for the designing

and successful applications of neural networks. This paper aims to present new
general sufficient conditions for the global exponential stability of (1).

For the delayed neural networks (1), we only make the following assumptions:
(A1) Each ai is continuous, and there exist two constants ὰi and άi such that

0 < ὰi ≤ ai(r) ≤ άi, ∀r ∈ R.
(A2) Each bi is continuous, and there exists a constant λi > 0 such that for

any r1, r2 ∈ R, (r1 − r2)
[
bi(r1)− bi(r2)

]
≥ λi(r1 − r2)2.

(A3) Each f
(k)
j is Lipschitz continuous. Denote m

(k)
j the minimal Lipschitz

constant of f (k)
j , namely, m(k)

j = sups1,s2∈R, s1 �=s2
|f (k)

j (s1)− f
(k)
j (s2)|/|s1 − s2|.

Since the monotonicity or boundedness assumption on activation functions
will make the results inapplicable to some engineering problems([4], [10]), bound-
edness, monotonicity/differentiability condition on f

(k)
j are all abandoned.

2 Existence and Uniqueness of Equilibrium of (1)

Firstly, we recall some preliminary concepts. Rn denotes the n-dimensional real
vector space. For any x = (x1, x2, . . . , xn)T ∈ Rn, ‖x‖p = (

∑n
i=1 |xi|p)1/p

, p ∈
[1,+∞) denotes the lp-norm of x. For any two operators F and G, FG denotes
the composition of operators, that is, FG(x) = F (G(x)), x ∈ D(G), G(x) ∈
D(F ). Let sign(r) denote the sign function of r ∈ R. We recall the well-known
Young inequality: For a ≥ 0, b ≥ 0, p > 1, q > 1( 1

p + 1
q = 1), ab ≤ 1

pa
p + 1

q b
q.

Since the analysis of the existence and uniqueness of equilibrium of (1) is
similar to that of Cohen-Grossberg neural networks with multiple discrete de-
lays(Theorem 1, [13]), we can readily obtain the following result.

Theorem 1. Suppose that (A1)-(A3) hold. Then for each set of external input
Ji, the delayed neural networks (1) has a unique equilibrium point u∗, if there
exist p ∈ [1,+∞) and positive numbers di, ci, r

(k)
ij such that

1
p

K∑
k=0

n∑
j=1

{dj

di

(
r
(k)
ji

)p−1

m
(k)
i

∣∣∣w(k)
ji

∣∣∣+ (p− 1)
dicj

djci

(
r
(k)
ij

)−1

m
(k)
j

∣∣∣w(k)
ij

∣∣∣
}

< λi, i = 1, 2, . . . , n.
(9)
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3 Global Exponential Stability of (1)

In this section, we will investigate the global exponential stability of (1) based
on Lyapunov’s direct method and delay differential inequality technique.

Lemma 1. (Halanay inequality)([3]) Let λ and μ be constants with 0 < μ < λ.
Let x(t)(≥ 0) be a continuous function on [t0 − τ,+∞) satisfying

x′(t) ≤ −λx(t) + μx̄(t), t ≥ t0, (10)

where x̄(t) := supt−τ≤s≤t x(s). Then

x(t) ≤ x̄(t0)e−r(t−t0), t ≥ t0, (11)

where r is the unique positive solution of the equation r − λ + μerτ = 0.

Theorem 2. Suppose that (A1)-(A3) hold and there exist p ∈ [1,+∞) and pos-
itive numbers di, ci, r

(k)
ij such that

a := min
1≤i≤n

ὰi

{
pλi − (p− 1)

K∑
k=0

n∑
j=1

m
(k)
j

dicj

djci
(r(k)

ij )−1|w(k)
ij |

−m(0)
i

n∑
j=1

dj

di
(r(0)

ji )p−1|w(0)
ji |

}

> b := max
1≤i≤n

άi

{
m

(k)
i

K∑
k=1

n∑
j=1

dj

di
(r(k)

ji )p−1|w(k)
ji |

}
.

(12)

Then for each set of external input Ji, system (1) has a unique equilibrium u∗,
which is globally exponentially stable, and there exists a constant σ > 0 such that
the exponential decay estimate of any solution satisfies

‖u(t)− u∗‖p ≤ p
√
ce−

σ
p (t−t0) sup

s∈[t0−τ,t0]

‖φ(s)− u∗‖p, t ≥ t0, (13)

where c = max
1≤i≤n

{
di

ὰi
(di

ci
)p−1

}/
min

1≤i≤n

{
di

άi

(
di

ci

)p−1
}
, and σ is the unique positive

solution of the equation
σ − a + beτσ = 0. (14)

Proof. Condition (12) implies condition (9) holds, and thus it follows from The-
orem 1 that system (1) has a unique equilibrium u∗ = (u∗

1, u
∗
2, . . . , u

∗
n)T .

Let xi(t) = dic
(1−p)/p
i (ui(t) − u∗

i ). Denote x(t) = (x1(t), x2(t), . . . , xn(t))T .
Substitution of ui(t) = c

(p−1)/p
i xi(t)/di + u∗

i into (1) yields

dxi(t)
dt

= − di

c

p−1
p

i

ai(
c

p−1
p

i

di
xi(t) + u∗

i )
{
bi(

c

p−1
p

i

di
xi(t) + u∗

i )− bi(u∗
i )

−
K∑

k=0

n∑
j=1

w
(k)
ij

[
f

(k)
j (

c

p−1
p

j

dj
xj(t− τ

(k)
ij (t)) + u∗

j)− f
(k)
j (u∗

j )
]}

,

i = 1, 2, . . . , n.

(15)
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Let pi

(
xi(t)

)
= ai

( c

p−1
p

i

di
xi(t) + u∗

i

)
, qi

(
xi(t)

)
= bi

( c

p−1
p

i

di
xi(t) + u∗

i

)
− bi(u∗

i ) and

s
(k)
j

(
xj(t− τ

(k)
ij (t))

)
= f

(k)
j

( c
p−1

p
j

dj
xj(t− τ

(k)
ij (t)) + u∗

j

)
− f

(k)
j (u∗

j ). Then

dxi(t)
dt

= − di

c

p−1
p

i

pi

(
xi(t)

){
qi

(
xi(t)

)
−

K∑
k=0

n∑
j=1

w
(k)
ij s

(k)
j

(
xj(t− τ

(k)
ij (t))

)}
,

i = 1, 2, . . . , n.
(16)

Clearly, 0 is the unique equilibrium of (16). We define the Lyapunov functional

V (x(t)) =
n∑

i=1

∫ xi(t)

0
p |s|p−1

pi(s)
sign(s)ds. (17)

Estimating the derivative of V along the solution trajectory x(t) of (16), we have

dV (x(t))
dt

= −
n∑

i=1

p|xi(t)|p−1sign(xi(t)) di

c

p−1
p

i

{
qi

(
xi(t)

)
−

K∑
k=0

n∑
j=1

w
(k)
ij s

(k)
j

(
xj(t− τ

(k)
ij (t))

)}

≤ −p
n∑

i=1

|xi(t)|p−1dic
(1−p)/p
i λic

(p−1)/p
i di

−1|xi(t)|

+p
n∑

i=1

K∑
k=0

n∑
j=1

|w(k)
ij ||xi(t)|p−1 di

c

p−1
p

i

m
(k)
j

c

p−1
p

j

dj
|xj(t− τ

(k)
ij (t))|

= −p
n∑

i=1

λi|xi(t)|p + p
n∑

i=1

n∑
j=1

K∑
k=0

{
m

(k)
j

[(
di

dj
(r(k)

ij )p−1|w(k)
ij |

) 1
p |xj(t− τ

(k)
ij (t))|

]
·

[
(

dicj |w(k)
ij |

djcir
(k)
ij

)
1
p |xi(t)|

]p−1
}

≤ −p
n∑

i=1

λi|xi(t)|p + p
n∑

i=1

n∑
j=1

K∑
k=0

{
m

(k)
j · 1

p

[
di

dj
(r(k)

ij )p−1|w(k)
ij ||xj(t− τ

(k)
ij (t))|p

+(p− 1)dicj

djci
(r(k)

ij )−1|w(k)
ij ||xi(t)|p

]}

= −
n∑

i=1

{
pλi − (p− 1)

K∑
k=0

n∑
j=1

dicjm
(k)
j

djcir
(k)
ij

|w(k)
ij | −

n∑
j=1

m
(0)
i

dj

di
(r(0)

ji )p−1|w(0)
ji |

}
|xi(t)|p

+
n∑

i=1

K∑
k=1

n∑
j=1

m
(k)
i

dj

di
(r(k)

ji )p−1|w(k)
ji ||xi(t− τ

(k)
ji (t))|p

≤ −aV (x(t)) + bV̄ (x(t)).

By Lemma 1, we obtain

V (x(t)) ≤ V̄ (x(t0))e−σ(t−t0). (18)

From the form of the Lyapunov functional (17), we get

min
1≤i≤n

{
1
άi

(
di

/
c

p−1
p

i

)p}
‖u(t)− u∗‖p

p

≤ V (x(t)) ≤ V̄ (x(t0))e−σ(t−t0)

≤ max
1≤i≤n

{
1
άi

(
di

/
c

p−1
p

i

)p}
sup

s∈[t0−τ,t0]

‖φ(s)− u∗‖p
pe

−σ(t−t0).
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Corollary 1. Suppose that (A1)-(A3) hold and there exist a set of positive num-
bers di such that

a := min
1≤i≤n

ὰi

{
λi −m

(0)
i

n∑
j=1

dj

di
|w(0)

ji |
}
> b := max

1≤i≤n
άi

{
m

(k)
i

K∑
k=1

n∑
j=1

dj

di
|w(k)

ji |
}
.

(19)
Then for each set of external input Ji, system (1) has a unique equilibrium u∗,
which is globally exponentially stable, and there exists a constant σ > 0 such that
the exponential decay estimate of any solution satisfies

‖u(t)− u∗‖1 ≤ ce−σ(t−t0) sup
s∈[t0−τ,t0]

‖φ(s)− u∗‖1, t ≥ t0, (20)

where c = max
1≤i≤n

di

ὰi

/
min

1≤i≤n

di

άi
and σ is the unique positive solution of (14).

Corollary 2. Suppose that (A1)-(A3) hold and there exist three sets of positive
numbers di, ci, r

(k)
ij such that

a := min
1≤i≤n

ὰi

{
2λi −

K∑
k=0

n∑
j=1

m
(k)
j

dicj

djci
(r(k)

ij )−1|w(k)
ij | −m

(0)
i

n∑
j=1

dj

di
r
(0)
ji |w

(0)
ji |

}

> b := max
1≤i≤n

άi

{
m

(k)
i

K∑
k=1

n∑
j=1

dj

di
r
(k)
ji |w

(k)
ji |

}
.

(21)
Then for each set of external input Ji, system (1) has a unique equilibrium u∗,
which is globally exponentially stable, and there exists a constant σ > 0 such that
the exponential decay estimate of any solution satisfies

‖u(t)− u∗‖2 ≤
√
ce−

σ
2 (t−t0) sup

s∈[t0−τ,t0]

‖φ(s)− u∗‖2, t ≥ t0, (22)

where c = max
1≤i≤n

d2
i

ὰici

/
min

1≤i≤n

d2
i

άici
and σ is the unique positive solution of (14).

(A3)
′
: Each fj , f

τ
j is Lipschitz continuous. For convenience, we denote mj ,

mτ
j the minimal Lipschitz constant of fj, f τ

j respectively.

Corollary 3. Suppose that (A1), (A2), (A3)
′

hold and there exist p ∈ [1,+∞)
and positive numbers di, ci, rij , r̃ij > 0 such that

a := min
1≤i≤n

ὰi

{
pλi − (p− 1)

n∑
j=1

[
mj

dicj

djci
r−1
ij |wij |+ mτ

j
dicj

djci
r̃−1
ij |wτ

ij |
]

−mi

n∑
j=1

dj

di
rp−1
ji |wji|

}
> b := max

1≤i≤n
άi

{
mτ

i

n∑
j=1

dj

di
r̃p−1
ji |wτ

ji|
}
.

(23)

Then for each set of external input Ji, system (3) has a unique equilibrium u∗,
which is globally exponentially stable, and there exists a constant σ > 0 such that
the exponential decay estimate of any solution satisfies

‖u(t)− u∗‖p ≤ p
√
ce−

σ
p (t−t0) sup

s∈[t0−τ,t0]

‖φ(s)− u∗‖p, t ≥ t0, (24)
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where c = max
1≤i≤n

{
di

ὰi
(di

ci
)p−1

}/
min

1≤i≤n

{
di

άi

(
di

ci

)p−1
}

and σ is the unique positive

solution of the equation σ − a + beτσ = 0.

Remark 1. Hwang et al. [7] proved the global exponential stability of (3) with
f τ

j = fj , but they additionally required that each bi is differentiable and fi is
bounded. Jiang [8] proved the global exponential stability of (3), but he addi-
tionally required that each τij(t) be differentiable and supt∈R τ ′ij(t) = τ∗ < 1.

4 Numerical Simulation

Example 1. Let f1(r) = 0.4r + cos 0.6r, f2(r) = 0.2r − sin 0.8r, ∀r ∈ R.
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

du1(t)
dt

= −(2 + sinu1(t))
[
2u1(t)− 0.3f1(u1(t− | sin t|))
−0.264f2(u2(t− | cos t|)) + J1

]
du2(t)

dt
= −(3 + cosu2(t))

[
u2(t)− 0.3f1(u1(t− | sin 2t|))
−0.25f2(u2(t− | cos 2t|)) + J2

]
(25)

It is easy to verify that (A1), (A2), (A3)
′

are satisfied with ά1 = 3, ὰ1 =
1, ά2 = 4, ὰ2 = 2, λ1 = 2, λ2 = m1 = m2 = τ = 1. Since f1, f2 are un-
bounded and τij(t) are not differentiable, the criteria in [7],[8] are not satisfied.
On the other hand, if we set p = 1, d1 = 1, d2 = 1.1, then (23) is satisfied,
since a = min1≤i≤2 ὰiλi = 2 > b = max1≤i≤2 άimi

∑2
j=1

dj

di
|wji| = 1.96. There-

fore, by Corollary 3, we deduce that for any inputs J1, J2, (25) has a unique
equilibrium point u∗, which is globally exponentially stable, and the exponential
decay estimate of any solution satisfies (24), where c = 40

11 and σ = 0.0135. For
numerical simulation, we set J1 = −1, J2 = 1. Here we consider two cases: In
the first case (Fig. 1), (u1(0), u2(0))T = (0.5,−0.4)T ; In the second case (Fig.
2), (u1(0), u2(0))T = (−0.5, 0.4)T . The simulation results show that the unique
equilibrium point u∗ = (0.7219,−0.5607)T is globally exponentially stable.
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Fig.1. System (25) with initial state u(0)=(0.5,−0.4)T.
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Fig.2. System (25) with initial state u(0)=(−0.5,0.4)T.
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5 Conclusions

In this paper we discuss the exponential stability of Cohen-Grossberg neural
networks model with multiple time-varying delays. Only assuming the activation
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functions to be Lipschitz continuous, we derive new sufficient conditions for the
global exponential stability of model (1), which improve some existing results.
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Abstract. In artificial intelligence systems, building agents that negotiate on 
behalf of their owners aiming to maximise their utility is a quite challenging re-
search field. In this paper, such agents are enhanced with techniques based on 
neural networks (NNs) to predict their opponents’ hybrid negotiation behaviour, 
thus achieving more profitable results. The NNs are used to early detect the 
cases where agreements are not achievable, supporting the decision of the 
agents to withdraw or not from the negotiation threads. The designed NN-
assisted negotiation strategies have been evaluated via extensive experiments 
and are proven to be very useful. 

Keywords: Automated negotiations; MLP & GR neural networks; NN-assisted 
negotiation strategies; Opponent behaviour prediction; Early detection of un-
successful negotiations; Hybrid negotiation strategies. 

1   Introduction 

Automated negotiations are gradually gaining momentum in the artificial intelligence 
research domain [1]. In this field, building intelligent agents adequate for participating 
in negotiations and acting autonomously on behalf of their owners is a quite complex 
and challenging task [2]. Among the research objectives in this field, lies the design 
of techniques to enforce these agents with capabilities and rationale that resembles the 
human behaviour [1]. In negotiation procedures, the participants aim to satisfy their 
human or corporate owners as much as possible, acting in environments of scarce 
resources. In automated negotiations, this role is assigned to intelligent agents that 
have conflicting interests and a desire to cooperate in order to reach a mutually ac-
ceptable agreement [3]. These agents act based on predefined rules and procedures 
that are specified by the employed negotiation protocol [4]. The negotiating agents 
use a reasoning model based on which their response to their opponent’s offers are 
formulated [5]. This reasoning model is called negotiation strategy of the agents [6]. 

The work presented in this paper is mainly concerned with the design and evalua-
tion of optimised negotiation strategies for autonomous intelligent agents. The pro-
posed strategies are applicable to single-issue bilateral negotiation frameworks, where 
agents have strict deadlines. The client agents employ learning techniques based on 
MLP and GR Neural Networks (NNs), aiming to predict their opponents’ behaviour 
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and detect the outcome of each negotiation thread early during the negotiation proc-
ess. The negotiation strategies employed by the opponent agent are characterized as 
hybrid in this work, as they are formulated as the weighted sum of the main two kinds 
of strategies, i.e. the time-dependent and the behavior-dependent ones, originally 
presented in [7]. The resulting strategy varies from time-dependent to behavior-
dependent, while any combination in-between is possible. Similar approaches of 
mixed strategies were not that popular in the past, but have recently started to attract 
the attention of the research community. In [8], the authors identify the mixed strate-
gies as an efficient option in e-negotiations, while in [9] the mixed strategies are char-
acterized as more profitable, if properly applied on e-negotiations. Moreover in [10] 
and [11], an attempt is made to approximate the curve that fits the opponent’s offers, 
which employs a combination of time-dependent and behavior-dependent tactics that 
may thus be characterized as mixed or hybrid strategies. 

The rest of the paper is structured as follows. In Section 2, a formal statement of 
the problem studied is provided, along with a description of the negotiation strategy 
space of the Provider Agent. Section 3 presents the NN-assisted negotiation strategy 
of the Client Agent, while Section 4 elaborates on the architecture and configuration 
of the NNs employed. Section 5 describes the experiments conducted, summarizes the 
obtained results and evaluates the proposed approaches. A brief overview of the re-
lated work is provided in Section 6. Finally, in Section 7 conclusions are drawn and 
future research plans are exposed. 

2   Negotiation Problem and Strategies 

2.1   Negotiation Problem Description 

The research presented in this paper studies a single issue, bilateral automated  
negotiation framework. Thus, there are two negotiating parties (Client and Provider) 
represented by mobile intelligent agents. The agents negotiate based on an alternating 
offers protocol [1] aiming to maximize the utilities of the parties they represent. 

Let the negotiation process be initiated by the Client Agent (CA) that sends to the 
Provider Agent (PA) an initial Request for Proposal (RFP) specifying the features of 
the service/product its owner is interested to obtain. Without loss of generality, it is 
assumed that the issue under negotiation is the good’s price. Thus, the PA negotiates 
aiming to agree on the maximum possible price, while the CA aims to reduce the 
price as much as possible. Once the PA receives the RFP of the CA, it either accepts 
to be engaged in the specific negotiation thread and formulates an initial price offer, 
or rejects the RFP and terminates the negotiation without a proposal. At each round, 
the PA sends to the CA a price offer that is subsequently evaluated by the CA against 
its constraints and reservation values. Then, the CA generates a counter-offer and 
sends it to the PA that evaluates it and sends another counter-offer to the CA. This 
process continues until a mutually acceptable offer is proposed by one of the agents, 
or one of the negotiators withdraws from the negotiation, in case for example its time 
deadline is reached without an agreement being in place. Thus, at each negotiation 
round, the agents may: (i) accept the previous offer, in case their constraints are ad-
dressed, (ii) generate a counter-offer, or (iii) withdraw from the negotiation. 
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Quantity a
lp  denotes the price offer proposed by negotiating agent a  during nego-

tiation round l . A price proposal b
lp  is always rejected by agent a  if [ ]a

M
a
m

b
l ppp ,∉ , 

where [ ]a
M

a
m pp ,  denotes agent- a ’s acceptable price interval. In case an agreement is 

reached, we call the negotiation successful, while in case one of the negotiating par-
ties quits, it is called unsuccessful. In any other case, the negotiation thread is called 
active. The objective of the problem studied in this paper is to predict the PA’s behav-
iour in the future negotiation rounds until the CA’s deadline expires. More specifi-
cally, the negotiation problem studied can formally be stated as follows. 

Given: (i) two negotiating parties: a Provider offering a specific good and a Client 
interested in this good’s acquisition, (ii) the acceptable price interval [ ]C

M
C
m pp ,  for the 

Client, (iii) a deadline CT  up to which the Client must have completed the negotiation 

with the Provider, (iv) the final negotiation round index CL  for the Client, (v) a round 

threshold dec
CL  until which the Client must decide whether to continue being engaged 

in the negotiation thread or not, and (vi) the vector { }P
l

P
l pP = , where 12 −= kl  and 

⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢
=

2
,...,1

dec
CL

k , of the prices that were proposed by the Provider during the initial 

1−dec
CL  negotiation rounds, find (i) the price P

LC
p 1− , that will be proposed by the Pro-

vider right before the Client’s deadline expires, and (ii) decide on whether the specific 
negotiation thread can lead to an agreement until round CL  or not. 

2.2   Negotiation Strategy Space of the Provider Agent 

The policy employed by the negotiating agents in order to generate a new offer is 
called negotiation strategy. There are various such strategies that are described in 
detail in [7]. These strategies are well defined functions that may use various input 
parameters in order to produce the value of the issue under negotiation to be proposed 
at the current negotiation round. Three generic families of autonomous negotiation 
strategies can be distinguished: time-dependent (TD), resource-dependent and behav-
iour-dependent (BD) strategies. 

In the current version of this study, the PA adopts a linear combination of a TD 
strategy and a BD strategy, the principles of which are briefly presented hereafter. 
The time-dependent strategies force agents to concede to their price reservation value 
as the remaining negotiation time is reduced. The function that provides the price 
offer a

lp  of agent a  at round l  and time lt  is: 

[ ]⎩
⎨
⎧

−−+
−+=
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= respectively. [ ]1,0∈ak  determines the initial offer at 0=t , 

aT  is the agent’s time deadline, while 0>β  is the concession rate. Depending on the 
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specific value of β , three strategy types can be distinguished: Boulware ( 1<β ) 
where the agent sticks to its initial offer until the deadline is close to expire [12], Con-
ceder ( 1>β ) where the agent starts conceding to its reservation value fairly quickly 
[13], and Linear ( 1=β ) where the agent concedes by the same amount at each nego-
tiation round. In this paper, both the polynomial and the exponential versions of the 
time-dependent strategies have been employed as components of the PA’s hybrid 
strategy, for a wide variety of concession rates and expiration deadlines.  

The BD strategies generate the subsequent offer based on the opponent’s  
behaviour. Depending on the type of imitation they perform, three categories of such 
strategies can be distinguished: relative tit-for-tat (RTFT), where the agent imitates 
proportionally the behaviour its opponent demonstrated δ steps ago, random absolute 
tit-for-tat (RATFT), which is the same as RTFT but in absolute terms, and average 
tit-for-tat (ATFT), where the agent imitates proportionally the average behaviour its 
opponent demonstrated during its γ  past offers. The offer generating function for the 

behaviour dependent strategies is: ( )( )a
M

a
ml

aa
l pptgp ,),(maxmin1 =+ , where 

a
lb

l

b
l

l
a p

p

p
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22
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δ , )()1()( 2221 MRppptg sb
l

b
l

a
ll

a −+−+= +−−− δδ  (where s  is 0 or 1 

if the utility function is decreasing or increasing, and )(MR  is a random number 

generator in the range [ ]M,0 ), or a
lb

l

b
l

l
a p

p

p
tg 1

2)( −
−= γ  for the RTFT, RATFT, or 

ATFT respectively. In this paper, all these three versions of the behaviour-dependent 
strategies have been employed as components of the PA’s hybrid strategy. 

Thus, the offer generating function for the hybrid negotiation strategy of the PA is 
as follows: [ ]{ } ( )( )P

M
P
ml

P
m

P
Ml

PP
m

P
l pptgwpptfpwp ,),(maxmin)1()()(1 1−⋅−+−−+⋅= , 

where w  expresses the significance of the time-dependent component in the PA’s 
strategy, while )( l

P tf  can either be expressed by the polynomial or exponential for-

mulation aforementioned and )( l
P tg  is expressed by one of the RTFT, RATFT, or 

ATFT formulations. Therefore, 6 different couplings exist for the hybrid negotiation 
strategy of the PA, i.e. polynomial&RTFT, polynomial&RATFT, polynomial&ATFT, 
exponential&RTFT, exponential&RATFT, and exponential&ATFT. 

3   The NN-Assisted Negotiation Strategy of the Client Agent 

The mechanism proposed in this paper enhances with learning techniques based on 
Neural Networks (NNs) any of the legacy strategies [7]. As already stated, the NN-
assisted strategies are used by the CA in order to estimate the future behaviour of the 

PA. The objective is to decide at an early round (i.e. dec
CL ) whether to aim for an 

agreement with the specific PA, or withdraw from the negotiation thread as early as 
possible, if no agreement is achievable. Thus, the CA is concerned with estimating the 
PA’s price offer upon the expiration of the CA’s deadline. For this purpose, Neural 
Networks (NNs) are employed that are trained off-line with proper training sets and 
are then used during the on-line negotiation procedure whenever the CA requires so. 
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The CA negotiates based on a linear time-dependent strategy until round dec
CL , i.e. 

the CA’s price offer function is: )( C
m

C
M

C

lC
m

C
l pp

T

t
pp −+= . Then, the CA makes use 

of the NNs to obtain an estimation CLl
Pp =  for the PA’s price offer upon the expiration 

of the CA’s deadline. Round dec
CL  will be hereafter called the prediction round. After 

extensive experimentation, we selected to set the prediction round equal to 50 in the 
studied framework, as it was rendered as the most efficient round, being at the same 
time a relatively early one (50/100), while by then, there are enough samples available 
in order for the NN to predict the PA’s behaviour. 

Upon round dec
CL  the CA decides whether to continue being engaged in the  

negotiation thread aiming for an agreement before the expiration of its deadline, or 
withdraw from the negotiation in case an agreement is not feasible given the CA’s 
deadline and acceptable price interval. The criterion used to make the latter decision 
will simply be whether the negotiation thread is foreseen to be unsuccessful or not. 
Using the notation introduced in subsection 2.1, and if { }withdrawcontinue,∈D  is 

the decision taken by the CA at round dec
CL , while CLl

Pp =  is the estimated by the NN 

PA’s price offer during the CA’s final negotiation round, then the decision criterion 

can be formally expressed as follows: 
⎪⎩
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Thus, the NN enables the CA to save time and withdraw early from negotiation 
threads that will not result in agreements. If the CA decides to continue negotiating 
with this PA, then it uses the legacy negotiation strategy of its choice. The NN is not 

used by the CA after the decision round dec
CL . 

4   The Neural Networks Employed 

Neural Networks (NNs) are complex structures that can be trained to approximate the 
responses originating from most of the physical or not systems. Used in several real 
world applications, they can be designed to provide reliable output estimations when 
triggered with any kind of input depending on the problem to be solved. For this rea-
son the training phase is essential. In our framework, where the value prediction for a 
continuous function is required, we selected to study two types of NNs: the multilayer 
perceptron (MLP) NN and the Generalized Regression (GR) NN. The latter is more 
appropriate for on-line function approximation and is a special case of a Radial Basis 
Function (RBF) NN where an additional linear hidden layer is used [14]. 

In the studied framework, the NNs are used by usually resource limited autono-
mous agents, and thus the size of the NNs needs to be reduced. For the same reason, 
the time required for prediction and the storage resources required by the NNs need to 
be very low, while the NNs’ estimation accuracy needs to be significantly high. Addi-
tionally, the instantiation and training phases of networks’ creation should be per-
formed offline before the negotiation procedures take place and only once, as these 
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are the most time consuming. Driven by the design principles above, in the remainder 
of this section we focus on reasoning over the specific characteristics and configura-
tion of the NNs that have eventually been employed in our experiments. 

For the MLP, we used a training function based on the Levenberg-Marquardt algo-
rithm [14] that is the most convenient one for such problems. Each training vector 
forms the history of PA’s offers until the round that is the 50% of the CA’s deadline 
(here 50=d

CL ). Thus, the MLP NN can be used at round 50 to provide the prediction 

for the PA’s last round offer. The set of training vectors derives from the application 
of different values for parameters β , pL  and w on each of the 6 different cases of 

hybrid strategies described on Section 2.2. The input vectors for the MLP designed, 
are generated for the following values of the specified combination of strategies to 
form the output offer each time: β =[0.5 0.8 1 3 5], ak =[0], pL =[120:20:220] and 

W =[0:0.5:1]. This training space has been selected among many others as it presents 
the lowest mean square estimation error. Thus, 5x1x6x3x6 (hybrid combination 
cases) = 540 different vectors have been applied, each for 100 epochs. The 540 values 
of the PA’s offer on the CA’s timeout are the target of the MLP’s training. Extensive 
experiments for the MLP architecture, where the estimation efficiency of various 
different network configurations has been validated, indicated that the most suitable 
architecture for this MLP NN is: 27 neurons on the single hidden layer (log-sigmoid 
transfer function) and 1 output neuron (linear). Similarly to the MLP training, we used 
for the GR training input vectors of 50 values of the PA’s offers (one vector on each 
of the cases below). Thus, the training vectors are derived from all the possible com-
binations of the following targets: β =[0.5 0.75 1 1.5 2], ak =[0], pL =[150:25:250] 

and W =[0:0.5:1]. Note here that the required vectors (5x1x5x3x6=450) lead to a 
network with much more neurons (i.e. 450) than the corresponding MLP (1 for each 
pattern). This was expected, as RBF (and thus GR) NNs tend to have bigger sizes 
compared to MLP NNs for the same problem. After exhaustive experiments, we se-
lected the spread parameter to be equal to 10 instead of the default (1.0), in order to fit 
data smoothly and not precisely as similar input vectors can lead to substantially dif-
ferent PA timeout offers and a precise fit would create a network that would suffer 
from wrong generalization [14]. These two networks having simulated over a wide 
range of experimental settings for various negotiation characteristics leading to the 
results presented in the following section. 

5   Experimental Evaluation 

In this section, the experiments conducted to evaluate the performance of the designed 
MLP and the GR NNs concerning the estimation of the future behaviour of the  
negotiating PA are presented. In this respect, various experiment families have been 
conducted, where the NNs are trained to approximate the behaviour of the PA and 
attempt to estimate the price offer of the PA at the 100th negotiation round i.e. upon 
the expiration of the CA’s deadline, based on the PA’s offers of the first 50 rounds. 
All families aim to compare the actual behaviour of the PA with the one predicted  
by the MLP and the GR NNs, when the hybrid PA’s strategy is governed by the  
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following parameter intervals: [ ] [ ]200,100, =P
M

P
m pp , [ ]5.2:1.0:1,9.0:05.0:5.0∈β , 

]250:10:150[=PL  and ]1:2.0:0[=w , while the time-dependent CA’s strategy has 

been configured so that: [ ] [ ]150,50, =C
M

C
m pp , 1=β  and 100=CL . These values 

were carefully selected in order to feed the NN processes with enough data and effi-
ciently simulate the behaviour of the negotiators when they face no strict agreement 
deadlines. Additionally, the acceptable price intervals for each party were selected so 
that a substantial (50%) but not full price interval overlap between the negotiators 
exists and to constitute the behavioural strategies as fair as possible. As already stated, 
the time-dependent part of the PA’s strategy is formulated either based on the poly-
nomial or the exponential expression presented in Section 2.2, while the behavioural 
part of its strategy is either the relative tit-for-tat (RTFT), the random absolute tit-for-
tat (RATFT), or the average tit-for-tat (ATFT), also described in Section 2.2. Thus, in 
total, approximately 10 thousand experiments have been conducted with different PA 
strategy settings. The estimated by the NNs parameter is mainly the minimum PA 
price offer until the expiration of the CA’s deadline, i.e. the PA’s offer at the 100th 
negotiation round, where the procedure should end as the deadline of the CA is 
reached. 

As already stated, the enhanced strategies use the NN estimation for the minimum 
acceptable price of the PA to decide whether they should continue being engaged in 

the specific negotiation thread or not. In case C
M

P
m pp > , where P

mp  is the price offer 

made by the PA to the CA upon the CA’s deadline expiration (in our study at round 
100), the CA terminates the negotiation at round 50. However, after several experi-
ments it has been made clear that as the two NNs have the tendency to either over- or 

under-estimate the minimum PA price offer, the criterion 150=> C
M

P
m pp  is not the 

one producing the optimal results. In Figure 1, the results of the experiments per-
formed to identify the optimal classification threshold for the success or failure of the 
negotiation threads are illustrated. More specifically, the respective diagrams depict 
three lines over varying decision price thresholds: the blue line represents the percent-
age of the successful negotiation threads (SNTs) that have been mistakenly identified 
as unsuccessful by the NN, the red line depicts the percentage of the unsuccessful 
negotiation threads (UNTs) that have been wrongly detected as successful, and the 
green line illustrates the combined/average error for both cases above. Figure 1 pre-
sents the results in case the MLP NN is used, while Figure 2 corresponds to the case 
where the GR NN is used. 

As indicated in Figure 1, even though the 150 price threshold results in very low 
overall negotiation thread classification error (NTCE) in case the MLP NN is used by 
the CA, the actual minimum NTCE is observed when the decision criterion for identi-

fying the UNTs is 146100 >=
P
Lp . This is due to the fact that the MLP NN has a ten-

dency to underestimate the PA price offers. On the other hand, as can be observed in 
Figure 2, when the GR NN is used by the CA, the minimum NTCE is observed when 
the decision criterion for classifying a negotiation thread as unsuccessful is 

153100 >=
P
Lp . This is due to the fact that the GR NN often overestimates the PA’s 

minimum price offer. 



34 I. Papaioannou, I. Roussaki, and M. Anagnostou 

 

Fig. 1. Negotiation thread classification error over varying decision price threshold in case the 
CA employs an MLP NN 

 

Fig. 2. Negotiation thread classification error over varying decision price threshold in case the 
CA employs a GR NN 

In Table 1, comparative results concerning the unsuccessful negotiation  
thread (UNT) detection by the two NN-assisted negotiation strategies, when the  
PA adopts an hybrid negotiation strategy composed by a time-dependent and a  
behaviour-dependent part. Each table row represents one experiment set where the  
PA adopts a specific strategy coupling, which is one of the following: Poly&RTFT, 
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Poly&RATFT, Poly&ATFT, Exp&RTFT, Exp&RATFT, and Exp&ATFT. The val-
ues presented are average over the various PA concession rates 
( [ ]5.2:1.0:1,9.0:05.0:5.0∈β ), timeouts ( ]250:10:150[=PL ), and PA strategy 

weights ( ]1:2.0:0[=w ). As already stated, for all experiments it stands that 

[ ] [ ]200,100, =P
M

P
m pp , [ ] [ ]150,50, =C

M
C
m pp  and 100=CL , while the CA adopts a 

linear time-dependent strategy until the 50th round, where it decides whether to with-
draw or not from the negotiation. The second column in Table 1 depicts the number 
of unsuccessful negotiation threads (UNTs). These unsuccessful negotiations are due 
to the fact that C

M
P
L pp >=100 . The third column in Table 1 indicates that the duration 

of the UNTs is always equal to 100=CL 1 in case no opponent behaviour prediction 
mechanism is used. The next pair of columns illustrates the number of UNTs that 
were detected by the NNs at round 50, while the subsequent pair of columns presents 
the UNTs’ elimination ratio, i.e. the ratio of UNTs that were correctly identified by 
the NNs as unsuccessful and terminated before the expiration of the CAs deadline. 
The last two pairs of columns in Table 1 illustrate the mean duration of the UNTs and 
the mean UNT duration decrease with regards to the case where no opponent behav-
iour prediction mechanism is used. 

Table 1. Comparative results concerning the unsuccessful negotiation thread (UNT) detection 
by the two NN-assisted negotiation strategies, when the PA adopts a hybrid negotiation strat-
egy. Each table row represents one experiment set where the PA adopts a specific strategy 
coupling indicated in the first table column. 

#UNTs   
detected at 
round 50 

UNTs’  
elimination  
ratio (%) 

Mean UNT 
duration 

Mean UNT 
duration  

decrease (%) 

PA Hybrid 
Strategy  
Coupling 

#UNTs 

Mean 
UNT 

duration 
(no NN) MLP GR MLP GR MLP GR MLP GR 

Poly&RTFT 145 100 144 123 99.3 84.8 50.3 57.6 49.7 42.4 
Poly&RATFT 145 100 145 132 100 91.0 50 54.5 50 45.5 
Poly&ATFT 145 100 145 123 100 84.8 50 57.6 50 42.4 
Exp&RTFT 777 100 777 540 100 69.5 50 65.3 50 34.7 

Exp&RATFT 777 100 702 540 90.3 69.5 54.8 65.3 45.2 34.7 
Exp&ATFT 777 100 777 540 100 69.5 50 65.3 50 34.7 

   OVERALL 97.3 72.2 51.4 63.9 48.6 36.1 

As one may easily observe in Table 1, the MLP NN manages to detect and elimi-
nate 97.3% of the UNTs, demonstrating mean UNT duration equal to 51.4, which is 
48.6% lower than the one achieved when no NN is used. On the other hand, the GR 
NN is less successful, as it detects and eliminates only 72.2% of the UNTs in average, 
which results in mean UNT duration equal to 63.9, thus reducing it by 36.1% com-
pared to the case where NNs are not used. The reduction of the mean UNT duration 
achieved by both NNs is highly significant as the CA has the time to get engaged in 
another negotiation thread that may lead to agreements. Therefore, with regards to the 

                                                           
1 To be more accurate, the duration of UNTs is equal to: ( )PC LL ,min . However, in this paper’s 

study, we always have PC LL < , and thus the duration of UNTs is equal to CL . 



36 I. Papaioannou, I. Roussaki, and M. Anagnostou 

elimination of the UNTs, the MLP-assisted strategy clearly outperforms the GR-
assisted negotiation strategy, as it detects approximately 35% more UNTs. 

The results presented in Table 1 concerning the detection of the UNTs are not 
enough to evaluate the overall performance of the NN-assisted strategies. This is due 
to the fact that, even if the MLP NN manages to eliminate up to 35% more UNTs than 
the GR NN, in several cases it mistakes threads than can lead to agreements for 
UNTs. In Table 2, evaluation metrics concerning the correct or faulty detection of 
both SNTs and UNTs by the two NNs are presented. As in Table 1, also in Table 2, 
each row represents one experiment set where the PA adopts a specific strategy cou-
pling. All values depicted in the rest of the columns of Table 2 are average over  
the various PA concession rates, timeouts, and PA strategy weights, while the  
same agent’s price intervals, CA timeout and CA decision round have been used as in 
Table 1. The second and third columns in Table 2 depict the overall number of SNTs 
and UNTs respectively that have been observed for the strategy coupling indicated in 
column 1. Of course, the UNTs are due to the fact that C

M
P
L pp >=100 . The next pair of 

columns indicates the overall number of SNTs that have erroneously been identified 
as UNTs by the MLP and the GR NNs. The subsequent column pair depicts the over-
all number of UNTs that have wrongly been identified as SNTs by the two NNs. The 
next two pairs of columns present the SNT and the UNT classification error (%) dem-
onstrated by the two NNs. Finally, the last pair of columns in Table 2 illustrates the 
overall NT classification error, i.e. the overall percentage of both SNTs identified as 
UNTs and UNTs identified as SNTs by the two NNs. 

Table 2. Comparative results concerning the correct or faulty detection of successful negotia-
tion threads (SNTs), as well as unsuccessful negotiation threads (UNTs) by the two NN-
assisted negotiation strategies, when the PA adopts a hybrid negotiation strategy. Each table 
row represents one experiment set where the PA adopts a specific strategy coupling indicated in 
the first table column. 

#SNTs  
classified as 

UNTs 

#UNTs’ 
classified as 

SNTs 

SNT classifi-
cation error 

(%) 

UNT classifi-
cation error 

(%) 

Overall NT 
classification

error (%) 

PA Hybrid 
Strategy 
Coupling 

#SNTs #UNTs

MLP GR MLP GR MLP GR MLP GR MLP GR 
Poly&RTFT 1505 145 117 21 1 22 7.8 1.4 0.7 15.2 7.2 2.6 

Poly&RATFT 1505 145 141 26 0 13 9.4 1.7 0 9.0 8.5 2.4 
Poly&ATFT 1505 145 145 23 0 22 9.6 1.5 0 15.2 8.8 2.7 
Exp&RTFT 873 777 19 10 0 237 2.2 1.1 0 30.5 1.2 15.0 

Exp&RATFT 873 777 38 10 75 237 4.4 1.1 9.7 30.5 6.8 15.0 
Exp&ATFT 873 777 48 10 0 237 5.5 1.1 0 30.5 2.9 15.0 

     OVERALL 7.1 1.4 2.7 27.8 5.9 8.8 

As indicated in the results presented in Table 2, the GR NN manages to correctly 
classify most of the SNT’s, incorrectly detecting as UNT’s only 1.4% of the SNTs in 
average, thus outperforming the MLP NN that demonstrates 7.1% average SNT clas-
sification error. Thus, the MLP NN erroneously classifies five times more SNTs as 
UNTs, with respect to the GR NN, therefore eliminating the chance of the CA to 
reach a beneficial agreement. However, with respect to the UNT classification error, 
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the MLP NN greatly outperforms the GR NN, as it incorrectly detects as SNTs only 
2.7% of the UNTs in average, while the respective error of the GR NN is 27.8%, i.e. 
ten times as much. The overall negotiation thread classification error is 5.9% for the 
MLP NN and 8.8% for the GR NN. Thus, in case the CA equally treasures the correct 
classification of both SNTs and UNTs, then the MLP-assisted strategy clearly outper-
forms the GR-assisted negotiation strategy, as the latter demonstrates approximately 
50% higher overall classification error. 

For the reasons above, it is concluded that MLP NNs are more appropriate for as-
sisting negotiating intelligent agents to detect unsuccessful negotiation threads at an 
early negotiation round, in case their opponents follow hybrid strategies that consist 
of time-dependent and behaviour-dependent components. 

6   Related Work 

Neural networks have been used by various researchers in the AI domain. However, 
only a few have used them in automated negotiations and none for hybrid negotiation 
strategies or early avoidance of unsuccessful negotiation threads. In [15][16][17][18], 
neural network approximators are used in bilateral single-instance negotiations. Nev-
ertheless, the experimental evaluation analysis provided to support the results of these 
efforts is based on significantly limited experiment datasets and mainly aim to predict 
the next offer of the opponent. Moreover, most of the neural networks adopted are not 
properly sized for online procedures and this is a significant drawback, which is suffi-
ciently dealt with in the framework proposed in this paper, as well as in the approach 
presented in [18]. Over the aforementioned efforts [15][16][17][18], the approach 
proposed herewith presents the following advantages: it is quite lightweight and suit-
able for online negotiations, it requires no prior knowledge for the behaviour of the 
opponent, it eliminates the unsuccessful negotiation threads very early in the process 
thus saving the negotiators significant resources and giving them extra time to reach 
agreements with other parties, and finally it is applicable when opponents adopt arbi-
trary combinations of the basic strategies. To the best of the author’s knowledge, this 
problem has not been dealt with by other research groups, and no similar solution has 
been proposed in the literature neither for simple nor hybrid strategies. 

The authors have recently designed and evaluated several single-issue bilateral ne-
gotiation approaches, where the CA is enhanced by NNs. More specifically, in [19], 
the CA uses a lightweight feedforward back-propagation NN coupled with a fair rela-
tive tit-for-tat imitative tactic, and attempts to estimate the PA’s price offer upon the 
expiration of the CA’s deadline. This approach increases the number of agreements 
reached by one third in average. In [20], the performance of MLP and RBF NNs to-
wards the prediction of the PA’s offers at the last round has been compared. The ex-
periments indicate that the number of agreements is increased by ~38% in average via 
both the MLP- and the RBF-assisted strategies. Nevertheless, the overall time and the 
number of neurons required by the MLP are considerably higher than these required 
by the RBF. On the other hand, and in order to early predict the potential unsuccessful 
negotiation threads, MLP and GR NNs have been employed by the CA in [21]. It  
has been observed that the MLP NN detects more than 90% of UNTs in average, 
outperforming by little the GR NN. However, the case of opponents adopting hybrid 
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strategies, which is the main focus of this paper, has not been dealt with in [21] or in 
other efforts of the authors. 

7   Conclusions and Future Plans 

The extensive experiments conducted indicate that when intelligent agents are as-
sisted by NNs in single issue bilateral negotiations, they are capable of predicting 
their opponent’s behaviour with significant accuracy, in case the latter adopts a hybrid 
negotiation strategy. Thus, CAs are enhanced with the ability to predict the potential 
outcome of negotiation threads and substantially reduce the duration of unsuccessful 
negotiation threads. For the purpose above, two NN architectures have been used for 
assisting CAs (i.e. MLP and GR NNs), while the PA has been assumed to negotiate 
based on a hybrid strategy consisting of time-dependent and behaviour-dependent 
components. In this framework, MLP NNs turn out to be more appropriate than the 
GR NNs for detecting unsuccessful negotiation threads at an early negotiation round, 
as they manage to identify 97.3% of them in average, thus reducing their duration by 
half. The MLP-assisted strategy clearly outperforms the GR-assisted negotiation 
strategy also concerning the overall classification error of both successful and unsuc-
cessful negotiation threads, as the GR NNs demonstrates approximately 50% higher 
overall classification error than the MLP NNs in average. Thus, by exploiting prop-
erly trained MLP NNs, the CA is enhanced with the ability to avoid a possible unprof-
itable or even unachievable agreement. This leads to minimization of the required 
resources and maximization of the CAs overall profit from a series of threads for a 
single commodity. 

After these promising results, the authors are now working on enhancing the pro-
posed approach to support the selection of the most appropriate learning technique 
based on the prediction of the potential client utility achievable, which will be ex-
pressed as a function of both the minimum price offer estimation and the estimated 
round of agreement. Furthermore, the design of an alternative hybrid CA strategy is 
currently being studied, which couples the NN estimations with legacy strategies from 
the very first round. Additionally, it lies among the authors’ future plans to consider 
cases where the opponent agent is not trustworthy, thus being malicious or credulous 
or skeptical. Finally, the authors aim to extend the proposed approach to also support 
multi-issue multi-lateral negotiations, to study scalability aspects and to apply the 
proposed techniques on PAs following arbitrary negotiation strategies, a highly chal-
lenging task in the automated negotiation research field. 
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Abstract. Due to the complex nature of training neural network (NN), this 
problem has gained popularity in the nonlinear optimization field. In order to 
avoid falling into local minimum because of inappropriate initial weights, a 
number of global search techniques are developed. This paper applies a novel 
global algorithm, which is electromagnetism-like mechanism (EM) algorithm, 
to train NN and the EM based algorithm for neural network training is  
presented. The performance of the proposed algorithm is evaluated in classi-
fication problems and the comparison with BP and GA algorithms shows its 
effectiveness. 

1   Introduction 

An artificial neural network (NN) is a parallel information processing system which is 
composed of a large number of neurons interconnected by weighted links. NNs have 
great ability of self-learning, self-organizing, error-tolerance and nonlinear modeling, 
and NNs are suited for solving classification problems. The ability of a NN to classify 
accurately greatly depends upon the selection of proper weights during the NN training.  

Back-propagation (BP) and some variations are common for NN training. How-
ever, this kind of algorithm suffers from the typical handicaps of all gradient tech-
niques: very slow convergence rate, converging locally and the learning parameters 
need to be predetermined[1].  

In recent years, many improved learning algorithm are proposed to overcome the 
handicaps of gradient techniques. The most common of these include a direct optimi-
zation method using a polytope algorithm[2] and global search techniques like evolu-
tionary programming[3], simulated annealing[3] and genetic algorithm (GA)[4].  

Electromagnetism-like mechanism (EM) algorithm, first proposed by Birbil and 
Fang in 2003[5], is a global search procedure that searches from one population of 
points to the next population, focusing on the area of the best solution to that point. In 
this paper, a new algorithm based on EM for NN training is presented. Then we test 
the performance of EM in training NN for classification problems by comparing with 
BP and GA.  

The paper is organized as follows: Section 2 gives the general scheme of EM. A 
training algorithm based on EM for NN is given in Section 3. Section 4 presents the 
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simulation results for the classification problems. Finally in section 5 we present some 
conclusions and perspective remarks. 

2   Electromagnetism-Like Mechanism (EM) 

EM optimization heuristic is first proposed by Birbil and Fang (2003) for global op-
timization problems. It simulates the behavior of electrically charged particles and 
utilizes an attraction-repulsion mechanism to move a population of points toward 
optimality. Compared with other well-known optimization methods, EM has shown a 
substantial performance. It is also proved to exhibit global convergence with probabil-
ity one [6], [7].  

It makes all the points converge to the highly attractive valley and move further 
away from the steeper hills simultaneously. In EM, each point is treated as a charged 
particle and the charge is determined by the objective function value. The better the 
point is, the less charge it loads. And it is more likely to attract the other points. After 
calculation of all the charges, the direction of the movement for each point is deter-
mined by the total force exerted on it.  

This paper introduces the procedures of EM on the nonlinear optimization prob-
lems with bounded variables in the following form:  

min ( )f x , subject to x S∈ .where ( )f x is a nonlinear function and 

{ }| , 1,...n
k k kS x R l x u k n= ∈ −∞ < ≤ ≤ < ∞ = is a bounded feasible region. The pa-

rameters are dealt with as follows. n is the dimension of the problem. ku is the upper 

bound of the kth dimension. kl  is the lower bound of the kth dimension. 

EM consists of four phases: initialization, local search, calculation of the total force 
exerted on each point and movement along the direction of the force.  

(1)Initialization: m points are sampled from the feasible domain. Each coordinate 
of the point is uniformly distributed between corresponding upper bound and lower 
bound. Then we can calculate the objective function value after each point is sampled. 
When the m points are all identified, the point with the best objective function value 
is stored into bestx . 

(2) Local search: This procedure is used to gather the local information for a point. For 
EM, local search is very important for both the ability of exploration and exploitation.  

(3) Calculation of the total force: This procedure is the most important one in the 
whole scheme of EM for balancing the searching time and searching quality.  

The charges of the points are computed according to their objective function val-
ues. The charge iq  is calculated as follows: 

( ) ( )

( )
1

exp , 1, 2,...,
( ) ( )

i best

i m

k best
k

f x f x
q n i m

f x f x
=

⎛ ⎞
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⎝ ⎠

∑
 (1) 

Then, the total force iF  exerted on point i can be worked out as follows:  
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As we can see, between two points, the point having the better objective function 
value attracts the other one, on the contrary, the point having the worth objective 
function value repulses the other one.  

(4) Movement of the particles: After calculating the total force vector iF , the point 
i is moved in the direction of the force by a random step length as given as follows: 

( ), 1,2,...,
|| ||

i
i i

i

F
x x RNG i m

F
λ= + =  (3) 

λ  is the random step length assumed to be uniformly distributed between 0 and 1. 
We select a random step length to ensure that the points have a nonzero probability to 
move to the unvisited regions along the direction of the force. RNG is a vector denot-
ing the allowed feasible movement toward the upper bound or the lower bound for the 
corresponding dimension.  

3   EM Based Algorithm for NN Training 

The architecture of the neural network is chosen to be a three-layer fully connected 
feedforward network. In general, before training, a number of samples for training are 
chosen. For each sample, there must be some error between the real outputs and the 
expected outputs. In the training algorithm, the objective function is defined as the 
sum of squared error. The training procedure is used to find the proper weights by 
minimizing the objective function. The sum of squared error is defined as:  

( )
2

, ,
1 1

1

2

N C

j i j i
i j

E y d
C = =

= −∑∑  (4) 

where N is the number of samples in training set. C is the number of notes of the out-
put layer. ,j iy is the real output value from the jth output of the ith sample. ,j id is the 

expected output value from the jth output of the ith sample.  
In the training algorithm, each point represents a string including all the weights 

and thresholds. The charge of each point is determined according to the network error 
in the current weights and thresholds. On the basis of the procedures of EM, the steps 
of the EM based algorithm for NN training are described as followings: 

Step1: Initialization. Choose an initial population N and the maximum number of 
iteration, all the initial strings of weights and thresholds are generated at random in a 
definite range.  

Step2: Calculate the error. In the case of the current weights and thresholds, com-
pute the real output of the network for each sample and calculate the error E accord-
ing to the equation (4).  
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Step3: Calculate iq  and iF . Set the objective function value ( )f x with E, the ob-

jective of training is to minimize it. Then calculate the values of iq  and iF  according 

to the equations (1) and (2).  
Step4: Update the variables. The set of connection weights and thresholds is just as 

the variable x in the objective function ( )f x , thus update the variables according to 

equation (3). 
Step5: Stop if the maximum number of iteration is reached, if not, go back to 

Step2.  

4   Simulation Results and Analysis 

In this study, three of benchmark classification problems are chosen. These problems 
include Iris, Ionosphere and Breast cancer. 

Iris problem is used to identify the category of Iris according to four properties of 
one flower. This problem set consists of 150 examples, all of these can be classified 
into three categories and each category accounts for one third. The examples are split 
with 101 for training and 49 for testing.  

Ionosphere problem is used to classify the radar returns from the ionosphere. This 
problem set consists of 351 examples. Each example includes 34 inputs which are 
continuous real number representing the parameters of electromagnetic signals. The 
outputs are classified into two categories good and bad. The examples are split with 
200 for training and 151 for testing. 

Breast cancer problem is used to correctly diagnose breast lumps as either benign 
or malignant based on data from examination of cells. This problem set consists of 
699 examples. Each example includes 9 parameters from examination for input and 2 
outputs. The examples are split with 500 for training and 199 for testing. 

In order to evaluate the performance of the proposed algorithm, we compare the 
computational results with that of BP and GA. In the BP algorithm, the learning 
rateη is set 0.7 and the momentum factorμis set 0.8. In GA, the population number 
n is set 80, the crossover probability cp  is set 0.9 and the mutation probability mp  is 
set 0.01. In EM, the initial weights are random numbers in the range [-1, 1].  

The computational results are shown in Table 1.The results show EM performs 
better than BP algorithm and GA in terms of classification accuracy and convergence 
speed. It can be concluded that when the training time is almost the same, the per-
formance of the proposed algorithm will be better in classification accuracy; and 
when the same criterion of error is reached, EM will need less computational expense.  

The number of hidden nodes and the maximum number of iterations is also dem-
onstrated in Table 1. In the Iris problem, when the maximum number of iterations is 
set to 400, the classification accuracy of EM showed no superiority than GA. So we 
increase the maximum number of iterations to 500, then the classification accuracy is 
improved and the computational time increases a little. We selected the best results in 
20 runs, and the CPU time is the average time of the 20 runs. All the data about GA 
and BP is taken from the reference [8]. 
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Table 1. Comparison of EM, GA and BP 

   

Iris Iono-
sphere 

Breast can-
cer 

Classification error 1.771 3.369 0.477  
Classification accuracy 97.959% 96.689% 98.851%  

CPU time(s) 45.203 178.141 82.953 

Number of hidden 
notes 

12 8 8 

E
M 

Maximum number of 
iterations 

500 800 400 

Classification error 2.928 4.369  1.499  

Classification accuracy 93.877% 93.377% 98.492%  

CPU time(s) 48.369 817.596 286.782 

Number of hidden 
notes 

8 15 12 

G
A 

Maximum number of 
iterations 

400 800 400 

Classification error 2.198 4.037  1.556 

Classification accuracy 95.918% 93.377% 98.492%  

CPU time(s) 55.340 811.477 382.580 

Number of hidden 
notes 

8 15 12 

B
P 

Maximum number of 
iterations 

1000 2000 1000 

5   Conclusion 

A novel neural network training algorithm based on EM is proposed in this paper. 
Experiment results show that EM, as a powerful global optimization method, is suc-
cessful in training neural networks for classification problem. In the comparison with 
BP and GA, the proposed algorithm is more efficient in terms of classification accu-
racy and computational expense.  

There are still some directions to be followed. Firstly, EM can be used to train the 
structure of NN in order to tune the links. Moreover, combination with other local 
search scheme can enhance the efficiency of EM. It is also promising to apply the 
trained neural network in more real-word applications. 
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Abstract. The paper describes an application of evolvable fuzzy neu-
ral networks for artificial creativity in linguistics, which consists of the
intelligent mechanisms of affix and root morpheme creativity and analy-
sis. The task of the creation of an English vocabulary was resolved with
neural networks which have an evolvable architecture with learning ca-
pabilities as well as a fuzzy connectionist structure. The paper features a
form of artificial creativity which creates words on its own using genetic
algorithms, fuzzy logic methods, and multiple layer neural networks. A
review of selected issues is carried out with regards to linguistic creativ-
ity as well as spontaneous language production. The paper also presents
experimental results of affix and root morpheme recognition in the con-
text of word meaning analysis.

Keywords: artificial intelligence; artificial creativity; evolvable fuzzy
neural networks; natural language processing.

1 Artificial Creativity in Linguistics

The paper deals with the most productive word formation processes of the En-
glish language, i.e. derivation, which includes prefixation, suffixation and infix-
ation. Artificial creativity in linguistics presented in the paper involves creation
of new words using evolvable fuzzy neural networks. This artificial creativeness
is a process involving the generation of new morphemes or words, or new associ-
ations between existing morphemes or words. The initialization of the artificial
creativeness proposed in the system replaces primitively some functions of the
frontal lobes which have been found to play a part in spontaneous language
production.

We are speaking here only metaphorically as we do not know the nature of
the neurobiological implementation of the functions of language in the form of
electrophysiological responses in the brain. However, it seems clear that neural
networks are a good working metaphor for the functions of language in the brain
[1]. We start from the hypothesis of a neural basis for language.

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 46–53, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The approach we are using here is that of hybrid neural networks towards the
creation of an English vocabulary based on learning patterns created with lists
made of essential words or limited vocabularies. The motivation for using binary
neural networks for the creation of an English vocabulary is that they offer the
advantage of simple binarization of morphemes and words, as well as very fast
training and run-time response of this type of neural networks [2,3,4].

2 The State of the Art

According to the literature, the main reason for investing time, research budget,
and talent in the quest for a truly creative machine is to work towards an answer
to the question of whether machines can be made to behave like humans. If the
creative side of human cognition can be captured by computation, then it is very
likely that computers can acquire human-like skills and capabilities.

In the light of recent research work, it is believed that, as humans uncover
reasons for thinking that human creativity is in fact beyond the reach of com-
putation, they will be inspired to nonetheless engineer systems that dodge these
reasons and appear to be creative. A side effect of the human approach is per-
haps to provide artificial intelligence with at least some early steps towards a
theoretical foundation for machine creativity. Absent such a foundation which
to be effective, would presumably have to be somewhat mathematical in nature,
artificial creative agents will never be achieved.

3 Description of the Method

The artificial limbic system of the human brain is represented in the system
primitively with affective computing software which involves tasks related to the
frontal lobes activity in spontaneous language production. Fuzzy logic descrip-
tion of language production is associated with memory which consists of encoded
knowledge base. The activation values of language production are the inputs of
the artificial neural network of a type of neuronal classifier. The threshold value
of the output of the network can be half of the maximum value. The classi-
fier initializes binary images of graphemes. Each of the output values which are

G
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1
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ABCDEFGH I J KLMNOPQRSTUVWXYZ
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Graphemes to a morpheme

Represented letter

0 (for ANN: -1)

1

Bit =

{

}

Fig. 1. Binary image of a grapheme and morpheme
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greater than the threshold value indicates the bit representing a specified letter
in the binary image. The initialized graphemes are consolidated into a morpheme
represented as a two dimensional binary image (Fig. 1). The grapheme number
parameter which determines the size of the morpheme as a binary image is a
chromosome for the evolutionary algorithms. That chromosome is a subject for
evolutionary optimization (Fig. 2a) with the fitness function based on statistics
of the number of graphemes of affixes (prefixes, suffixes and infixes). The ini-
tialized binary image of a morpheme determines the evolvable architecture of
the artificial neural network for recognizing affixes. The evolvable network is a
3 layer Hamming net with a Maxnet layer (Fig. 3). Fuzzy modeling of learn-
ing patterns is based on restrictions on the formation of affixes. Learning is
also supported with evolvable affixes, which are the generations of chromosomes
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Fig. 2. Illustration of (a) the problem of the morpheme (affix) creativity, (b) the prob-
lem of the root morpheme creativity using evolvable fuzzy neural networks
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Fig. 3. Structure of the Hamming neural network

prefix, suffix and infix. The fitness function of the evolutionary optimization of
the affixes is based on fuzzy restrictions on affix formation. The output neu-
rons of the 3 layer neural network represent the classes of affixes. The network
recognizes the affix by directly applying the one-nearest-neighbor classification
rule. The grapheme population of 26 individuals represents each letter of the
modern Latin alphabet. The chromosome which determines the size of a binary
image of a morpheme is a subject for evolutionary optimization with the fitness
function based on statistics of the number of graphemes of root morphemes. The
grapheme population is a subject for multi-point crossover type evolution of its
binary image bits [5,6,7]. The initialized binary image of the evolvable morpheme
determines the evolvable architecture of the 3-layer artificial neural network for
recognizing root morphemes. The connectionist structure of the network is deter-
mined by the evolutionary morpheme binary image which is evolvable in terms
of its size and bit values (Fig. 2b). The network is equipped with learning pat-
terns of restrictions on the formation of root morphemes using fuzzy modeling.
The fuzzy reasoning is applied for the learning and connectionist structure. The
fuzzy learning patterns are evolving chromosomes with regard to image bits.
The network recognizes root morphemes as word components represented by
output neurons with classification into root morpheme classes. The construc-
tion of a new word is preceded by prefix derivations, suffix derivations, the root
morpheme and infix insertion. The word formation consists of consolidation of
the created morphemes with respect to the proper word structure composed of
prefixes, root morphemes, infixes and suffixes.

The cycle of artificial creativity in linguistics using evolvable fuzzy neural
networks is shown in Fig. 4. The hybrid system uses neural classifiers equipped
with evolvable fuzzy logic membership functions and rules (Fig. 5). The structure
of the neural network for morpheme creation, which consists of input and hidden
neurons, is shown in Fig. 6.
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Fig. 5. Neural classifier using evolvable fuzzy logic membership functions and rules
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4 Experimental Results

The results of the experiments with the implementation of this hybrid system
architecture were evaluated. The system was also examined with regard to the
repeatability of the results.

As shown in Fig. 7, the ability of the implemented evolvable fuzzy neural
networks to recognise an affix and root morpheme depends on the number of
letters of that letter string. For best performance, the neural network requires a
minimum number of letters of each morpheme being recognized as its input.

Lmin = 0,86 * L0,72
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Fig. 7. Sensitivity of morpheme recognition: minimum number of letters of the mor-
pheme being recognized vs. number of morpheme letters

5 Conclusions and Perspectives

Creativity is generally regarded to involve breaking the kind of rigid rules stand-
ing at the heart of logic. However, the proposed architecture provides a form of
creativity that does not defy logic. It is believed that a good artificial vocabulary
generator may provide a wide variability. The experimental results showed that
the proposed artificial intelligence system architecture can secure wide variability.

Application of binary evolvable fuzzy neural networks allows for recognition
of morphemes with similar meanings but different letter string patterns. The
method presented in this paper can be easily extended.
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In the literature there are very few reports about the discussed problem in
the field of artificial creativity in linguistics. The method proposed in this paper
is a conceptually new approach to this problem. The experimental results of
the proposed method of creation of an English vocabulary show its promising
performance, and can be used for further development and experiments.

In the future, natural language will undoubtedly be the most common and
direct way for communication between humans and computers. The proposed
evolvable fuzzy neural networks are both effective and flexible which makes their
application possible in many fields of natural language processing.
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Abstract. Based on analyzing Legendre wavelets, this paper presents the ex-
tended Legendre wavelets (ELW), which is defined on the interval ),( rr− , and 
proves to be orthogonal. Furthermore, this paper constructs the extended Leg-
endre wavelet neural network (ELWNN) by using the ELW functions instead of 
the activation functions of a multilayer perceptron neural network (MPNN). The 
ELWNN has advantages of simple structure and very efficient convergence rate. 
Additionally, the ELWNN is applied to the approximation a function and better 
approximate results are achieved.  

Keywords: Legendre wavelets; multilayer perceptron neural network; extended 
Legendre wavelets neural network. 

1   Introduction 

Artificial neural networks are computational tools for pattern classification but recently 
have been widely used to solve a wide range of problems related to signal processing, 
because they provide high quality of approximation, prediction of substantially sto-
chastic and chaotic signals under a priori and current uncertainty [1]. While the 
Wavelet neural network is a neural network where wavelet basis functions are used as 
activation functions [2,3,4]. While because of the properties of Legendre wavelets, the 
Legendre wavelets neural network has simple architecture [5]. This paper presents  
the ELW. Regarding the ELW functions as the activation functions of a MPNN, the 
ELWNN is constructed and it is applied to the approximation of a function trained with 
gradient descent algorithm and better results are obtained, compared with the MPNN 
trained with Levenberg-Marquardt algorithm. This demonstrates the validity and ap-
plicability of the ELWNN.  

2   Properties of Legendre Wavelets 

In this section, Legendre wavelets are analyzed. Taking advantage of the property of 
Legendre wavelets presented by piecewise polynomials, this paper presents the trans-
lation property of Legendre wavelets.  



 Extended Legendre Wavelets Neural Network 55 

Legendre wavelets are the functions for the form [7-9] 
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and n  denotes decomposition level for ,...2,1=n ; m denotes integer translation for 

12,...,1,0 −= nm , and k  is the degree of the Legendre polynomials. Actually, 

Legendre wavelets approximate a function by piecewise Legendre polynomials. Then, 
Legendre wavelets that are defined on the interval )1,0[ can be obtained through a 

translation operator transformation on Legendre wavelets, defined on the subinterval. 
Here, a concept of translation operator is presented.   

Definition 1. A translation operator is defined by  

)()(:)( xgxffiT → , 

where the )(iTright , )(iTleft and )(iT  denote the function )(xg  derived from the 

function )(xf  by translating i  times on the right, on the left and on the right and left, 

respectively.  

Lemma 1. Legendre wavelets, defined on the interval )1,0[ , can be obtained through 

the )(mTright transformation on Legendre wavelets, defined on the subinter-
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where 12,...,1 −= nm . 
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It is very easy to prove [10]. According to the translation property, the definition in-
terval of Legendre wavelets can be extended. Thus, a concept of the ELW is presented. 

3   Extended Legendre Wavelets and Its Properties 

In this section, the definition interval of Legendre wavelets is extended to the inter-
val ),( rr− . Then, properties of the ELW are analyzed. Now, if the interval )1,0[  is 

divided by a positive integer ),2( Naaa ∈> , then Legendre wavelets, defined on 

the interval )
1

,0[
na

, can be obtained by 
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Similarly, Legendre wavelets, defined on the interval )1,0[ , can be obtained through 

the )(mTright and are defined by 
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where 1,...,1,0 −= nam . 

Theorem 1. Legendre wavelets, defined on the interval ),(
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Now, since for any a rational constant r , there exists tow positive integer a  and i  such that 

na

i
r =  or 

na

i
r −= , then the ELW, defined on the interval ),( rr− , can be obtained.  

Theorem 2. The extended Legendre wavelets, defined on the interval ),(
nn a

i

a

i− , 

are an orthogonal set. 

4   Extended Legendre Wavelets Neural Network 

In this section, the simple ELWNN is constructed. The ELWNN, as shown in figure1, 
is a neural network with two layers. The neurons of the hidden layer in a neural network 
have ELW activation functions of different resolutions.  
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Fig. 1. The extended Legendre wavelets neural network 

The ELWNN consists of an input layer, a wavelet synapses layer and an output layer 

with linear functions. Where )( pxn  represents the n th decomposition level input 

variable and the ,...1,0=p  is discrete time, nWS  denotes the n th decomposition 

level Legendre wavelets approximation and )( pf  is the actual output of the ELWNN. 
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5   Experimental Results 

Now, let 3,1 == kn , 1,0,1,2 −−=m , then there exist twelve ELW func-

tions. It is easy to get an ELWNN through regarding the twelve ELW functions as the 
activation functions of the MPNN. The efficiency of the ELWNN and introduced 
gradient descent algorithm was tested by a function        

)1,1(5cos −∈= − xxey x . 

The training data set contained 200 values for 99.0,...,99.0,1 −−=x , and the 

testing data contained values for 97.0,...,97.0,1 −−=x . The ELWNN has one 

synapse, corresponding to the four inputs and twelve Legendre wavelets functions 
synapse for the synapse, and it was trained with the gradient descent algorithm. The 
normalized root mean squared error measure was used to estimate the forecast accuracy 
on the testing data. The results are compared with those obtained using a MPNN. The 
MPNN has one hidden layer (containing five neurons with hyperbolic tangent activa-
tion functions) and a linear output layer. The weights of the MPNN are trained using the 
Levenberg-Marquardt algorithm. The summary of the two methods approximating the 
function is given in the table 1.  

Table 1. Performance of the networks on approximating the function 

Network/ Training procedure/ iterations                  MSE 
           

ELWNN/ Gradient descent/ six                       9.43 410
MPNN/ Levenberg-Marquardt/ fifteen                 5.45 410  

From the table1, the ELWNN displays a shorter computing time as compared to the 
MPNN although trained with gradient descent algorithm while to Leven-
berg-Marquardt algorithm. Thus the ELWNN has an efficient rate of convergence and 
the smallest number of parameters and it could be efficiently used for prediction, 
compression and classification of various non-stationary noisy signals. 

6   Conclusions 

Extended Legendre wavelets is presented and a simple ELWNN is constructed. This 
neural network is tested by a function using the gradient descent algorithm and better 
approximation results are obtained. This demonstrates the validity and applicability of 
the ELWNN. 

Acknowledgements. The work described in this paper was supported by grants from 
the National Natural Science Foundation of China (50573095). 
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Abstract. Determination of appropriate neural-network (NN) structure is an 
important issue for a given learning or training task since the NN performance 
depends much on it. To remedy the weakness of conventional BP neural net-
works and learning algorithms, a new Laguerre orthogonal basis neural network 
is constructed. Based on this special structure, a weights-direct-determination 
method is derived, which could obtain the optimal weights of such a neural 
network directly (or to say, just in one step). Furthermore, a growing algorithm 
is presented for determining immediately the smallest number of hidden-layer 
neurons. Theoretical analysis and simulation results substantiate the efficacy of 
such a Laguerre-orthogonal-basis neural network and its growing algorithm 
based on the weights-direct-determination method. 

Keywords: Laguerre orthogonal polynomials, neural networks, weights-direct-
determination, growing algorithm. 

1   Introduction 

Artificial neural networks (ANN) have been applied widely to many engineering and 
practical fields such as computational intelligence, pattern recognition, signal process-
ing, and nonlinear control [1-5]. The conventional BP algorithm is essentially a gradi-
ent-descent optimization method, which adjusts the neural-weights to bring the  
network input/output behavior into a desired mapping as of some application envi-
ronment. However, BP neural networks have some inherent weaknesses [6-11]. To 
resolve such weaknesses of BP neural networks, a new Laguerre-orthogonal-basis 
neural network is constructed in this paper, together with its weights-direct-
determination and structure-growing method. 

2   Neural-Network Model and Theoretical Analysis 

The Laguerre-orthogonal-basis neural network is constructed as follows (in the first 
subsection), with the mathematical analysis about its approximation capability pre-
sented then (in the second subsection). 
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2.1   Neural Network Structure 

As shown in Fig. 1, the Laguerre orthogonal basis neural network consists of three 
layers. The input and output of the neural network are denoted respectively as x  and 
y . The input- and output-layers each employ one neuron with a linear activation 

function ( )f x x= , while the hidden-layer has n  neurons activated by a group of 

order-increasing Laguerre orthogonal polynomials ( ), 0,1,2, , 1j x j nϕ = −L . Pa-

rameters , 0,1, 2, , 1jw j n= −L  denote the weights between the hidden-layer and 

output-layer neurons. Moreover, the neural-weights between the input-layer and hid-
den-layer neurons are fixed to be 1, and all the neuronal thresholds are fixed to be 0, 
which would simplify the network model and its possible circuit implementation. It is 
worth pointing out here that this neural network can be viewed as a special BP neural 
network and adopts the standard BP algorithm as its training rule. 

0 ( )xϕ

1( )xϕ

2 ( )xϕ

1( )n xϕ −  

Fig. 1. Laguerre-orthogonal-basis neural network model 

2.2   Theoretical Foundation 

After constructing the Laguerre-orthogonal-basis neural network (actually before 
that), we could present some theoretical analysis on the approximation capability of 
the neural network. By the polynomial interpolation and curve-fitting theory [12, 13], 
we could always construct a polynomial function ( )xϕ  (i.e., an underlying input-

output function of Laguerre-orthogonal-basis neural network) to approximate the 
unknown target function ( )xφ . For this approximation, we could have the following. 

Definition 1. [12]. Define that ( )j xϕ  is a polynomial of degree j , and that polyno-

mial sequence 1
0{ ( )}n

j jxϕ −
=  is a set of n  orthogonal-polynomial functions with respect 

to some weighting function ( )xρ  over a finite or infinite interval [ , ]a b ; i.e., for any 

, {0,1,2,..., 1}i j n∈ − , 
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= 0  ,
( ) ( ) ( )

0 .
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∫   

Then, 1
0{ ( )}n

j jxϕ −
=  is termed as an orthogonal polynomial sequence with respect to 

weighting function ( )xρ  on the interval [ , ]a b . 

Definition 2. [12]. Laguerre polynomials could be defined by the following equation: 
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which is an orthogonal polynomial of degree 1n −  with respect to weighting function 

( ) xx eρ −=  over interval [0, )+∞ , with its orthogonal relationship derived as below: 
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Furthermore, the recurrence relation for the Laguerre orthogonal polynomials could 
be expressed as follows: 

2
1 2 3( ) (2 3 ) ( ) ( 2) ( ),  3,4,n n nx n x x n x nϕ ϕ ϕ− − −= − − − − = L  .  

The first few Laguerre orthogonal polynomials can be written down readily: 
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From the mathematical perspective of polynomial curve-fitting, the training of the 
neural network is essentially the establishment of the best functional approximation, 
and thus we would like to present the following theoretical foundation about the ap-
proximation ability of the Laguerre-orthogonal-basis neural network. 

Definition 3. [12, 13]. Assume that ( ), ( ) [ , ], 0,1, , 1jx x C a b j nφ ϕ ∈ = −K  (in words, 

target function ( )xφ  and every polynomial function ( )j xϕ  of polynomial-function 

sequence 1
0{ ( )}n

j jxϕ −
=  are continuous over the closed interval [ , ]a b ), and 
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that 1
0{ ( )}n

j jxϕ −
=  is a set of linearly independent polynomial-functions. For given 

weighting-function )(xρ  on interval ],[ ba , appropriate coefficients 110 ,,, −nwww L  

could be chosen for generalized polynomial 1

0
( ) ( )

n

j jj
x w xϕ ϕ−

=
=∑  so as to mini-

mize ( )2
( ) ( ) ( )

b

a
x x x dxφ ϕ ρ−∫ . Then, function ( )xϕ  is termed the least-square ap-

proximation of ( )xφ  with respect to weighting-function )(xρ  over interval ],[ ba . 

Theorem 1. [12, 13]. For ( ) [ , ]x C a bφ ∈ , its least-square approximation function 

( )xϕ  could exist uniquely, of which the coefficients 110 ,,, −nwww L  are solvable. 

When approximating the unknown target function ( )xφ , the relation between the 

input and output of Laguerre-orthogonal-basis neural network could become exactly 

0 0 1 1 1 1( ) ( ) ( ) ( )n ny x w x w x w xϕ ϕ ϕ ϕ− −= = + + +L  , (1) 

of which the approximation ability is guaranteed by Definitions 1 to 3 and Theorem 1. 

3   Weights-Direct-Determination Method 

As discussed above, weights between the hidden-layer and output-layer neurons could 
be generated so as to approximate effectively the unknown target function by learning 
(or to say, training with) the given data samples. More importantly, such neural 
weights between the hidden-layer and output-layer neurons could be determined di-
rectly by using the weights-direct-determination method, which generates the steady-
state optimal weights just in one step without the lengthy BP iterative-training. The 
new method could thus remove some inherent weaknesses of conventional BP algo-
rithms, e.g., slow convergence. 

Let us take ( ){ , : ( ) ,  1, 2, , }i i ix x i mφ φ= = L  as the training (or termed, sampling) 

data-set, and define the batch-processing error (BPE) function E  as 

2
1

1 0

1
( )

2

m n

i p p i
i p

E w xφ ϕ
−

= =

⎛ ⎞
= −⎜ ⎟

⎝ ⎠
∑ ∑  . (2) 

Then we have the following results about the weights-direct-determination method. 

Theorem 2. The steady-state weights of the Laguerre orthogonal basis neural network 
can be obtained directly as (with proof omitted due to space limitation): 

( ) 1
lim ( ) T T

k k
−

→∞= =ω w X X X γ  , (3) 
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where the neural-network weights vector w , the target-output vector γ , and the input 

information matrix X  are defined respectively as 
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In addition, Formula (3) can be rewritten as pinv( )=ω X γ , with pinv( )X  denoting 

the pseudoinverse of input information matrix X , equaling 1( )T T−X X X  here. 

4   Growing Algorithm 

Based on the aforementioned weights-direct-determination method of neural network, 
a growing algorithm could be developed further, which determines rapidly the opti-
mal number of hidden-layer neurons for the constructed Laguerre neural network. The 
growing algorithm could be designed and stated as follows. 

Step 0: Obtain training data-set ( ){ , : ( ) ,  1, 2, , }i i ix x i mφ φ= = L , with ix  and iφ  

corresponding to the thi  input- and output-values of (unknown) target function 

( )xφ , respectively. Note that 
iφ  is also termed as expected, desired or target output. 

Step 1: Construct the Laguerre neural network. Initialize the number of hidden-
layer neurons to be 1n =  and limit the maximal number of hidden-layer neurons to 
be MaxNeuNum  (e.g., 1000). Specify the target (or desired) precision in the sense of  

batch-processing error (BPE) as ε  (e.g., 510− ). 
Step 2: If n MaxNeuNum> , then terminate the algorithm with a notice about the 

inability failure. Otherwise, compute the neural-weights w  by using the weights-
direct-determination formula (3) and calculate the actual training BPE [defined by 
equation (2)] at the present stage (i.e., with n  hidden-layer neurons). 

Step 3: If the actual training BPE ε>  (i.e., target precision), then update 1n n= +  
and go back to Step 2 to continue this growing algorithm. Otherwise, terminate the 
algorithm by supplying the smallest number n  of hidden-layer neurons, the corre-
sponding weights w  and the actual training BPE. 

In the above growing algorithm, the neural-weights direct-determination method is 
applied to computing the Laguerre network weights. Therefore, the optimal number of 
hidden-layer neurons can be decided rapidly and deterministically for the Laguerre 
orthogonal basis neural network. In the ensuing section, we would like to present our 
computer-simulation results which substantiate the efficacy and superior performance 
of the proposed neural network algorithm. 
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5   Simulative Verification 

For illustrative purposes, we choose the following target function as our example:  
4( ) cos ( 1) ( 1) (2 1) xx x x x x eφ −= + + − + + . Assume that we have the training data-

set ( ){ , ,  1, 2, , 201}i ix iφ = L  by sampling uniformly over interval [0,1]  with step-

size 
1 0.005i ix x+ − = . Then, the constructed Laguerre neural network is simulated 

and compared. The detailed results are shown in Table 1 together with Figs. 2 and 3. 

Table 1. Simulation results about the proposed Laguerre-neural-network algorithm 

Target Precision Training BPE Optimal n  Runtime (s) Testing BPE  

410−  53.519 10−×  4 0.01326 53.361 10−×  
510−  77.463 10−×  5 0.01337 76.986 10−×  
610−  77.463 10−×  5 0.01339 76.986 10−×  
710−  85.109 10−×  6 0.01379 84.722 10−×  
810−  96.321 10−×  7 0.01425 95.828 10−×  
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Fig. 2. Training performance of Laguerre orthogonal basis NN (under target precision 810− ) 

From Table 1, it is evident that, in the sense of some prescribed precision, the op-
timal (or to say, smallest) number of hidden-layer neurons can be determined imme-
diately for the Laguerre-orthogonal-basis neural network by using our proposed 
weights-direct-determination and neural-network-growing algorithm. To count the 
average runtime, we have conducted the simulation for 1000 times per target-
precision. As can be seen from the fourth column of the table, it takes only 0.01425 
seconds to obtain the optimal number of hidden-layer neurons even when the target 
precision is 810− . Moreover, the training BPE is only 96.321 10−× , which reveals the 
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excellent approximation capability of the constructed Laguerre neural network. This 
point is shown and substantiated further in Fig. 2. 

It is worth pointing out that, as for the fifth column of Table 1 about the testing 
BPE, we have selected totally 200 5 1000× =  untrained points ( ),i ix φ   to test the 

Laguerre neural network. The small (and tiny) testing errors show that this Laguerre-
orthogonal-basis neural network possesses a very good generalization capability.  

Besides, we could apply the trained Laguerre neural network for predictive pur-
poses, e.g., over the untrained interval [1,1.2]. The result is shown in Fig. 3, where 

the interval [0,1]  corresponds to the testing part about the untrained points as men-

tioned in the preceding paragraph and the fifth column of Table 1. From the figure, 
we can see that the Laguerre neural network could have a relatively good prediction 
capability over the extending neighborhood of training interval. 
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Fig. 3. Testing and predicting of Laguerre orthogonal basis NN (under target precision 810− ) 

6   Conclusions 

To remedy the weaknesses of conventional BP neural networks and their algorithms, 
a Laguerre-orthogonal-basis neural network has been constructed based on the poly-
nomial curve-fitting theory in this paper. Starting from BP-type weights-updating 
formulas, we have derived and presented a weights-direct-determination method for 
calculating the optimal neural-weights directly (or to say, just in one step). Moreover, 
based on the weights-direct-determination method, we have also developed a neural-
network growing algorithm to decide the optimal number of hidden-layer neurons 
efficiently and effectively. The longstanding difficulty of network-structure design 
might have thus been alleviated (and possibly removed) by these proposed neural-net 
framework. Theoretical analysis and simulation results have both substantiated the 
efficacy of the constructed Laguerre neural network and its growing algorithm. 
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Abstract. Different from gradient neural networks (GNN), a special
kind of recurrent neural networks has been proposed recently by Zhang
et al for solving online linear matrix equations with time-varying co-
efficients. Such recurrent neural networks, designed based on a matrix-
valued error-function, could achieve global exponential convergence when
solving online time-varying problems in comparison with gradient neu-
ral networks. This paper investigates the MATLAB simulation of Zhang
neural networks (ZNN) for real-time solution of linear time-varying ma-
trix equation AXB−C = 0. Gradient neural networks are simulated and
compared as well. Simulation results substantiate the theoretical analy-
sis and efficacy of ZNN on linear time-varying matrix equation solving.

Keywords: Linear time-varying matrix equation; Recurrent neural net-
works, Gradient neural networks, MATLAB simulation, Efficacy.

1 Introduction

The problem of linear matrix equations solving (including matrix-inverse prob-
lems) is considered to be a very fundamental problem widely encountered in
science and engineering. It could usually be an essential part of many solutions;
e.g., in control system design [1][2], signal processing [3][4], and robot inverse
kinematics [5]. In view of these, we consider in this paper the following general
problem formulation of linear matrix equation: AXB − C = 0, where coeffi-
cient matrices A ∈ Rm×m, B ∈ Rn×n and C ∈ Rm×n, while X ∈ Rm×n is the
unknown matrix to be found. Evidently, we know that when B = C = I and
m = n, the problem reduces to the matrix-inversion problem.

As a general type of solution to this kind of matrix algebra problems, many
parallel-processing computational methods have been developed, analyzed, and
implemented on specific architectures [4]-[17]; especially, the ones based on recur-
rent neural networks (RNN) [4][8][11]-[14]. Different from conventional gradient-
based neural networks for constant problems solving [2][4][8][11][16][18]-[20], a

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 68–75, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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special kind of recurrent neural networks has recently been proposed by Zhang
et al [12]-[14] for real-time solution of time-varying matrix or vector problems.
In other words, in our context of AXB = C, coefficient matrices A, B and C
could be A(t), B(t) and C(t), the time-varying ones. In this paper, we generalize
such a design method for solving online linear time-varying matrix equation,
A(t)X(t)B(t) = C(t) over time t ∈ [0,+∞). More importantly, for the hard-
ware/circuit implementation of recurrent neural networks, it seems necessary
for us to investigate the detailed process and techniques of MATLAB simulation
and verification of such resultant ZNN models. At the end of this introductory
section, it is worth mentioning that the main difference between this paper and
our previous work [13][14] lies in the problems and solutions being completely
different (though the method is the same and named after Zhang et al).

2 Theoretical Analysis

In the ensuing subsections, ZNN model is designed and exploited to solve online
the linear time-varying matrix equation, A(t)X(t)B(t) − C(t) = 0, in real time
t, of which the solution is compared with conventional GNN models’.

2.1 Problem Formulation

Consider the following linear time-varying matrix equation

A(t)X(t)B(t) − C(t) = 0, ∀t ∈ [0,+∞) (1)

where A(t) ∈ Rm×m, B(t) ∈ Rn×n and C(t) ∈ Rm×n are smoothly time-varying
coefficient matrices, and X(t) ∈ Rm×n is the unknown matrix to be obtained.
It is worth mentioning here that the time derivatives of matrices A(t), B(t) and
C(t) are assumed to be known or estimated readily as Ȧ(t), Ḃ(t) and Ċ(t).

It follows from Kronecker-product and vectorization techniques [14][21] that
linear time-varying matrix equation (1) is equivalent to

(
BT (t)⊗A(t)

)
vec

(
X(t)

)
= vec

(
C(t)

)
. (2)

Symbol ⊗ denotes the Kronecker product; i.e., P ⊗ Q is a larger matrix made
by replacing the ijth entry pij of P with matrix pijQ. Operator vec(X) ∈ Rmn

generates a column vector obtained by stacking all column vectors of X together.
Thus, before solving the linear time-varying matrix equation (1), the following
unique-solution condition could be derived to lay a basis for further discussion.

Unique-solution condition: Linear matrix equation (1) is uniquely solvable,
if all eigenvalues of matrices A(t) ∈ Rm×m and B(t) ∈ Rn×n are nonzero at any
time instant t ∈ [0,+∞). �

2.2 ZNN and GNN Solvers

By following the design method of Zhang et al [12]-[14], we can derive the fol-
lowing implicit dynamics of ZNN model which solves linear time-varying matrix
equation (1) in real time t:



70 K. Chen, S. Yue, and Y. Zhang

A(t)Ẋ(t)B(t) =− Ȧ(t)X(t)B(t) −A(t)X(t)Ḃ(t)+

Ċ(t)− γF
(
A(t)X(t)B(t)− C(t)

)
,

(3)

where X(t), starting from an initial condition X(0) := X0 ∈ Rm×n, is the
activated neural-state matrix corresponding to the theoretical solution X∗(t)
of (1). In addition, γ > 0 ∈ R, E(t) := A(t)X(t)B(t) − C(t) ∈ Rm×n, and
each element of activation function array F(·) could take the following form of
power-sigmoid activation function (with ξ � 2 and p � 3):

f(eij) =

{
ep

ij , if |eij | � 1,
1+exp(−ξ)
1−exp(−ξ) ·

1−exp(−ξeij)
1+exp(−ξeij) , otherwise.

(4)

Moreover, when using linear activation-function array F(E) = E, ZNN model
(3) reduces to the following linear one:

AẊB = −ȦXB − AXḂ − γAXB +
(
Ċ + γC

)
. (5)

For comparison, to solve the linear time-varying matrix equation (1) but with
constant coefficient matrices A, B and C, we could have a linear gradient neu-
ral network (GNN), Ẋ = −γAT (AXB − C)BT by using the negative-gradient
method, and then have a generalized nonlinear GNN model,

Ẋ(t) = −γAT (t)F
(
A(t)X(t)B(t) − C(t)

)
BT (t), (6)

of which the convergence could be proved only for the situation with constant
coefficient matrices A, B and C [2][11][19].

2.3 ZNN Convergence

While the above subsections present a general description of ZNN models (3) and
(5), detailed design consideration and main theoretical results about their global
exponential convergence are given in this subsection. The following propositions
might be important.

Proposition 1. Consider smoothly time-varying coefficient matrices A(t) ∈
Rm×m, B(t) ∈ Rn×n and C(t) ∈ Rm×n of linear matrix equation (1), with the
unique-solution condition satisfied. If a monotonically-increasing odd activation
function processing-array F(·) is used, then state matrix X(t) of ZNN model (3),
starting from any initial state X0 ∈ Rm×n, converges to the theoretical solution
X∗(t) of linear time-varying matrix equation (1). �

Proposition 2. In addition to Proposition 2, ZNN (3) possesses the following
properties. If linear activation function f(eij) = eij is used, then global exponen-
tial convergence [in terms of error E(t)] could be achieved for (3) with rate γ.
If power-sigmoid function (4) is used, then superior convergence for error range
(−∞,+∞) could be achieved for (3), as compared to the linear case. �
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3 Simulation Techniques

In this section, we investigate the MATLAB simulation techniques for ZNN (3).

3.1 Kronecker Product and Vectorization

For the proposes of MATLAB simulation, we have to transform the matrix-
form differential equation (3) [including (5) as a special case] into a vector-form
differential equation.

Proposition 3. The matrix-form ZNN model (3) can be transformed to the
vector-form differential equation:

M(t)ẋ(t) = −Ṁ(t)x(t) + vec(Ċ(t))− γF
(
M(t)x(t) − vec(C(t))

)
, (7)

where mass matrix M(t) := BT (t) ⊗A(t), integration vector x(t) := vec(X(t)),
and activation-function mapping F(·) is defined the same as in (3) except that
its dimensions are flexibly changed hereafter as F (·) : Rmn×1 → Rmn×1. �

To generate the mass matrix M = BT ⊗ A from matrices A and B, we could
simply use MATLAB routine “kron” as follows (to be an example):

function output=MatrixM(t,x)
A=[sin(t) cos(t); -cos(t) sin(t)];
B=[2 cos(t)+sin(t) sin(t);-cos(t) 2 cos(t);sin(t)-2 2-sin(t) 2-sin(t)];
output=kron(B’,A);

Based on MATLAB routine “reshape”, the vectorization of a matrix could be
achieved readily as well. For example, the following MATLAB code is used to
evaluate the right-hand side of differential equation (7) [equivalently, (3)], where
“DiffA”, “DiffB”, “DiffC” and “DiffM” denote the MATLAB functions which
evaluate the time derivatives of coefficients A(t), B(t), C(t) and mass M(t).

function y=ZNNRightHandSide(t,x,gamma)
if nargin==2, gamma=1; end
A=LTVEmatrixA(t,x); B=LTVEmatrixB(t,x); C=LTVEmatrixC(t,x);
dotA=DiffA(t,x); dotB=DiffB(t,x); dotC=DiffC(t,x);
[m,n]=size(C); vecC=reshape(C,m*n,1); vecDotC=reshape(dotC,m*n,1);
M1=kron(B’,dotA); M2=kron(dotB’,A); M3=kron(B’,A);
y=-M1*x-M2*x+vecDotC-gamma*AFMpowersigmoid(M3*x-vecC);

Similar to Proposition 3, the matrix-form gradient neural network (6) can be
transformed to the following vector-form differential equation:

ẋ(t) =− γ
(
B(t)⊗AT (t)

)
F
(
(BT (t)⊗A(t)) vec(X(t))− vec(C(t))

)
. (8)
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The MATLAB code for simulating such a gradient neural network is presented
below for comparison. It returns the evaluation of the right-hand side of GNN
model (8) [equivalently, (6)].

function y=GNNRightHandSide(t,x,gamma)
if nargin==2, gamma=1; end
A=LTVEmatrixA(t,x); B=LTVEmatrixB(t,x); C=LTVEmatrixC(t,x);
[m,n]=size(C); vecC=reshape(C,m*n,1);
M3=kron(B,A’); M4=kron(B’,A);
y=-gamma*M3*AFMpowersigmoid(M4*x-vecC);

3.2 ODE with Mass Matrix

For the simulation of ZNN model (3) [equivalently, (7)], the MATLAB rou-
tine “ode45” is preferred. This is because “ode45” can solve initial-value or-
dinary differential equation (ODE) problems with nonsingular mass matrices,
e.g., M(t, x)ẋ = g(t, x), x(0) = x0, where matrix M(t, x) on the left-hand
side of such an equation is termed the mass matrix, and the right-hand side
g(t, x) := −Ṁx + vec(Ċ)− γF (Mx− vec(C)) for our case.

To solve an ODE problem with a mass matrix, the MATLAB routine “odeset”
should also be used. Its “Mass” property should be assigned to be the function
handle “@MatrixM”, which returns the evaluation of mass matrix M(t, x). Note
that, if 1) M(t, x) does not depend on state variable x and 2) the function “Ma-
trixM” is to be invoked with only one input argument t, then the “MStateDep”
property of “odeset” should be “none”. For example, the following MATLAB
code can be used to solve an initial-value ODE problem with state-independent
mass matrix M(t) and starting from a random initial state x0.

tspan=[0 10];
x0=4*(rand(6,1)-0.5*ones(6,1));
options=odeset(’Mass’,@MatrixM,’MStateDep’,’none’);
[t,x]=ode45(@ZNNRightHandSide,tspan,x0,options,gamma);

4 Illustrative Examples

For simulation and comparison purposes, let us consider linear matrix equation
(1) with the following time-varying coefficient matrices A(t), B(t) and C(t):

A(t) =
[

sin t cos t
− cos t sin t

]
, B(t) =

⎡
⎣

2 sin t + cos t sin t
− cos t 2 cos t

sin t− 2 2− sin t 2− sin t

⎤
⎦ ,

and C(t) = [2 + sin t cos t − 2 cos t, 3 cos t + sin t − sin t cos t, sin t + 2 cos t −
sin t cos t;− cos t+sin2 t−2 sin t, 2+2 sin t−sin2 t, cos t+2 sin t−sin2 t]. For check-
ing the correctness of the neural solutions, the unique time-varying theoretical-
solution X∗(t) could be given for this specific problem as the following:
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(a) GNN model (6) with γ = 1
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(b) ZNN model (3) with γ = 1

Fig. 1. Online solution of linear time-varying matrix equation (1) by GNN model (6)
and ZNN model (3) with γ = 1 and using a power-sigmoid function array

X∗(t) =
[
sin t − cos t 0
cos t sin t 1

]
.

To solve linear matrix equation (1) with the above coefficients, both GNN
model (6) and ZNN model (3) are employed with the following MATLAB code.
function GNNConvergence(gamma)
for iter=1:5
x0=4*(rand(6,1)-0.5*ones(6,1)); tspan=[0 10];
[t,x]=ode45(@GNNRightHandSide,tspan,x0,gamma);
xStar=[sin(t) cos(t) -cos(t) sin(t) ...

zeros(length(t),1) ones(length(t),1)];
for k=1:6

j=[1 4 2 5 3 6]; subplot(2,3,j(k));
plot(t,x(:,k)); hold on; plot(t,xStar(:,k),’r:’); hold on; end

end

function ZNNConvergence(gamma)
tspan=[0 10]; options=odeset(’Mass’,@MatrixM,’MStateDep’,’none’);
for iter=1:5
x0=4*(rand(6,1)-0.5*ones(6,1));
[t,x]=ode45(@ZNNRightHandSide,tspan,x0,options,gamma);
xStar=[sin(t) cos(t) -cos(t) sin(t) ...

zeros(length(t),1) ones(length(t),1)];
for k=1:6

j=[1 4 2 5 3 6]; subplot(2,3,j(k));
plot(t,x(:,k)); hold on;
plot(t,xStar(:,k),’r:’); hold on; end

end

By using the above user-defined MATLAB functions “GNNConvergence” and
“ZNNConvergennce” with input arguments γ = 1, we can generate Fig. 1(a)
and (b). As seen from the figure, superior convergence has been achieved by
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Fig. 2. Convergence of computational error ‖X(t) − X∗(t)‖ synthesized by ZNN (3)
with different values of design parameter γ and using a power-sigmoid processing array

ZNN model (3), as compared to GNN model (6) (which, at the present form,
seems unable to solve exactly this time-varying problem). Moreover, design pa-
rameter γ has remarkable effectiveness on the ZNN convergence rate. By calling
“ZNNConvergennce” with γ = 10 and 100, we can generate two more figures
and observe that the larger the design parameter γ is, the faster the recurrent
neural network converges. This point could also be shown by monitoring the
computational error ‖X(t)−X∗(t)‖, i.e., Fig. 2.

In addition, it is worth mentioning that using power-sigmoid activation func-
tions has a smaller steady-state residual error than using linear activation func-
tions. Compared to the case of using linear activation functions, superior perfor-
mance could also be achieved by using power-sigmoid functions under the same
design parameters and conditions.

5 Conclusions

By following the design method of Zhang et al, we have developed the ZNN mod-
els for solve online the linear time-varying matrix equationA(t)X(t)B(t)−C(t) =
0. By using power-sigmoid activation functions, such ZNN models have been in-
vestigated and simulated. Several important MATLAB simulation techniques
have been introduced, such as, Kronecker product of matrices and MATLAB
routine “ode45” with mass-matrix property. Computer-simulation results have
demonstrated the effectiveness and efficiency of ZNN models for solving online
linear time-varying problems.
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Abstract. Inspired by the behaviour of the human visual system, a spiking neu-
ral network is proposed to detect moving objects in a visual image sequence. 
The structure and the properties of the network are detailed in this paper. Simu-
lation results show that the network is able to perform motion detection for dy-
namic visual image sequence. Boundaries of moving objects are extracted from 
an active neuron group. Using the boundary, a moving object filter is created to 
take the moving objects from the grey image. The moving object images can be 
used to recognise moving objects. The moving tracks can be recorded for fur-
ther analysis of behaviours of moving objects. It is promising to apply this ap-
proach to video processing domain and robotic visual systems.  

Keywords: Motion detection; spiking neural networks; visual system.  

1   Introduction 

A football player can promptly perform a series of actions to capture a football when 
he sees the moving football toward him. The information of the moving football con-
veys to the brain through the visual system. The retina contains complex circuits of 
neurons that extract salient information from visual inputs. Signals from photorecep-
tors are processed by retinal interneurons, integrated by retinal ganglion cells and sent 
to the brain by axons of retinal ganglion cells. Different cells respond to different 
visual features, such as light intensity, colour or moving objects [1–5]. Mammalian 
retinas contain approximately 55 distinct cell types, each with a different function [1]. 
A retinal cell type responds to upward motion has been identified in [6]. Results in [7] 
demonstrate that information for segmenting scenes by relative motion is represented 
as early as visual cortex V1. To detect moving objects, the brain must distinguish 
local motion within the scene from the global image. The findings in [8] show how a 
population of ganglion cells selective for differential motion can rapidly flag moving 
objects, and even segregate multiple moving objects. In [9], it is shown that neurons 
compute internal models of the physical laws of motion. These findings are shown 
some principles for the brain to detect moving objects in the psychological or  
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statistical level. What are the exact neuronal circuits for motion detection? How can 
we simulate the neuronal circuits in electronic circuits and then apply them to artifi-
cial intelligent systems? This is the motivation of this paper. Jeffress [22-24] applied 
the time difference principle of axonal delay to account for sound localisation [11,13]. 
Based on spiking neuron model and axonal delay [10-14], a neuronal circuit is pro-
posed to explain how a spiking neural network can detect moving objects in an image 
sequence. The neuronal circuit has been simulated in software and embedded in a 
simulation system. Combining with the traditional image processing approaches, the 
system can demonstrates retrieval of moving objects from an image sequence. 

The remainder of this paper is organized as follows. In Section 2, axonal delays are 
used to construct a spiking neural network which is used to simulate the visual cortex 
for motion detection, and the principle of motion detection is described. The network 
model is based on conductance-based integrate-and-fire neurons. The behaviours of 
the neural network with the axonal delay are represented by a set of equations in  
Section 3. Simulation system and results for motion detection are presented in Section 4. 
Discussions about the network are given in Section 5. 

2   Spiking Neural Network Model for Motion Detection 

The human visual system performs motion detection very efficiently. Neuroscientists 
have found that there are various receptive fields from simple cells in the striate cor-
tex to those of the retina and lateral geniculate nucleus (see page 236-248 in [15]), 
and the axonal delay causes a phase shift for a spike train [10-14]. Inspired by the 
axonal delay mechanism, a spiking neural network model is proposed to detect mov-
ing objects. Its structure is shown in Fig. 1. Suppose that the first layer represents 
photonic receptors for an image from visual system. Each pixel of the image corre-
sponds to a receptor. The intermediate layer is composed of two neuron arrays. N1 
neuron array and N2 neuron array have the same size as the receptor layer. N1 and N2 
neuron array are connected to neurons in output layer. As shown in Fig.1, receptor 
Nr(x, y) is connected to N1(x, y) through excitatory synapse without delay and 
through inhibitory synapse with an axonal delay Δt. Similarly, the neuron Nr(x, y) is 
also connected to N2(x, y) through excitatory synapse with an axonal delayΔt and 
through inhibitory synapse without delay. Let SNr(x, y, t) represent current from re-
ceptor Nr(x, y). If the current from receptor Nr(x, y) is stable, i.e. current SNr(x, y, t) is 
equal to current SNr(x, y, t-Δt), the excitatory input and the inhibitory input of neuron 
N1(x, y) can be balanced by adjusting the parameters of synapses, and then neuron 
N1(x, y) is silent. If the current of receptor Nr(x, y) becomes stronger, i.e. the current 
SNr(x, y, t) is larger than current SNr(x, y, t-Δt), the balance is broken, and then neuron 
N1(x, y) will generate spikes if SNr(x, y, t) is larger enough than SNr(x, y, t-Δt). If the 
current of receptor Nr(x, y) becomes weaker, neuron N1(x, y) does not fire. In this 
case, input neuron N2(x, y) through inhibitory synapse becomes weaker, but input 
through excitatory synapse is still strong. Neuron N2(x, y) will fire if SNr(x, y, t) is 
smaller enough than SNr(x, y, t-Δt). Therefore, the gray scale changes of pixels in the 
image are reflected in the output neuron layer, i.e. Neuron N(x’, y’) will fire if Neuron 
N1 or Neuron N2 fires. Therefore, the moving object corresponds to high firing-rate 
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Fig. 1. Spiking neural network model for motion detection 

neurons in the output layer. The object can be obtained by binding these highly active 
neurons in the output layer. 

3   Spiking Neuron Model and Simulation Algorithms 

Simulation results show that the conductance-based integrate-and-fire model is very 
close to the Hodgkin and Huxley neuron model [16-21]. Therefore, this model is 
applied to the aforementioned network model. Let Gx,y (t) represent gray scale of 

image pixel at point (x,y) at time t, , ( )ex
x yq t  represent peak conductance caused by 

excitatory current SNr(x, y, t) from a receptor at point (x,y), and , ( )ih
x yq t  represent peak 

conductance caused to inhibitory current SNr(x, y, t) from a receptor at point (x,y).  For 
simplicity, suppose that each receptor can transform a gray scale value to peak con-
ductance by the following expressions. 

, ,( ) ( )ex
x y x yq t G tα= ; , ,( ) ( )ih

x y x yq t G tβ=  (1) 

where α and β  are constants. According to the conductance based integrate-and-fire 
model [20-21], neuron N1 is governed by the following equations. 

1_ ( , )
1_ ( , ) ,

( ) 1
( ) ( ).N ex x y

N ex x y x y
ex

dg t
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N ih x y x y
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g t G t
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β

τ
= − +  (3) 
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where 1_ ( , ) ( )N ex x yg t and 1_ ( , ) ( )N ih x yg t are the conductance for excitatory and inhibitory 

synapses respectively, τex and τih  are the time constants for excitatory and inhibitory 
synapses respectively, Δt is the axonal delay, 1( , ) ( )N x yv t is the membrane potential of 

neuron N1, Eex and Eih are the reverse potential for excitatory and inhibitory synapses 
respectively, cm represents a capacitance of the membrane, gl represents the conduc-
tance of membrane, ex is short for excitatory and ih for inhibitory, Aex is the mem-
brane surface area connected to a excitatory synapse, and Aih is the membrane surface 

area connected to a inhibitory synapse, 1_ ( , )N ih x yw represents the strength of inhibitory 

synapses, 1_ ( , )N ex x yw represents the strength of excitatory synapses. 1_ ( , )N ih x yw and 

1_ ( , )N ex x yw are adjusted so that neuron N1 dose not fire when , ( )x yG t = , ( )x yG t t− Δ . 

By analogy, membrane potential of Neuron N2 is governed by the equation as  
follows.  
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− Δ
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+ −

 (5) 

where 2( , ) ( )N x yv t represents the membrane potential of neuron N2. Note that changes 

of conductance of excitatory synapses have a delay comparing with Neuron N1, but 
changes of conductance of inhibitory synapses have not any delay that is different 
from Neuron N1. When the membrane potential of Neuron N1 and N2 reaches a 
threshold vth the neuron generates a spike respectively. These spikes are transferred to 
corresponding neuron in output layer. Let SN1(t) represent a spike train which is gen-
erated by neuron N1. 

1

1 1 .
( )

0 1 .N

if neuron N fires at timet
S t

if neuron N does not fire at timet

⎧
= ⎨
⎩

 (6) 

By analogy, let SN2(t) represent spike trains for neurons N2. Neuron Nx’,y’ in the output 
layer is governed by the following equations. 

( ', ')
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dt τ
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Note that intermediate neurons are connected to output Neuron Nx’,y’ only by excita-
tory synapses. Let Sx’,y’ (t) represent spike train generated by Neuron Nx’,y’ in output 
layer. The firing rate for Neuron Nx’,y’ is calculated by the following expression. 

', ' ', '
1

( ) ( )
t T

x y x y
t

r t S t
T

+
= ∑  (9) 

Plotting rx’,y’(t) as a grey image, white areas indicate neuron groups with high firing 
rate. Drawing the outside boundaries of firing neuron groups, boundaries of moving 
objects are extracted.  

4    Simulation Results 

This model is used to simulate biologically inspired neuronal behaviours. Learning 
mechanism is not required. The parameters are set corresponding to biologic neurons. 
Following parameters for the network ware used in the experiments. vth = -60 mv. 
vreset = -70 mv. Eex= 0 mv.  Eih= -75 mv. El= -70 mv. gl =1.0 μs/mm2. cm=10 nF/mm2. 
τex=2 ms. τih=2 ms. Aih=0.028953 mm2. Aex=0.014103 mm2. These parameters can be 
slightly adjusted to get good quality of output image. The architecture of simulation 
system is shown in Fig. 2.  

Image sequence  

SNN
motion
detection 

Transfer
to grey 
 scale 
image 

Output of 
moving 
objects in 
grey image  

Filter out 
moving
objects  

 

Fig. 2. The architecture of simulation system 

The system takes an image from the image sequence each time step. The image is 
transferred to a grey scale image. The grey image presents to the spiking neural net-
work (SNN) for motion detection. The moving objects can be detected by the SNN 
based on the equations in Section 3. The edges of firing neuron groups are used to 
determine the boundaries of the moving objects. Using the boundaries of the objects, 
a filter is generated to take out of moving objects from background. Therefore, the 
moving object in the grey image is transferred to the output image. The results of 
simulations are shown in Fig. 3. Images (a), (c), (e) and (g) are original image from 
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(a) A frame of image in the sequence             (b)The moving car has been detected. 

 
(c) Another frame from the sequence             (d) The car has been detected from (c). 

 
(e) People in an original image                       (f) The people has been detected from (e)  

 
      (g) People in an original image                     (h) The people has been detected from(g) 

Fig. 3. Results of simulations 

image sequence, where as (b), (d), (f) and (h) are corresponding outputs of the simula-
tion system. A simplified model based on the principle is implemented using C++ in 
Windows XP. This program can be used to demonstrate the dynamic properties for 
SNN motion detection in real time. 
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5   Discussion 

Inspired by biological findings, a neuronal circuit for motion detection is proposed in 
this paper. The neuronal circuit is based on axonal delay using spiking neuron model 
and it can be used to explain how a spiking neural network in the visual system can 
detect moving objects. Further research is required to establish the actual mechanisms 
employed by the visual cortex to determine motion. However, the proposal presented 
here can be used in artificial intelligent systems. Since the circuit is based on spiking 
neuron model, other findings in the human visual system can be integrated into the 
system to process more complicated moving objects tracking and recognition. It would 
be very promising to create more powerful image processing system using more bio-
logical principles found in the visual system, for example, this can be extended to deal 
with the coloured images. This is a very interesting topic for further study. 
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Abstract. A warranty claims information system is in general developed as three 
steps. The first step is a quantitative analysis through the time series detection of 
warranty claims data. The second step is early warning grade determination, 
considering both of the quantitave analysis and qualitative factors related to the 
early warning one. The third step is unit list sampling with pure warranty claims 
in all these activities. Especially, the considerations in early warning grade 
determination are the qualitative factors such as change due to complaints of 
customers, variations between regions, unit types and models, parts significance 
and so on. AHP analysis is appropriate in connection with these problems. This 
paper suggests a neural network learning model in determining early warning 
grade of warranty claims data, which includes AHP analysis and knowledge of 
quality experts. The early warning grade of warranty claims data using this 
model can compromise a dispute with rapid quality improvement and cost 
efficiency. The test result also suggests that the proposed method enhances 
accuracy of early warning grades in warranty claims database,  which is at 
national famous automobile company.  

Keywords: warranty claims; time series detection; AHP analysis; parts 
significance; neural network; Quality Information Report (QIR). 

1   Introduction 

The ultimate goal of warranty claims information system lies in the extraction of unit 
warranty claims list being practical problems. This process is generally composed of 
three stages: The first stage is the development of modules which distinguishes be-
tween the commonality and uniqueness in constituting units. This module uses opera-
tion code as key variable, and determines unit warranty claims type. The second stage 
is the decomposition of the operation code, related to contribution rates of each unit 
and extraction of core unit number. The analysis of variance is used to the division of 
commonality and uniqueness, in which the unit number is a key variable.  

The third stage is to link together the operations such as the internal relationship 
between unit types and models based on the unit number system, deciding whether 
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service agents have trouble or not, warranty claims grade inference considering the 
unit significance and the warranty claims early-warning system.  

According to the study of Pizzi and Pedrycz(2003) on the software quality evalua-
tion, it is desirable that, in the construction of warranty claims information system, the 
expansion and maintenance of warranty claims early-warning system is needed to be 
properly applied to this system using fuzzy relation concept as to quartile for the sake 
of processing various qualitative factors [4]. Grzegorzewski and Hryniewicz attempt 
to make fuzzy theory-like approach which can model ambiguous data in that, in rela-
tion to product reliability, colloquially expressed malfunction information and par-
tially described defects frequently appear in the real world [5].  

Ali and Chen(2005) suggests the neural network model which can map process 
measured value in light of product quality in that, in the problem of product quality, 
varied different approaches are needed according to its goals.[3] This suggested 
model emphasizes that those issues occurring in the process of unit properties and 
quality control can be processed. The problem is that the constraint of neural network 
structure is strenuous, especially the limitation that input neurons are constricted to 3.  

Montis et al. (2000) presents the application standard of NAIDE, MAUT and 
MOP/GP, and the merits and demirits of their methods as a result of the case study on 
4 MCDA(Multi-Criteria Decision Aid) methods.[1] 

Zhu et al.(2005) makes a representative study related to quality and AHP(Analytic 
Hierarchy Process) technique, especially one on various alternatives of structure de-
sign about diverse quality properties.[2] This paper is intended to minimize the warn-
ing errors resulting from the warranty claims early-warning list extraction by AHP 
analysis which can naturally quantify the qualitative information in the construction 
of warranty claims information system. Thus, we propose neural network-based deci-
sion-making model which is given knowledges from experts in unit quality. It reduces 
the warranty claims early-warning error arising from the warranty field. Finally, we 
apply practically the proposed model to a national car company, thereby reducing 
time and cost loss by quality control activities. 

2   Warranty Claims DB Design for AHP Analysis 

2.1   File Construction of Time Series Detection 

There are generally two methods with respect to warranty claims time series identifi-
cation. One is to calculate warranty claims by the standard of production date, and the 
other is to do by the standard of repair date. The former is favorable to monitoring 
quality in light of production control because the warranty claims index is calculated 
by the production date, whereas its difficulty is that it is too complex to judge quality 
abnormality and the detection time comes relatively late in comparison with the way 
to be calculated by means of occurrence date. "Time Series Detection" is to comple-
ment this which monitors the warranty claims rate by means of repair date. This 
analysis is the main module in the warranty claims information system.  

AHP analysis can take into account the external qualitative things in connection 
with the abnormality in the warranty claims time series. In particular, there are varia-
tion from the seasonality of units, one among operational lines which are due to the 
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workers' skill and locality errors in the case of bringing about specific region's caution 
warranty claims. AHP analysis is meaningful in the analysis of variance between unit 
types and models. 

2.2   AHP DB Design 

The DB design for AHP analysis is as in Figure 2. It can be designed as the sector 
starting warranty claims master through customers' information files, warranty claims 
unit files of service regions to AHP data collective file and that to AHP data file 
through vehicle master summary. Unit significance can be made up of respective 
files, including unit division, unit number code, malfunction type, customers' com-
plaint number, warranty-related service information, significance rate etc. 

 

Fig. 1. DB Design for AHP Analysis 

Given the set of AHP data, DB design for extracting warranty claims early-
warning list is possible. The information file for problem improvement involves 
presentation contents/time, improvement contents/date, unit model/code, treatment 
contents, record of line application time. early-warning list is composed of caution 
time, model code, similar parts group system, parts name code system, service time, 
unit name, early-warning rate, records of early-warning marks. For your information, 
warranty claims error rate is calculated as a result of the cause unit number of war-
ranty service (repair) divided by the number of group sales in question. And the part 
number defined as cause unit can be put together to be part number code system and 
similar parts group system and the error rate among groups is calculated by means of 
analysis table. 

3   Neural Network Learning Based on AHP Analysis 

[Fig. 2] is how to minimize the warning errors resulting from the warranty claims in 
the early-warning list. It represents the multilayer perceptron structure using 5 input 
neurons, which are extracted by AHP analysis which can naturally quantify the quali-
tative information. Sigmoid can be used as a transfer function, and the final grade 
judgement is adjusted the output neuron value by using the parts significance rate as a 
weight. Parts significance is the process of quantifying the significance of unit kinds 
in the level of part code. 
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Fig. 2. Neural Network Learning and Weighted Degree Decision 

The items according to parts significance can be categorized as three kinds of 
groups, that is, (1)unit serious degree (nonconforming type, unit type), (2)customer 
information, (3)warranty repair information. The learning step of neural networks is 
as follows:  

[Step 1] Determine the initial value (learning rate c=0.05, gain β=0.0001, the initial 
weight multiplies the value of random number generator by 0.5 and the initial thresh-
old also multiplies the random number by 0.5). 
[Step 2] Calculate the network output, n(multiply the initial weigh matrix and input 
vector, add the threshold value). 
[Step 3] Calculate the transfer function and its differentiation:  

))]([1)])(exp(1/[1()( 2nfnnf −−+=  

[Step 4] Calculate the difference between target (d) and neuron output:  
))()(( ' nfnfd ×−=δ  

[Step 5] Update the weight and threshold byδ :  
δβθθδ ×+=××+= oldnew

i
oldnew XcWW ,  

[Step 6] Repeat learning and determine final weight. 

4   Case Study 

In order to apply AHP analysis related to the construction of warranty claims informa-
tion system and neural network presented in this study, the warranty claims about A 
car type of national korea Company is used.  

Table 1. AHP Analysis Results of Variation between Unit 
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[Table 1] is the AHP analysis results of variation between units revealed according to 
the relationship properties between car types and models. AHP analysis of variation be-
tween model defines the correlations among models as based on the model index divided 
into an engine and a body type. The correlation is written out in the same way as the corre-
lation coefficient calculation of car types. But, in the case of car industry, the selection 
procedure of model combination is needed for correlativity coefficient calculation. 

Table 2. Goodness of fit test for repair regions 

 

The AHP analysis of regional fitness is reflected in rating by detecting the regional 
errors (esp. maintenance shops). [Table 2] is the result of goodness of fit test on 16 
servicing regions including Seoul 

Table 3. A car type Repair-
ing Cost Rating 

Table 4. Composite Part Significance 

  

The internal relationship between repairing cost and warranty claims is necessary 
for the AHP analysis of part significance. The quantification of repairing cost is de-
termined through the opinion of company part expert as in [Table 3], the value which 
divides warranty claims numbers(C) in case of n=3 months in the short term and 
n=12 months in the long term by sales number(S) is applied for the quantification of 
warranty claims ration. [Table 4] is the composite result of part significance. [Table 
5] is the result table of the final rating considering the neural network learning using 
MATLAB version 7.1 and part significance. The final rating result reveals that S, A, 
and B grades are S grade and the grade under C is A as the best grade respectively. 
In reality, the grade settlement of early strict parts is substantially followed by fre-
quently unnecessary improvement activities of parts not belonging to the grade in 
question. But, the application result of the proposed technique brought about very 
near result similar to quality experts inside the company. Ultimately, the result of  
remarkably reducing the improvement cost is given birth by considerably reducing  
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Table 5. Part Significance and Neural Network Learning Rating 

 

the error warning about parts which don't substantially need improvement in this im-
provement activity.  

5   Conclusions 

Now, the difficulty problem in developing warranty claims information is the qualitative 
parts such as the interrelation among units and models, service (repair) attributes,  
customer satisfaction and unit significance, etc. In particular, these parts must be taken 
into consideration in extracting the early-warning list from the warranty claims data-
base. Until now the determination of strict warning grade by the crisp logic has been 
unacceptable to a quality expert’s viewpoint according to the exclusion of the qualitative 
factors unable to quantify in the unit quality improvement activities. This study pre-
sented the preprocess method through AHP analysis able to involve these factors in the 
warning list extraction and introduced neural network which can be reflected the knowl-
edge of quality experts. Also, as a result of applying the proposed model aiming at the 
national famous car company, the warranty claims early-warning grade was enormously 
reduced and showed alignment with the opinion of quality experts in car units in com-
parison with not applying AHP analysis data, with the good result of minimizing eco-
nomic loss arising from the warranty service in the company's side. 
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Abstract. This paper presents a fast version of probabilistic neural network 
model for the recognition of traffic signs. The model incorporates the J-means 
algorithm to select the pattern layer centers and Particle Swarm Optimization 
(PSO) to optimize the spread parameter, enhancing its performance. In order to 
cope with the degradations, the Combined Blur-Affine Invariants (CBAIs) are 
adopted to extract the features of traffic sign symbols without any restorations 
which usually need a great amount of computations. The experimental results 
indicate that the fast version of PNN optimized using PSO is not only parsimo-
nious but also has better generalization performance. 

Keywords: probabilistic neural networks; particle swarm optimization; traffic 
signs recognition; combined blur-affine invariants. 

1   Introduction 

The idea behind the driving assistance systems (DAS) is to increase security on our 
roads. Traffic sign recognition is a subtask of DAS which purpose is to hint a driver 
when specific signs are spotted, for instance to limit speed of his or her car [1]. An 
automatic traffic sign recognition system identifies traffic signs within live colour 
images captured by a camera and alerts the driver of the traffic signs. The traffic  
sign recognition is usually composed by two specific stages: the detection of traffic 
signs in the image and their classification. In this work we pay special attention to the 
classification stage. Numerous systems, including rule-based systems [2], matching 
pursuit method [3], statistical learning systems (naïve Bayes [4], Support Vector Ma-
chines [5]) and neural networks [6, 7], have been used to perform classification tasks 
on this problem. 

An effective approach for addressing such tasks is the Probabilistic Neural Net-
works. PNNs were introduced by Specht in 1990 [8]. The Classical PNN can be 
viewed as an “intelligent memory” since each training pattern is stored as a neuron of 
the network [9]. PNNs require small training times and produce outputs with Bayes 
posterior probabilities. These desirable features come at the expense of larger memory 
requirements and slower execution speed for the prediction of unknown patterns [8]. 
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The performance of a PNN is largely influenced by the spread parameter. In this 
paper, we propose a fast version of probabilistic neural network model that incorpo-
rate the J-means algorithm to select the patterns layer centers and the Particle Swarm 
Optimization (PSO) algorithm to optimize the spread parameter. J-means, a local 
search heuristic, has shown good performance in solving the minimum sum of squares 
clustering problem [10]. PSO is a swarm intelligence optimization algorithm, moti-
vated by the dynamics of socially organized colonies [11], which has proved to be 
very efficient on a plethora of applications in science and engineering. The proposed 
fast version of PNN model is applied to the recognition of degraded traffic signs. In 
order to cope with the degradations, the Combined Blur-Affine Invariants (CBAIs) 
are adopted to extract the features of traffic sign symbols without any restorations 
which usually need a great amount of computations [12]. 

The paper is organized as follows. Section 2 of this paper describes the basic con-
cepts of PNNs and PSO, then the proposed approach is presented. A brief introduction 
of CBAIs and their normalization are articulated in Section 3. Testing procedure and 
corresponding results of the classification for the traffic signs are shown in Section 4. 
The paper ends with conclusions. 

2   Background Theory and the Proposed Approach 

2.1   Probabilistic Neural Network  

The probabilistic neural network was introduced by Specht [8]. It is a supervised 
neural network that is widely used in the area of pattern recognition, nonlinear map-
ping, and estimation of the probability of class membership and likelihood ratios [13]. 
The standard training procedure for PNNs requires a single pass over all the patterns 
of the training set [8]. This characteristic renders PNNs faster to train, compared to 
feedforward neural networks (FNNs). 

The structure of a PNN is similar to that of FNNs, although the architecture of a 
PNN is always limited to four layers; the input layer, pattern layer, summation layer, 
and output layer, as illustrated in Fig.1. Let ,

n
i kX ∈ be the ith pattern of the training 

set that belongs to category k, with 1,  2,   ,  ,  1,  2,   ,  ki M k K= =… … , where kM is 

the size of class k, and K is the number of categories. For each ,i kX , a neuron in the 

pattern layer of the network is created. The center of the Gaussian kernel activation 
function of this neuron is ,i kX . The output of the specific pattern neuron is connected 

to the neuron of the summation layer that corresponds to the class, k, in which the 
training pattern is classified. 

An input vector, nX ∈ , is applied to the input neurons, ix , 1,  2,   ,  i n= … , and 

is passed to the pattern layer. The neurons of the pattern layer are divided into K 
groups, one for each class. The ith pattern neuron in the kth group computes its output 
using a Gaussian kernel of the form, 

T 1
, , ,/ 2 1/ 2

1 1
( ) exp( ( ) ( ))

2(2 ) det( )i k i k i kn
f X X X X X

π
−= − − Σ −

Σ
 , (1) 
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Fig. 1. Structure of the probabilistic neural network 

where ,
n

i kX ∈ is the center of the kernel; Σ  also known as the matrix of spread pa-

rameters, determines the size and shape of the receptive field of the kernel, and 
det( )Σ denotes the determinant of the matrix Σ . In his original contribution Specht 

restricted Σ  to one global smoothing parameter, 2σ . Substituting 2IσΣ = , where I is 
the identity matrix, Eq.(1) becomes, 

2

,

, 2 / 2 2

1
( ) exp( )

(2 ) 2
i k

i k n

X X
f X

πσ σ
−

= −  , (2) 

PNNs that exploit a global smoothing parameter are called homoscedastic. On the 
other hand, with the term heteroscedastic PNN we refer to networks that use a diago-
nal matrix Σ  instead of a scalar 2σ  [13]. 

The summation layer of the network computes the approximation of the condi-
tional class probability functions through a combination of the previously computed 
densities, 

,
1

( ) ( ),     {1,   , }
kM

k ki k i
i

G X w F X k K
=

= ∈∑ …  , (3) 

where kM is the number of pattern neurons of class k, and kiw are positive coefficients 

satisfying,
1

1kM

kii
w

=
=∑ . Pattern vector X is classified to belong to the class that cor-

responds to the summation unit with the maximum output, 

1
( ) arg max  ( )k

k K
C X G

≤ ≤
=  . (4) 
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Note that the prior class probabilities, kw , are problem-dependent, and it may not 

always be feasible to estimate them from the training data since the training set may 
contain little meaningful information regarding the prior class probabilities. In our 
experiments, we assume that all classes are equiprobable, i.e., 

1/ ,             1kw K k K= ≤ ≤  . 

2.2   Particle Swarm Optimization  

Particle Swarm Optimization (PSO) is a stochastic, population-based optimization 
algorithm. It exploits a population of individuals to synchronously probe promising 
regions of the search space. In this context, the population is called a swarm and the 
individuals (i.e. the search points) are called particles. Each particle moves with an 
adaptable velocity within the search space, and retains a memory of the best position 
it ever encountered. In the global variant of PSO, the best position ever attained by all 
individuals of the swarm is communicated to all the particles at each iteration. In the 
local variant, each particle is assigned to a neighborhood consisting of prespecified 
particles. In this case, the best position ever attained by the particles that comprise the 
neighborhood is communicated among them [11]. 

Assume an d-dimensional search space, dS ⊂ , and a swarm consisting of NP 
particles. The i-th particle is an T

1 2( , , , )i i i idZ z z z S= ∈… . The velocity of this particle 

is also a d-dimensional vector, T
1 2( , , , )i i i idV v v v S= ∈… . The best previous position 

encountered by the i-th particle in S  is denoted by, T
1 2( , , , )i i i idBP bp bp bp S= ∈… . 

Assume ig to be the index of the particle that attained the best previous position 

among all the particles in the neighborhood of the i-th particle, and t to be the iteration 
counter. Then the swarm is manipulated by the equations, 

1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))
ii i i i g iV t wV t c r BP t Z t c r BP t Z t+ = + − + −  , (5) 

( 1) ( ) ( 1)i i iZ t Z t V t+ = + +  , (6) 

where 1, ,i NP= … , w  is a parameter called inertia weight; 1c and 2c are two positive 

constants called cognitive and social parameter, respectively; and 1r , 2r , are random 

variables uniformly distributed within [0, 1]. Alternatively, the velocity update can be 
performed through the following equation [14] 

1 1 2 2( 1) [ ( ) ( ( ) ( )) ( ( ) ( ))]
ii i i i g iV t V t c r BP t Z t c r BP t Z tχ+ = + − + −  , (7) 

where χ is a parameter called constriction factor, giving rise to different version of 

PSO. The best positions are then updated according to the equation 

( 1), if  ( ( 1)) ( ( ))
( 1)

( ), otherwise                         
i i i

i
i

Z t f Z t f BP t
BP t

BP t

+ + >⎧
+ = ⎨

⎩
 , (8) 
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and the indices ,  1,2, ,ig i NP= … , are update, where f is the objective function to be 

maximized by PSO. In our case f  declares the sum of conditional probability of each 

class membership of the training set. The particles are always bounded in the search 
space S. 

2.3   The Proposed Approach  

A fast version of the PNN can be obtained by using only a part of the training data set 
T instead of the whole training data set. Such a training set L can be obtained by find-
ing some “representatives” of the training data through a clustering technique. In our 
approach, we identified an adequate number of informative representatives (mean 
centers) from each class by using the J-means clustering algorithm on the training 
data of each class [10]. The classification accuracy of a PNN is influenced by the 
spread parameters of its kernels. In our study, we allow the spread parameters, Σ , to 
be a diagonal matrix whose entries can differ. Obvious, in the one-dimensional case, 
Σ  becomes 2σ . We refer to the former case as heteroscedastic PNN, while the latter 
case is referred to as homoscedastic. For the homoscedastic case the optimization task 
is in one dimension, whereas for the heteroscedastic case the dimension of the optimi-
zation problem equals that of the pattern vectors. The pseudocode for the fast version 
of PNN is shown in Table 1. 

Table 1. Pseudocode for the fast version of PNN 

PNN input: Training set T. 
PSO input: Swarm size NP, χ , 1c , 2c , bounding box [0.01,0.00001]dS =  

Step 1 Apply the J-Means algorithm on each class of the training set T to obtain the 
clustered training set L. 

Step 2 Perform as pass over the set L to construct the PNN and optimize the spread 
parameters using PSO. 
Set t=0. 
Initialize a PSO swarm, ( ) diag( ( )) ,  ( ) ,  1,2, ,i i iZ t t B V t B i NP= Σ ∈ ∈ = … . 

Initialize best positions, ( ),  1,2, ,iBP t i NP= … , and the indices ig . 

Do 
    Update velocities, ( 1),  1,2, ,iV t i NP+ = … , using Eq. (7). 

    Update particles, ( 1) ( ) ( 1)i i iZ t Z t V t+ = + + , 1,2, ,i NP= … . 

    Constrain each particle ( 1)iZ t +  in S. 

    Compute the fitness function: ( ( 1))if Z t + . 

    Update best positions, ( 1),  1,2, ,iBP t i NP+ = … , and the indices ig . 

    Update iteration counter, 1t t= + . 
While (the maximum number of iteration is not reached) 
Write the optimal spread parameter. 

Step 3 Compute final classification from the proposed approach. 
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3   Feature Collection — Combined Blur and Affine Invariants 

The determination of invariant characteristics is an important problem in traffic sign 
recognition. In many situations, traffic signs symbols to be processed are usually 
subjected to geometric distortion and blur degradation. Thus, having combined affine-
blur invariants is in great demand. The explicit forms of combined invariants were 
derived in the paper [12]. 

As the magnitudes of the different orders of CBAIs differ greatly, the CBAIs  
are not proper to be used directly in pattern recognition. It is necessary to normalize 
the magnitudes of CBAIs for the traffic recognition. It can be found that all the mo-
ment invariant polynomials are quantic, and they can be defined in a uniform form as 
follows: 

00
1 1

( ) /
tj tj

mn
l

t p q
t j

I k μ μ
= =

= ∑ ∏  , (9) 

where m, l, are invariable for each order moment invariants. Once the grey-level of 
image increase λ times, pqμ increase λ times and the moment invariants I is changed 

to / l mI λ − . Therefore, a new magnitude normalization method for the moment invari-
ants is proposed as follows: 

( )sgn( ) l mI I I−=  , (10) 

where 

1 0

sgn( ) 0 0

1 0

x

x x

x

>⎧
⎪= =⎨
⎪− <⎩

 . (11) 

The magnitude of each order of normalized moment invariants is proportional 
to 1λ − , and the normalized moment invariants are favorable for the pattern recognition. 

4   Experimental Results 

In this study, we only take the red and round prohibition signs into account and leave 
the traffic sign of no-bicycle climbing lane out of account, then get 38 prohibition 
signs as illustrated in Fig.2. 

The prohibition signs in Fig.2 are transformed with 6 different scale transforma-
tions and 6 rotation transformations, and we get 1368 samples. Then, we select 18 
samples from each class traffic sign, and get 684 training samples. The test sets are 
designed as follows: Firstly, the 1368 samples are transformed by 7 blur degradation 
with averaging mask of size 3×3, 5×5, 7×7, 9×9, 11×11, 13×13, 15×15 pixels, respec-
tively. Then, we get 8 test sets with the original samples. Secondly, the 8 test sets are 
degraded with additive white noise with STD of 0, 0.01 … 0.07, respectively, and 64 
test sets are generated.  
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Fig. 2. Standard circular traffic sign symbols 

The pattern layer centers of PNN are determined using J-means algorithm and the 
global smoothing parameter σ is optimized with jackknife method [15]. In this way, 
we get a fast version of homoscedastic PNN, the hidden centers of which are chosen 
as about 5.6% (38 hidden centers) the original training samples. The test sets classifi-
cation accuracy percentage of the fast version of homoscedastic PNN is presented in 
Table 3. Table 3 shows that the classification accuracy of the classifier is not as good 
as that of standard homoscedastic PNN in Table 2. In order to improve the classifica-
tion accuracy and the generalization performance of the classifier, we use the spread 
parameters, Σ , whose entries differ from each other instead of the global smoothing 
parameter σ, then optimize the spread parameters using Particle Swarm Optimization. 
The corresponding test sets classification accuracy percentage is shown in Table 4. 

It can be seen from the Table 3 and Table 4 that, the fast version of heteroscedastic 
PNN has better classification accuracy and generation performance than that of the 
fast version of homoscedastic PNN. With a deep look between the classification accu-
racy in Table 2 and that in Table 4, it can be seen that the fast version of heteroscedas-
tic PNN has comparable classification accuracy to that of the homoscedastic PNN and 
better generation performance. 

It needs to be pointed out that, when the averaging mask size is comparable to that 
of the traffic signs, “boundary effect” prevents from using the blur invariants in such 
cases. This is the main reason that the classification accuracy declines as the averag-
ing mask increases. 

Table 2.  Classification accuracy percentage with the standard version of homoscedastic PNN 

Mask 
 

STD 
0×0 3×3 5×5 7×7 9×9 11×11 13×13 15×15 

0 99.83 99.57 95.12 87.96 80.47 72.89 63.47 52.44 
0.01 99.24 97.05 91.75 85.18 80.22 70.62 62.37 51.01 
0.02 89.81 87.96 87.71 78.87 74.58 70.20 58.84 48.40 
0.03 72.39 78.62 86.03 72.39 68.68 61.61 54.96 43.26 
0.04 80.05 70.28 70.20 75.00 59.51 56.73 46.96 39.73 
0.05 63.55 61.03 68.35 55.64 51.17 49.57 43.18 35.85 
0.06 59.59 53.03 66.41 44.19 46.29 34.93 35.35 35.26 
0.07 57.83 46.55 35.43 47.73 37.71 29.12 37.96 30.30 
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Table 3. Classification accuracy percentage with the fast version of homoscedastic PNN 

Mask 
 

STD 
0×0 3×3 5×5 7×7 9×9 11×11 13×13 15×15 

0 98.65 98.48 93.18 86.27 78.28 71.12 60.94 50.16 
0.01 98.56 95.79 88.88 82.57 76.68 68.68 59.68 48.90 
0.02 85.94 87.54 86.27 75.84 72.13 66.49 56.39 46.04 
0.03 66.58 77.18 84.09 70.45 65.57 57.99 52.60 42.34 
0.04 74.24 71.21 68.85 71.88 55.38 52.44 45.03 38.88 
0.05 60.60 56.06 63.38 53.70 48.82 47.30 41.41 34.51 
0.06 56.14 47.97 62.28 43.51 43.26 32.74 34.51 34.51 
0.07 55.80 46.04 31.98 45.11 37.96 29.04 36.61 29.12 

Table 4. Classification accuracy percentage with the fast version of heteroscedastic PNN 

Mask 
 

STD 
0×0 3×3 5×5 7×7 9×9 11×11 13×13 15×15 

0 98.99 98.82 97.39 92.68 86.11 77.36 68.43 56.73 
0.01 98.65 96.46 92.68 91.67 85.10 74.83 66.58 55.56 
0.02 90.24 86.36 93.77 83.08 75.51 70.87 62.79 51.52 
0.03 80.39 82.32 87.88 80.56 75.51 66.33 59.60 46.38 
0.04 86.62 72.81 73.82 80.64 63.89 60.27 51.60 43.60 
0.05 68.43 65.91 67.59 56.23 58.92 55.64 43.94 37.54 
0.06 64.31 56.82 60.35 45.37 57.91 42.42 38.05 35.35 
0.07 54.21 47.05 47.90 52.27 39.98 35.52 37.12 32.58 

5   Conclusions 

Traffic sign recognition is an important subtask of DAS. During the acquisition of 
traffic sign symbols, the blur and affine degradations are introduced inevitably which 
make it difficult for invariant features extraction on traffic signs undergoing degrada-
tions. In this paper, the combined blur-affine invariants are adopted to extract the 
invariant features, and a novel normalization method is proposed to cope with the 
great difference of magnitude of CBAIs.  

A fast version of heteroscedastic PNN is proposed which incorporate J-means clus-
tering method to determine the pattern layer centers and PSO to optimize the spread 
parameter, enhancing its performance. The proposed approach is applied to the recog-
nition of degraded traffic signs, the simulation results indicate that the designed model 
is not only parsimonious but also has better generalization performance. 

References 

1. Fletcher, L., Apostoloff, N., Petersson, L., Zelinsky, A.: Vision in and out of Vehicles. 
IEEE Intell. Syst. 18, 12–17 (2003) 

2. Paclik, P., Novovicova, J.: Road Sign Classification without Color Information. In: Proc. 
of the 6th Annual Conference of the Advanced School of Imaging and Computing. 
Springer, Belgium (2000) 



98 L. Li and G. Ma 

3. Farag, A.A., Abdel-Hakim, A.E.: Detection, Categorization and Recognition of Road 
Signs for Autonomous Navigation. In: Proceedings of Advanced Concepts in Intelligent 
Vision Systems, pp. 125–130. Springer, Belgium (2004) 

4. Hsu, S.H., Huang, C.L.: Road Sign Detection and Recognition Using Matching Pursuit 
Method. Image and Vision Computing 19, 119–129 (2001) 

5. Maldonado-Bascón, S., Lafuente-Arroyo, S., Gil-Jiménez, P., Gómez-Moreno, H., López-
Ferreras, F.: Road-Sign Detection and Recognition Based on Support Vector Machines. 
IEEE Transactions on Intelligent Transportation Systems 8, 264–278 (2007) 

6. De la Escalera, A., Armingol, J.M., Mata, M.: Traffic Sign Recognition and Analysis for 
Intelligent Vehicles. Image and Vision Computing 21, 247–258 (2003) 

7. Nguwi, Y.Y., Kouzani, A.Z.: Detection and Classification of Road Signs in Natural Envi-
ronments. Neural Computing & Applications (2007) DOI: 10.1007/s00521-007-0120-z 

8. Specht, D.F.: Probabilistic Neural Networks. Neural Networks 1, 109–118 (1990) 
9. Berthold, M.R., Diamond, J.: Constructive Training of Probabilistic Neural Networks. 

Neurocomputing 19, 167–183 (1998) 
10. Hansen, P., Mladenović, N.: J-Means: A New Local Search Heuristic for Minimum Sum 

of Squares Clustering. Pattern Recognition 34, 405–413 (2001) 
11. Kennedy, J., Eberhart, R.C.: Swarm Intelligence. Morgan Kaufmann, San Francisco (2001) 
12. Suk, T., Flusser, J.: Combined Blur and Affine Moment Invariants and Their Use in Pat-

tern Recognition. Pattern Recognition 36, 2895–2907 (2003) 
13. Specht, D.F., Romsdahl, H.: Experience with Adaptive Probabilistic Neural Networks and 

Adaptive General Regression Neural Networks. In: IEEE International Conference on 
Neural Networks, Orlando, FL, pp. 1203–1208 (1994) 

14. Clerc, M., Kennedy, J.: The Particle Swarm-Explosion, Stability, and Convergence in a 
Multidimensional Complex Space. IEEE Transactions on Evolutionary Computation 6, 
58–73 (2002) 

15. Masters, T.: Practical Neural Network Recipes in C++, pp. 201–222. Academic Press, San 
Diego (1993) 



D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 99–106, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Product Schemes Evaluation Method Based on Improved 
BP Neural Network 

Weiwei Chen1, Xiaopeng Wei1,2,*, and Tingting Zhao1 

1 Liaoning Key Lab of Intelligent information Processing, Dalian University, 
116622 Dalian, China 

2 Institute of Mechanical Engineering, Dalian University of Technology, 116024 Dalian, China 
*xpwei@dlu.edu.cn 

Abstract. Improved back propagation (BP) neural network evaluation method 
for product schemes took the main index data as input vector, took the sample 
comprehensive scores as output by using the analytic hierarchy process (AHP). 
The network was separately trained by momentum factorial algorithm, Gauss–
Newton algorithm and Levenberg-Marquardt algorithm. With the application 
and verification in Haier refrigerator schemes, the comparison of speed and 
mean absolute error show that the BP neural network trained by Levenberg-
Marquardt algorithm is reliable.  

Keywords: BP; AHP; momentum factorial algorithm; Levengberg-Marquardt 
algorithm; Gauss–Newton algorithm.  

1   Introduction 

With the globalization of economic development, competition among enterprises is 
increasingly fierce. The key point of business survival depends on whether the prod-
uct can satisfy customer requirements. Generally speaking, the conceptual design 
phase will usually have numbers of schemes. In order to improve design efficiency, 
enhance success rate, reduce cost and shorten design cycles, the product schemes 
should be evaluated and the best one should be put into produce. 

Product schemes evaluation is a multi-factor, complex and nonlinear system. In or-
der to show its result actually, the dynamic and nonlinear problem must be settled in 
the process of evaluation. At present, there are many evaluation methods [1], such as 
Analytic Hierarchy Process, Fuzzy Comprehensive Evaluation method and Grey 
Correlation Analysis, these methods possess rationality and feasibility, but they can 
not settle the above problem, and their evaluation efficiency is low.  

The BP neural network [2] provides a new effective way of evaluation for product 
schemes with the characteristic of non-linear approach, the stronger ability of adapta-
tion, studying, proceeding together and reasoning logically. For this, the evaluation 
method is put forward based on the self- study function of the BP neural network. It 
weakens the random and appraiser’s subjectivity when fixing the index weight in 
evaluation.  
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2   BP Neural Network and Improved Algorithms 

The back propagation (BP) algorithm, the most typical multi-layer feed forward neu-
ral network, is one of the most widely used algorithms. BP neural network is basically 
a gradient decent algorithm to minimize the error function in the weights space.  

But the gradient descent method has three main inherent problems: being prone to 
getting stuck in a local minimum, having the slow convergence speed and lacking 
stable generalization ability in the applications. Many researchers have made deep 
improvements on the basis of basic BP algorithm, such as adding momentum to  gra-
dient descent algorithm[3], Gauss–Newton (G-N) algorithm[4] and Levenberg-
Marquardt (L-M) [4]algorithm.  

Let ( )wV
r

denote the manifestation function of the network, where w
r

is the weight 

on the connection, we have to adjust w
r

to minimize the value of ( )wV
r

. Using the G-

N method, the correction of weight w
rΔ can be expressed in the form: 

( )[ ] ( )wVwVw
rrr ∇∇−=Δ −12 . (1) 

Where ( )wV
r2∇ and ( )wV

r∇  represent the Hessian matrix and the gradient. Assume 

that the manifestation function ( )wV
r

 is calculated by summing the error squares of 

neurons in the output layer. It can be defined as: 

( ) ( )wewV
N

i
i

rr ∑
=

=
1

2 . (2) 

Where ( )wei

r2 denotes the error signal of the jth output neuron. Furthermore, we can 

find the formulas as follows: 

( ) ( ) ( )wewJwV T rrrr =∇ , ( ) ( ) ( ) ( )wSwJwJw T rrrr +=∇2 . (3) 

Where ( )wJ
r

represents the Jacobian matrix and 

( ) ( ) ( )wewewS i

N

i
i

rrr 2

1

∇=∑
=

. (4) 

For the G-N method, it is normally assumed that: ( ) 0≈wS
r

.The G-N method is 

modified by L-M method with: 

( ) ( )[ ] ( ) ( )wewJlwJwJw TT rrrrrr 1−+=Δ μ . (5) 

Where μ is a scalar quantity. By adjusting the parameter μ , the L-M algorithm can 

maneuver between its two extremes: the gradient descent ( ∞→μ ) and the G-N 

algorithm ( 0→μ  ). According to the result of train iterations, the L-M algorithm  
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adjusts the parameter μ dynamically to change the direction of convergence. Calcu-

lating the Jacobian matrix plays a key role in the algorithm. When the number of 
weights in the network is small, the L-M algorithm can improve the learning speed 
effectively. 

3   Improved BP Neural Network on Evaluation 

3.1   Structure of the Neural Network  

In principle, it has been proved that every neural network model with only one hidden 
layer can uniformly approximate any continuous function [5].So a three-layer BP 
network is employed in our study. The BP natural network m neurons in the input 
layer according to the number of evaluation indices, one neuron in the output layer 
according to sample comprehensive scores and n neurons in the hidden layer which 
are determined by empirical formula [6]: 

1 2n n n a= × + . (6) 

Where 1n and 2n are the numbers of input and output knot, and a is in range of 1~10. 

We choose a = 4. 
The transfer function between input layer and hidden layer is Sigmoid function:  

( )
xe

xf −−
=

1

1

. 
(7) 

and the transfer function between hidden layer and output layer is purelin function. 

3.2   The Input and Output of the Neural Network 

3.2.1   The Input 
The entire input variable must be normalized before training BP neural network: on 
one hand, the dimensions of different indices are usually different, we can’t compare 
the difference between evaluation object’s attribute with different dimensions di-
rectly; on the other hand, transfer function of the hidden layer nodes is hyperbolic 
tangent, large data absolute value will make great influence on the transmission effect 
of the function [7], thus affecting the training results of neural networks.  

First, we must scale the attributes that denote by nature language, we may take 0.8 
for “good”, 0.6 for “normal”, and 0.4 for “bad”. And then, for all the data, we scale 
them into [0, 1]. For the benefit indices (the bigger the better): 

jj

jij
j

X
Y

minmax

min

−
−

=  . (8) 

and the cost indices(the smaller the better):                          
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jj

ijj
j

X
Y

minmax

max

−
−

= . (9) 

3.2.2   The Output 
Sample comprehensive scores reflect the quality of schemes, the calculate formula is 
as follow: 

1

N

i i
i

SCS WY
=

=∑ . (10) 

Where iW represents index weight and iY is non dimensional processed data. We get 

iW  by using Analytic Hierarchy Process (AHP), detail in [8].   

3.3   Training the Neural Network 

For the non-linear system, choosing initial weights is very important. It will directly 
influence the convergence of learning and the time of the training. If the initial weight 
is too big, the weighted output will fall in the saturation of Sigmoid function and the 
adjustment of the weights will be near zero which will result in the halt of learning 
process. We hope that the primly weighted output of each neuron will be near zero so 
that each neuron weight could make adjustment in the widest rang of Sigmoid activa-
tion function. Normally, the initial weights will be random in (-1, 1) [9]. 

Set“net.trainParam.show=5,net.trainParam.epochs=2000,net.trainParam.goal=1e-
5”.Training the BP neural network respectively with adding momentum to gradient 
descent algorithm, G-N algorithm and L-M algorithm. The training samples are input-
ted to the system and Matlab neural network tool box with the traingdx, trainbfg and 
trainglm study methods were used to train the samples.  

3.4   Test and Preserve the Neural Network 

Select several sample put into the net, compare between training output and expecta-
tion output, if the relative error can be accepted preserve the weights and thresholds 
between layers. 

4   Example 

Choose Haier refrigerator schemes evaluation for example. 

4.1   Refrigerator Evaluation Indices  

We extract ten main indices of customer requirement through market research as 
evaluation indices, shown in Table 1. The cost indices are X2, X5 and X6, the rest are 

benefit indices. We get index weight iW = (0.0754 0.1384 0.1384 0.2302 0.0384 

0.0754 0.0709 0.0454 0.1469 0.0406) .And the original data is shown in Table 2.  
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Table 1.  Refrigerator evaluation indices system 

Target layer Indices layer Index unit 
Effective Volume (X1) L 
Power Consumption (X2) KWh/24h
Input Power (X3) W 
Fresh-keeping Ability (X4) Kg/24h 
Weight (X5) Kg 
Noise (X6) Db 
Environmental Protection (X7) 0-1 
Modeling effect (X8) 0-1 
Life (X9) Year 

 
 
Refrigerator 
evaluation 
indices 
system 

Measure (X10) 0-1 

Table 2.  The original data of schemes 

Scheme 1 2 3 4 … 35 36 
X1 70 72 70 72 … 117 117 
X2 0.5 0.5 0.52 0.52 … 0.71 0.7 
X3 80 85 90 95 … 130 130 
X4 0.8 0.83 0.90 0.93 … 0.9 1.1 
X5 25 25 27 27 … 37 37 
X6 32 31 32 34 … 36 37 
X7 0.62 0.89 0.64 0.78 … 0.87 0.83 
X8 bad normal normal good … bad good 
X9 8 8 10 11 … 15 16 

X10 bad normal bad bad … bad good 

4.2   Training and Comparison 

The training set is the first 28 schemes in Table 2, data of another 8 are selected as the 
test sample. We trained the BP neural network respectively with adding momentum to  

 

 

Fig. 1. Performance of momentum factorial algorithm 
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Fig. 2. Performance of G-N algorithm 

 

Fig. 3. Performance of L-M algorithm 

Table 3. The epoch and mean relative error of the three algorithms 

Algorithm Epoch Mean relative error(%)
The momentum factorial 9673 2.27 

G-N 69 3.93 
L-M 7 0.28 

gradient descent algorithm, G-N algorithm and L-M algorithm and the performances 
of three algorithms are indicated in Fig. 1, Fig. 2 and Fig. 3.  

Table 3 shows the epoch and mean relative error of the three algorithms, it is 
proved that the BP neural network trained by L-M algorithm is the best in speed and 
training effect. And the test results have shown in Table 4. 
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Table 4. Test Results 

Item No. 29 30 31 32 33 34 35 36 
Training output 0.5220 0.4180 0.5047 0.5167 0.5848 0.3717 0.4951 0.5998 

Expectation output 0.5216 0.4176 0.5038 0.5177 0.5853 0.3747 0.4987 0.5993 
The absolute value  
of relative error(%) 

0.0325 0.0366 0.0873 0.0998 0.0477 0.3011 0.3586 0.0496 

Preserve the weights and the thresholds of the net which are trained by L-M algo-
rithm, shown in Table 5 and Table 6. It can be used to evaluate refrigerator schemes 
by inputting non dimensional processed data of evaluation indices.  

Table 5. The weights and thresholds between input layer and hidden layer after training 

 1 2 3 4 5 6 7 
1 0.2539 0.1053 0.3729 -0.3628 -0.2471 0.1155 0.9619 
2 0.5071 0.7008 -0.4023 0.0747 0.6802 0.3354 -0.5965 
3 0.1552 -0.2467 0.1870 -0.2766 0.0095 0.1416 0.3576 
4 -0.0916 -0.1428 -1.1234 -0.1672 0.6861 0.3051 -0.0743 
5 -0.9141 -0.4108 -0.0712 -0.4280 -0.1847 -0.0238 0.9183 
6 -0.0980 -0.4315 -0.6953 0.1136 -0.7854 0.0235 -0.0272 
7 -0.3138 -0.3146 -0.5534 0.7623 -0.8265 0.0647 0.8808 
8 0.3546 0.0147 0.4106 -0.7091 -0.2352 0.0396 0.6346 
9 -0.2449 -0.0072 -0.0004 -0.3096 -0.2839 0.2100 0.1561 

10 0.0192 0.0564 1.0277 -0.3349 0.4323 0.0768 -0.0236 
Threshold -0.7402 0.1620 0.2339 0.7101 0.3443 -0.6210 0.0539 

Table 6. The weights and thresholds between hidden layer and output layer after training 

1 2 3 4 5 6 7 Threshold 
0.0287 -0.1320 -0.0130 -0.0321 -0.0075 0.6648 0.0022 0.4772 

All of the analysis above are based on  a = 4 in formula 6, that means we have 7 
neurons in hidden layer. And when we change the parameter a, the L-M algorithm is 
always the best performance. Owing to space constraints, not list in detail. 

5   Conclusions 

In this paper, the BP neural network trained by Levenberg-Marquardt optimization 
algorithm has better generalization performance, less training steps and more reliable 
results. After training, it can be used to simulate the process of comprehensive evalua-
tion by experts. Combined with knowledge acquisition and expert system and it can 
be form a knowledge base for scheme evaluation. 

It extricates us from fussy programming by using Matlab neural network tool box 
and enables us to concentrate on schemes evaluation. Therefore, it is of great signifi-
cance by using Matlab neural network.  
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Abstract. The paper developed a system of tool wear monitoring in advanced 
manufacture systems. In conventional wear-monitoring method, it cannot ex-
hibit unique behavior found in regular modern machining systems. Because a 
single monitoring signal, such as the signal of force, temperature, ultrasound or 
AE, cannot exactly describe the state of tool work for monitoring in advanced 
manufacture. This paper, therefore, mainly researched on real-time cutter state 
monitoring using neural network, neural network integration and multi-sensor 
information integrating technology. Picture pattern-recognition and feature ex-
tracting were adopted and combined with other information of the cutter dy-
namically. The characteristic information was gathered using an appropriate 
model of cutter wear or damage. Neural network were used to imitate the com-
plicated nonlinear mapping relationship and to fuse multi-kind sensors that col-
lect wearing and damage information and make decision and judgment rapidly. 

Keywords: On-line; Tool wears monitoring; Multi-source Information fusion; 
Neural network integration; Decision-making. 

1   Introduction 

On-line tool condition monitoring was essential for modern machining systems, espe-
cially in the case of precession and unmanned machining [1]. Among the various 
applications for machine intelligence, monitoring the machining process was charac-
terized as the most imperative. Original observation method--through eyes should be 
improved through an automatic monitoring system. Performances of the monitoring 
system have direct influence on products quality and production rate in modern ma-
chining systems. It was known that the tool flank wear in cutting process also had a 
major influence on the subsurface quality of the work-piece, but crater wear governs 
the reliability of the operation because crater wear would eventually result in the frac-
ture of the tool. Diffusion and chemical reactions were responsible for the crater wear 
in cutting process. Collision and tool breakage were sudden and mostly unexpected 
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University of Technology. 
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events that require reactions in real time, but the development of tool wear was grad-
ual. The importance of tool wear monitoring was also implicit in the possible eco-
nomic advantages. If worn tools could be changed rapidly, it would be possible to 
avoid the waste of production. Furthermore, tool costs could be reduced noticeably by 
an optimized exploitation of the tool life. An accurate estimation of tool wear would 
even make it possible to adjust the tool position in order to meet geometric specifica-
tions and to guarantee a certain surface quality of the work-piece [1],[2]. 

Tool state monitoring method was composed of direct and indirect monitoring. The 
direct monitoring was directly observing the tool state to judge whether the tool 
breakage was happened, and the most typical method was Industrial Television (ITV). 
The indirect monitoring was observing physics quantity or physics phenomena to 
judge indirectly whether the tool breakage was happened or would be happened. The 
methods included measuring force method, measuring temperature method, measur-
ing vibration method, measuring main motor method, and measuring acoustic emis-
sion method. It was difficult to dispose the single sensor measured signal caused by 
certain fault, because the signal always hided in other background. Literature [3] 
presented multi-sensor fusion method so as to make up lower reliability of single 
signal.  

Multi-sensor fusion technology aimed to achieve the overall measuring informa-
tion at the same measuring targets, and by different treatment methods. Therefore, it 
was necessary to improve measure precision and dependability. In multi-sensor sys-
tems, information appeared in variety, complexity and large capacity. Information 
process differed from single sensing measure and the corresponding technology, and 
multi-sensor merge technology had become an important research field. [3],[4]  

In conventional wear-monitoring method the single monitoring signal cannot  
accurately describe the state of tool work processes which was used for monitoring 
tools, such as force signal, temperature signal ,ultrasound waves and AE(Acoustic 
Emission)[5],[6],[7]. The main task of this paper focused on real-time cutter state 
monitoring, which applied neural network, neural network integration, multi-sensor 
information fusion technology, and adopted picture pattern-recognition, feature ex-
tracting with dynamical cutter in machining process. In order to obtain dynamical and 
comprehensive monitoring information of cutting tool, and improve anti-jamming 
ability, the sub-monitoring network needed to be set up separately, which gathered 
cutting tool condition information from the different aspect and adopted the precise 
decision-making to the fusion nerve network. Through the decision and judgment 
ability of neural network that could imitate the complicated non-linear mapping rela-
tionship, the wearing and damaged information from multi-source of sensors were 
rapidly fused. In order to design an accurate tool wear monitoring system, various 
aspects associated with monitoring tool system were investigated in this study. 

2   Application of Neural Network Integration 

2.1   Establishment of Single BP Fuzzy Neural Network  

Of multi-sensor systems, system working information offered by each sensor had 
uncertainty in certain degree. The integration course to this uncertain information 
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was, in fact, an uncertain reasoning process. Because of the separation for original 
characteristic between fuzzy logic and neural network technologies, fuzzy technology 
and neural network can be combined to make fuzzy neural network control system to 
extract fuzzy rule and to create fuzzy membership function automatically, and online 
regulation. In literature [8], flank wears was predicted by using back propagation 
neural network. In literature [9], BP fuzzy neural network construction method was 
adopted to merge information of each individual BP neural network, which did not 
depend on the accurate mathematic model of the system and was suitable for compli-
cated system and course.  

The constructed individual BP neural network structure was illustrated in Fig.1. 
When the fuzzy study method on the study mechanism of the individual network was 
adopted, the characteristic of this kind of learning method was that the learning  
process was measured with the fuzzy quantity (degree of membership), i.e., the  
input volume was the fuzzy quantity after being fuzzy. Suppose a fuzzy neural  

network had one input and two outputs with training set ),( 11 TX ，where 

),( 12111 XXX = and 1T  was the expected output. If each fuzzy quantity was 

adopted to be triangle membership function (the same for other membership function) 

[ ]0,11 ∈jX  and right value iT [ ]1,1−∈ , the error signal was: 

2

1

)(
2

1
i

L

i
i YTE −= ∑

=  
(1) 

The purpose of learning was to minimize E, but ii TY = ，E will not be zero, be-

cause of the particularity of the fuzzy system. Therefore, according to different de-
mands, different stopping iteration rules were needed. The fuzzy rule of multi-input 
multi-output system can be divided into some fuzzy rule of multi-input single output 
system. 

 

Fig. 1. A back propagation fuzzy neural network 

2.2   Integration of Two Multi-layer BP Disposal Networks 

Fig. 2 shows that the signal disposal neural network dealt with the signal of sensor 
measuring, and then extracted useful information, which will be an input to fusion 
neural network. In order to get more comprehensive and accurate information, fusion  
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Fig. 2. The flowchart of Multi-source sensor fusion 

neural network can take order to inputs on the definite phase. It can put up two sub-
networks of disposing different sensors separately (showed in Fig. 1), then combined 
each individual network by way of parallel integration, thus, got a high-powered rec-
ognition system. Each BP network unit can be accomplished finely to image dispos-
ing, dimension cutting down and feature extracting. Every part of sensor’s target vector 
X was corresponding to every input of BP neural network. The individual network 
learned the date of training set. From test set A and B to test the test result was re-
garded as an input of the integrated network. The integrated network individual was 
produced by Boosting methods. 

3   Multi-sensor Fusion System Using Neural Network Integration 

This multi-sensor fusion system is shown in Figure 3. It was composed of multi-
source sensor group such as the CCD camera, AE, and force signal sensor; image 
acquisition card; image processing software; input and output devices; etc. In the 
system, Sub-network 1 and Sub network 2 gathered signal of wearing tool at the same 
time. This system used the outputs of each sensor as the inputs of Sub-network and 
used the output of Sub-network as the input of Integration Neural Network. In Sub-
network 1 the CCD camera worked in a given period interval to obtain the image of 
cutter, and then the system went on analyzing and processing the image, dimensional-

ity reduction and feature extracting. BV  was the wear extent of flank, and regarded it 

as feature vector. CCD camera can obtain a two-dimensional gray level array (namely 
image) in tool cutting. In this case, the dimension to measure the space at this moment 
was too high to be suitable for classifying machine with design. The measuring space 
with huge dimensions must be transferred into the characteristic space with dimen-
sions greatly cut down, in which the studied image can be expressed by characteristic 
vector. This was the course of characteristic extraction.  

In Sub-network 2, AE sensor and force signal sensor gather signal of wearing tool 
to eliminate or reduce various kinds of noise caused by insufficient light, vibration, 
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white noise, etc. The main advantage of the AE was its independence from the cutting 
direction. The feed and the thrust direction forces should be separated for most of the 
monitoring applications by using the cutting forces. AE sensor was sensitive to micro-
scopic characteristic of cutting process (for example plastic deformation and friction 
in the cutting area), and cutting force sensor was sensitive to cutting tool and work 
piece vibration that caused by cutting tool attrition [7]. Therefore, the method of using 
AE and cutting force sensor to monitor cutting tool attrition can obtain microscopic 
information (stress wave) and macroscopic information (vibration). Thus some effec-
tive characteristic signals can be gather to realize monitoring cutting tool wears. 

The system can acquire some states of tool signal, which cannot be measured by 
the traditional sensors. In Integration Neural Network, Sub-network 1 and Sub-
network 2 integrate in the form of parallel integration. Compared with the standard 
characteristic information stored on the computer in advance, it would fuse advanced 
data in advanced layer. If the result was true, the controlling system would signal an 
alarm message to change this cutter. Compared with standard value, system can judge 
whether the cuter is qualified. The schematic diagram of multi-sensor fusion system 
was shown in Fig. 3 
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Fig. 3. The system schematic diagram 

4   Experiments 

In this section, we applied the multi-sensor fusion system for a vertical machining 
center numerical to estimate tool state. The cutting processed cutting parameter were: 

pa = (0.1～ 0.3 mm), f = (8～35)mm/min, =n  (500～ 800)r/min, work piece mate-

rial was 45# steel. The cutting tool was the HSS end mill with vertical handle and 
three edges. The sampling frequency of AE was 5MHz, Sampling length 2,048. The 
sampling frequency of cutting force signal sensor was 1 kHz, Sampling length 1,024. 
The experiment carried through 6 kind of cutting tools conditions, respectively were 
normal cutting (< 0. 1 mm), mild attrition (0. 1 ~ 0. 3 mm), moderate attrition (0. 3 ~ 
0. 6 mm) and serious attrition (0. 6 ~ 0. 8mm), blade breakage (1.0 ~1.2mm), blade  
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Table 1. Correspondence between cutting tool condition and goal output of neural network 

Tool state 
Normal cutting 

Mild 
attrition 

Moderate 
attrition 

Serious  
attrition 

Blade 
breakage 

Blade  
falling 

Target output 
 
100000 

 
010000 

 
001000 

 
000100 

 
000010 

 
000001 

falling (over1.4 mm). Each kind of condition gathered 20 groups of data, each group 
of data length was 2,048, randomly chose 10 groups for training sample, in the re-
mainder randomly chose 5 groups for testing sample. Table 1 showed cutting tool 
condition and nerve network goal output correspondence relations. 

After selecting the suitable starter value and the deviation, and then the network 
were trained through 227 times of circulation trainings, error sum of squares of net-
work fell on in 0.05, and saved successful weight and the deviation into the memory. 
NN tested using 20 testing samples that had trained, judged the cutting tool state, 
result like Table 2 shows. 

Table 2. Network output and target output of testing sample 

Tool states Actual outputs of neural network integration Target output  
Normal cutting 0.8651 0.0051 0.0021 0.0013 0.0009 0.0001 100000 
Mild attrition 0.0050 0.7814 0.0067 0.0035 0.0010 0.0000 010000 
Moderate attrition 0.0023 0.0046 0.6765 0.0038 0.0007 0.0002 001000 
Serious attrition 0.0019 0.0039 0.0051 0.8245 0.0024 0.0003 000100 
Blade breakage 0.0046 0.0052 0.0048 0.0032 0.7459 0.0001 000010 
Blade falling 0.0034 0.0047 0.0058 0.0029 0.0038 0.6989 000001 

 

Fig. 4. The comparison of network output and experiment output 
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Fig. 5. The error in training process 

Draw a conclusion from table 2: the actual situation was consistent with tool states 
estimated by actual outputs of neural network. These results indicated the cutting tool 
monitor system using neural network integration was feasible. Simulate the work  
process of system using Matlab, obtained the curves of the practical output and the 
experiment output, validated the validity of using neural network to fuse Sub BP 
network 1 and 2, using neural network integration. 

Fig.4 showed the comparison of network output and experiment output, the fusion 
result of two sub networks was correct, and Fig4 also showed simulation for the 
Multi-source Information Fusion system was presented and discussed in this paper. 
The result that the integrated network exports indicates a good identification.   

Show as the Fig.5, because it was all joined some noises in the neural network 
study and the training process, it existed some slight errors in the network output and 
in the actual output comparison. The network output and the experiment output basi-
cally tallied, the error controlled in expectation error in network training process. 

5   Conclusion  

In this paper a new system is proposed to detect tool breakage and to estimate tool 
wear states. The proposed system uses CCD image, AE signals and force signal after 
they were processed to inspect cutting tool states. Two kinds of subnets are put up, 
trained and tested. The results indicate that the system can predict the wear values 
accurately, with the decision-making error of the predictions at 5% despite the noisy 
nature of the training and testing data. The approximate shape of the flank and crater 
wear can be consequently determined in the system which requires low cost monitor-
ing system. Tool breakages in all the tested cases are detected by the system. The 
system is proved reliable and response fast compared with the simple computation, 
which does not take processor time. 

E
rr

or
  

Group 
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Via Adaptive Control 

Zhongsheng Wang1, Yanjun Liang2, and Nin Yan1  

1 College of Automation, Guangdong Polytechnic Normal University, Guangzhou, 
P.R. China, 510635 

2 College of Information Science and Engineering, Ocean University of China, 
Qingdao, China 266071 

Abstract. The paper aims to present a new synchronization and parameter iden-
tification scheme for a class of time-varying neural networks. By combining the 
adaptive control method and the Razumikhin-type Theorem, a novel delay-
independent and decentralized linear-feedback control with appropriate updated 
law is designed to achieve the synchronization and parameter identification. 
The updating law of parameters can be directly constructed. Hopfield neural 
networks with time-varying delays are given to show the effectiveness of the 
presented synchronization scheme. 

1   Introduction 

In recent years, due to neural networks’ promising potential for the tasks of classifica-
tion, associate memory and parallel computation, communication such as secure 
communication through the chaotic system, etc., it has attracted the attention of the 
scientists. Those neural networks have been applied to describe complex nonlinear 
dynamical systems, and have become a field of active research over the past two dec-
ades [1-15]. It is known that the finite speed of amplifiers and the communication 
time of neurons may induce time delays in the interaction between the neurons when 
the neural networks were implemented by very large-scale integrated (VLSI) elec-
tronic circuits. Many researchers have devoted to the stability analysis of this kind of 
neural networks with time-delays. The chaotic phenomena in Hopfield neural net-
works and cellular neural networks with two or more neurons and differential delays 
have also been found and investigated [11-15]. Neural networks are nonlinear and 
high-dimensional systems consisting many neurons. In this paper, the decentralized 
control method is discussed for the synchronization problem of a class of chaotic sys-
tems. By combining the adaptive control method and the Razumikhin-type Theorem, 
a delay-independent and decentralized linear-feedback control with appropriate up-
dated law is designed to achieve the Globally exponential synchronization. The con-
trollers and the regulating law of parameters can be directly constructed. Hopfield 
neural networks with time-varying delays are given to show the effectiveness of the 
presented synchronization scheme. 
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2   Synchronization Problem Formulations 

In this paper, we consider the chaotic neural networks with time-varying delay de-
scribed by the differential delayed equation of the form  

,,,2,1,)))((())(()()(
11

niJttxgbtxfatxctx ijjj

n

j
ijjj

n

j
ijiii L& =+−++−= ∑∑

==

τ  (1) 

Or in a compact form 

JttxBgtxAftCxtx +−++−= )))((())(()()( τ&  (2) 

Where 2≥n  denotes the number of neurons in the networks, ix  is the state variable 

associated with the i  neurons, )(txc ii is an appropriately behaved function remain-

ing the solution of chaotic neural networks (1) bounded. The feedback matrix 

nnijaA ×= )(  and the delayed feedback matrix nnijbB ×= )( indicate the intercon-

nection strength among neurons without and with time-varying delays 0)( ≥tjτ  

respectively.  The activation function ii gf , describe the manner in which the neurons 

respond to each other, iJ  is an external constant input, it is assumed that 

))(max(0 * tjj ττ =≤ for ni ,,2,1 L=  and 0≥t . The initial conditions of system 

(1) are given by ),],0,([)()( * RCttx jii τϕ −∈= )],0,([ * RC jτ− de-

notes the set of all continuous functions from ]0,[ *
jτ− to R , 

;0),,,( 21 >= ncccdiagC L   
;)))((,)),(()),((())(( 2211

T
nn txftxftxftxf L=  

T
nnn ttxgttxgttxgttxg ))))(((,))),((())),(((()))((( 222111 ττττ −−−=− L

;),,,( 21
T

nJJJJ L=  

We refer to model (1) as the drive chaotic neural networks, and the response neural 
networks is given by the following equation 

,,,2,1),()))((())(()(ˆ)(
11

niteJttzgbtzfatzctz iiijjj

n

j
ijjj

n

j
ijiii L& =++−++−= ∑∑

==

ετ  (3) 

Or in a compact form  

)()))((())(()(ˆ)( teJttzBgtzAftzCtz ⊗++−++−= ετ&  (4) 

Where ),,2,1())()(,),()(),()(())(,),(),(()( 221121 niRtxtztxtztxtztetetete n
nn

T
n LLL =∈−−−== de-

notes the synchronization errors, 0)ˆ,,ˆ,ˆ(ˆ
21 >= ncccdiagC L  is the estimated 
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values of the parameters ,C n
n R∈= ),,,( 21 εεεε L , ),,2,1( ni L= is the up-

dated feedback gain, and the mark ⊗ is defined as 

.))(,),(),(()( 2211
T

nn tetetete εεεε L=⊗  The initial conditions of system (3) 

are given by ).],0,([)()( * RCttz jii τψ −∈=  Furthermore, we define estimation 

error of the parameter C as niccc iii ,,2,1,ˆ~ L=−= . 

The error dynamical between system (2) and (4) can be expressed by the follow-
ing equation 

)()))(((~))((
~

)()(
~

)( tettegBtefAtCetzCte ⊗+−++−= ετ&  (5) 

Where  

)),(())()(())((
~

txftxteftef −+=
))(())())((()))(((~ txgtxttegtteg −+−=− ττ    

Before proceeding, an assumption regarding ii gf , , is  given below. 

Assumption 1. Each neuron activation function in (1) nigf ii ,,2,1,, L=  is 

bounded and  satisfies the Lipschitz condition with the Lipschitz constants ii hk , , 

that is   

,)()( vukvfuf iii −≤− vuhvgug iii −≤− )()(  (6) 

for all Rvu ∈, . 

The aim of this paper is to design the updated law of parameters Ĉ to achieve the 
synchronization between system (1) and (3) and the parameter identification, that is: 

0)ˆ(lim)(lim =−=
∞→∞→ ii

t
i

t
ccte   for all nji ,,2,1, L=  

3   Main Results 

Main Theorem. For system (1) and (3) which satisfy Assumption 1, if the updated 

feedback gain. ),,,2,1( niRi L=∈ε  and the estimated parameters BAC ˆ,ˆ,ˆ are 

updated according to the following updated law respectively   

niteiii ,,2,1),(2 L& =−= ηε  (7) 

)()(ˆ tztec iiii σ=&  (8) 

where ),,2,1(0,0 niii L=>> ση are arbitrary constants ,respectively, then  

the  synchronization and the parameter identification of system (1) and (3) can be 
carried out. 
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Proof. In order to confirm the origin of (5) with updating laws (7) and (8) is globally 
exponentially stable, we construct the Lyapunov function V as 
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2
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2

1
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2

1 ε
ησ

 (9) 

Where 0>l  is a constant to be determined. 
Calculating the derivative of (9) along the trajectories of (5), we obtain  
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From (6) yields 
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where    },,2,1|max{},,,2,1|max{ 22 nihhnikk ii LL ====  

Substituting inequality (11) and (12) in to (10) yields  
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According to Razumikhin-type Theorem  4.1 in [16], if 

1()())(( >≤− αατ tette  is a constant) then  

)(]
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2
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2

1

2

1
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1
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1
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Where I  is an nn ×  identity matrix and )(max Mλ  denotes the maximal eigenval-

ues for symmetric matrix M . 

Taking ,1)
2

1

2

1

2

1

2

1
( 2

max +++++−= TT BBIhkIAACl αλ   

We can obtain  

)()( teteV T−≤&  (13) 

Therefore, the solution of (5) with (7) and (8) in about equilibrium point 0)( =te  

and nicc ii ,,2,1,ˆ L==  are globally uniformly stable. Then )(te  and 

nici ,,2,1,ˆ L=  are globally bounded for 0≥t , vector )(te  is square-integrable 

by inequality (13), from Eq.(6) )(te& is bounded. By Barblat’s lemma [17], we con-

clude that 0)( →te , as +∞→t , that is, 0)(lim =
+∞→

te
t

. 

Moreover, from Eq.(5), we can easily know that )(te&& is bounded, that is 

Kte ≤)(&& ( 0>K is constant). Suppose 0)(lim ≠∞→ tet & , then there exists an 

infinite unbounded sequence }{ nt  and 0>ε  such that ε≥)( nte& . For any 

ntt > , we have  
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Taking  δ+= ntt , then  

)
2

()()( δεδ K
tete n −≥+  

Choosing 
K

εδ = , we have  

K
tete n 2

)()(
2ε≥+ , 

Hence, we get a contradiction with 0)( →te as +∞→t , this implies 

0)(lim =∞→ tet & . In the same way we have 0)(lim =∞→ tet & . That is 

0)(lim =
∞→

te
t

& .  From Eq.(5), we conclude that 0)ˆ(lim =−
∞→ ii

t
cc .This completes the 

proof. 

4   Illustrative Example 

Example. Consider the following Hopfield neural networks as in [14] 
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Remark 1. In our example, the time-varying delays )(),( 21 tt ττ  must not be satis-

fied )2,1(,1)( =< itiτ&  

To achieve synchronization, the response system is designed as  
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ijjj
j

ijiii ετ&  
(15) 

and the updating law of parameters are  

2,1),(2 =−= iteiii ηε&  (16) 

2,1),()(ˆ == itztec iiii σ&  (17) 

then the system (14) and (15) can be globally exponential synchronization.Fig.1-Fig 2 
depict the synchronization error of the state variables and the estimation errors  
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Fig. 1. Synchronization errors for )cos1()()( 21 ttt −==ττ     Fig. 2. The estimations of parameters ic  

of parameter between the drive system(14) and the response system (15)  

with  ),2,1,(5.0,1 === jiii ση   and the initial condition  

]3.0,1.0[)](),([],3.0,4.0[)](),([ 2121 −== TT szszsxsx , respectively. 

5   Conclusion 

The synchronization and the parameter identification problem for a class of neural 
networks with time-varying delays has been discussed in the paper. A delay-
independent and decentralized linear-feedback control with appropriate updated law is 
designed to achieve the globally exponential synchronization. The updating law of 
parameters can be directly constructed. Hopfield neural networks with time-varying 
delays are given to show the effectiveness of the presented synchronization scheme. 
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Abstract. The electromagnetism-like method (EM) is a meta-heuristic algo-
rithm utilizing an attraction-repulsion mechanism to move sample points (i.e., 
our solutions) towards the optimality. In general, the EM method has been ini-
tially used for solving continuous optimization problems and could not be ap-
plied on combinatorial optimization ones. This paper proposes a discrete binary 
version of the electromagnetism-like method (EM) for solving the combinato-
rial optimization problems. To show the efficiency of our proposed EM, we use 
it for solving the traveling salesman problem and compare our computational 
results with those reported in the literature. Finally we conclude that our method 
is capable of solving such well-known problems more efficiently than the pre-
vious works. 

Keywords: Electromagnetism-like method; Traveling salesman problems;  
Evolutionary computing. 

1   Introduction 

The electromagnetism-like mechanism (EM) was first introduced by Birbil and Fang 
[1]. It simulates the attraction-repulsion mechanism in the electromagnetism theory [2] 
to solve unconstrained nonlinear optimization problems in the continuous space. This 
method has been tested and verified in order to prove the efficiency of the EM. It can 
be converged rapidly, in terms of the number of function evaluations, to the global 
optimum for the given continuous problems with varying degree of difficulty [1, 3]. 

Despite its proven capability of solving various optimization problems in the con-
tinuous space, EM has been applied to combinatorial optimization problems only in 
few studies mostly in the field of scheduling problems [4 to 6] and traveling salesman 
problem [7, 8]. Wu and Chiang [7] and Wu et. al. [8] applied EM to solve the travel-
ing salesman problem (TSP). Their methods, for converting the space of EM from 
continuous into discrete space, are very simple and inefficient. In other words, they 
have just rounded off the values. While using the TSP problems in very small sizes 
(up to 16 cities), those associated results are not satisfactory. 
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In this paper, we propose a discrete binary version for the electromagnetism-like 
method (EM) in order to solve combinatorial optimization problems. Our method for 
converting the continuous version of the original EM [3] into the discrete version is 
very similar to the method proposed by Kennedy and Eberhart [9]. They converted 
the continuous version of the particle swarm optimization (PSO) method [10] into the 
discrete version. This discrete binary version of PSO has been widely used for solving 
many combinatorial optimization problems like Flow shop scheduling problems    
[11, 12], traveling salesman problem [13], and polygonal approximation of digital 
curves [14]. Like the discrete binary version of PSO, our discrete binary version of 
EM can be used in many combinatorial optimization problems. As an instance, in this 
paper we use our proposed EM to solve the traveling salesman problem (TSP). 

To show the efficiency of our proposed EM on solving the TSP problem we carry 
out a number of experiments and then we compare our computational results with 
those taken from the literature [7, 8]. Finally we conclude that our algorithm is more 
capable of solving the TSP in large sizes.  

2   Electromagnetism-Like (EM) Mechanism 

The electromagnetism-like method (EM) was first proposed by Birbil and Fang [1] 
and then revised by Birbil et al. [3] to ensure the convergence of this method. After 
applying some modifications in the original algorithm, it has been proven that this 
new revision exhibits global convergence with probability one. The EM applies on 
optimization problems with continuous variables in the following form, as given in 
Eqs. (1) and (2). 

min ( )

. . [ , ]

f x

s t x L U∈
 (1) 

[L ,U] := {x ∈Rn │ Lk ≤ xk ≤ Uk , k= 1,2,…, n} (2) 

This method uses an attraction-repulsion mechanism to move sample points to-
ward optimality. It is similar to the electromagnetism theory [2] for charged particles. 
Each sample point (solution) in the solution space is assumed as a charged particle 
where the charge of a point relates to the objective function of that point. Points with 
better objective function have more charge than other points. Then, points with more 
charge (i.e., solutions with better objective function) attract other points, and points 
with less charge repulse other points. Finally, a total force vector exerted to a point is 
calculated by adding these attraction-repulsion force vectors and the point is moved to 
direction of the total force. Table 1 shows the general scheme of the EM and its de-
scription of each step. 
 
• Initialize (Line 1): In this step, m sample points are selected randomly from the 

feasible region, which is n dimensional hyper-cube. Then, the objective function 
value (OFV) of each sample point is computed. This step ends with m points 
identified, and the point with the best OFV is stored in variable xbest. 
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Table 1. Structure of the EM 

ALGORITHM EM(m, MAXITER, LSIT ER, δ) 
m:          number of sample points 
MAXITER:    maximum number of iterations 
LSIT ER:       maximum number of local search iterations 
δ:                   local search parameter, δ �[0, 1] 
1.      Initialize() 
2:      iteration ←1 
3:      while iteration <MAXITER do 
4:           Local(LSIT ER, δ) 
5:           F ←CalcF( ) 
6:           Move(F) 
7:           iteration ←iteration + 1 
8:      end while 

 
• Local search (Line 4): This step is used to move sample points toward the local 

optima, which are close to these points pushed toward the local hills by using a 
neighborhood search procedure. 

• Calculate force (Line 5): In this step, a charged-like value is assigned to each 
point (qi). The charge of a point is computed according to the efficiency of the 
OFV of a point (points with better objective function have more charge than oth-
ers). The charges are computed by Eq.(3). 

1

( ) ( )
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(3) 

Then, the force between two points is calculated by using a mechanism that is 
similar to the electromagnetism theory [2] for the charged particles. In this 
mechanism, the force that is exerted on a point via other points is inversely pro-
portional to the distance among points, and directly proportional to the product of 
their charges. A point with a better OFV (i.e., larger qi) attracts other points, and a 
point with the worse OFV repels the others. At the end of this step, the vector of 
the total force exerted on each point from other points is calculated. This vector 
determines the direction of movement for corresponding point in the next step 
(Line 6 of the EM).  

In the revised EM proposed by Birbil et al. [3] needs some modifications in 
this step of the algorithm. To preclude the premature convergence, Birbil et al. [3] 
selected one of the points in the population other than the current best point as the 
"perturbed point", and they modified the method of calculating the force that was 
exerted to the perturbed point. After applying these modification in this step of 
the algorithm, they proved that the new revised algorithm exhibits global conver-
gence with probability one. We also use these modifications in our study. 
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• Move points along the total force vector (Line 6): In this step, points are 
moved along the total force vector that is calculated in the previous step. The 
length of the movement along the total force vector is selected randomly. 

3    Proposed Discrete Binary Version of the EM 

According to the above discussion, the EM is restricted to real numbers (i.e., continu-
ous space). However, many optimization problems are set in a space featuring  
discrete or qualitative distinctions between variables. To meet this requirement, we 
develop a discrete version of the EM by using an approach that is very similar to 
Kennedy and Eberhart [6] in order to make a discrete version for a PSO method. The 
discrete EM essentially differs from the original (or continuous) EM in two character-
istics: 1) each point (solution) is composed of the binary variable; and 2) the total 
force vector computed in Line 5 of the EM shows the chance of the binary variable 
taking the value one in the next step of the algorithm (Line 6).  

To better understand our discrete EM, suppose that Xi = (xi
1, x

i
2,…, xi

n), x
i
n∈{0,1}  

is point (solution) i in the space and Fi = (f i
1, f 

i
2,…, f i

n) is the total force vector ex-
erted to point i (this vector is calculated in Line 5 of the algorithm). In line 6 of the 
EM, we select the greatest positive component of Fi. This selected component of Fi 
has a corresponding component in Xi. Now if this corresponding component of Xi is 
equal to zero, we change it to 1. Table 2 shows a proposed algorithm for Move(F) of 
our proposed EM. 

Table 2. Proposed algorithm for Line 6 of the EM 

ALGORITHM Move(F) 
F    : Total force vector calculated in line 5 of the EM 
Pop: Total number of Population (number of solutions) 
n     : Number of variables in each solution 
1.      While  i < Pop  do 
2:             max f ←1 
3:             while  j < n  do 
4:                   If  f ij > max f then  
5:                         max f ← j 
6:                   end If 
7:                   j ← j + 1 
8:              end while 
9:               xi

max f  ← 1 
10:             i ← i + 1 
11:     end while 

For example, suppose Xi = (0,1,0,0,0,0,1) consisting. After computing the total force 
vector according to Line 5 of the EM, the total force vector exerted to solution i is Fi = 
(0.2,1.3,-1.2,0,0.7,2.3,- 0.1). Now for running command in Line 6 according to the 
proposed algorithm, we select the largest values of f i. In this example, the largest posi-
tive value of Fi is 2.3 that belongs to f i

6
 . So, we change the value of xi

6 from 0 to 1.  
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At the end of Line 6 of the EM, solution X i is changed into X i = (0,1,0,0,0,1,1)  
Then, Line 6 is finished and we can go to Line 7 and continue other steps of the algo-
rithm as usual. 

4   Using the Proposed EM for Solving the TSP Problem 

In this section, we extend the discrete EM to solve the TSP. To do this, our discrete 
points (solutions) need to be redesigned to represent a sequence of possible tour con-
sisting of m cities, and Line 6 of the EM has to move a point (solution) to a new pos-
sible tour. Details are given bellow. 

To define points, suppose that point i represents a tour of m cities, and it is shown 
by Xi = (xi

11 , x
i
12 ,…, xi

1m , … , xi
m1, x

i
m2, x

i
mm), xi

nk∈{0,1}. If  xi
nk = 1, it means that in 

Step n of tour i we go to city k. Table 3 shows a tour of five cities with the sequence 
of 1,3,4,2,5. In this figure, we have xi

11 = xi
23 = xi

34 = xi
42 = xi

55 =1 and other compo-
nents of Xi are equal to 0. It is worthy noting that in this study all tours start with City 
1 remaining the first city in all iterations of the proposed algorithm. Suppose that after 
executing Line 5 of the proposed EM, the total force vector exerted to the solution is 
shown in Table4. 

Table 3. Values of xi
nk representing a tour as 1,3,4,2,5 

 1 2 3 4 5 

1 1 0 0 0 0 

2 0 0 1 0 0 

3 0 0 0 1 0 

4 0 1 0 0 0 

5 0 0 0 0 1 S
te

p 
of

 th
e 

to
ur

 

C

 

Table 4. Total force vector exerted to the solution from Table 2 (f ink) 

0 0 0.007 0 0.011 

0 -0.001 0 -1.06 0 

1.006 0 1.031 0 0.061 

0 0.031 0 0 0.703 

0 0.005 0 0 1 
 

Now for running Line 6 of the EM, we select the largest positive force in Table 4. 
The largest force is f i

33 = 1.031. So, we have to change xi
33 from 0 to 1; however, to 

have a possible solution (i.e., feasible tour) after this change, we also have to apply 
these changes after changing the value of xi

33 as follows: 
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xi
34 should be changed from 1 to 0, 

xi
24 should be changed from 0 to 1, and 

xi
32 should be changed from 1 to 0. 

After applying these changes, solution xi changes into the form shown in Table 5, 
representing a tour as 1,4,3,2,5.  

Table 5. Values of xi
nk after running line 6 of the EM 

1 0 0 0 0 

0 0 0 1 0 

0 0 1 0 0 

0 1 0 0 0 

0 0 0 0 1 

 

5   Computational Results 

To compare our computational results with others, we first review the results reported 
in the literature [7, 8]. In these studies, each TSP test problem has been solved by EM 
method 20 times and the best result among these 20 results is reported. The number of 
iterations of the EM is 1000 and the number of local searches in each iteration is 100 
times, in which local searches are applied only to the current best point. The computa-
tional results are given in Table 6. In this table, the previous studies cannot solve even 
very small TSP problems. For example, none of these two studies can solve a problem 
with 14 cities.  

Table 7 shows the computational results of our proposed EM. We have selected all 
of our test problems from the TSP library [15]. Each test problem has been solved 20 
times and the best results as well as average results are reported. It is worthy noting 
 

Table 6. Computational results reported in [7, 8] 

Number of 
cities 

Optimal 
tour 

Best result 
of study [7] 

Error of 
study [7] 

Best result 
of study [8] 

Error of  
study [8] 

5 36.9054 36.9054 0.0% 36.9054 0.0% 

10- test 
problem 1 

183.1812 183.1812 0.0% 183.1812 0.0% 

10- test 
problem 2 

161.6289 161.6289 0.0% 161.6289 0.0% 

10- test 
problem 3 

126.7849 126.7849 0.0% 126.7849 0.0% 

14 30.879 32.814 6.3% 31.452 1.9% 

16 3.2 3.6129 12.9% 3.2 0.0% 
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Table 7. Computational results of our proposed EM algorithm 

Test  
problem 

Number of 
cities 

Number of 
iterations 

Optimum 
tour 

Best 
result 

Error of 
best result 

Average of 
results 

Burma 
14 

14 150 3323 3323 0% 3323 

Gr 17 17 150 2085 2085 0% 2093 

Gr 21 21 200 2707 2707 0% 2766 

Gr 24 24 200 1272 1272 0% 1328 

Beyg 29 29 250 1610 1610 0% 1721 

Eli 51 51 400 426 451 5.9% 493 

that the number of iterations of our proposed EM is 150 to 500 times (i.e., At least 2 
times less than the previous studies). The number of local searches applied to all 
points in each iteration is 100 times. 

To compare the results of Tables 6 and 7, it is clear that our discrete binary ver-
sion is more capable of solving the TSP by our proposed EM than the previous studies 
[7, 8]. This conclusion is also clear in Figure 1 and figure 2 which compare the % 
error related to each algorithm in the given city numbers. 

As shown in Table 7, another important conclusion is that our proposed algorithm 
reports better results by using the less number of iterations comparing to WU and 
Chiang [7] and Wu et al. [8]. Due to pre-mature convergency, increasing the number 
of iterations cannot help in improving the quality of results. On the other hand, the 
lager iterations are not useful for our algorithm because all sample points (except for 
the perturbed point) are converged to the same solution after a number iterations. 

6   Conclusion 

We proposed a discrete binary version of the electromagnetism-like method (EM) in 
order to make this method applicable for combinatorial optimization problems. Then 
we used our proposed discrete version of EM to solve the traveling salesman problem 
(TSP). To show the efficiency of our proposed EM on solving the TSP problem, a 
number of experiments are carried out and the associated results are compared with 
the results taken from the literature. The quality of solutions is much better than  
others in terms of the objective function value and the number of iterations.  
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Abstract. In this paper, we present a Frequent Schemas Analysis (FSA) ap-
proach as an instance of Optinformatics for extracting knowledge on the search
dynamics of Binary GA using the optimization data generated during the search.
The proposed frequent pattern mining algorithm labeled here as LoFIA in FSA
effectively mines for interesting implicit frequent schemas. Subsequently these
schemas may be visualized to provide new insights into the workings of the
search algorithm. A case study using the Royal Road problem is used to explain
the search performance of Genetic Algorithm (GA) based on FSA in action.

Keywords: Genetic Algorithms; Optinformatics; Frequent Pattern Mining;
Schemata.

1 Introduction

Details on how an evolutionary algorithm operates to search on a given landscape is un-
fortunately still not completely well understood. Knowledge about the search structure
of the algorithm may bring new insights to ”how an algorithm search on a problem
?” and/or ”under what circumstances does an algorithm functions well ?”. Answers to
these questions can be useful to assist one in selecting appropriate solvers for a given
problem. In this paper, we particularly narrow our focus to Genetic Algorithm. Sev-
eral attempts have been made in the past decades to enhance our understandings on
the dynamics of GA and its connection to the problem landscape [1], [2]. To reduce
the difficulty and complexity of the theoretical model in order to capture the stochastic
behaviors of the optimization process, assumptions on infinite population size or use of
simple operators are usually made in most studies. However, because of the assump-
tions made, most approaches cannot be used to analyze the behaviors of the general
evolutionary search on a given problem at hand.

As introduced in [3], optinformatics refers to the specialization of informatics for
the processing of data generated in optimization so as to extract possibly implicit and
potentially useful information and knowledge. Even though it is generally tough to pre-
cisely predict how an evolutionary algorithm would search on a problem, the least one
could do is to develop methods in optinformatics that aims to estimate the performance
and highlight how the algorithm operates on the problem through the archived optimiza-
tion data produced during (online) or at the end of the search (offline). In this paper, we
present a Frequent Schemas Analysis (FSA) technique for extracting knowledge from

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 131–139, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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the search process by using the historical optimization data, which are otherwise often
discarded. FSA bring about greater understanding of GA dynamics through mining for
frequent schemas that exist implicitly within the optimization data. The rest of the paper
is organized as follows. Section 2 presents the definition of frequent schema and dis-
cusses the hardness of mining frequent schemas on GA data. In Section 3, we present
the Frequent Schemas Analysis (FSA) technique for mining and visualizing interesting
frequent schemas. Using the proposed FSA, we analyze the premature convergence ex-
perience of GA on the Royal Road problem in Section 5 and confirm the conclusion
reported in earlier work. Finally, we conclude our findings in Section 6.

2 Frequent Schemas in Genetic Algorithms

Over the past decades, many efforts on the analysis of Genetic Algorithm have been
made since the first introduction of schemata and Schema Theorem by Holland. In
his work, a schema is defined as a notational device to represent a set of fixed-length
genomes (chromosomes) of length L having some alleles in common. It is a string of
length L in which position i can take a specific allele value (i.e. 0 or 1 in case of binary
string) or ∗ which represents a don’t care symbol.

Let function Freq(s, [m,n]) denote the frequency of schema s in the populations
over generations m to n. We define a schema s as frequent schema with a level θ in
the period [m,n] if and only if Freq(s, [m,n]) ≥ θ. One possible interpretation of a
frequent schema s is that GA has spent at least θ percentage of its sampling budget on
the hyperplane defined by s; or θ is a lower bound of the probability that a point in
the hyperplane s is sampled by GA during the period [m,n]. Frequent schemas with
a higher value of θ indicate regions with stronger convergence of GA in the period.
However, a set of frequent schemas detected with higher value of θ is generally less
specific (lower-order schemas) than those of lower values.

Note that each chromosome (binary string) in the data generated by GA in the period
of generations can be transformed to a set of items (itemset). Each allele xi at locus i
∈ Ω = {0, 1} is converted to an item with index yi = |Ω|×i+1+xi. Conversely, locus
i and allele xi can be calculated from yi as i = (yi−1)/|Ω| and xi = (yi−1)mod|Ω|.
For example, chromosome 010 . . .1 of length L in an optimization is transformed to a
set of items {1, 4, 5, . . . , 2L+ 2}. At this point, the term frequent schema and frequent
itemset are used interchangeable, and the problem of finding frequent schemas on the
aggregated GA data over a period can be considered as a problem in Frequent Pattern
Mining [4].

Let μs(t) denote the observed average fitness of individuals that belong to schema s.
As stated in Holland’s book [2], ”..., if some schema begins to occupy a large fraction of
the population (through consistent above-average performance), its rate of increase will
come very close to [μξ(t)/μ(t)]−1”, it is inferred that the frequencies of a schema with
consistently above-average performance in a period form a non-decreasing sequence
{Freq(s, t)}n

t=m and thus, a subset of consistently above-average schemas will become
a part of the set of frequent schemas. With reference to [5], above-average schemas
having short and closely spaced fixed positions that are not too unfavorably affected
by crossover, termed as building block, tend to increase its frequency in the population
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as GA progresses, thus reducing the complexity of the problem. The Building Block
Hypothesis (BBH) states that GA thus operates on these building blocks, growing them
and mixing them with each other in an attempt to find the optimum solution. Since
low order building blocks will combine to form a higher order building blocks under
BBH and building blocks contribute to the set of frequent schemas as discussed, it is
expected that the length of most specific frequent schemas (itemsets) found will increase
or dense datasets (i.e. data with long itemsets) will be obtained in the later period of the
evolution. As discussed in [6], dense dataset often poses a challenge to the algorithms
that mine for frequent patterns (or frequent schemas in this context). Thus, Building
Block Hypothesis results in this hardness of mining frequent schemas from the dense
data generated by GA in the later periods of the evolution.

3 Frequent Schemas Analysis

Instead of focusing on all details that may possibly be irrelevant in each search gener-
ation, the idea of Frequent Schemas Analysis (FSA) is to capture relevant information
about the schemata evolution for some periods of time through interesting frequent
schemas as shown in Figure 1 in order to provide an overview or a sketch of the evolu-
tion process across periods.

Optimization data is first collected from the evolution process and divided into con-
secutive and non-overlapping periods. The sampling of GA in each period of the search
space is analyzed by investigating on the set of frequent schemas (Freq(s, P ) ≥ θ)
found in that period. Alternatively, frequent schemas can also be compared across peri-
ods to understand the change in GA dynamics. Large value of θ gives more confidence
on the located convergence regions but the frequent schemas are generally less specific,
thus, interesting information may be not captured.

3.1 Frequent Schemas Mining

Besides requiring a huge amount of memory and computation resources, processing
and storing all possible frequent schemas (e.g. at most 230 for 30-bit strings) may not
be necessary for the analysis and interpretation purposes. From the possibly numerous
frequent schemas, it is up to the analyzer to select interesting schemas from the pool to
investigate. In this paper, the interestingness metric is defined as the longest frequent
schema/ itemset (LFS/ LFI in Figure 1) for that longest frequent schemas may provide a

Fig. 1. Frequent Schemas Analysis
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sketch on how GA progressively reduces the number of dimensions of its search space
or biases its search towards promising convergence regions.

For this purpose, simply applying available algorithms in Frequent Pattern Mining
may be very inefficient on some optimization data, such as those generated by the Royal
Road problem which will be illustrated in Section 4. Based on the compact data struc-
ture FP-tree in FP-growth algorithm [6], we propose the LoFIA algorithm (Algorithm
1) which employs bottom-up and depth-first approach to quickly identify the longest
frequent schemas from the optimization data. Support (frequency) counting for all fre-
quent itemsets with prefix s is computed through the compact data structure FP-tree,
instead of having to scan through the entire large dataset. FP-tree is reported in [6] to
achieve good compactness in most of the time, especially in dense datasets such as GA
optimization data.

Algorithm 1. Longest Frequent Itemset Mining Algorithm (LoFIA)
1: [T] = Build(Data, θ) {Build FP-tree T}
2: Set LongestFrequentItemsets (LFI) = null
3: Set lθ = 0
4: LFI = LoFIA-Mining(null, T, LFI, lθ )
5: return LFI

A search from a current tree Ts (i.e. FP-tree of prefix s) can be interpreted as finding
the longest frequent itemset started with the prefix s. A conditional FP-tree Tsα is re-
cursively generated from Ts which conforms to the depth-first search strategy (line 11,
Algorithm 2). In this way, a complete set of frequent itemsets is found by recording a
prefix as frequent itemset (line 9, Algorithm 2) and recursively generating the condi-
tional FP-trees from the FP-tree of that prefix. The reader is referred to Han’s paper [6]
for the details of generating conditional FP-tree Ts and header table Hs.

Algorithm 2. LoFIA-Mining(s, Ts, LFI, lθ)
1: Build Header Table Hs

2: for each item α in Hs do
3: if Order(α|Hs) + |s| ≥ lθ (Criteria 2) then
4: if |sα| > lθ then
5: LFI.clear()
6: lθ = |sα| {update to new expected longest length}
7: end if
8: if |sα| == lθ then
9: LFI.insert(sα)
10: end if
11: Build conditional FP-tree Tsα from Ts

12: if |sα| + D(Tsα) ≥ lθ (Criteria 1) then
13: LoFIA-Mining(sα, Tsα, LFI, lθ)
14: end if
15: end if
16: end for

The speed-up in the performance of LoFIA is achieved by incorporating the proposed
pruning criteria of mining for longest frequent itemsets in order to avoid processing
branches which are already known to contain only short frequent schemas. Further-
more, parameter lθ is introduced in the algorithm as an expected lower bound of the
maximum length of frequent itemsets at level θ (support threshold). It is worth noting
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that lθ can be used to control a more effective pruning by initializing it to proper ex-
pected length of longest frequent itemset (> 0). When no prior knowledge about the
length of the longest frequent itemset is available, the initial value of lθ in the algorithm
is 0. The pruning criteria used in the algorithm are based on two theorems which can
be derived from the depth-first search strategy and the recursive method to construct
conditional FP-tree Ts.

Theorem 1: Denote D(Ts) as the depth of the FP-tree Ts (i.e. length of the longest
branch), the length of the longest frequent itemset with prefix s (i.e. Ls) is always less
than or equal to |s|+ D(Ts): Ls ≤ |s|+ D(Ts)

Theorem 2: Denote Order(α|Hs) as the order of item α in the conditional header table
Hs, the longest frequent itemset with prefix sα has its length Lsα less than or equal to
Order(α|Hs) + |s|: Lsα ≤ Order(α|Hs) + |s|

By these theorems, two pruning criteria in Algorithm 2 are derived as: (1) it is not
necessary to proceed further on the branch of prefix s if |s|+ D(Ts) < lθ (Theorem 1)
and (2) when having the conditional FP-tree Ts of prefix s and an item α of interest, it
is not necessary to proceed further on branch of prefix sα if Order(α|Hs) + |s| < lθ
(Theorem 2). It is worth noting that different upper bounds for the length of the longest
frequent itemset of certain prefix are used in Criteria 1 and 2 to reduce the computa-
tional cost in the mining process. In processing the branch with prefix sα which can be
pruned by using either one of the two criteria, Criteria 2 requires less computational cost
than Criteria 1 as its upper bound is based on the available information Order(α|Hs)
instead of building the conditional FP-tree Tsα. However, that Criteria 2 requires less
computational cost comes as a trade-off to a tighter bound provided in Criteria 1 which
is based on the depth of Tsα.

3.2 Frequent Schemas Visualization

A method which is introduced to visualize current convergence regions of GA in one
period and the differences observed across periods serves to provide hints to the dynam-
ics of GA. Vectors x of length L which represents the set of M most specific frequent
schemas in consecutive periods are plotted against the time axis in the final visualiza-
tion (Figure 3). The value of element xi for locus i is then calculated by xi = N1−N0

M ,
where N1 and N0 are the number of schemas in the set has value 1 and 0, respec-
tively, at locus i. Vector x can be considered as the combination of convergence regions
in the probabilistic manner, in which |xi| near 1 indicates a clear overlapping of the
interesting schemas at locus i (xi = 1/ − 1 means all schemas agree on allele 1/0,
respectively). For example, vector x used to represent the list of the longest frequent
schemas {111 ∗ 00, 1 ∗ 100∗, ∗11000} is { 2

3 ,
2
3 , 1,

−2
3 ,−1, −2

3 }.

4 Computation Cost and the Effect of Pruning in LoFIA

In this section, the runtime performance (i.e. total execution time) comparison among
the naive FP-growth and LoFIA with different pruning criteria on test data was reported
to confirm our comment on the hardness of GA optimization data and illustrate the
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Fig. 2. Runtime analysis of pruning criteria in LoFIA

effect of the pruning criteria in LoFIA. Note that the naive FP-growth algorithm mines
for the longest frequent itemset by filtering the list of frequent itemsets found by FP-
growth [6]. 10 sets of test data were generated from GA runs on 32-bit Royal Road
problem as described in details in Section 5.

For each of the 10 data set, the experiment shows that the naive FP-growth could
not complete processing the data within the limited runtime of 1 hour which is consid-
erably larger than the runtime performance of our proposed algorithm (< 40 seconds).
The results show a significant speed-up of LoFIA over the naive FP-growth approach.
Algorithm 2 using only Criteria 1 was also compared to LoFIA as shown in Figure 2.
The figure suggests that as the computational cost of building conditional FP-tree is
diminished by Criteria 2, the combined effect of pruning through both Criteria 1 and
2 in LoFIA helps to reduce the overall runtime significantly over the use of Criteria 1
alone.

5 Frequent Schemas Analysis of GA on Royal Road Problem

Royal Road problem is one of the typical test functions for Binary GA, introduced in
[7] by Mitchell et al. Two common configurations of linear (R1) or non linear rein-
forcement (R2) for the problem were described in [8]. Under the support of Building
Block Hypothesis, the hierarchical structure of building blocks in Royal Road problem
was expected to construct a road for GA to reach the global optimum. Even though
the Royal Road problem was originally designed for GA to perform well, it is worth
noting that the Random Mutation Hill Climbing (RMHC) described in [9] actually out-
performs GA on the test function. Table 1 shows the average number of evaluations
required by each algorithm to reach the optimal solution over 50 independent runs on
the problem of R2 type, 32 bits (K = 4) and 64 bits (K = 8) in which K denotes the

Table 1. Hill-climbing outperforms GA on Royal Road problem

Methods Royal Road (32K4) Royal Road (64K8)
GA 7587.32 ± 7045.26 102880.96 ± 71723.45

RMHC 412.22 ± 206.61 5876.86 ± 2595.55
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Fig. 3. Frequent schemas analysis of GA at θ = 0.8

size of the fundamental blocks (e.g. s1 to s8 in Figure 3 for 32-bit problem,K = 4). GA
is configured with one-point crossover pcross of 0.8, bit-flip mutation pmut of 0.003,
fitness-proportional selection and popsize of 50. To investigate what slowed down the
GA on the Royal Road problem, Frequent Schemas Analysis (FSA) was used to analyze
the archived optimization data of a GA search on the problem of 32 bits. Note that the
optimal solution for this problem is 111 . . .1 and the maximal fitness is 128. Here, the
evolutionary search of 150 generations is divided into 10 periods, with each period con-
sisting of 15 GA search generations. The most specific frequent schemas of each period
at θ = 0.8 were then obtained using the proposed LoFIA algorithm. The convergence
regions of GA (i.e. more than 80% of GA’s sampling were on these regions/schemas)
in each period are visualized in Figure 3.

Firstly, the plot well illustrates the Building Block Hypothesis in which blocks are
shown to be discovered and combined in reducing the complexity of the problem. As ex-
pected, the length of longest frequent schemas increases as evolution search progresses.
In Figure 3, block s5 of the frequent schemas was incorrectly identified in Period 2,
containing two bits of 0 (x20,19 = −1). While other blocks of 1′s of the convergence
regions were correctly discovered by GA in early periods of the evolutionary process,
the search had to spend a remarkable amount of time to identify the good configuration
for block s5 (approximately 5 periods P2-P6 or 75 generations) and then were able to
converge to the global optimum. It is expected from the observation in Figure 3 that the
block with incorrect alleles that hitchhikes in the previous generations requires signifi-
cant efforts of the search before improvement in the schema is observed thus, suggesting
a possible premature convergence of GA on the problem.
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Here, the regions or schemas C defined by many correctly discovered blocks of 1′s
and one block with more than one bad alleles 0′s (e.g. C = [11 . . .1| ∗ 00 ∗ |1 . . . 11])
are considered as premature convergence regions of GA on the Royal Road landscape.
An explanation might go as follows. We define the event of improvement of the search
in this case as when an individual with less number of incorrect bits (i.e. bit 0) appears
in the reproduction pool of the subsequent population. As one-point crossover now op-
erates on the reproduction pool with a large number of individuals satisfying condition
C, it becomes unlikely for the operator to bring about an event of improvement in this
case. Furthermore, mutating other bits of 1 at the correct blocks of an individual will
decrease its fitness significantly due to the loss of building blocks. If the population
falls in the premature convergence region with high probability, the mutated offspring
with lower fitness will not be selected in the reproduction pool of the next generation.
Therefore, it is expected that an event of improvement can only be achieved but at a
small probability by mutating bit 0 → 1 while not changing other correct bits. Not
to mention that the neutral selection pressure due to the plateau characteristic of the
Royal Road fitness landscape defined on region C does not have any reinforcement on
the event of improvement, i.e. an improved individual with less number of 0′s can still
be lost through selection. Hence, a series of improvement events which are required to
identify the correct block (as more than one bad alleles 0′s are presented) is strongly
hindered by the combined effect of the above issues.

6 Conclusions

In this paper, a Frequent Schemas Analysis (FSA) technique is introduced as an in-
stance of Optinformatics to provide a comprehensive picture of how the search process
evolves, hence bringing new insights into the properties of GA search. In particular, the
proposed LoFIA mining algorithm is employed in FSA to mine for interesting frequent
schemas that exist implicitly within the archived Binary GA data. Through its pruning
criteria, the proposed algorithm has shown a significant speed-up in performance over
the naive FP-growth approach. The schemas of different search periods are then in-
vestigated via visualization method. Using the Royal Road problem, we demonstrated
the ability of FSA in identifying the premature convergence of GA search which is
validated in previous studies [8], [9].
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Abstract. This paper proposed a multi-objective evolutionary algorithm (called 
by GDE-EDA hereinafter). The proposed algorithm combined a generalized 
differential evolution (DE) with an estimation of distribution algorithm (EDA). 
This combination can simultaneously use global information of population  
extracted by EDA and differential information by DE. Thus, GDE-EDA can  
obtain a better distribution of the solutions by EDA while keeping the fast con-
vergence exhibited by DE. The experimental results of the proposed GDE-EDA 
algorithm were reported on a suit of widely used test functions, and compared 
with GDE and NSGA-II in the literature. 

Keywords: Generalized differential evolution; estimation of distribution algo-
rithm; multi-objective optimization. 

1   Introduction 

Many real-world problems in the engineering are multi-objective in nature, e.g., lay-
out optimization of satellite module, mechanical component design, etc. Over the past 
decades, a large amount of studies had been focused on multi-objective optimization 
problems (MOOPs) and had obtained a lot of achievement. However, the complexity 
of some multi-objective optimization problems (e.g., very large search spaces, uncer-
tainty, noises, disjoint Pareto curves, etc.) call for new or alternative approaches. 

Differential Evolution (DE) is a stochastic, population-based evolutionary algo-
rithm for global optimization proposed by Kenneth Price and Rainer Storn[1]. DE is 
capable of converging to the optimal by adopt the distance and direction information 
from the current population of solutions. Therefore, there have been a lot of the pro-
posed extensions of DE for multi-objective optimization. Chang et al[2] gave the first 
reported attempt to extend differential evolution for multi-objective problems. Ber-
gey[3] also reported a multi-objective evolutionary algorithm based on differential 
evolution (called by Pareto Differential Evolution, or PDE) at about the same time as 
Chang et al. Ref [4] introduced a new version of PDE (called by Self-Adaptive Pareto 
Differential Evolution, or SPDE).  

Besides, there have been many literatures on multi-objective optimization prob-
lems with constraints. Iorio and Li[5] firstly proposed the Non-dominated Sorting 
Differential Evolution (NSDE) with a simple modification of the NSGA-II[6]. Then 



 A Generalized Differential Evolution Combined with EDA 141 

they [7] proposed a variation of NSDE. Santana-Quintero and Coello Coello[8] pro-
posed the є-MyDE. Additionally, Ref [9] provided a new generalized differential 
evolution (GDE) algorithm. To sum up, DE is a very powerful to act as search engine 
of multi-objective optimization. However, some issues still was raised for multi-
objective version of DE. For example, multi-objective DE seemed to have a high 
convergence rate, but has difficulties to reach the true Pareto front (see for example 
[8]). The main reason is that DE has no mechanism to extract global information to 
guide the search for exploring promising areas and to maintain diversity.  

To overcome the aforementioned shortcomings, we herein combined Estimation of 
distribution algorithms (EDA)[10] to spread solutions along the front. EDAs main-
tained and successively improved a population of candidate solutions and a probabil-
ity model for promising solutions until some stopping condition was met. Sun et al. 
[11] had combined DE with EDA to solve some test problems. Zhou et al.[12] pro-
posed a M-MOEA and MOEA can be regarded as a combination of EDA and NSGA-
II. The preliminary experimental results show that M-MOEA performs better than 
NSGA-II. Peter et al.[13] proposed a new algorithm(MIDEA) for evolutionary multi-
objective optimization by learning and using probabilistic mixture distributions. 

In this study, we combine the DE with EDAs for MOOPs, that is, Generalized Dif-
ferential Evolution with Estimation Distribution Algorithm (called by GDE-EDA 
hereinafter). The following sections provide the details of GDE-EDA. 

2   The Proposed GDE-EDA Algorithm 

Mathematically, constrained multi-objective optimization problem (MOOP) can be 
presented in the following form without loss of generality: 

( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
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1 2

1 2
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where k  is the number of objectives to be optimized, p  and m  is the number of 
equality constraints and inequality constraint functions respectively. In Eq.1, 

( )1 2, ,..., DX x x x=
r

 is decision vector and ( )F x
r  is vector of objective functions. Unlike 

single-objective problem, there exists a set of Pareto-optimal solutions for ( )F x
r . To 

provide an alternative solution, we proposed a new algorithm (GDE-EDA) detailed as 
follows. 

2.1   Generalized Differential Evolution 

The multi-objective version of DE algorithm used in this study was referenced as 
Generalized Differential Evolution (GDE)[9]. GDE was an extension of Differential 
Evolution (DE) for global optimization with an arbitrary number of objectives and 
constraints. Like DE, GDE also has the mutation, crossover and selection operations. 
The mutation and crossover operators of GDE are in the same manner as basic DE,  
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while GDE extends the selection operation of DE for constrained MOOP. In each 
generation, GDE uses the crossover and mutation operation of DE to generate off-
spring, and then uses the extension of select operation of DE to form a new popula-
tion (the next generation).  

However, GDE only made improvement on the selection scheme rather than im-
prove the algorithm on the generate scheme of offspring which is the most important 
operation in EAs. Therefore, we improved this GDE using Estimation of Distribution 
Algorithm. 

2.2   Estimation of Distribution Algorithm 

EDA explicitly extract global statistical information from the selected solutions (of-
ten called parents) and build a posterior probability distribution model of promising 
solutions, based on the extracted information. New solutions are sampled from the 
model thus built and fully or in part replace the old population. To employ EDA, we 
have to deal with two important issues: (1) how to select the parent solution. We 
employ the 2-tournament selection for it is a typical selection method used in many 
applications; (2) how to build a probability distribution model ( )p x . Since it is im-
practical to calculate the actual posterior distribution of the promising solutions, 
most of the existing EDA-like algorithms model the distribution functions by prob-
abilistic graph models or Bayesian networks. We employ Gaussian model with di-
agonal covariance matrix (GM/DCM)[14] here because it considers the correlation 
between random variables, where the joint density function of the G -th generation is 
written as  

1

( ) ( ; , ),
n

G G
G i i i

i

p x N x μ σ
=

= ∏  (2) 
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In Formula (2), the n -dimensional joint probability distribution is factorized as a 
product of n  univariate and independent normal distributions. There are two parame-
ters for each variable required to be estimated in the G -th generation: the mean G

iμ , 

and the standard deviation G
iσ . They can be estimated as  
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where ( )1, 2, ,, ,...,G G G
i i M ix x x  are values of the i -th variable of the selected M  parent solutions 

in the G -th generation. 
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2.3   The GDE-EDA Algorithm 

Borrowing from the aforementioned GDE and EDA, we proposed a new multi-
objective algorithm, namely GDE-EDA. As mentioned above, GDE used the distance 
and direction information from the current population to guide its further search, but 
had no mechanism to extract global information for exploring promising areas and to 
maintain diversity in solving MOOPs. EDA explicitly extract global statistical infor-
mation from the selected solutions and can avoid trapping in local optimum. There-
fore, we combine GDE with EDAs, attempting to obtain a better algorithm. Figure 1 
illuminates the pseudo code of GDE-EDA, where parameter ( 1)CRδ δ< ≤  is used to 
balance contributions of the global information and the differential information. G , 

MAXG denote the current generation and max generation of evolution process respec-

tively. 1, 2, 3r r r  is random integer. 
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Fig. 1. The pseudo code of GDE-EDA 

3   Experiments 

We employed a set of widely used test functions available from the literature  
[6, 15, 16] to evaluate our proposed approach. The main objective of experiments was  
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attempted to better understand the strengths and weaknesses of GDE-EDA for differ-
ent types of test problems.  

We used the following metrics to measure the performance[6]: (1) convergence 
metric ϒ , which measure the convergence property of a algorithm by using distance 
to PFtrue which is determined by approximating as a combination of piecewise linear 
segments with the average of these distances defining the metric value. (2) diversity 
metric Δ [6], which measures distributed extent of a obtained Pareto-optimal solutions 
over a non-dominated region. The smaller the value Δ , the better the spread extent, 
and 0Δ =  stand for ideal solution set. The diversity metric was formulated as 

1

1 ,
( 1)

N

f l ii

f l

d d d d

d d N d

−

=
+ + −

Δ =
+ + −

∑  (6) 

where the parameter fd  and ld  are the Euclidean distance between the extreme solu-

tions and the boundary solutions of the obtained non-dominated set. The parameter d  
is the average of all distances , 1, 2,..., 1id i N= − , assuming that there are N  Pareto-

optimal solutions. 
The experimental results are compared with that of the state-of-the-art in the area, 

NSGA-II and GDE.  
The size of the population of NSGA-II, GDE and GDE-EDA was 100 and all ap-

proaches are run for a maximum of 25000 function evaluations. We use the simulated 
binary crossover (SBX) operator and polynomial mutation for NSGA-II. Suitable 
control parameter values of three algorithms for each problem were found by trying 
out a list of different control parameter values. 

3.1   Bi-objective Test Problems 

Firstly, GDE-EDA was used to solve the widely used bi-objective optimization prob-
lem[6]. All these problems have two objective functions and none of these problems 
have any constraint. Control parameters for three algorithms are shown in Table 1. 

Table 1. Control parameters for the three algorithms 

NSGA-II GDE GDE-EDA problem 

cp  mp  cη  mη  CR  F  CR  δ  F  
Schaffer 0.9 0.1/ n  20 20 0.5 0.3 0.1 0.2 0.4 
ZDT1 0.9 0.1/ n  20 20 0.3 0.5 0.1 0.15 0.5 
ZDT3 0.9 0.1/ n  20 20 0.2 0.2 0.17 0.2 0.2 
ZDT6 0.9 0.1/ n  20 20 0.2 0.2 0.17 0.2 0.2 

3.2   Constrained Bi-objective Test Problems 

Then, some constrained bi-objective problems were used to test the constraint-
handling ability of GDE-EDA. All these problems[15] have two objective functions 
and two constraint functions. Control parameters for three algorithms are shown in 
Table 2.  
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Table 2. Control parameters for the three algorithms 

NSGA-II GDE GDE-EDA problem 

cp
 mp

 cη
 mη

 CR  F  CR  δ  F  
CONSTR 0.9 0.1/ n  20 20 0.8 0.5 0.7 0.8 0.5 

SRINIVAS 0.9 0.1/ n  20 20 0.8 0.5 0.7 0.85 0.8 
TANAKA 0.9 0.1/ n  20 20 0.2 0.2 0.7 0.85 0.8 

3.3   Tri-objective Test Problems 

GDE-EDA was also used to solve the widely used tri-objective test problems, i.e., 
DTLZ1, DTLZ4 and DTLZ7[16], and compared with GDE3 and NSGA-II. All these 
problems have three objectives and none of these problems have any constraint. Con-
trol parameters for three algorithms are shown in Table 3. 

Table 3. Control parameters for the three algorithms 

NSGA-II GDE GDE-EDA problem 

cp
 mp

 cη
 mη

 CR  F  CR  δ  F  
DTLZ1 0.9 0.1/ n  20 20 0.1 0.5 0.1 0.2 0.5 
DTLZ4 0.9 0.1/ n  20 20 0.1 0.3 0.1 0.2 0.4 
DTLZ7 0.9 0.1/ n  20 20 0.2 0.3 0.1 0.15 0.2 

3.4   Results and Discussion 

We made experiments on the aforementioned test functions, including bi-objective 
with constrain or not, tri-Objective test Problems. The experimental results of GDE-
EDA were compared with that of GDE3 and that of EDA, and shown on Table 4 and 
Table 5 using two metrics measure the performance for comparative study. Table 4 
showed the mean and variance of the convergence metric ϒ  obtained from NSGA-II, 
GDE and GDE-EDA. We can see that on most of problems, GDE-EDA is able to find 
better convergence solutions than other two algorithms on metric ϒ . These results 
indicated that GDE-EDA kept the fast convergence exhibited by DE. Table 5 showed 
the mean and variance of the diversity metric Δ  obtained from all three approaches. 
Considering the results from the metric Δ , we can believe that GDE-EDA was able to 
find better distribution solutions than other two algorithms except in ZDT3 problem.  

Table 4. Statistic results of the convergence metric ϒ  

NSGA-II GDE GDE-EDA  
mean variance mean variance mean variance 

SCH 0.008022 0.000022 0.007966 0.000029 0.006521 0.000021 
ZDT1 0.001816 0.000004 0.000344 0.000000 0.000261 0.000008 
ZDT3 0.012311 0.000384 0.010493 0.000343 0.009781 0.000327 
ZDT6 0.008695 0.000002 0.003626 0.000002 0.003122 0.000000 

CONSTR 0.052367 0.085623 0.049658 0.005297 0.047253 0.000981 
SRINIVAS 0.025254 0.000421 0.021833 0.000562 0.019237 0.000346 
TANAKA 0.026427 0.000402 0.022866 0.000475 0.020895 0.000340 

DTLZ1 0.008583 0.000084 0.007678 0.000063 0.007273 0.000062 
DTLZ4 0.381828 0.044978 0.338800 0.134357 0.262161 0.038408 
DTLZ7 0.003537 0.000006 0.002978 0.000004 0.002581 0.000004 



146 W. Chen, Y.-j. Shi, and H.-f. Teng 

Table 5. Statistic results of the diversity metric Δ  

NSGA-II GDE GDE-EDA  
Mean variance mean variance mean variance 

SCH 0.466607 0.001654 0.399495 0.001301 0.333344 0.000934 
ZDT1 0.407005 0.000065 0.342632 0.000043 0.297462 0.000035 
ZDT3 0.555183 0.000753 0.507527 0.000736 0.495982 0.000747 
ZDT6 0.437205 0.000044 0.361424 0.000035 0.301597 0.000027 

CONSTR 0.794079 0.005043 0.633901 0.004201 0.568596 0.003269 
SRINIVAS 0.405889 3.137228 0.318545 1.798468 0.316344 1.651079 
TANAKA 0.795027 0.001342 0.748506 0.006955 0.692994 0.001208 

DTLZ1 0.806938 0.005576 0.627404 0.003728 0.596731 0.003283 
DTLZ4 0.698626 0.101996 0.638099 0.106633 0.597793 0.097992 
DTLZ7 0.677810 0.297248 0.628380 0.309496 0.597150 0.294422 

Therefore, it seemed that GDE-EDA outperformed GDE3 and EDA for most of 
experiments on two metrics measure from the results obtained so far. The reason may 
be that GDE-EDA combined the advantages of GDE and EDA, which can extract the 
global information of population for exploration and use the differential information 
by DE for exploitation, and control two parameters to balance the trade-off between 
exploration and exploitation. 

4   Conclusion and Future Research 

In this study we proposed a multi-objective evolutionary algorithm (GDE-EDA) to 
tackle both unconstrained and constrained multi-objective problems. The proposed 
GDE-EDA algorithm employed EDA to extract the global information of search for 
producing better distribution solutions, and employed DE to obtain the fast conver-
gence. The experimental results indicated that GDE-EDA can generate Pareto-optimal 
solution set with better convergence and better distribution than EDA and GDE3. 
Further studies on employing different variations of EDA and DE for better perform-
ance will be summarized in our next work. 
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Abstract. This paper presents a novel hybrid ant colony optimization approach 
(ACO&PR) to solve the traveling salesman problem (TSP).  The main feature 
of this hybrid algorithm is to hybridize the solution construction mechanism of 
the ACO with path relinking (PR), an evolutionary method, which introduces 
progressively attributes of the guiding solution into the initial solution to obtain 
the high quality solution as quickly as possible.  Moreover, the hybrid algorithm 
considers both solution diversification and solution quality, and it adopts the 
dynamic updating strategy of the reference set and the criterion function re-
stricting the frequencies of using the path-relinking procedure to accelerate the 
convergence towards high-quality regions of the search space.  Finally, the ex-
perimental results for benchmark TSP instances have shown that our proposed 
method is very efficient and competitive to solve the traveling salesman prob-
lem compared with the best existing methods in terms of solution quality. 

Keywords: Ant colony optimization; traveling salesman problem; path  
relinking. 

1   Introduction 

The traveling salesman problem (TSP) [1] has been an important problem in the field 
of distribution and logistics.  The traveling salesman problem (TSP) consists in se-
quentially visiting a set of cities only once and finally returning to the original city of 
departure. The objective is to determine a minimum distance of a tour passing through 
each city once and only once.  The TSP is clearly NP-hard combinatorial optimization 
problem and difficult to solve.  There have been important advances in the develop-
ment of exact and approximate algorithms.  Exact solution methods can only be used 
for very small instances, so for real-world problems, researchers have to rely on and 
resort to approximate or heuristic methods in solving the problem. 

Most published research for the TSP has concentrated on the development of heu-
ristics. The majority of the research has emphasized particularly on designing effi-
cient and effective heuristics.  Some heuristic approaches have been proved to be very 
effective both in terms of execution times and quality of the solutions achieved.  For 
example, Glover [2] has devised a very efficient KL (Lin–Kernighan) heuristic which 
uses 2-Opt and 3-Opt moves to improve his solution within a tabu search algorithmic 
framework. The KL heuristic can obtain a high-quality solution for instances with 
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hundreds of cities in short time.  Most recent research has focused on employing the 
advanced meta-heuristic techniques such as genetic algorithms [3], simulated anneal-
ing [4] and tabu search [5].  These meta-heuristic algorithms can obtain a high quality 
of solutions on small instances, but they perform quite poorly on large TSP instances 
and usually consume substantial computing times and several parameter settings [6]. 

Ant colony optimization (ACO) is a new meta-heuristic and a very effective local 
search algorithm.  The first ACO algorithm was developed by Dorigo, Maniezzo and 
Colorni [7] in 1991 and successfully applied to the traveling salesman problem (TSP) 
based on the path-finding abilities of real ants [8,9].  Chu et al. [10] have designed the 
parallel formulation for the ant colony system and several communication strategies 
were used to update the pheromone levels.  Nevertheless, the experiments were only 
tested on several instances.  Because the traveling salesman problem is very compli-
cated, the basic algorithms can’t satisfy different information needs.  Many research-
ers have proposed new methods to improve the original ACO and applied them  
successfully to a whole range of different problems, such as the quadratic assignment 
problem [11], vehicle routing problem [12], etc.  It is a trend to combine ACO with 
other algorithms to solve very large scale of the traveling salesman problem.   

The distinctive features of this paper differs from all the papers described above on 
following points: First, the main idea of this paper is to hybridize the solution con-
struction mechanism of the ACO with path relinking (PR), an evolutionary method, 
which results in a novel approach that we call ACO&PR.  Within the ACO procedure, 
we embed PR method into the ACO procedure to improve the solutions.  Second, 
despite it takes much longer time to create improved solutions by exploring trajecto-
ries that connect high-quality solutions, the dynamic updating strategy of the refer-
ence set is adopted to accelerate the convergence towards high-quality regions of the 
search space.  Finally, the experimental results have shown that the ACO&PR algo-
rithm is to be very efficient and competitive in terms of solution quality. 

The paper is organized as follows.  In Section 2, we describe the basic of ACO al-
gorithm for the traveling salesman problem.  A brief review of path relinking and the 
design of its algorithm are given in Section 3.  In Section 4, we present ACO&PR 
algorithm to tackle the traveling salesman problem.  The computational results are 
reported in Section 5.  Finally, the conclusion is given in Section 6. 

2   Ant Colony Optimization for TSP 

Ant colony optimization (ACO) [9] simulates the behavior of ant colonies in nature as 
they forage for food and find the most efficient routes from their nests to food 
sources.  The ACO method includes the two basic steps of construction of solutions 
and pheromone updating.  In the TSP ant colony optimization, the artificial ants simu-
late tours and successively select customers to visit, until all customers have been 
visited.  To select the next customer j, the ant k at the current position of customer i 
uses the following probabilistic formula: 
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where ilτ  is equal to the amount of pheromone trail, β is a parameter and weighs the 

importance of distance.  The value q is a random uniform variable in [0,1], and the 
value q0 ( 10 0 ≤≤ q ) is a parameter which determines the relative importance of 

exploitation versus exploration.  If 0qq ≤  then the best edge, depending on Equation 

(1), is selected; otherwise an edge is selected according to S.  S represents a random 

variable selected according to the probabilistic distribution as in Equation (2). k
ijp  is 

the probability with which ant k chooses to move from customer i to customer j.  The 
visibility

ilη  is defined as the inverse of the arc length, and locations already visited by 

an ant are stored in the ants working memory Mk. 
The pheromone trail is updated both locally and globally.  Local updating is per-

formed during solutions construction while global updating is performed at the end of 
the constructive phase.  We adopt local and global updating rules presented in [9].  In 
original ACO, only the best solution is used to globally modify the pheromone trail. 

3   Path Relinking for TSP 

Path-relinking is an enhancement to the basic ACO procedure, leading to significant 
improvements in solution quality.  Path relinking (PR) [13] is a novel evolutionary 
method, and it was introduced by Glover and Laguna [14] for integrating diversifica-
tion and intensification in tabu search.  This approach generates new solutions by 
exploring trajectories that connect high quality solutions in a reference set RefSet.  
The reference set RefSet is a set of feasible solutions, and it consists of a total of b1 
high quality solutions (RefSet1) and b2 diverse solutions (RefSet2), so we use two dif-
ferent methods to generate the feasible solutions.  The first one is ACO algorithm, and 
the second one is a greedy heuristic.  The greedy heuristic is similar to the nearest 
neighbor heuristic for determining the sequence of a tour is near at hand.  Each trajec-
tory starts from one of the solutions, called an initial solution, and leads toward the 
other solution, called a guiding solution.  This trajectory is accomplished by perform-
ing moves on the current solution, such that attributes in the guiding solution are 
gradually introduced, and attributes not in the guiding solution are increasingly 
dropped.  Identical parts of two solutions should remain unchanged during the proc-
ess.  Unlike genetic algorithms, where two solutions are randomly chosen from the 
population to generate new solutions, path relinking utilizes systematic, deterministic 
rules for combining solutions [15].  During the path relinking phase, a series of inter-
mediate solutions are generated by moving away from the initiating solution.  These 
solutions contain fewer attributes from the initiating solution and more from the guid-
ing solution as the current solution moves along the trajectory.  The relinked path 
(trajectory) may encounter intermediate solutions that may be better than the initiating 
or guiding solution.  For instance, in Fig. 1, the path from A to B (solid line) does not  
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Fig. 1. Process flow of path relinking 

yield solutions improving A or B, while the path from A to B (dashed line) can pro-
duces two better solutions. 

4   ACO&PR Algorithm 

In this section we describe the ACO&PR algorithm, which is to hybridize the solution 
construction mechanism of ACO and path relinking (PR) to solve the TSP.  Mean-
while, path relinking procedure is embedded into the ACO procedure to improve 
solutions.  The method has both the advantages of ant colony optimization, the ability 
to find the higher performance solutions, and that of path relinking, the ability to 
explore different parts of the solution space and to find better solutions.  Our proposed 
hybrid algorithm consists of the following sections. 

4.1   The Improvement Method 

After new solutions generated, we attempt to improve the solution quality by applying 
improvement strategy.  2-opt heuristic is applied at all times to act as an improvement 
heuristic.  Path-relinking procedure is embedded into ACO process and is executed to 
improve the solutions.  To save computation time, it isn’t necessary to call the path-
relinking procedure at every solution or iteration.  We use a criterion function to re-
strict the frequencies of using the path-relinking procedure, that is, the path-relinking 

procedure can be executed only if higher quality solutions are obtained.  Let newδ  be 

a new solution sequence, *δ  be the best solution sequence.  )( newf δ  and )( *δf  

represent the objective function values of the solutions newδ and *δ , respectively.  
The criterion function is defined as following: 

)(/))()(( **
0 δδδεε fff new −=  (3) 

Let )/1( max
*
0

* CNCN−= εε , 0ε and *
0ε are parameters ( 0ε =0.9~1.0， *

0ε =0.2). CN  

and maxCN represent the current iteration number and the maximum iterations, re-

spectively.  A new solution is improved by the path-relinking procedure if its 
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value *εε ≤ .  It is unnecessary to call the path-relinking procedure to improve the 

new solution if its value *εε > .  The small *ε  has, the less solutions need to be im-

proved using the path-relinking procedure.  The method of the criterion function can 
reduce the computational requirements to reasonable levels.  

4.2   A Reference Set Update Method 

The quality and level of diversity of the solutions included in the reference set RefSet 
have a major impact on the quality of the generated solutions.  In our method, RefSet 
is updated by considering the different solutions obtained using path relinking and the 
general ACO method.  The function )',( δδ jdist is defined as the degree of diversifi-

cation between the two solutions jδ and ' δ .  The )',( δδ jdist can be obtained by 

computing the number of the different arcs between the two solutions.  The bigger the 
values of the )',( δδ jdist  is, the more diverse two solutions are.  For each solution 

jδ in the set NewSet of new solutions obtained using the path relinking method, the 

maximum )( jmaxdist δ  to the reference set is computed according to the following 

relationship: 

NewSetdistdist jj
RefSet

j ∈=
∈

δδδδ
δ

       )},',({max)(
'

max
 (4) 

The reference set is dynamically updated based on the quality and diversity of the 
new solutions.  To become an element of RefSet1, a new solution should have a better 
objective function value than the solution with the worst objective value in RefSet1.  A 
new solution may become an element of RefSet2 only if the new solution has a big-
ger )( jmaxdist δ value than the solution with the smallest )( jmaxdist δ value in RefSet2.  

Compute the objective function values in the RefSet1, and sort the solutions by in-
creasing their objective function values, where the best solution is the first one in the 
list. 

The terminating criterion is the maximum number of iterations.  The procedure is 
repeated until this number is achieved.  The hybrid path relinking procedure steps 
should be summarized as follows: 

Step 1: Generate initial solutions.  Initialize data and generate different initial solu-
tions with ACO algorithm and the greedy heuristic.  

Step 2: Build the reference set (RefSet).  Select b1 high quality solutions and b2 di-
verse solutions from initial feasible solutions, and then put |RefSet|= b1 + b2 
solutions in the reference set. 

Step 3: Construct a feasible solution with ACO algorithm. 
Step 4: Improvement solutions.  After the feasible solution has been generated, the 

2-opt heuristic is always applied to improve solutions.  Compute the crite-

rion function value ε  of the solution and parameter value *ε  respectively.  

If its value *εε ≤ , the path-relinking procedure is executed to improve the 
solution; otherwise, go to Step 7. 
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Step 5: Compute the objective function values of the solution and find the best solu-
tion BestSol in the reference set. 

Step 6: Update the reference set and the best solution Bestsol.  Compute )( jf δ  

and )( jmaxdist δ , replace the solution of the worst objective value in RefSet1 

with the high quality, or the solution of the smallest )( jmaxdist δ  value in 

RefSet2 with a bigger )( jmaxdist δ value.  Search for the best solution in new 

reference set.  The best solution Bestsol is updated if the improvement gen-
erates a better solution than BestSol. 

Step 7: Repeat Steps 4-6 until a terminating criterion is met. 

5   Computational Results 

In this section, we present computational results of our proposed algorithm, which 
was coded in the visual C++ and executed on an IBM computer with 512MB RAM 
and 1600Mhz CPU Speed.  To evaluate validity of our proposed algorithm for the 
traveling salesman problem, the performance of our algorithms was tested on bench-
mark problems and can be downloaded from the OR Library at the website with 
http://www.iwr.uni-heidelberg.de/iwr/Comopt/soft/TSPLIB95/TSPLIB.html. Many 
parameters exist in the ACO&PR algorithm, and the values of these affect directly or 
indirectly the final solution quality.  For these test problems, the best known solution 
for eil51 has been proven optimal.  Therefore, most of the parameter values have been 
determined on the eil51 problem by the numerical experiments.  To better understand 
howβ parameter affects the efficiency of the solution process.  Different β values were 
tested in simulation.  Simulation results reveal that the parameterβ∈{3,4,5,6} con-
verges faster than with other values.  That is, a better solution can be obtained in the 
same number of or fewer iterations.  Experiments have been done with the following 
parameter settings: q0∈[0.65,0.90], β∈{3,4,5,6},ρ∈ [0.04,0.06], |RefSet|=10 and 

01.00 =τ .  All the tests have been carried out for maximum iterations CNmax=2000.  

We compare ACO&PR with a number of the better methods available for the TSP, 
and the results of some problems are described in Table 1, where KniesG refers to 
Kohonen Network Incorporating Explicit Statistics Global [16], KniesL to a Local 
version by Aras [16], SA to Simulated Annealing by Budinich [17], Budinich to 
Budinich’s SOM [17], ESOM to the expanded SOM by Leung [18], ACO to pure 
ACO, and ACO&PR is the algorithm we proposed.  It has shown that particular con-
struction mechanism of ACO can find the better solutions, but ACO&PR performs 
consistently better than the general ACO.  The ACO&PR algorithm has also shown to 
be competitive with the best existing methods in terms of solution quality.  Moreover, 
during this experiment, some solutions are as close as the best solution published so 
far.  Table 1 also shows the gap between the best known solution and our hybrid algo-
rithm.  The gap is defined as the percentage increase in the objective function value 
relative to the best known.  A zero gap indicates that best known solutions should be 
obtained.  In comparisons to the best known solutions, ACO&PR can produce very 
good solutions, and the average deviation is only 0.34%.  These percentages indicate  
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Table 1. Comparison of heuristics for the traveling salesman problem 

Average deviations(%) 
Instances 

Optimal 
solution KniesG KniesL SA Budinich ESom ACO ACO&PR 

eil51 426 2.86 2.86 2.33 3.1 2.1 2.11 0 
st70 675 2.33 1.51 2.14 1.7 2.09 2.37 0 
eil76 538 5.48 4.98 5.54 5.32 3.89 3.15 0 
rd100 7910 2.62 2.09 3.26 3.16 1.96 2.45 0 
eil101 629 5.63 4.66 5.74 5.24 3.43 2.70 0.32 
lin105 14383 1.29 1.98 1.87 1.71 0.25 2.59 1.10 
pr107 44303 0.42 0.73 1.54 1.32 1.48 2.45 1.14 
pr124 59030 0.49 0.08 1.26 1.62 0.67 1.62 0.08 
bier127 118282 3.08 2.76 3.52 3.61 1.70 3.17 1.27 
pr136 96772 5.15 4.53 4.90 5.20 4.31 2.61 0.03 
pr152 73682 1.29 0.97 2.64 2.04 0.89 2.51 0.13 
rat195 2323 11.92 12.24 13.29 11.48 7.13 2.41 0.30 

that our proposed method is very efficient and competitive to solve the traveling 
salesman problem compared with other existing methods in terms of solution quality. 

6   Conclusions 

In this paper, we propose an ACO&PR algorithm, a hybrid ant colony optimization 
approach, which hybridizes the solution construction mechanism of ACO with the 
path relinking.  Within the ACO procedure, we embed PR method into the ACO algo-
rithm to improve the solutions.  The experimental results have shown that the hybrid 
algorithm produces optimal or near-optimal solutions on the benchmark instances and 
it produces uniformly higher performance solutions relative to the other competing 
heuristics on the traveling salesman problem. 
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Abstract. This paper presents a new hybrid global optimization algorithm 
PSODE combining particle swarm optimization (PSO) with differential evolu-
tion (DE). PSODE is a type of parallel algorithm, in which PSO and DE are 
executed in parallel to enhance the population with frequent information shar-
ing. To demonstrate the effectiveness of the proposed algorithm, four bench-
mark functions are performed, and the performance of the proposed algorithm 
is compared to PSO and DE to demonstrate its superiority.  

Keywords: Particle swarm optimization; differential evolution; global optimi-
zation. 

1   Introduction 

The particle swarm optimization (PSO) is motivated from the simulation of simplified 
social behavior first developed by Kennedy and Eberhart [1, 2]. Due to its simplicity 
in coding and consistency in performance, it has already been widely used in many 
areas [3]. 

Differential evolution（ ）DE is a population-based parameter optimization technique 
originally proposed by Price [4].In DE new individuals are generated by mutation and 
DE’s crossover, which cunningly uses the variance within the population to guide the 
choice of new search points. Although DE is very powerful, there is very limited 
theoretical understanding of how it works and why it performs well. 

In recent years, some attempts have been made to combine the merits of PSO and 
DE in the context of hybrid methods. Zhang WJ and Xie X F. [5] introduced a hybrid 
PSO with DE, in which the bell-shaped mutations with consensus on the population 
diversity by DE operator. Hendtlass T. [6] proposed a hybrid model that each 
individual obeys the conventional swarm algorithm, but from time to time the DE is 
run which may move one individuals form a poorer area to a better area to continue 
the search. 

In this paper, a novel hybrid global optimization method, termed PSODE, is 
introduced for application as a tool in solving challenging global optimization 
problems. 
                                                           
* Corresponding author. 
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PSODE is based on a two-population based scheme, in which the individuals of 
one population is enhanced by PSO and the individuals of the other population is 
evolved by DE. An information sharing mechanism is presented by the parallel 
simulation of PSO and DE. The interactions between the two populations influence 
the balance between exploration and exploitation and maintain some diversity in the 
whole population, even when it is approaching convergence, thus reducing the risk of 
convergence to local sub-optima. 

The rest of the paper is organized as follows. Section 2 describes the PSO and DE. 
Section 3 motivates and describes the PSODE algorithm and gives the pseudocode for 
the algorithm. Section 4 defines the benchmark problems used for experimental 
comparison of the algorithms, and the experimental settings for each algorithm. 
Section 5 presents the results followed by conclusions in section 6.  

2   Review of Standard PSO and DE 

2.1   PSO 

The fundament to the development of PSO is hypothesis that a potential solution to 
the optimization problem is treated as a bird without quality and volume, which we 
often call a particle, flying through the D-dimensional space, adjusting its position in 
search space according to its own experience and that of its neighbors. 

The ith particle is represented as ( , ,... )1 2x x x xi iDi i=  in the D-dimensional space, 

where [ , ], [1, ],x l u d Did d d∈ ∈  ,l ud d  are the lower and upper bounds for the dth 

dimension, respectively. The rate of velocity for particle i  is represented as 

( , ,..., ),1 2v v v vi iDi i=  is clamped to a maximum velocity max,V  which is specified by the 

user. In each time step t, the particles are manipulated according to the following 
equations: 

( 1) ( ) ( ( )) ( ( ))1 1 2 2v t w v t R c P x t R c P x tgi i i i i+ = × + − + −  (1) 

( 1) ( ) ( )x t x t v ti i i+ = +  (2) 

where 
1R and 2R  are random values between 0 and 1. 1c and 2c  are acceleration 

constants, which control how far a particle will move in a single iteration. w  is  
inertia weight,  which often decreases linearly from about 0.9 to 0.4 during a run [7].  

2.2   DE  

DE technique combines simple arithmetic operators with the classical events of cross-
over, mutation and selection to evolve from a randomly generated starting population 
to a final solution.  
DE/rand/1/exp scheme is recommended to be the first choice when trying to  

apply differential evolution to any given problem [4]. This particular version is adopted 
in our work, which is briefly descried as follows. For a minimization problem,  
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i.e. min ( )F x , DE starts to work with a population of N candidate solutions, i.e. 
t
ix
r

, 1, 2,.... ,i N= where i indexes the population and  t  is the current generation.  

For the mutation operation , a perturbed vector t
iv
r

 is generated according to  

1 2 3( )t t t t
i r r rv x F x x= + −r r r r

 (3) 

with random indexes 1, 2, 3 {1, 2,... }r r r N∈  and a scaling factor [0,2]F ∈ . 

For the crossover operation, the perturbed vector 1 2[ , ,... ]t
i i i iDv v v v=r

 and target 

vector 1 2[ , ,... ]t
i i i iDx x x x=r

  both are used to generate a trial vector 
' ' ' '

1 2[ , ,... ]t
i i i iDx x x x=r

: 

,'

,

( ) ( )
,

( ) ( )
ij

ij
ij

v if randb j CR or j randr i
x

x if randb j CR and j randr i

≤ =⎧
= ⎨ ≥ ≠⎩

 (4) 

where [1, ], ( ) [0,1]j D randb j∈ ∈  is the thj evaluation of a uniform random 

number generator, [0,1]CR ∈  is the crossover constant. ( ) [1, 2,... ]randr i D∈  is 

a randomly chosen index which ensures that 't
ix
r

gets at least one parameter from t
iv
r

. 

For selection operation, a greedy scheme is performed: 

' '
1 , ( ) ( )

, ,

t t t
t i i i
i t

i

x if x x
x

x otherwise
+ ⎧ Φ < Φ

= ⎨
⎩

r r r
r

r  (5) 

where ( )xΦ r
represents a fitness function.  

3   PSODE Algorithm 

In this paper, we propose a new algorithm based on PSO and DE. The original objec-
tive is to get benefits form both approaches. The major difference between Differen-
tial Evolution and Particle Swarm Optimization is how new individuals are generated. 
These new individuals generated on each generation are called offspring.  It is caused 
by the selection schemes. Using DE only vectors will be admitted for the following 
generation that yields a smaller objective function value than the respective target 
vector. This is called a greedy selection scheme because no deteriorations with  
regards to the objective function value are possible. In contrast the PSO algorithm 
accepts all evolved particles, regardless of their objective function value.  

In the basic PSO, all individuals are attracted by the best position found by  
themselves and the whole population. In this way the sharing of information among 

individuals is only achieved by employing the publicly available information gP .  
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Table 1. Pseudocode for the PSODE algorithm 

Algorithm PSODE 
Begin 

Initialize all the populations 

Divide them into tow groups： 1P  and 2P  

Evaluate the fitness value of each particle 
Repeat 

Do in parallel 
Perform DE operation on 1P  

Perform PSO operator on 2P  

End Do in parallel 
Barrier synchronization  //wait for all processes to finish 

Select the fittest local individual  from 1P  

Select the fittest local individual  from 2P  

Determine the global best in the whole population 
Evaluate the fitness value of each particle 

Until a terminate-condition is met 
End 

Therefore, the population may lose diversity and is more likely to confine the search 
around local minima.  

To solve the problem of diversity lose and premature convergence in the basic PSO 
model, we proposed a hybrid global optimization model. Our approach generates two 
population offspring individuals, one generated by the PSO mechanism and the other 
by DE one. There is mutual exchange of best particle information between two popu-
lations when they are executed in parallel. The idea behind the proposed algorithm is 
that the information can be transferred among individuals of different population that 
will help the individuals to avoid misjudging information and becoming trapped by 
poor local minima. Table 1 shows the pseudocode of the proposed hybrid algorithm 
PSODE.  

4   Experiment Setting and Benchmark Problems 

To investigate the performance of PSODE, we compared it to SPSO and DE in a set 
of benchmark optimization problems that are commonly used in literature [7, 8]. The 
benchmark problems used are a set of four non-linear functions, used as minimization 
problems, which present different difficulties to the optimization algorithms. They are 
Sphere function, Rosenbrock function, Rastrigrin function and Griewank function.  

The parameters used for PSO are recommended from Shi and Eberhart [7]. The 
maximum velocity maxV  and minimum velocity 

minV for SPSO were set at half value  
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of the upper bound and lower bound, respectively. The acceleration constants 1c and 

2c  for PSO are both set as 2.0, the inertia weights are set to be max 0.9w = and 

min 0.4.w = The DE parameters used here are 0.8F =  and 0.5.CR = For PSODE, 

the parameters, 1 2 max min, , , , and ,c c w w F CR  are all the same with those defined in 

PSO and DE. The population size is set as 40, and the dimension of the functions is 
equal to 10. A total of 20 runs for each experimental setting are conducted.  

5   Experiment Results 

SPSO，DE and PSODE were used to optimize the four benchmark functions using 
the settings presented in the previous paragraph. The results for the benchmark 
problem are shown in Table 2. Moreover, Figures 1-4 show the convergence graphs 
for the benchmark functions. All results below were reported as ‘0000e+000’.  

Table 2. Results for all algorithms on benchmark problems 

Function Results DE PSO PSODE 

Mean 8.3857e-038  1.8051e-045      2.2864e-051 Sphere 
Std 3.5160e-074 1.6596e-089 2.3016e-101 

Mean 2.8662 e+000 1.6916e+000 0.8804e+000 Rosenbrock 
Std 1.6892 e+000 1.7038e+003 1.2502e+000 

Mean 2.0894e+000 3.3311e+000 7.9601e-001 Rastrigrin 
Std 1.4189e+000 2.9464e+000 5.8400e-001 

Mean 3.8496e-002 3.8822 e-002 3.1011e-002 Griewank 
Std 7.8891e-004 6.0670 e-004 2.8418e-004 

0 500 1000 1500
-60

-50

-40

-30

-20

-10

0

10

iterations

fit
ne

ss
 (
lo

g)

SPSO
DE
PSODE

 

Fig. 1. Convergence graph for Sphere function 
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Fig. 2. Convergence graph for Rosenbrock function 
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Fig. 3. Convergence graph for Rastrigrin function 
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Fig. 4. Convergence graph for Griewank function 

For the simplest function Sphere all the algorithms converge exponentially fast 
toward the fitness optimum. Since those problem is unimodal function, having only a 
single global minimum, fast convergence to the optimum is not a problem. However, 
only PSODE had particularly fast convergence, as can be seen from Figure 1.  PSO 
converges slowly, but outperforms DE after 1300 iterations. 
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On function Rosenbrock, PSODE is superior to both PSO and DE.  We may note 
that DE performs significantly better than PSO.  

Function Rastrigrin is a highly multi-modal function when in 10 dimensions or 
less. Regarding this case DE converges very fast to good values near the optimum, 
while straggled with premature convergence after 400 generations. PSO performs 
worse than DE and PSODE. It stagnates and flats out with no further improvement 
after 1000 generations.  On all of algorithms PSODE clearly performs best and gives 
consistently a near-optimum result.   

On function Griewank PSO performs worse than DE and PSODE. PSODE 
performs nearly the same as DE at the first generations, but outperform DE after 800 
generations.  

It should be noted that with the  PSODE method , the standard deviation of the 
final solution for 20 trails was found to be significantly low on all of the functions 
compared with DE and PSO, as show in Table 2. This illustrated that the results 
generated by PSODE is robust to all of the benchmark problems. 

6   Conclusions and Future Work 

In this paper a new hybrid optimization algorithm is presented which is based on the 
integration of PSO and DE. The proposed algorithm is simple in concept and no extra 
extra parameters are introduced.  Four benchmark functions has been used to test 
PSODE in comparison with PSO and DE. Among them, two functions were unimodal 
and two were multimodal.  

For the multimodal functions PSODE found better results than those generated by 
the other two methods PSO and DE. For the unimodal functions, of which the 
convergence rate is more important than the final results, our PSODE outperformed 
the other two algorithms in terms of accuracy and convergence rate. It can be 
concluded that by combing the two methods, the advantages of both methods are 
exploited to produce a hybrid optimization method which is both robust and fast.  

Because PSO and DE are executed in parallel in our proposed algorithm, future 
work is focused on simulating PSODE algorithm by a parallel computer. In addition, 
different hybrid models of PSO and DE algorithm will be studied.  
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Abstract. Dynamic Multi-Objective TSP (DMO-TSP) proposed as a theoretical 
model of mobile communication network in 2004 is an NP-hard problem. The 
problem dynamically changes the characteristics of its objectives, the conflict 
degrees between its objectives and the number of its cities. In fact, a Dynamic 
Multi-Objective TSP is not a single optimization problem, but a diverse set of 
optimization problems. The No Free Lunch Theorems in optimization and nu-
merical experiments have demonstrated that it is impossible to develop a single 
evolutionary algorithm for population evolution that is always efficient and ef-
fective for solving such an extremely complicated diverse set of optimization 
problems. In this paper, a parallelized form of the multi-algorithm co-evolution 
strategy (MACS) for DMO-TSP called synchronized parallel multi-algorithm 
solver is proposed, because the MACS solver can just continuously track the 
moving Pareto front of small size(about 100 cities) DMO-TSP  with two objec-
tives in lower degree of conflict. It is hoped that the synchronized parallel 
multi-algorithm solver can be used to track the moving Pareto front efficiently 
for larger size DMO-TSP with higher conflict degrees between objectives by 
distributed parallel computer systems with shared memory.  

Keywords: dynamic multi-objective TSP; parallel multi-algorithm; Pareto  
optimal front. 

1   Introduction 

In many application areas of sciences, such as computational chemistry, biology, 
bioinformatics, economics, computational science, geophysics, and environmental 
science, there are many optimization problems solved by evolutionary optimization 
algorithms. Many of these problems are time depend and have many objectives. For 
example, in mobile communication network design, one has to consider some goals 
simultaneously, such as the shortest communication route, the minimum communica-
tion time, the lowest risk, the minimum cost, and many other objectives in a dynamic 
environment that lead to solve the dynamic multi-objective TSP (DMO-TSP). How to 
track a moving set of Pareto optimal solutions of a dynamic multi-objective TSP 
(DMO-TSP) is a very complicated and hard task.  
                                                           
* Corresponding author. 
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Dynamic multi-objective TSP (DMO-TSP) is a combination of dynamic TSP (D-
TSP) and multi-objective TSP (MO-TSP). Dynamic multi-objective TSP (DMO-TSP) 
was first proposed by the authors as a project of National Nature Science Foundation 
of China in 2004. It was used as a 3-D mathematical model of space communication 
network optimization model which consists of   ground-grid, air-grid and space-grid.  
At that time, there were no any reports of theoretical and numerical results on DMO-
TSP. Because DMO-TSP demands to track the dynamic Pareto optimal front in real 
time, so it is a grant challenge to computer scientists and mathematicians. Steadies of 
DMO-TSP are of great theoretical and practical significances. 

A wide variety of algorithms have been proposed for TSP and D-TSP, such as LK 
algorithm[1], LKH algorithm [2], Inver-Over operator [3,4] and elastic net method [11] 
for TSP, and ant algorithms [6-8], competitive algorithms (on-line algorithms) [9], 
dynamic Inver-Over evolutionary algorithms [10] and some effective algorithms com-
posed of several operators [10] for D-TSP. There are also optimization algorithms [12-
14], which are based on Pareto optimality [15], for multi-objective TSP. But these 
algorithms can be just used to solve some small size MO-TSP. This is also true to 
dynamic Inver-Over algorithm for D-TSP. These algorithms can not meet real-time 
demands. For multi-objective problems, the number of Pareto optimal solutions de-
pends on the conflict degree between objectives. For dynamic multi-objective TSP, the 
conflict degree between objectives and the number of cities change with time. In fact, a 
dynamic multi-objective TSP is not a single optimization problem, but a diverse set of 
optimization problems. The No Free Lunch Theorems in Optimization [16] and nu-
merical experiments have demonstrated that it is impossible to develop a single evolu-
tionary algorithm for population evolution that is always efficient and effective for 
solving such an extremely complicated diverse set of optimization problems. 

There have been some studies indicated that algorithms combining several methods 
[18][19] especially, genetically adaptive multi-method [24] can be more effective for 
solving multi-objective function optimization problems, but there is  no such a kind of 
algorithms for solving DMO-TSP. Recently, Yang et al. [26] proposed an Multi-
Algorithm Solver called multi-algorithm co-evolution strategy (MACS) for DMO-
TSP, which can be used for solving small size DMO-TSP with low degree of conflict 
objectives in real time. But it is difficult to track moving Pareto optimal front of larger 
size DMO-TSP in real time. In this paper, a synchronized parallel multi-algorithm 
solver is proposed for solving these kinds of problems by multi- processor systems 
with shared memory. 

2   What Is a Dynamic Multi-Objective TSP 

The cost matrices between cities in DMO-TSP change with time. A DMO-TSP can be 
described by the following equations: 

( ) ( )( ) { ( )}k
k ij n t n tD t d t ×= , 1,2,...,k m=  . (1) 

where ( )k
ijd t is the cost of objective k from icity  to jcity  at time t, ( )n t  is the number 

of cities at time t, m is the number of objectives and t is the real word time. The length 
of the route π(t) at time t for objective k is 
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1

( )

1

( ( )) ( )
j j

n t
k

k
j

f t d tπ ππ
+

=

=∑ , 1, 2,...,k m= , ( ) 1 1n tπ π+ =  . (2) 

Given m objectives, ( ( ))kf tπ , 1, 2,...,k m= , for route ( )tπ ∗ , if not exist any route 

( )tπ  to make at least one of the following inequalities strictly true, then ( )tπ ∗  is a 

dynamic Pareto optimal solution at time t. 

( ( )) ( ( ))k kf t f tπ π ∗≤ ,   1, 2,...,k m=  . (3) 

where at least one inequality strictly sets up. 
( )S t∗ , a set composed of all Pareto optimal solutions at time t, is the Pareto opti-

mal set at time t. * ( )F t , a set composed of all images of Pareto optimal solutions in 

the objective space, is the Pareto optimal front. ( )S t∗  and * ( )F t  are finite sets. The 

larger conflict degree of objectives, the larger number of Pareto optimal solutions is. 
For detecting the changes of cost matrices with time t, we choose a series of sam-

pling points of time: t0,t1,t2,…,tN, where ti+1=ti+∆t. The changed information is stored 
in a Dlist (Data List). Thus, a DMOTSP becomes a series of static multi-objective 
TSPs with different characteristics.  

The task for solving DMO-TSP becomes to solve a series of different MO-TSPs in 
time intervals [t0, t1], [t1, t2],…,[tN-1, tN]. 

3   What Algorithms Should Be Selected 

The multi-algorithm solver consists of seven algorithms: Gene-Inver-Over, Pareto-
Inver-Over, Objective Best Individual Crossover (OBIC), Objective-PMX, Pareto-
PMX, Dynamic Elastic Relaxation and Domain Decomposition Algorithms. When the 
problem’s environment changes, Dynamic Elastic Relaxation algorithm is used to 
optimize the population locally, then Gene-Inver-Over and Pareto-Inver-over algo-
rithms are used to optimize the population globally. The OBIC is used at the later 
stage of evolution for optimizing the best individual for each objective, while Objec-
tive-PMX is used to optimize the rest individuals with the best individual of each 
objective and make the population close to the Pareto optimal front. After these algo-
rithms work together co-operatively, MACS generates offspring which make the 
Pareto set diversity and their images distribute on the Pareto optimal front evenly. 
These algorithms are described as follows: 

A gene pool is constructed as in [20]. 
Suppose that Ri is an individual of population and R′ denotes its offspring individ-

ual. The Gene-Inver-Over algorithm is described as follows. 

(1) Gene-Inver-Over Algorithm: 
for(each objective k) 
{ 

R′ := Ri; 
select a city c randomly from R′; 
repeat 
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{ 
select a city c′ randomly from the gene pool of c for objective k; 
if (the ‘next’ city to c in R′ is c′) then exit from  loop; 
else inverse the fragment r′ =(c,…,c′) of R′; 
c := c′; 

} 
if (R′f Ri) then  Ri := R′; 
if (R′‖Ri)  then R′  is selected into population; 

} 
 

The Pareto-Inver-Over algorithm is described as follows. 
(2) Pareto-Inver-Over Algorithm: 

R′ := Ri; 
select a city c randomly from R′; 
repeat 
{ 

select an individual Rp randomly from Pareto set; 
The ‘next’ city to c in Rp is assigned to c′; 
if (the ‘next’ city to c in R′ is c′) then exit from loop; 
else inverse the fragment cities r′ =(c,…,c′) of R′, 
ci := c′; 

} 
if (R′f Ri) then Ri := R′ ; 
if (R′‖Ri) then R′ is added into population; 
 

Suppose that *
kR  is the best individual for objective k and Ri is an individual in 

population.  
OBIC can be used at the later stage of evolution for optimizing the best individual 

of each objective. The OBIC algorithm is described as follows: 
(3) OBIC Algorithm: 

for(each objective k) 
{ 

select a gene fragment r* = { ci,…,cj } randomly from Rk
*; 

for(individual Ri of population) 
{  

if (exist a better gene fragment r′ = {ci,…,cj} in Ri then replace r* of 
*
kR  with r′ ; 

} 
} 
 

The Objective-PMX Algorithm is described as follows: 
(4)  Objective-PMX Algorithm: 

for(each objective k) 
{ 

for  (individual Ri of population) 
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{ 
select a gene fragment randomly from Rk

* and mapped it into Ri by par-
tially mapped (PMX) method [23] ; 
if(R′ f Ri) then  Ri : = R′ ; 
if(R′‖R) then R′ is added into population; 

} 
} 

 
The Pareto-PMX is described as follows: 
(5) Pareto-PMX Algorithm: 

for  (each individual R* of Pareto set) 
{ 

select a gene fragment randomly from R* and mapped it into Ri by PMX 
method; 
if (R′f Ri) then Ri := R′ ; 
if (R′‖Ri) then R′ is added into population; 

} 
  
Dynamic elastic relaxation algorithm is composed of Delete Operator, Insert Op-

erator and Change Operator. When the number of cities and the positions of cities are 
changing with time t, the dynamic elastic relaxation algorithm can be used to get an 
approximate optimal route quickly. 

(6) Dynamic Elastic Relaxation Algorithm: 
Delete the node C, link the cities adjacent to C; 
Find the nearest node C* to C in route; 
Insert C into the route besides C* that minimize the increasing length; 

 
(7) Domain Decomposition method 
      The network space 3S R⊂ in which all cities (nodes) may emerge dynamically 

is decomposed into j overlapping cubes where each cube is defined by a centroid and 
side pair: Si=(ci, ri), such that each cube contains about 50 cities. Usually the cities are 
uniformly distributed in S and ri can be taken as a constant. Assume that a multi-
processor system with shared memory is used to implement the following parallel 
Domain Decomposition Algorithm: 

for(each sub-domain si) do in parallel  with j processors 
Dynamic Elastic Relaxation Algorithm; 
construct gene pool;  

end do 

Suppose at time t that the population size is n, the number of approximate Pareto 
solutions is v and the set of the individuals which have the best fitness for every ob-
jective in current population is W. Denote the individual in population by R, its off-
spring by R′, “R′ dominates R” by R′ f R , and “R′ and R are not comparable” by 

R′‖R. In the evolution process, if R′f R, then R : = R′. If R′‖R,  then R  and  R ′ are 
selected into offspring population . The value of v may larger than n. The Selection 
Rules for Generating Offspring Population are described as follows:  
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(8) Rule A  
a) If  v = n, then take the individuals of Pareto set as the offspring population; 
b) If v > n, then search the two individuals in Pareto set  the distance between 

which in the objective space is the minimum and they do not belong to W, sup-
pose that they are R1 and R2. For R1 (R2), search the minimum distance D1 (D2). If 
D1 < D2, then delete R1 from Pareto set; else delete R2. Repeat the above process 
until v = n. Finally take the individuals of Pareto set as the new population; 

c) If v < n, suppose that n-v = u, then select randomly u individuals which do not 
belong to Pareto set from population and take these u individuals and the ones 
of Pareto set together as the offspring population. 

4   Synchronized Parallel Algorithm for DMO-TSP 

Suppose that Dlist is a list for storing the information of cities’ state change which is 
updated at every sampling time point, h and h1 are the serial number of iterations. The 
synchronized parallel algorithm can be described as follows.  
Synchronized Parallel Algorithm: 

Step 1. initialize population P = {R1, R2, …, Rn} randomly; t:=0; 
Step 2. h:=0; if Dlist is empty then goto step 4; 
Step 3. for each sub-domain si do in parallel  with j processors 

Dynamic Elastic Algorithm; reconstruct gene pool;  
end do  

Step 4.  if h>H then goto step 10; 
Step 5.  for each individual Ri of population do in parallel  with n processors 

Gene-Inver-Over; 
Pareto-Inver-Over; 

end do  
Step 6. generate offspring population according rule A; 

if h ≤ p1*H then goto step 8; 
Step 7. for each individual Ri of population do in parallel  with n processors 

 OBIC; 
end do 

Step 8. for each individual Ri of population do in parallel  with n processors 
Objective-PMX; 

end do 
Step 9. generate offspring population according rule A; 

h:=h+1; goto step 4; 
Step 10. h1:=0; 
Step 11. if h1>H1 then goto step 14;  
Step 12. for each individual Ri of population do in parallel  with n processors 

Pareto-PMX; 
end do 

Step 13. generate offspring population according rule A; 
h1:=h1+1; goto step 11; 

Step 14. sampling ; t := t +1;  if t ≤T then goto step 2; 
Step 15. end 
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where population: p, Pareto set: PS, gene pool: GP and Dlist are global variables 
which are stored in shared memory. A host processor is used as the controller at syn-
chronized points. 

The synchronized parallel program chart is described as follows: 

 

Fig. 1. The Synchronized Parallel Program 

where  and denote that step i is performed by host processor, while 

denotes that step i is performed asynchronously with n processors. 

5   Numerical Simulation 

The experimental DMO-TSP model is a 3-D mobile communication network which 
consists of 149 nodes, including China 145 cities and 4 satellites, one of them is a 
geo-stationary satellite over China and other three mobile satellites, two in polar orbit 
and one in equatorial orbit. There are two objectives, a distance matrix and a cost 
matrix, which depend on time. For more detail, see [26]. 

Parameters are as follows:  n = 30,  j = 6,  H = 200,  p1=0.6, H1= 50, T =120. 
Experiments are simulated by an IBM ThinkPad with processor 1.50GHz, RAM 

512MB, which is simulated by software and is not the real parallel solver.  
The simulated results are shown by figures. 
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Fig. 2. The Dynamic Pareto Optimal Front at t=30 

 

Fig. 3. The Dynamic Pareto Optimal Front at t=60 

 

Fig. 4. The Dynamic Pareto Optimal Front at t=90 

 

Fig. 5. The Dynamic Pareto Optimal Front at t=120 
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6   Conclusion 

A multi-processor system with shared memory can be used to perform an asynchro-
nous parallel algorithm efficiently. In our synchronized parallel multi-algorithm 
solver, there are five parallel sub-algorithms, four of which can be asynchronously 
performed with 30 processors, another one can be asynchronously performed with 6 
processors. We use one processor worked as a host for controlling synchronization. It 
must have high speed-up ratio. But our experiments are just simulated by an IBM 
ThinkPad. So this conclusion remains to be confirmed by using a distributed parallel 
computer system to do more numerical experiments.  
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Abstract. The security of a One-time Pad Cryptography system de-
pends on the keystream generator, which has been studied to produce a
high randomness quality over the last thirty years. A Cellular Automata
(CA) Pseudorandom Number Generator (PRNG) is more efficiently im-
plement rather than LFSR, Linear Congruential generator, Fibonacci
generator, etc.. Moreover, a CA structure-based PRNG is highly regu-
lar and simpler than previous PRNGs. Accordingly, we propose a new
PRNG based on a virtual three-dimension (3-D) CA with the Moore
neighborhood structure. In order to evaluate the quality of randomness,
the ENT and the DIEHARD test suites are used. The results of these
tests show that the quality of randomness is better than previous PRNGs.

Keywords: Symmetric Key Cryptography, One-time Pad, Cellular Au-
tomata (CA), Pseudorandom Number Generator (PRNG).

1 Introduction

Recently, with the expansion of the network and Internet, our lives are more
comfortable than previously. These include many tasks, such as sending e-mails,
searching information, shopping, etc.. Internet security becomes more and more
important. In order to transfer secret data (or information) over Internet se-
curely. A Cryptography technique is a type of secret method which is a technique
protecting the data from any wrong access by transforming important data into
a senseless bitstream (such as a trust random bitstream).

The keystream generator based on CA is a new prospective method designed
to generate pseudo-random numbers. It has been extensively studied over the
past decades for its convenient implementation by means of self-reproduction
and self-repair [2,3,4]. Recent interest has been focused on the two-dimensional
(2-D) CA PRNGs [1,5,6], since, statistically, the point has been established that
the quality of randomness of a 2-D CA is significantly better than a 1-D CA [8].
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However, taking into account the design complexity and computation efficiency,
it is quite difficult to conclude which one is better. In this paper, a new PRNG-
virtual 3-D cellular automata PRNG is proposed with the Moore neighborhood
(V3-DCA PRNG) which obtains a higher the quality of randomness. Based on
the observation of the evolved V3-DCA PRNGs, we find that the randomness of
V3-DCA structures for PRNGs are affected by their structures. In the meantime,
the evolved V3-DCA PRNG is compared with previous PRNGs [1,5,6] to check
the quality of randomness. The evolved V3-DCA PRNG generates a high quality
of randomness which is passed by DIEHARD test suite [9].

This paper is organized as follows. In Section 2, related work is briefly re-
viewed. The V-3DCA PRNG is proposed, in Section 3. Section 4, shows the
experimental results. Section 5 provides a conclusion.

2 Related Works

2.1 Two-Dimension Cellular Automata

CA is a dynamic system in which space and time are discrete. A CA consists
of an array of cells, each of which can be in one of a finite number of possi-
ble states, updated synchronously in discrete time steps, according to a local,
identical interaction rule. A 2-D CA is a generalization of a 1-D CA, where the
cells are arranged in a two-dimensional grid with connections in combination
the neighboring cells. For a 2-D CA, the following types of cellular neighbor-
hoods are usually considered; five cells, consisting of one cell in combination
with its four immediate non-diagonal neighbors (also known as the von Neu-
mann neighborhood); and nine cells, consisting of one cell along with its eight
surrounding neighbors (also known as the Moore neighborhood). In this paper,
a type of Moore neighborhood is proposed, which considers nine-neighborhoods
that each consist of self, top, bottom, left, right, top-left, top-right, bottom-left
and bottom-right.

The next state s(t) of (i, j )-th cell of a 2-D CA is given by

si,j(t + 1) = f(
1⋃

k, l =−1

si+k,j+l(t)). (1)

Since f is a Boolean function composed of nine variables, there are 29 = 512
distinct neighborhood configurations. In order to express a transition rule of a
2-D CA in a manner similar to a 1-D CA, 512-bits are considered, which are
almost impossible to practically manage.

Next, choosing the Boundary is considered. Generally, a Periodic Boundary
CA (PBCA) is frequently applied, resulting in a circular grid for a 1-D case
and in a doughnut for the 2-D case. A Null Boundary CA (NBCA) can also be
utilized, in which the grid is surrounded by an outer layer of cells of zero. In this
paper, a PBCA is selected in order to raise the quality of randomness.
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2.2 Previous Works

In this section, previous PRNGs are described. Tomassini et al. proposed a 2-
D CA PRNG based on 8×8 structure [1] and Guan et al. proposed 2-D CA
PRNGs based on Asymmetric neighborhood and lattice structure [5,6]. In its
final phases, these PRNGs are constructed by using the evolutional method is
called genetic algorithms [12]. A genetic algorithm has operators that consist of
crossover, mutation, and replacement-swapping [7] and has a fitness (entropy)
function. Iterating this procedure, the genetic algorithm may eventually find
an acceptable solution. Hence, a genetic algorithm provides a high randomness
quality, but has problems including high area and time complexity.

In Tomassini et al.’s PRNG [1], every cell of the evolving CA assigns a fitness
function value and rule number which determines the result of the evolved cell
by the fitness function value. Finally, a total of 30 experiments were performed
and seven rules of good randomness, which are 31, 47, 55, 59, 61, 62, and 63,
respectively, were found. Also, to raise the quality of randomness, a genetic
algorithm was used. A total of 20 DIEHARD test suite [9] for some rules (55,
59, 61, and 63) were performed. However, it was determined that the result of
these test were poor [13].

Guan et al.’s PRNGs [5,6] are constructed from an asymmetric neighborhood
(5×10) and 2-D lattice (15×3, 7×6) CA structure for reducing the number of
cells. However, there is a structural problem. The PRNG structures used the
same rules with the exception of the first and last columns. The hybrid CA
structure can provide better performance [3]. Consequently, it is known that the
pass rate of DIEHARD test for Guan et al.’s PRNGs is less than Tomassini et
al.’s PRNG.

3 Proposed V3-DCA PRNG

The V3-DCA PRNG produces a high quality random number sequence having
a low hardware construction cost. In order to achieve a higher the quality of
randomness, we choose a distinguishable method from previous schemes [1,5,6].
In this chapter, the proposed PRNG is explained.

3.1 Rule Numbering Function (RNF)

In order to describe the proposed V3-DCA PRNG, the following rule number-
ing function (RNF ) is introduced. Generally, Moore neighborhood method uti-
lizes a 2-D CA with nine-neighborhood. The reference cell number value of this
neighborhood is greater than that of von Neumann neighborhood. In regards
to hardware implementation cost, Moore neighborhood method is be expensive
more than von Neumann neighborhood method. In this paper, to raise more ran-
domness quality, Moore neighborhood method was used. Concept of proposed
V3-DCA PRNG is the Moore neighborhood-based method and equation (1) that
there are 29 distinct neighborhood configuration. Hence, to express a rule of 2-
D CA in a manner similar to 1-D CA, 512-bits are required (which is almost
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impossible to manage in practice). Due to their interesting properties and ease
of characterization, a CA with a linear neighborhood relationship (XOR) was
only considered. The rule can be expressed as a 9-bit in proposed PRNG and
Figure 1 shows the method of RNF. In Figure 1, RNF value (RNFv) consists
of 64-bit sequence (that is, RNFv is rule in the proposed PRNG). RNFv of ith
cell is decimal that this value converts binary values into decimal.

Fig. 1. The rule numbering method

Let si,j(t) be the state of the cell at row i and column j in time t. Its state
at the next time step, si,j(t + 1) is then computed as a following equation (2):

si,j(t + 1) = C · si,j(t) ⊕ DC ⊕ NDC, (2)

where,

DC = N · si−1,j(t) ⊕ S · si+1,j(t) ⊕ E · si,j+1(t) ⊕ W · si,j−1(t),
NDC = NW · si−1,j−1(t) ⊕ NE · si−1,j+1(t) ⊕ SW · si+1,j−1(t) ⊕ SE · si+1,j+1(t),

⊕ and · are the Boolean operations XOR and AND, respectively. C, N, S, W, E,
NW , NE , SW and SE are binary variables and denote whether the respective
neighboring cell state is taken into account (a value of) 1 or not (a value of) 0.

3.2 Cell Position Function (CPF)

In this section, the cell position function (CPF ) is explained. To decrease the
correlation coefficient of generated global states, the CPF was utilized. Gener-
ally, the Moore neighborhood in 2-D CA refers the nine-bit at t -time step. In
this paper, the arbitrary three-bit in three-global state (G(t−2), G(t−1) and G(t))
were referred and cases of CPF method are as following.

There are 8 methods and the position value of the total number of method by
3-bit (3-bit is CPF value (CPFv)) was represented. Figure 2 shows cell position
method. In Figure XX, if CPFvi−1 is 0, then a part of each state row was
selected. Otherwise (CPFvi−1 is 1), then a part of each state column was selected
(except the case of three-bit is 000 or 111). If CPFv is 000 or 111, then non-
diagonal cells were selected. Figure 3 shows all cases of cell position function.

Fig. 2. The cell position method
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(a) case (= 001) (b) case (= 010) (c) case (= 011) (d) case (= 100)

(e) case (= 101) (f) case (= 110) (g) case (= 000) (h) case (= 111)

Fig. 3. All cases of cell position function

3.3 Process of Virtual Three-Dimension CA PRNG

One round consists of three phases in proposed scheme. The step-by-step process
is summarized as follows.

Initial phase. The 192-bit initial seed is randomly generated. The seed then
divides into three parts, from 0th to 63th (= seed1), from 64th to 127th (= seed2)
and from 128th to final bit (= seed3). The initial values seed1, seed2, and
seed3 are stored in G(−2) (Global states of an 8×8 2-D CA), G(−1) and G(0),
respectively. The G(−2) ⊕ G(−1) is calculated and stored in the initial RNF
value (RNFv) and the G(−1) ⊕ G(−0) is calculated and stored in the initial
CPF value (CPFv).

Evolving phase in two-dimension CA. The rule ri,j is decided using RNF
and CPF which decide with self, diagonal 4-bits and non-diagonal 4-bits and
3-bits CPFv. A next state G(t+1) by ri,j , G(t−2), G(t−1) and G(t) are generated
and represents the equation (3):

G(t+1) = fevolving(ri, j , G
(t−2), G(t−1), G(t)), (3)

where 0 ≤ t ≤ R, 0 ≤ i, j ≤ 8 and R is a repeating counter for producing
PRNS of a demanded cycle length.
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Replace and updating phase. This phase replaces the RNFv and the CPFv.
The method is represented as a following equation (4):

newRNFv = G(t−2) ⊕ G(t−1),

newCPFv = G(t−1) ⊕ G(t) (4)

in G(t+1). The previous RNFv is replaced with a new RNFv and the previous
CPFv is replaced with a new CPFv. Lastly, increase t by 1. If t is greater than
R, finish the round. Otherwise, go back to the beginning of the evolving phase
in 2-D.

4 Experimental Results

In this section, the quality of randomness of the 2-D V3-DCA PRNG is analyzed.
The ENT [10] and the DIEHARD [9] test suites were utilized in order to analysis.
The ENT test is useful for evaluating pseudorandom number generators for
encryption and statistical sampling applications, compression algorithms, and
other applications where the information density of a file is of interest [10]. The
ENT test is a collective term for three tests, known as the Entropy test, Chi-
square test, and Serial correlation coefficient (SCC) test. Normally before testing
the quality of better with DIEHARD, it is first subjected to the ENT test.

The DIEHARD test suite is important because it appears to be the most
powerful and difficult test suite to pass. This test consists of 18 different and

Table 1. The average values of the ENT and the result of DIEHARD test in p-value
pass rate ≥ 85%

Test
No.

Test
Name

The average values
Shift register Toma∗ GuanA GuanL Proposed

1 Entropy (Closed to 8.0) - 7.99971 7.99983 7.99815 7.99988
2 Chi-square (Closed to 1.0) - 0.989412 0.992002 0.991591 0.999281
3 SCC (Closed to 0.0) - 0.000227 0.000171 0.000216 0.000051

The results of the tests (Pass or Fail)
4 Birthday Spacing Pass Pass Pass Pass Pass
5 O5-P∗ Pass Fail Fail Fail Pass
6 BR∗ 31 × 31 Fail Pass Pass Pass Pass
7 BR∗ 32 × 32 Fail Pass Pass Pass Pass
8 BR∗ 6 × 8 Fail Pass Pass Pass Pass
9 Bitstream Pass Fail Pass Fail Pass
10 OPSO Fail Fail Fail Fail Pass
11 OQSO Fail Fail Pass Pass Pass
12 DNA Pass Fail Pass Pass Pass
13 Count-The-1’s 01 Fail Fail Pass Pass Pass
14 Count-The-1’s 02 Fail Pass Fail Fail Pass
15 Parking Lot Pass Pass Pass Pass Pass
16 Minimum Distance Pass Pass Pass Pass Pass
17 3DS Spheres Pass Pass Pass Pass Pass
18 Squeeze Pass Pass Pass Pass Pass
19 Overlapping Sums Pass Pass Pass Pass Pass
20 Runs Fail Fail Fail Pass Pass
21 Craps Pass Pass Pass Pass Pass

O5-P∗: Overlapping 5-Permutation, BR∗: Binary Rank,

Toma∗: Tomassini et al., GuanA: Asymmetric neighborhood PRNG of Guan et al.,

GuanL: Lattice neighborhood PRNG of Guan et al..
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independent statistical tests. The result of each test is called p-value. Most of the
tests return a p-value in the DIEHARD, which should be uniform if the input
file contains truly independent random bits. For any given test, a smaller p-value
represents better results.

The proposed scheme produces a 64-bits output sequence at each round. The
DIEHARD test suite requires a minimum of 10 MB regarding random num-
ber sequences [9]. Therefore, the proposed PRNG needs the (107×8)÷64 time
rounds for the DIEHARD test. On the other hand, the ENT test suite requires
fewer random number sequences, but the test is executed with the same 10 MB
sequence for convenience and the next the DIEHARD test. A total of 100 ex-
periments were performed. Table 1 shows the average value of the ENT test and
the pass results of the DIEHARD for the 100 experiments. A pass is considered
when all the p-values are passed by more than 65%, 75% and 85% at the 0.05
level. Table 2 shows that p-value pass rate more than 85% the 0.05 level. As the
results show in Table, it has been proven that the quality of randomness of the
proposed scheme is superior to other schemes.

5 Conclusion

In this paper, a new PRNG is proposed based on a virtual 3-D CA with the
Moore neighborhood method. In order to achieve better randomness quality
and decrease a correlation coefficient, the RNF and the CPF have been used.
At the result, the various types of Moore neighborhood provides few correlation
coefficients for each cell in state G(t), and a high randomness quality by the
ENT and the DIEHARD test suites (average pass rate of more than 85% at the
0.05 level). Consequently, the proposed scheme preserves the quality of random-
ness in similarity to previous 2-D CA PRNGs and provides few area and time
complexities (dose not using the genetic algorithm). Further more, the V3-DCA
PRNG can produce randomness quickly, can be implemented conveniently by
hardware, and can be used in many fields such as the built-in self-test of VLSI,
keystream of One-time Pad cryptosystem, and symmetric key cryptography.
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Abstract. Traveling salesman problem (TSP) is a classical NP-hard problem in
combinational optimization. This paper adopted a novel genetic algorithm which
adjust the crossover probability and mutation probability adaptively based on
clustering and fuzzy system, and designed a new crossover operator to improve
the performance of genetic algorithm (GA) for TSP. Experiments show that the
proposed method is much better than the standard genetic algorithm with a higher
convergent rate and success rate.

1 Introduction

Traveling salesman problem (TSP) is a classical NP-hard problem, and the model is
widely applied in many practical optimized domains such as network and distribution
optimization [1] [2]. The idea of TSP is to find a tour {Cn(1), Cn(2), ..., Cn(n)} from
a given number of cities C = {C1, C2, ..., Cn} and the distance between each other
d(Ci, Cj), visit each city once and return to the starting city where the length of this
tour is minimized. The objective function of TSP with n nodes is:

min
n∑∑∑

i=1

d(Cn(i), Cn(i+1)mod(n)) (1)

The problem is equivalent to the Hamilton circle problem, which is a NPC prob-
lem [3]. Most of the researchers tend to adopt intelligence computation to achieve ap-
proximate optimized solution of the problem [4]. Genetic Algorithm (GA) is a powerful
global randomized search and robust intelligent optimization technique based on nat-
ural evolution and derivative information. It has been used for solving complex prob-
lems such as NP-hard problems. Based on the observation that the parameters of GA
decouple form the the whole GA process, some researchers propose that parameters
modifying as a dynamic process that should be adaptively adjusted and integrated with
the whole GA process.

In this paper, we propose a novel GA which adjusting the crossover probability Pc

and mutation probability Pm adaptively based on clustering and fuzzy system [5]. We
aim at avoiding SGA easily trapping into the local optimization or evolution halting
states by corresponding fuzzy policy which adjusting the Pc and Pm by evaluating
the maturity of the population. Considering the sequential characteristic of TSP, some
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widely used crossover operators [6] destroy the valid patterns of GA when they guar-
antee the validity of TSP. We design a novel crossover operator, and adopt a one-point
crossover to make the operator work effectively. Experiments show that the proposed
method is much better than SGA with high convergent rate and success rate.

The article is organized as follows: Section 2 gives an introduction of SGA process
and presents the proposed adaptive GA in detail; Section 3 gives the special operators
of TSP; Section 4 provides a number of experiment results; and finally concludes will
be given in section 5.

2 Genetic Algorithm and an Adaptive Genetic Algorithm Based
on Clustering

The idea of GA is first proposed in 1975 and it is an intelligence algorithm which sim-
ulates the behavior of the biology evolution [6] [7]. SGA process consist the following
steps: encoding, selection, crossover, mutation and decoding. GA begins with the chro-
mosomes which have been encoded to represent a group of vectors in the solution space,
and adopts the similarity with the optimized solution as the fitness after initialize the
population, then selects the parent individuals for the next generation according to the
fitness, after that generates the next generation recur to the crossover operator and mu-
tation operator of the natural genetics, finally executes the previous process iteratively
to make the whole population evaluate towards the direction close to the optimized so-
lution. The decoded vector of the final chromosomes can be viewed as an approximate
optimized solution of the problem. When generate the next generation, Pc and Pm af-
fect the process greatly. The bigger the Pc is, the more abroad the mutual information
communication among the population, the bigger the Pm is, the faster the generation
and the complementarily for new patterns. Traditional GA operators didn’t consider the
changing of the information communication and the pattern complementarities during
different evolution phases [8] [9].

This section we will adjust Pc and Pm based on the evolution phase to make the
population evolve towards the overall fitness increasing direction. The outline of the
adaptive adjusting GA we used is described in Tab.1.

2.1 Maturity Evaluation Based on Clustering

We adopt K-means clustering algorithm to evaluate the population maturity. By apply-
ing the K-means algorithm, the distribution of the population in the search space is
clustered in each generation. K-means clustering algorithm can be viewed as a clas-
sify algorithm which partition the original population space into some sub-population
space with closed spatial positions according to the individuals’ fitness or the position
adjacency of feature space, and the sub-population don’t intersect with each other. The
adaptive adjusting GA cluster in the solution space through distances between each
individual. It partitions the chromosome population in the solution space into several
clusters with minimum covariance, and evaluate the maturity according to the size of
the clusters and whether the cluster contains the best or the worst individual. The clus-
tering process is as follows: 1) Initialize cluster number k and find a set of centers
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Table 1. Outline of the Adaptive Adjusting Genetic Algorithm for TSP

step 1. Initialize the population by random generating a tour {Cn(1), Cn(2), ..., Cn(n)}.
step 2. Evaluate the fitness.
step 3. Roulette wheel selection which is stated in [10].
step 4. Adjusting Pc and Pm:1) Maturity evaluation based on clustering. 2) Fuzzy system calculate

δPc and δPm.3)Obtain Pc and Pm.
step 5. Cross according to Pc.Mutate according to Pm.
step 7. Evaluate the fitness for each individual in the population.
step 8. Go to step 3 and repeat until convergence.

μ = {μ1, μ2, ...μk} from the population vectors C = {C1, C2, ..., Cn}; 2) Assign Ci

(i ∈ {1, ..., n}) to a cluster which the distance between it and the cluster center is the
shortest; 3) Update the new cluster centers with the new sub-population belong to it; 4)
Go to 2), iteratively run until convergence.

2.2 Calculation for Pc and Pm Based on Fuzzy Mechanism

The calculation for Pc, Pm and the adjusting values of them is based on considering
the relative size of the cluster which contains the best chromosome and the one which
contains the worst chromosome, note the sizes of them as GB and GW respectively.
After the maturity evaluation based on clustering, we can obtain the adjusting direction
of Pc and Pm according to the four rules defined in [5]. The definition of increase or
decrease direction is described in Tab.2.

Table 2. Rules for Adjusting Pc and Pm

Rule 1) Reduce Pc and Pm if GB is the largest and GW is the smallest among the clusters;
Rule 2) Increase Pc and reduce Pm if GB equals GW and they are the largest compared with others;
Rule 3) Increase Pc and Pm if GB equals GW and they are the smallest compared with others;
Rule 4) Reduce Pc and increase Pm if GB is the smallest and GW is the largest in comparison

to the others.

In order to simplify the calculation, we first normalize GB and GW to a interval
ranging from zero to one, then calculate the relationship between GB and the big fuzzy
set PB , GW and the small fuzzy set PS , so as to reflect the size respectively. Finally,
gain the adjusting range δPc and δPm respectively of the Pc and the Pm by applying the
“center of sum method”. In addition, in order to assure the continuous of the adjusting
process, we have to add a limitation to the adjusting range in each generation, which
means that the increase or decrease of Pc and Pm shouldn’t exceed a proportion com-
pared with themselves respectively. The proportion can be different according to the
problem. The calculated equations are described as Eq.(2) and Eq.(3), Kc and Km are
the suitable adjusting proportions which are chosen to keep the changes of the values
of Pc and Pm within a tolerance limitation in each generation.

Pc(gen) = Pc(gen − 1) + KcδPc(gen) (2)
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Pm(gen) = Pm(gen − 1) + KmδPm(gen) (3)

3 Special Operators of Traveling Salesman Problem

3.1 Crossover Operator and Mutation Operator

In order to assure that child chromosome as a sequence and the valid pattern derived
from the parent chromosomes not be disordered excessively, we design a novel crossover
operator for TSP according to the following criteria: Do not arouse the sequence ad-
justing out of the crossover segment while adjusting the crossover segment to a valid
sequence, consequently, the inherited valid pattern wouldn’t destroyed by constructing
valid pattern.

When mostly guarantee the valid pattern of the outer crossover segment by construct-
ing the valid solution according to the criteria stated above, the two individuals can’t
crossover sufficiently if the crossover segment is too short due to the strong constraint.
So we have to consider the average crossover length carefully when we decide the se-
lection for the crossover segment. The longer the average length, the more sufficient the
crossover between two individuals.

The crossover average length of one-point is
∑n−1

i=1 i/(n− 1), where n is the length
of the gene, the result is n/2, namely 1/2 of the gene length. The crossover average
length of two-point is

∫ ∫
1≤x,y≤n−1 | y − x | dxdy/(n− 1). The result is n/3, namely

1/3 of the gene length.
Based on the analysis above, we adopt the one-point crossover, the crossover detail is

described as follows: 1) Identify the common component of the two crossover chromo-
somes; 2) Exchange elements in the crossover segment, and use the identity to record
the duplication of the two sub-chromosomes in the exchange process; 3) Re-exchange
the duplication elements to the original sequence. For example, A: 458936271 and B:
168723945 are two gens for crossover operation, suppose we crossover from the fourth,
so the sub-genes for crossing are 936271 and 723945. We first identify that the com-
mon component is 9327, then exchange the two sub-genes, it is easily to show that the
two elements of 45 and 61 are duplicated for gene A and gene B respectively, so we
re-exchange them to the original sequence, which means that substitute 45 with 61, and
substitute 61 with 45, then the new constructed genes are 458723961 and 168934275.
It is easily to see that the two sequences greatly maintain the sequence pattern derived
from parents A and B while assuring the feasibility. We construct the mutation operator
based on the random exchanging, which random select two positions.

3.2 Pseudo-random Sequence Generation Operator

We have to initialize the chromosome as a random sequence in the first step of GA.
It is time costly for the long random sequence construction because the production of
random sequence by the general construction set and the mutex check policy is pro-
portional to the square of the average sequence length. We adopt a pseudo-random
sequence generation algorithm based on random exchanging, and the pseudo-random
sequence is certainly approximate to the complete random sequence.
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The construction of pseudo-random sequence is described as follows: 1) Assign to
each position of the sequence according to the natural number sequence; 2) Generate
a random number ranging from 1 to the sequence length for the element in the first
position of the sequence, and exchange the elements in the first position and the random
position. Note that the first element may not be changed because the random position
may be 1; 3) Take the rest of the sequence to exchange randomly like step 2).

4 Experiment

The adaptive GA for TSP was implemented in Matlab on an Intel Pentium D 3.00 GHz
and 1.0 G memory personal computer under the windows operating system. We adopt
integer encoding and set the population size Np = 103, the adaptive adjusting parame-
ter Kc = 0.015, Km = 0.0015, crossover probability Pc = 0.75, mutation probability
Pm = 0.01 in the initial step, and limit Pc ∈ [0.60, 0.95] and Pm ∈ [0.005, 0.05]. We
adopt the inverse of the total sequence length as the fitness value in the problem do-
main, the larger the fitness, the shorter the tour, which means the optimum solution for
the TSP problem.

Virtual Dataset. We set the number of nodes range from 50 to 200, and random gener-
ate the distances which satisfy the uniform distribution in the interval [1000, 10000].
The comparison for the cumulative frequency between the Self-Adaptive GA algo-
rithm(SAGA) and the standard GA (SGA) with different number of nodes and iterative
times can be seen in Tab.3.

Table 3. Comparison for the Cumulative Frequency between SGA and SAGA

50 nodes 100 nodes 150 nodes 200 nodes
Iterative Times

500

1000

1500

2000

2500

3000

3500

4000

SGA SAGA
0 0

0 0.015

0 0.12

0.005 0.335

0.015 0.525

0.015 0.71

0.06 0.81

0.08 0.885

SGA SAGA
0 0

0 0.395

0.025 0.965

0.20 1

0.58 1

0.85 1

0.975 1

1 1

SGA SAGA
0 0

0 0.005

0 0.11

0 0.645

0 0.965

0.03 1

0.15 1

0.38 1

SGA SAGA
0 0

0 0

0 0.18

0 0.89

0.01 1

0.15 1

0.39 1

0.695 1

From Tab.3 it is not difficult to see that the cumulative frequency is smaller for some
small size of TSP, this is because that the success standard we choose is given by a
relative value to a certain problem, but not the optimal solution. This is not prejudice
against the comparison for the two algorithms. We can see from Tab.3 that for the
same size TSP problem, SAGA is in much higher convergent rate than SGA, and the
phenomenon is even more significant with the increasing of the size.

For 100 nodes traveling salesman problem, Fig.1(a) shows the cumulative frequency
comparison between standard GA and the adaptive adjusting GA along with the increas-
ing iterative times. Fig.1(b) is the fitness value comparison between SGA and SAGA
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Fig. 1. For 100 nodes traveling salesman problem, with the increasing of iterative times, the com-
parison of SGA and SAGA algorithm on the cumulative frequency and the fitness

along with the increasing iterative times. It is clearly that the cumulative frequency and
the average fitness value of SAGA are much higher than that of SGA when in the same
iterative times. In fact, the fitness value gap between SGA and SAGA is much widen
in practical because we use the inverse of the total sequence length as the fitness value,
which narrow the fitness gap mostly.

Fig.2(b) shows the Pc curve for 1000 generation with 100 nodes. There are best in-
dividuals and worst individuals during every optimization phases, so we can see that
it increase and decrease by turns, but the scope is different. The main trend of Pc is
decreasing in the initial and matured states which would like to mostly reduce the prop-
erties of worst chromosomes and maintain the properties of best chromosomes respec-
tively, and increasing in the sub-maturing and maturing states which aim to explore
new search directions for enhancing the growth of the best candidates. Fig.2(c) is the
Pm curve for 1000 generation, we can see that it satisfies the optimization strategies.

TSPLIB Dataset. Our algorithm have also tested on TSPLIB, the results show that
SAGA is sound. SAGA best tour is close to the optimal tour provided by TSPLIB within
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Fig. 2. For 1000 generation with 100 nodes, Fig.2(a) shows the fitness comparison of SGA and
SAGA, Fig.2(b) and Fig.2(c) represent the Pc and Pm changing courses respectively
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Table 4. TSPLIB Problems Solved by SAGA and SGA Within a Certain Generation

Problem Problem Size Optimal Tour by TSPLIB Generation SAGA Best Tour SGA Best Tour
br17 17 39 1000 39 55

ftv33 34 1286 4000 1453 1895

ftv55 56 1608 4000 1672 1884

p43 43 5620 2500 5783 11128

ry48p 48 14422 4000 14531 15024

ft53 53 6905 4000 6919 7032

ft70 70 38673 4000 38912 41056

kro124 100 36230 4000 36312 36406

a certain generation, while SGA can’t give a satisfying solution, as shown in Tab.4. For
example, the best tour of SAGA is 5783 within 2500 generation for the p43 dataset
whose optimal tour is 5620, while the SGA best tour is 11128 within 2500 generation,
which is far from the optimal tour. For other datasets, SAGA provides a best solution
the same as or close to the optimal solution given by TSPLIB, thus the effectiveness
and convergence of SGA are lower.

5 Conclusion

In this paper, an adaptive adjusting of Pc and Pm based on clustering and fuzzy system
was developed for the TSP, and we designed a new crossover operator to improve the
performance of GA. Clustering technique was used to evaluate the maturity of the pop-
ulation, and fuzzy mechanism was used to calculate the change δPc and δPm for Pc

and Pm respectively. The comparisons show that our method is sound.
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Abstract. This paper introduces a technique for diagnosing mechanical faults of 
induction motors by using support vector machine (SVM) and genetic algo-
rithm (GA). Features are extracted from the vibration time signals and selected 
by using GA with a distance evaluation fitness function. All SVM parameters 
are also obtained simultaneously by the same GA. The SVM is studied with two 
types of kernel functions, the radial basis function and the polynomial function. 
Four motor conditions are investigated with the chosen SVM classifiers. The 
classification results have high accuracy for the chosen feature set and SVM  
parameters.  

Keywords: Induction motor faults; diagnosis; support vector machine; genetic 
algorithm; distance criterion. 

1   Introduction 

In these days, a fault diagnostic technology for the rotating machine, such as induc-
tion motors, continues to grow rapidly. When the fault occurs, it affects machine 
dynamic conditions as vibration, sound, temperature, etc. and they can be useful con-
dition indicators. Based on these symptoms, many types of diagnostic methods such 
as support vector machine (SVM) [1-6], adaptive neuro-fuzzy inference system [7-8], 
decision tree [9], artificial neural network (ANN) [10], and nearest neighbors’ rule 
[11], etc. have been developed. Of all these methods, the SVM is a supervised learn-
ing method used for classification and regression with a high accuracy and a good 
generalization capability. In [1], SVM is applied to perform the fault identification 
with the input data extracted by the principal component analysis (PCA) and the inde-
pendent component analysis (ICA). But its SVM parameters are selected by trials. In 
[4], the SVM parameters are chosen by the averaged value of the standard deviation 
of the data, but it is purely an empirical method. In [5], the authors have used GA 
technique for feature selection and the kernel parameters are applied to the bearing 
fault diagnosis.  

To acquire the fault information, some statistical characteristics are calculated from 
vibration signals to form the feature set. But, the data are still possible to contain 
some irrelevant or redundant features as well as useful features in this feature set. If 
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all features are used as input of a classifier, the classification processes become slow 
and the classification performance can be deteriorated. Basically, there are many 
methods to overcome these problems, and they can be the ICA, the distance criterion 
feature selection [1], the PCA method [2, 9], the feature selection using the decision 
tree [6], etc. The data transformation to a lower dimension of ICA and PCA tech-
niques is effective, but there is no guarantee that the removed information is not es-
sential for fault classification. In specific cases, the feature selection that selects a part 
of original data can give better outcomes.  

In this paper, we propose the SVM classifier which can select optimal parameters 
and feature subset simultaneously using the GA; GA technique is used for not only 
selecting the SVM features and all SVM parameters but also applying distance 
evaluation technique for the fitness function. Also, this paper expands the diagnostic 
classes to deal with the mechanical faults of induction motors: bearing damage, 
looseness, and rotor unbalance. The motor conditions are monitored and diagnosed 
using the proposed SVM, and the results are listed with high performances in the 
experimental section. 

2   Support Vector Machines 

For illustration, a typical two-class classification is given as an example that includes 
positive and negative classes. With a given data set {(xi, yi), i = 1, 2, …, n} where 

n
ix R∈  and yi is either 1 or -1, the SVM operates by finding a hyper-plane in the 

space of possible inputs.  This hyper-plane will try to split the positive samples from 
the negative samples. The separation is chosen to have the largest distance from the 
hyper-plane to the nearest of the positive and negative samples. The dividing hyper-
plane can be expressed as the form: 

0b⋅ + =ω x  (1) 

where ω is the weight vector which is perpendicular to the separating hyper-plane. 
The bias b allows extending the margin. In case of the linear separation, the data 
points are classified by 

1b⋅ + ≥ω x   for all yi = 1 (2) 

                  1b⋅ + ≤−ω x     for all yi = -1   (3) 

The nearest samples that are used to define the margin are called the support vec-
tors. The support vectors contain all information that is needed to define the classifier. 
In order to get the optimal separating hyperplanes or to maximize the margin 2/|w| 
between two classes, the problem becomes solving a quadratic programming optimi-
zation problem to minimize |w|: 

      Minimize       2(1/ 2) || || i
i

ω C ξ+ ∑     

Subject to ( ) 1i iy b ξ⋅ + ≥ −ω x , 0,  1iξ i n≥ ≤ ≤ , 

(4) 
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where ξi is slack variables which measure the degree of misclassification of the data xi 
and C is error penalty constant.   

The equation (4) is solved to get the optimal solutions of w* and b*. Then, the dis-
crimination function is obtained as (5). 

( )* *( ) sgnf x b= ⋅ +ω x  (5) 

In case the linear boundary in the input spaces is not enough to separate into two 
classes properly, a nonlinear classification is suggested. In nonlinear classification, 
the SVM maps the data from input space to feature space by using the kernel function 
which can produce the maximum margin hyperplanes. The basis form of the discrimi-
nation function now can be shown as 

1

( ) sgn ( , )
n

i i i j
i

f x y α k x x b
=

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠
= +∑  (6) 

Some common kernel functions are as follows 
Polynomial kernel:  

,  0( , ) ( )T d
i j i j γk x x γ x x r >= ⋅ +  (7) 

Radial basis function kernel:  

2( , ) exp( || || ),  0i j i jk x x γ x x γ= − − >  (8) 

Gaussian radial basis function kernel:  

( )2 2( , ) exp || || /(2 )i j i jk x x x x σ= − −  (9) 

Sigmoid kernel:  

( , ) tanh( )T
i j i j rk x x γ x x += ⋅  (10) 

Where, γ, r, d, σ are kernel parameters. 
The kernel function such can decide the complexity of classification function set. 

More detail about SVM can be found in [13-15]. 

3   Experimental Setup and Feature Extraction 

A tri-axial accelerometer is mounted at the housing near the bearing to measure  
vibration signals. The vibration signals are sampled by a data recorder. Time-domain 
vibration signals are extracted into 18 features. Among these features, each 6-feature 
set is constructed from one of three different signals which are measured in three 
directions: axial, horizontal, and vertical. The features are formed as follows: root 
mean square(a), variance(a), skewness(a), kurtosis(a), crest factor(a), maximum(a), 
root mean square(h), variance(h), skewness(h), kurtosis(h), crest factor(h), maxi-
mum(h), root mean square(v), variance(v), skewness(v), kurtosis(v), crest factor(v),  
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maximum(v). The terms (a), (h), and (v) respectively represent axial, horizontal, and 
vertical. These features represent the energy, the vibration amplitude, and the time 
series distribution of the signal in time-domain. 

To induce failure in the induction motor, bearings with cage and ball damage are 
used. In addition, rotor unbalance is simulated by creating a hole in the rotor and 
adding a given mass. A loose bearing motor from the factory is used to simulate the 
looseness fault. 

 

 

 

 

Fig. 1. Time-domain vibration signals in three directions: (a) Normal (b) Bearing damage  
(c) Bearing looseness (d) Rotor unbalance (from left to right: horizontal, axial, and vertical 
direction) 

Fig. 1 shows sample signals of four motor conditions are measured in 3 directions 
x, y, and z. These data are preprocessed by using the equations in Table 1 to form 18-
feature training and test set. Each feature is normalized by dividing it by the maxi-
mum of its absolute value before being used for training and testing the SVM models. 

a. Normal 

b. Bearing damage 

c. Bearing looseness 

d. Rotor unbalance 
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Table 1. Time-domain features 

Feature Equation 

Root mean square 
( )
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1
( )
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n
x n
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== ∑  
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2

2 1
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( 1)
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−
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−

=
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4   Genetic Algorithm 

A genetic algorithm (GA) is a search technique used for finding out true or approxi-
mate solutions of the optimization and the search problems. GA is used to give the 
solution by simulating the evolutionary processes of survival of the fittest which en-
sures that the best members of population are retained. GA generates successive 
populations of alternate solutions by using techniques such as inheritance, selection, 
mutation, and crossover until the acceptable results are obtained. The algorithm be-
gins with a set of solutions (chromosomes) called population. In each generation, the 
fitness of every chromosome is evaluated, and then some chromosomes are selected 
based on their fitness and modified to reproduce a new population. The modification 
stage includes the selecting pairs of parents, the crossover of genes to produce new 
ones, and the mutation to randomly alter the genes. The crossover exchanges genes 
between two chromosomes, and then mutation alters genes code from 1 to 0 or vice 
versa in case of binary genes code. Last, an optimal solution can be obtained after a 
series of iterative computations. 

There are many random procedures which are called during execution of GA algo-
rithm. Therefore, the randomness plays a central role in GA processes. As a result, 
GA may have a tendency to converge towards a local optimal rather than a global 
optimum of the problem. But in general, GA can rapidly find out good solutions even 
in the difficult search spaces. 
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4.1   Chromosome 

In this paper, the SVM with RBF (radial basis function) and polynomial kernel func-
tions is used for the fault classification. GA is designed for the feature selection and 
the SVM parameter optimization. For this purpose, the chromosome has been format-
ted in a bit string form, where the first 18 bits represent 18 features, and next 8 bits 
represent C and γ parameters. In case of the polynomial kernel function, there are 
additional two parameters, d and r, as shown in Fig. 2b. The value of d is chosen be-
tween 1 and 4, represented by 2-bit binary code.  

 

 

 

 

Fig. 2. The chromosome formats 

In Fig. 2, the terms F1- F18 represent the features, in which the value ‘1’ means the 
feature is selected and the value ‘0’ indicates feature is not selected. The terms C1 - 
C4 represent the value of constant C, and the terms G1- G4, D1-D2, and R1-R4 repre-
sent the parameters γ, d and r, respectively. The real values of C, γ, d, and r parameter 
can be decoded from their binary codes using the following equation:  

ParamValue
2 1n

VUB VLB
VLB d

−= +
−

 (11) 

where  d  is decimal value of bit string, 
  VLB  is lower boundary value of the parameter, 
  VUB  is upper boundary value of the parameter, 
  n  is length of binary code. 

4.2   Fitness Function 

Fitness function is an important factor in a point of the speed and the efficiency of the 
algorithm. In this paper, the fitness function of GA is developed on the basis of the 
SVM training accuracy and the number of selected features. The SVM accuracy is 
obtained by the evaluation of the test data classification using the trained model. By 
using this fitness function, SVM parameters are optimized and the number of feature 
is also selected. The GA chooses the chromosome with the smallest fitness value after 
finishing the last iteration. 

 
 

F1         …….        F18 C1 …   C4 G1 … G4 D1 D2 R1 …   R4 

a. RBF chromosome format

b. Polynomial chromosome format

F1            …….            F18 G1   …   G4C1    …   C4
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Fig. 3. The flow chart of the system 

The fitness function of GA is formed as follows 

( )-1 classes

classes

within-class distance
F = W* SVM_training_accuracy  + (1-W)*

between-class distance

∑
∑

 (12) 

Equation (12) can be rewritten in (13): 

( )-1
F = W* SVM_training_accuracy  + (1-W)* c

b

J
J

 (13) 

where W is weighting factor with the value between 0.0 and 1.0. 

Vibration time-domain signals 

Preprocessing 

Training Test data 

Decode the chromosome to obtain 
selected features, SVM parameters 

Training data 
with selected 
features  

Test data 
with selected 
features  

Training 
SVM 

Calculate 
Jc/Jb ratio 

Calculate SVM accuracy 

Fitness evaluation 

Selection, crossover, and mutation to 
reproduce a new generation 

End of population

Program termination 

Decode the best chromosome to obtain  
optimal features and SVM parameters 
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The within-class distance is given by 

1

c

c i i
i

J p J
=

= ∑  (14) 

( ) ( ) ( )
1

1 /
n T

i i
i i i ik k

k
J n x m x m

=
= − −∑  (15) 

where class i = 1, …, c; mi is the mean vector of class i; ni is the number of samples in 
class i; pi is the number of samples in class i. 

The between-class distance is 

( ) ( )
1

c T

i i ib
i

J p m m m m
=

= − −∑  (16) 

where m is the mean vector of all of the classes. 
The ratio Jc/Jb is used to obtain the optimal features based on the criterion that 

chooses the smaller within-class distance Jc and the larger between-class distance Jb. 
The number of features is selected according to the smaller Jc/Jb. 

4.3   Block Diagram 

Fig. 3 presents a block diagram of GA program that is used to look for an optimal 
feature subset and SVM parameters. Each member in population is evaluated by its 
fitness value, and then the best members are selected to reproduce a new population. 
When the termination condition is satisfied, the best member is obtained and decoded 
to receive the needed information. 

5   Experimental Results 

The training data includes 559 samples and the test data which have 307 samples are 
used in this paper. The kernel functions of SVM are the RBF and the polynomial 
function. The GA parameters are: VLB = 0.01, VUB = 50, number of iterations = 
200, mutation rate = 0.7, 1 crossing point crossover, population size = 96. The weight-
ing factor W is altered to get different set of features, and changed from 0.6 to 0.9. 
Results are listed in Table 2 and 3 for two cases, RBF and the polynomial kernel func-
tion, respectively. 

The selection with smaller number of features and the larger accuracy can be cho-
sen from the classification performances and the feature sets that are listed in Table 2 
and 3. For the SVM with RBF in Table 2, the feature set (1, 9, 10, 13, and 18) seems 
to be the best choice. This set has only 5 features but gives the highest performance 
compared with the others. In Table 3, when the polynomial kernel function is used, 
the set (6, 9, 10, and 12) can be the best one. It has the smallest number of features (4 
features) and a rather high performance. Comparisons with the full features SVM 
models are shown in Table 4. In order to confirm the efficiency of the proposed selec-
tions, Table 4 shows the performances of the SVM for the selected feature subsets and  
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Table 2. Experimental results using GA with RBF kernel function 

Selected 
features 

Parameter 
C

Parameter Training 
accuracy 

(%) 

Test data 
accuracy  

(%) 

Normal 
(%) 

Loose-
ness  
(%) 

Bearing 
damage 

(%) 

Unbalance 
(%) 

1, 2, 3, 9 40.0020 46.6673 95.89 93.49 100 74.24 100 96.81 

1, 9, 10, 13, 
18

30.0040 46.6673 97.50 99.35 100 96.97 100 100 

1, 3, 9,13, 
14

13.3407 33.3367 95.17 93.81 100 75.76 100 96.81 

1, 2, 3, 9,13 43.3347 10.0080 93.92 97.07 100 87.88 100 98.94 
1, 3, 9, 10, 
11, 13 

46.6673 26.6713 98.75 91.53 100 74.24 100 90.43 

1, 3, 9, 10, 
13, 14, 15, 
16, 18 

43.3347 13.3407 99.82 93.16 98.21 78.79 100 93.62 

 

Table 3. Experimental results using GA with polynomial kernel function 

Selected 
features 

Parameters  
(C, , r, d) 

Training 
accuracy 
(%) 

Test data 
accuracy 
(%) 

Normal 
(%) 

Loose-
ness 
(%) 

Bearing 
damage 
(%) 

Unbalance 
(%) 

6, 9,10,12 23.3387, 
6.6753, 
3.3427, 4 

99.11 97.39 100 100 93.41 97.87 

1,2,6,10,18 30.004, 
13.3407, 
43.335, 3 

99.28 97.39 100 100 100 91.49 

1,6,9,10,13, 
16

43.3347, 
23.3387, 0.01, 
1

98.21 95.44 100 100 86.81 97.87 

1,6,9,10,11, 
13,16,18 

33.3367, 
43.3347, 
6.6753, 1 

98.21 96.09 100 100 89.01 97.87 

1,6,7,9,10,1
2,16,18 

23.3387, 
40.002, 50, 3 

100 94.46 100 100 100 81.91 

1,2,3,6,9,10, 
12,13,16,18 

46.6673, 0.01, 
3.3427, 2 

96.96 99.02 100 100 100 96.81 

 

all feature set. The all feature set experiments are repeated 100 times with random 
parameters to get the average results. The SVM’s parameters are chosen randomly in 
the range from 0 to 50. 

The experimental results show the efficiency of the proposed selections for both 
data dimension and SVM parameters compared to the efficiency without feature se-
lection. The accuracy is improved with the proposed models while data dimension is 
decreased significantly. For RBF case, the accuracy is increased from 94.61% to 
99.35% with 72.2% data reduction. In case of the polynomial kernel function, the 
accuracy is increased to 97.39% with 77.8% data reduction. Generally, Table 4 shows 
that SVM have high accuracy and performance for motor fault diagnosis in this work. 
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Table 4. Performance of proposed SVM model compare to full data SVM model 

Kernel function 
and selected 
features 

Parameters 
Polynomial (C, ,
r, d) RBF (C, )

Training 
accuracy 
(%) 

Test data 
accuracy 
(%) 

Normal 
(%) 

Loose-
ness 
(%) 

Bearing 
damage 
(%) 

Unbalance 
(%) 

RBF (all 
features) 

- 97.30 94.61 90.07 95.03 97 94.71 

Polynomial (all 
features) 

- 90.34 85.47 79.86 62.70 95 95.59 

RBF (1, 9, 10, 
13, 18) 

30.0040, 46.6673 97.50 99.35 100 96.97 100 100 

Polynomial (6, 
9,10,12) 

23.3387, 6.6753, 
3.3427, 4 

99.11 97.39 100 100 93.41 97.87 

 

6   Conclusion 

In this paper, the vibration data are processed to get high accuracy SVM for both RBF 
and polynomial kernel functions. The trained SVM are applied to the fault diagnosis 
of induction motors. According to the experimental results, the SVM classification 
method is proved as an efficient way for fault diagnosis of induction motors. 

GA algorithm is used in this paper to find out the proper SVM parameters and fea-
ture subset simultaneously.  It shows the importance of selecting the parameters and 
training inputs for SVM that have big influence on the system performance. The fea-
ture selection can remove the irrelevant and the redundant information by choosing 
useful features as input of SVM, while its proper parameters help to build SVM 
model with high performance and accuracy. 

Acknowledgments. This work was supported by the Research Fund of University of 
Ulsan. 
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Abstract. The minimal cost maximum flow problem is a classical combina-
tional optimization problem. Based on the characteristic of ant algorithm and 
the minimal cost maximum flow problem, a graph mode is presented to use the 
ant algorithm to solve the minimal cost maximum flow problem. Simulation re-
sults show that the algorithm can efficiently solve minimal cost maximum flow 
problem in a relatively short time. 

Keywords: ant algorithm; minimal cost maximum flow problem; directed  
network.  

1   Introduction 

The minimal cost maximum flow problem is an important part of network flows, 
which is the classical combinational optimization problem with many applications 
such as transportation problem, scheduling problem, etc. Recently, it has been applied 
in some new domains, such as coding network and wireless ad hoc networks. There 
are several algorithms which can solve minimal cost maximum flow problem, such 
as, Cycle-canceling algorithm， ，Successive shortest path algorithm Primal-dual algo-
rithm[1]. With the rapid development in the network services, the minimal cost 
maximum flow problem has recently become a hot spot. 

Ant algorithm is first proposed by Dorigo M etc in 1990s, which utilize the similar-
ity of food-seeking behavior of real ants and traveling salesman problem (TSP) and 
imitate the process of food-seeking behavior of real ants to solve TSP[2]. Ant algo-
rithm has been applied successfully in many applications such as traveling salesman 
problem[3,4], quadratic assignment problem[5], job-shop scheduling problem[6] and 
the optimal path planning problem[7]. Actually, ant colony algorithm has been a ma-
jor concern issue, we attempt to use ant colony algorithm to solve minimum cost 
maximum flow problem in this paper.  

The minimal cost maximum flow problem is a linear programming problem which 
has close relation with graph theory. The minimal cost maximum flow problem has a 
structure which is fit to use the ant colony algorithm. In this paper, we attempt to use 

                                                           
* This work was supported by National Nature Science Foundation of China under Grant 
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ant colony algorithm to solve minimum cost maximum flow problem. The remaining 
part of the paper is organized as follows. In section 2, we introduce the principle of 
ant colony algorithm. In section 3, we describe minimum cost maximum flow prob-
lem and transform the model of minimum cost maximum flow problem based on the 
characteristic of ant colony algorithm, then use ant colony algorithm to solve it. The 
computational experiments and results are given in section 4. Finally, we give the 
summary and the forecast. 

2   Ant Algorithm[8-9] 

Ant algorithm imitates the behavior of a colony of ants to solve problems. For exam-
ple, it has been observed that a colony of ants is able to find the shortest path to a food 
source by marking their trails with a chemical substance called pheromone. As an ant 
moves and searches for food, it lays down pheromone along its path. As it decides 
where to move, it looks for pheromone trails and prefers to follow trails with higher 
levels of pheromone. The ant will lay a higher concentration of pheromone over its 
path if it takes the shorter path.  

The operation of ant system can be illustrated by the classical traveling salesman 
problem. A traveling salesman problem is seeking for a round route covering all cities 
with minimal total distance. More formally, TSP can be represented by a complete 
weighted directed graph ( , )G V E=  with n  nodes, {1, 2, ..., }V n=  being the set of 

nodes, {( , )}E i j=  being the set of arcs.  Suppose there are n  cities and m  ants. The 

probability that city j  is selected to be visited immediately after city i  can be written 

in a formula as follows:     

[ ] [ ]
if

[ ] [ ]

0 else

ij ij

kk

is isij

k

j allowed
p

s allowed

α β

α β

τ η

τ η

⎧ ⋅⎪ ∈⎪⎪ ⋅∑= ⎨
∈⎪

⎪
⎪⎩               

                    (1) 

Where {0,1,..., 1}k kallowed n tabu= − − is the set of cities that have not been visited 

yet, ktabu  is the set of cities that have been visited, ijτ  is the intensity of pheromone 

trail between cities i and j . 1 ijij dη = is the visibility of city j  from city i , ijd  is 

the distance between cities i  and j , α  is the parameter to regulate the influence of 

ijτ  and β  is the parameter to regulate the influence of ijη . 

This selection process is repeated until all ants have completed a tour. For each ant 
the length generated is calculated and the best tour found so far is updated. Then the 
trail levels are updated as follows: on a tour each ant leaves pheromone quantity given 
by kQ L , where Q  is a constant and kL  is the length of its tour. Therefore there is 

more pheromone left per unit length on shorter tours. By analogy to nature, part of the 
pheromone evaporates, i.e. the existing pheromone trails are reduced by a factor 
(1 )ρ−  before new pheromone is laid. This is done to avoid early convergence and is 
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regulated by a parameter ρ . The updating of the trail level ijτ  can be written in a 

formula as follows: 

( ) ( ) (0,1)ij ij ijt n tτ ρ τ τ ρ+ = × + Δ ∈                          (2) 

,  if ant k travels on edge ( , )

0, otherwise

k
kij

Q
i j

Lτ
⎧
⎪Δ = ⎨
⎪⎩

  

                

                          (3) 

where t is the iteration counter, [0,1]ρ ∈  is the parameter to regulate the reduction 

of ijτ , 
1

m
k

ij ij
k

τ τ
=

Δ = Δ∑ , ij
kτΔ  is the increase of trail level on edge ( , )i j  caused by ant 

k , ijτΔ  is the total increase of trail level on edge ( , )i j , 
kL is the tour length of  

ant k , m being the number of ants, ( )ij tτ , ( )ij tτΔ , ( )k
ijp t can be expressed in  

different forms, decided according to specific issue, (0)k
ij Cτ = (cons tan t ) , 0k

ijτΔ =  

( , 0,1,..., 1)i j n= − . 

3   Description of Problem and the Application of Ant Algorithm 

3.1   Description of Problem 

The minimal cost maximum flow problem is based on directed network. We consider 
a capacitated network ( , )D V A=  with a nonnegative capacity ijc and a nonnegative 

cost ijb  associated with every arc ( , )i jv v A∈ . To define the minimal cost maximum 

flow problem, we distinguish two special nodes in the network D , a source node sv  

and a sink node tv . Other nodes are called the intermediate nodes. Generally, this 

kind of network can be written as ( , , , )D V A C B= . For each arc ( , )i jv v , iv  is called 

a predecessor of jv , and jv  is called a successor of iv . We wish to find the minimal 

cost maximum flow from the source node sv  to the sink node tv  that satisfies the arc 

capacities and mass balance constraints at all nodes. The minimal cost maximum flow 
problem can be stated as follows: 

Minimize 
( , )

( ) ij ij
v v Ai j

b f b f
∈

= ∑  

Subject to  

             
( , ) ( , )

( ) ( )

0 ( , )

( ) ( )
ij ki

v v A v v Ai j ik

v f i s

f f i s t

v f i t
∈ ∈

=

− = ≠∑ ∑

− =

⎧
⎪
⎨
⎪⎩

                        (4) 

              0 ij ijf c≤ ≤   for each ( , )i jv v A∈                                  (5) 
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We refer to a vector { }ijf f=  satisfies (4) and (5) as a flow and the corresponding 

value of the scalar variable ( )v f  as the value of the flow. 

In order to facilitate and simplify the question, we only consider the situation 
which capacity and flow are integer. For the case the capacity and the flow are non-
integer, we can choose a unit flow, and select a function ijg  for each arc ( , )i jv v  

which causes it rapid convergence in the suboptimal solution. 

3.2   Ant Algorithm Applied in Minimum Cost Maximum Flow Problem 

We transform the minimum cost maximum flow problem as follows: 

1. Store the nodes which connect with source node into the table S ; 
2. For each intermediate node, we select one arc which connects to intermediate node 
but not to source node, then store the arcs into the table P (to satisfy the constraints 
better, we select the arcs whose capacity are large enough) 
3. Connect the arcs according to the arc subscript order(traverse the nodes according 
to order from infancy to maturity, then to each node traverse the arcs which connect 
to them according to order from infancy to maturity),then renumber the nodes with 

1, tu uL  according to  connection successively order, where the number t is one more 

than the quantity of table A P− ; 

4. For each arc which are renumbered, produce 1ijc +  virtual arcs according to capac-

ity ijc , the capacity of virtual arcs starts from 0 then adds 1 in turn. The flow ijf  of 

arc ( , )i jv v  is the integer of [0, ]ijc , which are chosen according to following prob-

ability choice formula: 

[0, ]

[ ]
[0, ]

[ ]
ijk

ijk ij
ijs

s c
ij

p k c
α

α

τ
τ=

∈

∈
∑

                                         (6) 

where 
ijk

p  is the probability of flow of arc ( , )i jv v  equals to k ,
ijk

τ  being the inten-

sity of pheromone trail between nodes i  and j  equals to k . 

5. Calculates the flow of table P : 
If arc ( , )i jv v  is the output arc, then   

                   
( , ) ( , )

l j

ij ki il
v v A v v Ai ik l

f f f

≠
∈ ∈

= −∑ ∑                                           (7) 

If arc ( , )i jv v  is the input arc, then 

( , ) ( , )
l i

ij jk lj
v v A v v Aj jk l

f f f

≠
∈ ∈

= −∑ ∑                                            (8) 

Minimum cost maximum flow problem is to find a maximum flow f  whose cost 

function 
( , )

( ) ij ij
v v Ai j

b f b f
∈

= ∑  reach the minimum. Capacities and balance constraints 
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can be transformed as each arc ( , )i jv v  in table P  which satisfy 0 ij ijf c≤ ≤ , then 

minimum cost maximum flow problem can be transformed as following model: 

                     
( , )

min ij ij
v v Ai j

F b f
∈

= ∑                                          (9) 

. . 0 ( , )ij ij i js t f c v v P≤ ≤ ∈
                                     (10) 

Now, we illustrate the step 4 in detail, if the capacity of arc ( , )i jv v  equals to 4, 

then generate 5 virtual arcs, the flow of arc are 0,1,2,3,4 independently. 

 

Fig. 1. Virtual path 

To solve the minimum cost maximum flow problem, we can imitate real ant’s be-
havior, set m  ants in the source node, each ant use probability choice formula (6) to 
choose the quantity of flow in table S , until traverse all arcs in table S , then calcu-
late the output flow of source node 

( , )
( ) sj

v v As j

v f f
∈

= ∑ , if its value is smaller than the 

value in the previous iteration (the first iterative compares to initial value), then redis-
tribute the arc flow, until its value is bigger than the value in the previous iterative; 
then use probability choice formula (6) again to choose arc flow until traverse the 
table A S P− − , then calculate arc flow in table P  according to formula (7) or (8). If 
arc flow of table P satisfy formula (10) and the value of objective function is better 
than the value in previous iterative (the first iterative compares to initial value) then 
update the trail level as follow formula 

( ) ( ) (0,1)ijk ijk ijkt n tτ ρ τ τ ρ+ = × + Δ ∈                       (11) 

, the flow of arc ( , )equals to 

0,

i j
ijk

Q
V V k

Fτ
⎧
⎪Δ = ⎨
⎪⎩

   

                        ot her s

                      (12) 

where F  is the value of the objective function 
The iteration is repeated until some termination conditions are met, such as a 

maximum number of iterations has been performed or not get better solution contin-
ual h  times 

If the capacity ijc  and arc flow ijf  are non-integer, then make the corresponding 

revision to the step 4 in 3.2, generate 1ijc⎢ ⎥Δ +⎣ ⎦  virtual arcs according to capacity 
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ijc , the capacity of virtual arcs starts from 0 then add Δ  in turn. The smaller the Δ  

is, the more precise the solution is. 

Algorithm 1 
Step 1. Transform minimum cost maximum flow problem according to 3.2 

Step 2. (parameter initial) Set 0nc =  initial maximum iteration NC , initial flow 0F  

and initial cost 0B , set ant number m , set m  ants in the source node, 

(0)ij Cτ = , (0) 0ijτΔ =  

Step 3. Choose arc flow in table S  according to formula (10) until traversing all arcs 
in table S  
Step 4. Calculate the output flow 

( , )
( ) sj

v v As j

v f f
∈

= ∑ . If 0( )v f F< , then go to step 3; 

Step 5. Choose arc flow in table A S P− −  according to formula (6) until traversing 
all arcs in table A S P− − , then calculate arc flow in table P  according to formula 
(7) or (8) 
Step 6. Calculate arc flow in table P , if 0 ij ijf c≤ ≤ , then calculate the value of ob-

jective function according to formula (9), if its value is better than the value of previ-
ous iteration, record the current best solution, 0 ( )F v f= , 0B F= , else go to step 3, if 

it is not met the constraint 0 ij ijf c≤ ≤  continual h  times, end the iteration and output 

the result 
Step 7. Update the best arcs according to global updating formula (11) 

Step 8. Set 0, 1ij nc ncτΔ ← ← +  to all arcs 

Step 9. If nc is smaller than maximum iteration, go to step 3, else end the iteration 
and output the result. 

4   Numerical Examples 

In order to confirm the validity of ant colony algorithm in the minimum cost maxi-
mal flow problem, we select the examples of reference [10] and reference [1] to 
show as figure 2 and Figure 3. The simulation carries on PC machine with the 
MATLAB. Compare the result which is obtained in this paper with the result which 
is obtained from [10] and [1]. The selected parameters of examples are shown in 
Table 1. 

Table 1. Parameter setting 

α    ρ    C    Q    m    NC    h   0F   0B  

1    0.2   1    50   20   1000    30   2  1000 
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Fig. 2. Directed network 

Example 1. Consider the minimum cost maximum flow problem shown in figure 2, 

where vertex 1v  is a source node, vertex 5v  is a sink node, the number of arc is  

( , )ij ijb c , where ijb  shows the cost of unit flow of arc ( , )i jv v , ijc  shows the capacity 

of arc ( , )i jv v 。  

Simulation result is 

( ) 11v f = , 55F = 12 3f = , 13 8f = , 24 0f = , 25 7f = , 32 4f = , 34 4f = , 45 4f = . 

We can find the minimum cost is 55 and the maximum flow is 11. The simulation 
result is the same as labeling algorithm in reference [10]. 

Example 2. Consider the minimum cost maximum flow problem shown in figure 3, 

where vertex 1v  is a source node, vertex 7v  is a sink node, the number of arc is 

( , )ij ijb c , where ijb  shows the cost of unit flow of arc ( , )i jv v , ijc  shows the capacity 

of arc ( , )i jv v . 

 

Fig. 3.  Directed network 

Simulation result is 

( ) 80v f = , 1347F = 12 20f = , 13 20f = , 14 40f = , 25 15f = , 27 34f = , 32 29f = ，

35 9f = , 36 22f = , 43 40f = ， 56 11f = ， 57 13f = ， 64 0f = ， 67 33f = . 

We can obtain the minimum cost is 1347 and the maximum flow is 80. The simula-
tion result is the same as the result getting by dual algorithm in reference [1]. 
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The examples 1 and 2 show that the ant colony algorithm is feasible to solve the 
minimum cost and maximum flow problem. 

5   Conclusion 

For the minimal cost maximum flow problem, we analyze the characteristic of the 
minimal cost maximum flow problem, then transform the minimal cost maximum 
flow problem correspondingly, and use ant colony algorithm to solve the minimal cost 
maximal flow problem. The simulation results show that the ant colony algorithm can 
solve the minimum cost maximal flow problem efficiently. In order to facilitate and 
simplify the question, the scale of simulation selected in this paper is small. This 
algorithm is also effective to solve the more complex problem. To large capacity 
situation, we can increase the value of Δ  to reduce the complexity of algorithm, but 
the precision of algorithm will be brought down. As the situation of non-integer and 
how to choose the unit flow to balance the complexity of algorithm and precision of 
algorithm will be the content in our further study. 
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Abstract. Discrete dynamical systems based on dependency digraphs
play an important role in the mathematical theory of computer simu-
lation. In this paper, we are concerned with word-updating dynamical
systems (WDS) on digraphs, which is a generalization of sequential dy-
namical systems (SDS) on graphs defined by Barrett et al. By defining
an equivalence relation, we obtain the number of different WDS for the
given dependency digraph and local functions. It is shown that WDS
with the NOR function are closely related to combinatorial properties of
the dependency digraphs.

Keywords: Word-updating Dynamical System (WDS); S-pseud Inde-
pendent Set; Functional Digraph.

1 Introduction

Computer simulation is extensively used for business and science applications. It
has become an important tool in the study of complex natural and human-made
systems, from the biochemical network underlying cell metabolism to road traffic
systems in our cities.

It seems difficult to give a general definition for a computer simulation. How-
ever, many examples show the generic structure of computer simulations. One
typically finds that in a computer simulation there is a set (finite or infinite) of
agents or entities with certain properties or states at a given time. The entities
are, roughly, the most refined granularity, or equivalently, the lowest level of ag-
gregation, of the simulated system decomposition. For example, an entity could
be a particle in a simulation of a fluid, a vehicle in a transportation simulation,
or a trader in a simulation of a market. Any general theory must be insensitive
to whether the entities are explicitly or implicitly encoded, and to any other
specific representational details related to the entities themselves. The entities
can retrieve information from other entities, usually only from those in their own
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vicinity. The entities then update their states based on the states of themselves
and the information they retrieve. There will be some kind of scheduling that
takes care of the update order.

During the last several years, an effort to establish a rigorous mathematical
foundation for computer simulation has been under way. In [1,2,3,4], Barrett et al
introduced the concept of sequential dynamical systems (SDS) on graphs, which
is motivated by the generic structure of computer simulations. These systems
consist of: (a) a graph with vertices 1, 2, · · · , n, where each vertex has associated
with a binary state, (b) a vertex labeled set of functions Fi(1 ≤ i ≤ n) and (c) a
permutation π of the vertices. Every function Fi updates the state of vertex i as
a function of the states i and its neighbors and leaves all other states invariant.
By composing these functions Fi in the order given by π, the SDS are obtained.

In the SDS, the updating schedule is a permutation of the vertices in the
graph, which means, each vertex changes its state once and only once during a
global updating. Obviously, it is impracticable. Moreover, the SDS are defined
on graphs so that in a computer simulation, the vertices get information from the
ones in their own vicinity. But in practice, the process of information exchange
may not be bidirectional. That is, a vertex a can get information from a vertex
b, but the vertex b may not get information from the vertex a.

These naturally suggest proposing a more generating class of discrete dynam-
ical systems on digraphs. In the systems, the updating schedules are not limited
to permutations of the vertices.

We define the word-updating dynamical systems (WDS) on digraphs in Sec-
tion 2. Some important concepts relative to WDS such as fixed points, periodic
points, functional digraph and width are also given. In Section 3, we focus on
the following problem. Given the dependency digraph and the local functions,
how many different WDS can we get by changing the word? Section 4 is on the
properties of NOR-WDS, especially the different properties from that of NOR-
SDS which are extensively studied by Reidys [9]. Any definition not given in the
paper, please refer to [6, 5,7].

2 WDS on Digraphs

Let D = (V,A) be a digraph with vertex set V = [n] = {1, 2, · · · , n} and arc set
A, which is called the dependency digraph. For each vertex i, 1 ≤ i ≤ n, there is
a state xi in some domain D. Define

ND(i) = {j ∈ V |(i, j) ∈ A}, di = |ND(i)|, ND(i) = {i} ∪ND(i).

Arranging the elements in ND(i) with an increasing order, we get ND(i)< =
(ji

1, j
i
2, · · · , i, · · · , ji

di
).

There is a local function fi,D over D associated with each vertex i. It updates
the state of the vertex i based on the state of i itself and the states of its out
neighbors:

fi,D : D
di+1 �→ D, fi,D(xji

1,, xji
2
, · · · , xi, · · · , xji

di
) = yi. (2.1)
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Let Fi,D be the update function on the global state vectors by applying the
local function fi,D to update the state of the vertex i, while keeping other states
unchanged, i.e.,

Fi,D : D
n �→ D

n,

Fi,D(x1, · · · , xi−1, xi, xi+1, · · · , xn) = (x1, · · · , xi−1, yi, xi+1, · · · , xn),
(2.2)

where yi is the local function (2.1).
Let ξ = ξ1ξ2 · · · ξm be a word on [n]. That is, ξi ∈ [n] for each 1 ≤ i ≤ m.

Composing the functions Fi,D(i = 1, 2, · · · , n) according to a given word ξ =
ξ1ξ2 · · · ξm on [n], we get a global update function from Dn to Dn.

Definition 2.1. Let D = (V,A) be a digraph on V = [n] and F = {fi,D | 1 ≤
i ≤ n} be the set of local functions. Then for a word ξ = ξ1ξ2 · · · ξm on [n], the
mapping

[F,D, ξ] = Fξ1,DFξ2,D · · ·Fξm,D : D
n �→ D

n (2.3)

is called a word-updating dynamical system (WDS) on digraph D.

For (2.3), we assume that the function Fξ1,D is applied first, Fξ2,D is applied
next, and so on.

If m = n, all ξi are different and the dependency digraph D = (V,A) satisfies
the condition that for any two vertices i, j, either (i, j) ∈ A, (j, i) ∈ A or (i, j) /∈
A, (j, i) /∈ A, then WDS [F,D, ξ] is in fact a SDS defined by Barrett et al
(Definition 2 in [1]).

Definition 2.2. For a WDS [F,D, ξ], define a digraph Γ [F,D, ξ] as follows.
The vertex set of Γ [F,D, ξ] is Dn. There is an arc from X to Y in Γ [F,D, ξ]
if and only if [F,D, ξ](X) = Y . Call Γ [F,D, ξ] the functional digraph of WDS
[F,D, ξ].

Fixed points and periodic points are two classes of special state vectors in a
WDS.

Definition 2.3. For a WDS [F,D, ξ] and a state vector X ∈ Dn, if [F,D, ξ](X)
= X, then we call X a fixed point. Denote by FIX [F,D, ξ] the set of fixed points
of WDS [F,D, ξ].

Definition 2.4. For a WDS [F,D, ξ] and a state vector X ∈ Dn, if there exists
an integer m > 1 such that [F,D, ξ]m(X) = X, then we call X a periodic point.
Denote by PER[F,D, ξ] the set of periodic points of WDS [F,D, ξ].

We next define the width of a WDS in terms of its fixed points and periodic
points.

Definition 2.5. Let [F,D, ξ] be a WDS on the dependency digraph D. For a
state vector X ∈ Dn, let h(X) be the minimum nonnegative integer such that
gh(X)(X) is a fixed point or a periodic point, where g0(X) is defined to be X.
The number max{h(X)|X ∈ Dn} is called the width of the WDS [F,D, ξ].
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3 Counting Different WDS

Definition 3.1. Assume that D = (V,A) is a dependency digraph with vertex
set V = [n] and arc set A. ξ = ξ1ξ2 · · · ξm is a word on [n]. Let �D be such an
operation on ξ that changes the positions of two consecutive elements ξi, ξi+1,
where (ξi, ξi+1) /∈ A and (ξi+1, ξi) /∈ A.

Definition 3.2. Assume ξ is a word on [n] of a finite length and the number i
appears ai times, 1 ≤ i ≤ n. We call the vector (a1, a2, · · · , an) the type of ξ and
denote it by Type[ξ]. Conversely, denote by S[(a1, a2, · · · , an)] the set of words
that have type (a1, a2, · · · , an).

Example 3.3. Assume ξ = 44235661234 and ζ = 321532611. Then

Type[ξ] = (1, 2, 2, 3, 1, 2), T ype[ζ] = (3, 2, 2, 0, 1, 1).

If (1, 2, 0, 0, 3) is a type, then

S[(1, 2, 0, 0, 3)] = {122555, 155522, 555122, 555221, 212555, 521255, · · ·}.

Definition 3.4. Assume D is a digraph on [n]. ξ and ζ are two words on [n].
If ζ can be obtained from ξ by consecutively applying the operation �D, then we
say ξ and ζ have relation �D and denoted by ξ �D ζ. Define ξ �D ξ for any
word ξ.

The relation �D is obviously an equivalence relation. Therefore, for a set C
of words on [n], we can partition C into equivalence classes according to the
relation �D. Denote the set of these equivalence classes by C/	D . Obviously,
ξ �D ζ implies Type[ξ] = Type[ζ].

Definition 3.5. Let ξ = ξ1ξ2 · · · ξm be a word on [n] and D = (V,A) be a
digraph with vertex set V = [n] and arc set A. Define a graph Λ[D, ξ] as follows.
The vertex set of Λ[D, ξ] is the multi-set {ξ1, ξ2, · · · , ξm} and there is an edge
in Λ[D, ξ] between ξi and ξj if and only if one of the following conditions is
satisfied: (1)(ξi, ξj) ∈ A, (2)(ξj , ξi) ∈ A, (3)ξi = ξj .

Example 3.6. Let D = (V,A) be the digraph with V = {1, 2, 3, 4} and A =
{(1, 3), (2, 3), (3, 2), (2, 1), (3, 4)}. ξ = 22314114. Then by Definition 3.5, Λ[D, ξ]
is shown as Fig. 1.

Lemma 3.7. There is a bijection between S[Type[ξ]]/	D and the acyclic orien-
tations of the graph Λ[D, ξ].

Proof. Firstly, define a mapping f from S[Type[ξ]]/	D to the set of the
acyclic orientations of Λ[D, ξ]. Let [ζ1ζ2 · · · ζm]	D be an equivalence class in
S[Type[ξ]]/	D. Then the multi-sets {ξ1, ξ2, · · · , ξm} and {ζ1, ζ2, · · · , ζm} are
completely same. By the structure of the graph Λ[D, ξ], we can label the ver-
tices of Λ[D, ξ] such that each vertex has a label in {ζ1, ζ2, · · · , ζm} and different
vertices receive different labels. Define that there is an arc from one vertex a
to another vertex b in Λ[D, ξ] if and only if the following two conditions are
satisfied:
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Fig. 1. The graph Λ[D, ξ]

1. The vertices a and b are adjacent in Λ[D, ξ];
2. The label of a is on the left of the label of b in the word ζ1ζ2 · · · ζm.

Easy to see that such method to orientate Λ[D, ξ] produces no cycles and it is an
acyclic orientation. Moreover, if ρ1ρ2 · · · ρm �D ζ1ζ2 · · · ζm, then ρ1ρ2 · · · ρm can
be obtained by consecutively applying the operation �D. By the definitions of
�D and f , the function f maps [ρ1ρ2 · · · ρm]	D and [ζ1ζ2 · · · ζm]	D to the same
acyclic orientation of Λ[D, ξ]. Then the mapping f is well defined.

Secondly, we prove that f is a surjection. Suppose �[Λ[D, ξ]] is an acyclic
orientation of the graph Λ[D, ξ]. We can order the labels of the vertices into a
word ζ such that the arcs in �[Λ[D, ξ]] all begin with a left one and point to a
right one in ζ. It is obvious that Type[ζ] = Type[ξ]. Then [ζ]	D is a pre-image
of �[Λ[D, ξ]].

Thirdly, we prove that f is an injection. Assume [ξ]	D and [ζ]	D are different
equivalence classes in S[Type[ξ]]/	D. Then ζ can not be obtained from ξ by
consecutively applying the operation �D. By the definition of �D, there must
exist p, q(1 ≤ p < q ≤ n) which satisfy the following two conditions:

1. (p, q) ∈ A or (q, p) ∈ A;
2. There exist i, j, i′, j′(1 ≤ i < j ≤ m, 1 ≤ j′ < i′ ≤ m) such that ξi = p, ξj =

q, ζi′ = p, and ζj′ = q.

Then there is an edge in Λ[D, ξ] which receives inverse orientations in f([ξ]	D)
and f([ζ]	D). Then we have f([ξ]	D) �= f([ζ]	D).

Therefore, f is a bijection between S[Type[ξ]]/	D and the acyclic orientations
of Λ[D, ξ].

Given the dependency digraph D and local functions fi,D(1 ≤ i ≤ n), how many
different WDS [F,D, ξ] can be obtained by changing the word ξ? It is not easy to
answer since there are infinitely many words on [n] even if n is finite. However,
by Lemma 3.7, we have the following result.

Theorem 3.8. Let D = (V,A) be a dependency digraph on [n] and ξ be a word
on [n]. Then for any local functions fi,D, 1 ≤ i ≤ n, the number of different
WDS [F,D, ζ] with Type[ζ] = Type[ξ], is not more than the number of acyclic
orientations of Λ[D, ξ].
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4 NOR-WDS

Let Elem[ξ] be the set of elements in [n] that appear in the word ξ.

Definition 4.1. If D is the Boolean field B2 = {0, 1} and each local function in
{fi,D | 1 ≤ i ≤ n} is the Boolean NOR function, that is,

fi,D(xi
j1 , x

i
j2 , · · · , xi, · · · , xi

jdi
) = xi

j1
∨ xi

j2
∨ · · · ∨ xi ∨ · · · ∨ xi

jdi
, (4.1)

then we call the WDS in Definition 2.1 a NOR-SDW and denote it by [NOR,D,
ξ].

Definition 4.2. Let D = (V,A) be a digraph and S and T be two subsets of V .
If for any two elements i, j in T , (i, j) ∈ A implies i ∈ S and j ∈ S, then T is
called an S-pseud independent set of the digraph D.

Lemma 4.3. For any state vector X = (x1, x2 · · · , xn) ∈ Bn
2 , if

[NOR,D, ξ](x1, x2 · · · , xn) = Y = (y1, y2, · · · , yn),

then the set ID(Y ) = {i | yi = 1, 1 ≤ i ≤ n} is an ([n] \ Elem[ξ])-pseud
independent set of the digraph D = (V,A).

Proof. Assume that ID(Y ) is not an ([n] \ Elem[ξ])-pseud independent set of
D. Then there exist two elements i, j ∈ ID(Y ) such that (i, j) is an arc of
D and either i ∈ Elem[ξ] or j ∈ Elem[ξ]. Without loss of generality, assume
i ∈ Elem[ξ].
• Case 1: j /∈ Elem[ξ]. Because j ∈ ID(Y ) and their is an arc from i to j in D,
the local function fi,D can not map the i-th element to 1. It is a contradiction
to the fact that i ∈ ID(Y ).
• Case 2: j ∈ Elem[ξ]. Assume that the last i in the word ξ is on the left of the
last j in ξ. Because i ∈ ID(Y ) and (i, j) ∈ A, fj,D can not map the j-th element
to 1. Then j /∈ ID(Y ). A contradiction.

Lemma 4.4. Let X = (x1, x2 · · · , xn) and Y = (y1, y2 · · · , yn) be different state
vectors in Bn

2 . If ID(X) = {i | xi = 1, 1 ≤ i ≤ n} and ID(Y ) = {i | yi =
1, 1 ≤ i ≤ n} are ([n] \ Elem[ξ])-pseud independent sets of D = (V,A), then
[NOR,D, ξ](X) �= [NOR,D, ξ](Y ).

Proof. Since X �= Y , we have ID(X) �= ID(Y ). Suppose that ID(X) and ID(Y )
are two different ([n] \ Elem[ξ])-pseud independent sets of D and

[NOR,D, ξ](X) = [NOR,D, ξ](Y ). (4.2)

Let k0 be the first element in ξ that appears in ID(X)∪ID(Y )\(ID(X)∩ID(Y )).
Without loss of generality, assume that k0 ∈ ID(X) and k0 /∈ ID(Y ). Then
there exists k1 >ξ k0 such that k1 ∈ ID(Y ), k1 /∈ ID(X) and (k0, k1) ∈ A. Here
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k1 >ξ k0 means that there exist k0 and k1 such that k0 is on the left of k1 in
the word ξ. If k1 /∈ Elem[ξ], then the state of the vertex k1 will not be updated.
Hence k1 ∈ ID([NOR,D, ξ](Y )) and k1 /∈ ID([NOR,D, ξ](X)), which is a
contradiction to (4.2). If k1 ∈ Elem[ξ], then similarly, for k1 ∈ ID(X)∪ID(Y )\
(ID(X) ∩ ID(Y )), there exists k2 >ξ k1 such that k2 ∈ ID(X), k2 /∈ ID(Y )
and (k1, k2) ∈ A. If k2 /∈ Elem[ξ], then the state of the vertex k2 will not
be updated. Hence k2 /∈ ID([NOR,D, ξ](Y )) and k2 ∈ ID([NOR,D, ξ](X)),
which is a contradiction to (4.2). By iterating this procedure, we will either get
a contradiction or fail at certain step to find ki >ξ ki−1 such that ki ∈ ID(X),
ki /∈ ID(Y ) and (ki−1, ki) ∈ A, or to find ki >ξ ki−1 such that ki ∈ ID(Y ),
ki /∈ ID(X) and (ki−1, ki) ∈ A. Hence we get ki−1 ∈ ID([NOR,D, ξ](Y )) and
ki−1 /∈ ID([NOR,D, ξ](X)), or get ki−1 ∈ ID([NOR,D, ξ](X)) and ki−1 /∈
ID([NOR,D, ξ](Y )). They are both contradictions to the assumption (4.2).

The properties of NOR-SDS are extensively studied in [9]. From the above
two lemmas, we get the following results which have some difference from the
properties of NOR-SDS due to Reidys [9].

Theorem 4.5. The width of WDS [NOR,D, ξ] is equal to 1.

Theorem 4.6. There is a bijection between PER[NOR,D, ξ] ∪ FIX [NOR,
D, ξ] and the ([n] \ Elem[ξ])-pseud independent sets of the digraph D.

5 Conclusions

To establish a mathematical foundation for computer simulation, we define a
new kind of discrete dynamical systems called word-updating dynamical sys-
tems (WDS). For the given dependency digraph and local functions, a result is
obtained on the number of different WDS. Moreover, we show that the WDS
with NOR local functions are closely related to combinatorial properties of the
dependency digraphs.

References

1. Barrett, C.L., Mortveit, H.S., Reidys, C.M.: Elements of a Theory of Computer
Simulation II: Sequential Dynamical Systems. Appl. Math. Comput. 107, 121–136
(2002)

2. Barrett, C.L., Mortveit, H.S., Reidys, C.M.: Elements of a Theory of Computer
Simulation III: Equivalence of SDS. Appl. Math. Comput. 122, 325–340 (2001)

3. Barrett, C.L., Mortveit, H.S., Reidys, C.M.: ETS IV: Sequential Dynamical Systems:
Fixed Points, Invertibility and Equivalence. Appl. Math. Comput. 134, 153–171
(2003)

4. Barrett, C.L., Reidys, C.M.: Elements of a Theory of Computer Simulation I: Se-
quential CA over Random Graphs. Appl. Math. Comput. 98, 241–259 (1999)

5. Bergeron, F., Labelle, G., Leroux, P.: Combinatorial Species and Tree-like Struc-
tures. Cambridge University Press, Cambridge (1998)



216 D. Chen, J. Zheng, and X. Wu

6. Bollobás, B.: Graph Theory: An Introductory Course. Springer, New York (1979)
7. Bondy, J.A., Murty, U.S.R.: Graph Theory with Its Applications. Elsevier Science

Ltd, New York (1976)
8. Mortveit, H.S., Reidys, C.M.: Discrete, Sequential Dynamical Systems. Discrete

Math. 226, 281–295 (2001)
9. Reidys, C.M.: On Acyclic Orientations and Sequential Dynamical Systems. Adv. in

Appl. Math. 27, 790–804 (2001)



D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 217–224, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Cooperative Dynamics in Spatially Structured 
Populations 

Lihui Shang 

College of Optics and Electronic Information Engineering, 
University of Shanghai for Science and Technology, 

Shanghai 200093, China 
lhshang2003@163.com 

Abstract. The evolution of cooperative behaviors of small-world networking 
agents in a snowdrift game mode is investigated, where two agents (nodes) are 
connected with probability depending on their spatial Euclidean lattice distance 
in the power-law form controlled by an exponent α . Extensive numerical 
simulations indicate that the game dynamics crucially depends on the spatial 
topological structure of underlying networks with different values of the  
exponent α . Especially, in the distance-independent case of 0α = , the 
small-world connectivity pattern contributes to an enhancement of cooperation 
compared with that in regular lattices, even with a high cost-to-benefit ratio r . 
However, with the increment of 0α > , when 0.4r ≥ , the spatial distance-
dependent small-world (SDSW) structure tends to inhibit the evolution of coop-
eration in the snowdrift game. 

1   Introduction 

Understanding the game mechanisms responsible for the emergence and persistence 
of cooperative behaviors has become one of the central problems in evolutionary 
biology and socioeconomics [1, 2]. Game theory [3] and the theory of evolutionary 
games [4, 5] provide a sufficient framework to model individual interactions. Espe-
cially, the snowdrift game (SG) [6, 7], an alternative to the prisoner’s dilemma game 
[8] for studying cooperation, has attracted considerable interests. 

The SG, also known as the Hawk-Dove game, is originally a two-agent symmetric 
game, in which each agent can decide to take one of two strategies: cooperate (C) or 
defect (D). There are four possible combinations: (C, C), (C, D), (D, C), and (D, D) 
with their payoffs ( R , R ), ( S ,T ), (T , S ), and ( P , P ), respectively, satisfying 

the ordering condition T R S P> > > . The best action of one agent depends on his 
opponent: C is a better strategy than D if his opponent plays D; on the other hand, if 
his opponent plays C, then D is the best response. Considering now not just two 
agents but rather a large mixing population of agents, the game finally leads to a 
mixed evolutionarily stable state [9]. 

Several years later than the pioneering work of Nowak and May [10], it has been 
argued that the embedment of spatial interactive structure significantly affects the 
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cooperative behaviors of the games. Recent studies of the SG played on two-
dimensional regular lattices have shown that, the incorporation of spatial dimensional 
structure may inhibit cooperation [11], and the equilibrium proportion of cooperators 
is lower than that expected by the game with replicator dynamics [12]. In a more 
recent work of the SG on a two-dimensional lattice, however, Sysi-Aho et al. pro-
posed a different conclusion that, using a simple local decision rule, the cooperation 
persists through the whole temptation parameter range [13]. The viewpoints that co-
operation is sometimes inhibited and sometimes enhanced are also observed on sev-
eral categories of complex networks ranging from regular lattices to random graphs 
with small-world networks in between, where the differences are due to different 
update rules and network contacts [14]. 

In recent years, spatial Euclidean small-world networks have attracted considerable 
interests, including but not limited to the navigability [15] and the nature of random 
walks [16-18]. Moving to the SG, we are interested in uncovering the dependence of 
cooperative behaviors on the spatial Euclidean structure embedded in underlying 
small-world networks. In this paper, a spatial distance-dependent small-world 
(SDSW) network topology is introduced to the SG, in which the length distribution of 
shortcuts is not uniform, and two nodes are connected according to their spatial lattice 
distance [19]. We try to explore the cooperative dynamics of the SG whose agents are 
in the spatial Euclidean situation. 

2   SDSW Network Topology 

The underlying SDSW network is constructed in a simplified Euclidean space [19]. 
We begin with a regular two-dimensional lattice with undirected edges as the basic 
structure. A set of nodes (representing agents in the game) are identified with the set 
of lattice positions in a n n×  square, {( , ) : {1, 2,..., }, {1,2,..., }}i j i n j n∈ ∈ . We 

define the lattice distance between two nodes ( , )i j  and ( , )k s as the number of 

“lattice steps” separating them: (( , ), ( , ))d i j k s k i s j= − + − . We assume every 

node links to l  nearest neighbors (the local contacts), where the constant 0l ≥ . For a 

universal constant 0q ≥ , we add edges with probability p  from an arbitrary node 

u  to other q  nodes (the long-range contacts). Inspired by the Kleinberg small-world 

model [15], we select node v  as one of the endpoints of q  long-range connections of 

node u  with the probability proportional to [ ( , )]d u v α− , where the exponent 

0α ≥ . Therefore, when 0α > , two distant nodes are less likely to be connected 

due to the distance-dependent cost of the edges. Such a graph has almost 
2pqn  

shortcuts and an average degree 2k l pq< >≈ + . 

In the case of 1p = , the above SDSW model reduces to the Kleinberg model, 

where the number of long-range links for all nodes is the same and determined; while 
in the case of l q=  and 0α = , the SDSW model reduces to the Newman-Watts 
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(NW) small world model [20], where one node’s long-range connections are chosen 
with uniform probability independently of their positions on the lattice. 

The exponent α  has a strong impact on both local and global properties of the re-

sulting network. For simplicity, we fix 4l q= = . We observe the average path 

length L  and the clustering coefficient CC  as functions of the probability p  for 

50 50×  small-world networks with 0α = . We can see from Fig. 1 that at first L  

drops rapidly with the increase of p  up to 0.2p ≈ , at which point 6k< >≈ , then 

keeps decreasing slowly with p  further increased. However, CC  keeps close to 

zero as p  varies, implying that the network with 0α =  has almost no local cluster-

ing property. For comparison, we plot L  and CC  as functions of α  in Fig. 2 for 

50 50×  small-world networks with 0.01,0.2,1p = , respectively, where both L  

and CC  grow linearly with the increment of α , indicating the sensitivity of CC  
with respect to α , i.e., the network becomes more and more densely clustered, at the 
same time the average path length also becomes larger.  

 

Fig. 1. The average path length L  and the clustering coefficient CC  as a function of the 

probability p  for small-world networks with 0α =  

 

Fig. 2. The average path length L  and the clustering coefficient CC  as a function of the 

clustering exponent α  for small-world networks with 0.01,0.2,1p =  

3   Spatial Snowdrift Game Model 

Following Ref. [11], we rescale the game such that it depends on a single parameter. 
In the model, we make 1T b= > , 1/ 2R b= − , 1S b= −  and 0P = , such that 
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the cost-to-benefit ratio of mutual cooperation can be written as 1/(2 1)r b= − , 

where 0 1r≤ ≤ . 
A round of play consists of the encounters of all pairs of individual x  and its con-

nected neighbor y , the accumulated payoffs being stored as xP . The payoffs earned 

by the agents are not accumulated from round to round. Whenever a site x  is up-

dated, a neighbor y  is drawn at random among all xk  neighbors; whenever 

y xP P> , the chosen neighbor takes over site x  with probability given by 

( ) ( ( ))y xP P k T P>− − , where max{ , }x yk k k> = . In the process of evolution, 

updating is synchronous where all sites are updated simultaneously through competi-
tion with a randomly chosen neighbor. 

4   Simulation Results 

After extensive numerical simulations, the instance of 50 50×  small-world networks 

is selected as the illustration in the following. We still take 4l q= = . The spatial 

networks are initialized randomly so that each node contains a cooperator or defector 
with the equal probability. Equilibrium frequencies of cooperation are obtained by 
averaging over 1000 generations after a transient time of 10000 generations. All data 
are averaged over 100 groups of network realizations. The network connections, once 
generated, remain static throughout the evolution of the game. 

First, we explore the effect of distance-independent small-world network mecha-
nism with the exponent  0α =  on the generic behaviors of the game. Figure 3 shows 
the frequency of cooperation as a function of r  in the SG on small-world networks 
with different 0,0.01,0.1,0.5,1p = . We can see that the frequency with the small-

world topology ( 0p > ) is improved significantly compared with that of the regular 

lattice ( 0p = ).Clearly, the major contribution to such an improvement arises from 

the adding of shortcuts in the population structure (taking place with increasing p ). 

Our simulations also suggest that the dependence of the results on p  is not mono-

tonic, which is shown clearly in the inset of Fig. 3. 
We plot the frequency of cooperation as a function of p  for different r  in Fig. 4, 

since the small-world probability is important for the evolution of cooperation.  
Remarkably, we find that with the independence of r , the frequency keeps increasing 
with respect to the probability p  up to 0.2p ≈ , where the performance is  

already greatly enhanced. This indicates that the overall incidence of cooperators is 
sensitive to the average path length L , which has decreased typically one order of 
magnitude from its value at 0p =  as previously shown in Fig. 1. For 0.3r =  and 

0.4r = , there exists a pronounced frequency peak at 0.2p ≈ , illustrating an  
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Fig. 3. Frequency of cooperation as a function of the cost-to-benefit ratio r  in the snowdrift 

game on small-world networks with the exponent 0α =  and the probability 

0,0.01,0.1,0.5,1p =  

 

Fig. 4(a)-(f). Frequency of cooperation as a function of the probability p  in the snowdrift 

game on small-world networks with the exponent 0α =  and the cost-to-benefit ratio 

0.3,0.4,0.5,0.6,0.7,0.8r =  

optimal cooperation occurs at this point. With the increment of r , the peak becomes 
more and more saturated, and no further qualitative changes take place for 0.2p > , 

owing to the fact that L  varies a little at this stage.  
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Now, we investigate how the exponent α  in the SDSW networks influences the 
evolution of cooperation. As described above, the increment of α  marks the onset of 
a more rapid change of the clustering property and a larger average path length. Only 
for small r  ( 0.3r < ) is the proportion of cooperators not affected by the changes of 
α , mainly due to the high benefit and low cost. However, when r  is larger, the 
spatial structure with increased α  affects the cooperative dynamics greatly. The 

frequency of cooperation as a function of α  for the SG with 0.01,0.2,1p =  and 

0.3,0.6r = , respectively, is shown in Fig. 5. When 0.4r < , the benefit is lower 

but still relative high, which leads to complex behaviors with different p . A typical 

case is shown in the left panels of Fig.5 corresponding to 0.3r = , where as α  

grows from zero, the equilibrium proportion of cooperators decreases for 1p = , 

increases for 0.2p = , and remains almost unchanged for 0.01p = . When 

0.4r ≥ , the benefit becomes less, the spatial clustered network makes cooperators 
be easily invaded by defectors, which favors defectors and tends to inhibit coopera-
tion. A typical example is shown in the right panels of Fig.5 corresponding  
to 0.6r = , where the results for 0.01,0.2,1p = , respectively, are essentially  

identical, and the equilibrium proportion of cooperators drops with the increment of 
α , where the long-distance connections become more and more sparse, and  
 

 

 

Fig. 5. Frequency of cooperation as a function of the exponent α  for the snowdrift game on 

small-world networks with the probability 0.01,0.2,1p =  and the cost-to-benefit ratio 

0.3,0.6r = . (a)-(c) correspond to 0.3r =  and (d)-(f) correspond to 0.6r = . 
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short-distance connections become more and more dense in the network, indicating 
long-distance connectivity pattern benefits overall cooperation in this high cost-to-
benefit spatial situation. Our extensive simulations with other population sizes also 
support this turning point of cooperation at 0.4r = , which is independent of the 
population size. 

5   Conclusion 

Cooperative behaviors of the snowdrift game are sensitive to the underlying spatial 
network structures. In particular, when 0α = , the spatial distance-independent 
small-world mechanism contributes to an enhanced level of cooperation among the 
populations compared with regular lattices, even with a very high cost-to-benefit 
ratio. When 0α > , and 0.4r ≥ , the SDSW network structure tends to inhibit the 
evolution of cooperation in the snowdrift game. 
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Abstract. In this paper we present an approach to transform individual
behaviour of homogenous sub-systems to yield desired global behaviour
of the overall system. As a test bed we consider the brittle star robot
as the system which is composed of homogenous modules (sub-systems).
Using genetic algorithm, the rotational motion of the individual modules
is translated into rectilinear motion of the robot. We argue that given a
set of sub-system level behaviours, it is better to discover intermediate
system level infinitesimal behaviours as a stepping stone to developing
desired system level global behaviour.

Keywords: Emergence; behaviour; motion control; modular robot; ge-
netic algorithm.

1 Introduction

The notion that the whole is greater than the sum of the parts is very applica-
ble when considering the concept of emergence in complex systems. Emergent
structures in nature, such as ant colonies, neural networks and cellular automata
provide inspiration for developing equivalent computational models for solving
difficult problems [1]. Given a complex system, in our case a modular robot, we
are interested in studying how the local interactions of the modules can lead
to emergence of locomotion. For this purpose we leverage off genetic algorithm
(GA) as a means to transform the individual modular behaviour into desired
system level behaviour

Inspired by biological adaptations, genetic algorithm is essentially a search
technique used extensively to solve optimization related problems [2]. In the lit-
erature many notable contributions have been made in the field of robotics and
control using evolutionary approach. Kamimura et al. [3] used neural oscillator
as a central pattern generator for controlling a modular robot (M-TRAN II). The
optimal parameters for the pattern generator were evolved using GA. Reil and
Husbands [4] successfully simulated bipedal straight-line walking using recur-
rent neural network whose parameters were evolved by GA. Porting genetically
evolved neural network controller for a hexapod robot from simulation model to

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 225–234, 2008.
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actual hardware was demonstrated by Gallagher et al. [5]. One of the conclu-
sions reached by them was that the evolved controller performed extremely well
in real world in spite of the fact that inertia, noise and delays were not taken
into account in the simulation.

The motion of the brittle star-typed robot considered in this paper requires
coordinated movement of the modules. In prior research, cellular automata-based
control model [6] and neural network control model [7] were developed. The
parameters evolved for these control models were highly specific to the given
task such as rectilinear locomotion. From this we came to the realization that
if the robot is required to traverse any arbitrary path, a new set parameters
need to be evolved each time, which is quite a time consuming process. This has
lead us to develop a novel approach where by the infinitesimal movements of the
robot is evolved from the interactions of the individual modules and then these
infinitesimal movements can be logically combined to produce desired global
motion characteristics of the robot. The effectiveness of the proposed approach
was verified using simulation model of the robot developed using Open Dynamics
Engine [8]

The paper is organized as follows: The decomposition of the motion control
problem in terms of state transitions is presented in Sect. 2. Following it is a de-
scriptive account of evolution of infinitesimal motion patterns using GA in Sect.
3. Section 4 discusses a logical method of combining the infinitesimal move-
ments to produce desired motion characteristics, and finally Sect. 5 concludes
this paper.

2 Motion Control Problem Formulation

Given a system consisting of homogenous sub-systems with a set of behaviour
and constraints, we are interested in knowing how the interaction of the sub-
systems can lead to emergence of system level behavior. In particular we consider
the brittle star robot (Fig. 1(a)) as the system which is composed of homogenous
modules (sub-systems). Each module (Fig. 1(b)) incorporates an onboard micro
controller (BASIC stamp 2sx), actuator (RC Servo Futaba S5301) and two touch
sensors.

Moving the robot requires coordinated movement of the individual modules.
Thus the problem is how to transform the individual behaviour of modules (ro-
tational motion) into emergent global behaviour of the robot, such as walking
in a straight line.

One way to visualize the module is to consider it as a state machine. Since
the motion of any given module is basically rotation between an allowable range,
the state of jth module in the ith leg at time, t is given by (1).

St
ij ∈ {θ | θmin ≤ θ ≤ θmax} . (1)

This makes the robot a collection of state machines, or to put it differently,
a state machine of state machines. The state of the robot with n legs and m
modules per leg at time, t is thus given by (2).
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(a)

(b)

Fig. 1. 1(a)The brittle star robot 1(b) Individual module connected to make up the
leg

Rt = {St
ij | 0 ≤ i < n, 0 ≤ j < m} . (2)

Therefore the problem of motion control of the robot becomes the task of
finding optimal sequence (OT ) of state transitions, which would transform the
robot producing desired locomotion.

OT = R0, R1, R2, . . . , RT . (3)

It should not take much imagination to realize the shear magnitude of the
search space that needs to be explored to find near optimal solution, and thus
the need for evolutionary computational approach.

3 Evolving Motion Characteristics Using Genetic
Algorithm

Genetic algorithm or for that matter any other evolutionary algorithm provide
solution which is highly suited to a specific problem. For instance, using GA to
find optimal sequence of state transitions of the robot to traverse a given path
will generate a sequence for that specific path, and as such it will be futile for
any arbitrary path.
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Fig. 2. Approaches in deriving global behaviour from individual behaviour

Differing from conventional wisdom, our approach (Fig. 2) is to evolve in-
finitesimal system level behaviour from sub-system level behaviour and then
logically combine the infinitesimal behaviour to yield desired global behaviour
of the system.

Given the dimensions of the robot, length of a single leg being 54cm, it was
decided that 2cm would suffice as the infinitesimal straight line distance. While
the robot can move this distance in any direction, we decided to limit it to 8
directions corresponding to the cardinal and primary inter-cardinal points on a
compass.

3.1 Genetic Encoding

We begin by discretizing the angular range [−π
3 ,

π
3 ] of the modules into 16 states

which provided fairly granular control of the robot. It is not known as a priori
the number of state transitions (Rt) required for each of the eight possible in-
finitesimal behaviour corresponding to robot’s movement in eight direction, thus
variable length chromosome was used. To enable smooth and continuous motion
across any combination of infinitesimal behaviours, the robot is required to start
at predetermined initial state and return to that initial state at the end of state
transition for any infinitesimal behaviour (Fig. 3). Finally, the state transitions
for movement in each direction was evolved separately and independent of each
other.

With 30 modules in the robot and 16 states per module, the equivalent bi-
nary representation of the state of the robot requires 120 bits. The state search
space grows exponentially (2120q) with the number of states (q) encoded in the
chromosome.

3.2 Fitness Function

The fitness of each chromosome is evaluated by applying state transitions en-
coded in the chromosome to the simulated model of the robot. The robot starts
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Fig. 3. State transition from predetermined initial state through intermediate states
encoded in the chromosome, and back to the initial state

at an initial position and is required to move towards a fixed target position
located 2cm away from the initial position in the desired direction.

As the robot moves we would like to minimize the deviation of the robot
from the desired path to the target, as well to minimize the euclidean distance
between the robot’s final position and the target position (Fig. 4). In addition it
is highly desirable to minimize the number of state transitions as doing so not
only reduces the search space but also improve the robot’s performance in terms
of speed in reaching the target. Taking these issues into consideration the derived
fitness function (F ), which needs to be minimized, is a function of deviation from
path (Dpath), deviation from target (Dtarget) and number of states (N) in excess
of minimum number of states (Nmin) that can be encoded in the chromosome.

F = Dpath + Dtarget + N . (4)

Dpath = max |lsin(φ− θ)| . (5)

Dtarget =
√

(xT − xR)2 + (yT − yR)2 . (6)

N = Nactual −Nmin . (7)

3.3 Genetic Operators

Based on the fitness of the chromosomes in the population, GA operations;
namely selection, crossover and mutation are applied to the whole population.
The selection process screens the individuals such that the fitter individuals
have higher probability of making it through to the next generation. The roulette
wheel selection method was used to perform selection. It is worth mentioning that
the roulette wheel selection method is customized for maximization problems,
thus the fitness function, F was transformed to F ′ = −F+C, where C is positive
constant.

The crossover operation essentially emulates mating process by exchanging
and combining genes from selected parent chromosomes to produce offsprings,
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Fig. 4. Derivation of the fitness function

with the hope that they may have better fitness than the parents. The selected
pairs of chromosomes are crossed over using one-point crossover at randomly
chosen locus with a crossover probability of PC . Crossover operation is skipped
for a chromosome pair if the offspring produced would exceed the maximum
chromosome length in terms of maximum number of states encoded (Nmax).

Mutation is a way to introduce diversity within the population, thus enabling
better exploration of the search space. After the selection and crossover opera-
tion, a two fold mutation operation was applied to the entire population with a
mutation probability, PM . Given the binary representation and variable length
of the chromosome, the mutation operation involved random bit flips, and resiz-
ing chromosome between [Nmin, Nmax] by deleting states from chromosome at
random position, or inserting randomly created states at random positions.

3.4 Simulation Results

The simulation was carried out over numerous trails involving different target
positions, and using parameters shown in Table 1. In each trial, initial population
of chromosomes of size (POP SIZE) was randomly generated and GA was
executed for a number of generations (MAX GEN). For each generation, the
fitness of all the chromosomes in the population is evaluated after which genetic
operators are applied to the population to create the next generation.

The motion characteristics of the best evolved state transitions in terms of
amount of deviation from path and target is highlighted in Table 2. The fit-
ness of the best chromosomes approached the optimal value of zero. The small
differences in the robot’s performance can be attributed to the fact that the
orientation of the pentagonal robot varies with respect to the frame of reference
for each of the direction of movement. For example, to move in 0◦ direction, 3
legs face forward and 2 legs face backward, however to move in 180◦ direction, 2
legs face forward and 3 legs face backward, thus the resulting differences in the
motion characteristics.
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Table 1. Summary of simulation parameters

Parameter Value

PC 0.80
PM 0.005
Nmin 1
Nmax 6
POP SIZE 55
MAX GEN 400

It is worth mentioning that at the beginning of GA, the best chromosomes had
variable lengths, however towards the end all of them converged to encoding just
a single state of the robot. In other words, including the predetermined initial
and final states, the total number of state transitions required to effect motion
of 2cm in any of the directions turned out to be three.

Table 2. Characteristics of the best evolved state transitions for each of the directions

Direction Fitness Dpath Dtarget

(degrees) (mm) (mm)

0◦ 1.40 1.03 0.37
45◦ 1.70 1.30 0.40
90◦ 1.32 1.02 0.30
135◦ 1.39 1.23 0.16
180◦ 2.00 1.46 0.54
225◦ 3.20 1.98 1.22
270◦ 1.83 1.68 0.15
315◦ 2.51 1.61 0.90

4 Discussion

In this section we consider a simple method of logically combining the “infinites-
imal” movements in producing desired motion. Basically the goal is for the robot
to traverse along a specified path. At any given point in time along the path,
the robot has a set eight directions to choose from. The control strategy adopted
involves determining the position of the center of the robot in each of the eight
directions at the next step. Among these positions, the position which has the
least deviation from the path and is in the direction of travel, is chosen as the
direction in which the robot will move next (Fig. 5).

The state transitions evolved in the previous section focused on rectilinear
movements of 2cm. We are interested in knowing if these infinitesimal movements
can be effectively combined to cover greater distances. Given the task of moving
in a straight line distance of 20cm, Fig. 6 shows the simulation results of robot
using combination of infinitesimal movements compared with a robot using state
transitions specifically evolved to traverse the given path. As can be excepted, the
genetic algorithm yields near optimal state transition for the specific path, thus
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Fig. 5. Control strategy in choosing the next move

the specially evolved robot outperforms the robot with combined infinitesimal
movements in terms of total number of state transitions to reach the target.
The small errors associated with the individual infinitesimal movement (Table 2)
compound to significant error margins when those movements are combined, thus
shedding some light on the observed fluttering behaviour of the robot around
the desired path as it constantly adjusts its course to stay on the path.

Fig. 6. Displacement of the central point of the robot using different control strategies
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While the motion characteristics produced by combining infinitesimal move-
ments is far from optimal, a strong argument in favor of this approach is that it
is highly adaptable to different problems. Consider a scenario where the robot
is required to traverse an arbitrary path. Using GA to evolve a set of state
transitions for that path, aside from consuming generation after generation of
computational time, will yield a result which is specifically suited to that path
and will be of no value in traversing some other path. On the other hand, once
the infinitesimal movements have been evolved they can be combined in a num-
ber of ways to adapt to any arbitrary path without requiring any additional
training time as shown in Fig. 7.
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Fig. 7. Displacement of central point of the robot using combination of infinitesimal
movements to traverse an arbitrary path

5 Conclusion

In this paper we considered the emergence of global behaviour of a complex sys-
tem consisting of homogenous sub-systems. Specifically we studied a modular
robot as an instance of a complex system in an effort to derive global motion
characteristics of the robot from individual modular behaviour. Our proposed
approach consisted of evolving infinitesimal rectilinear movements from rota-
tional motion of individuals modules, and then logically combining the infinites-
imal movements to produce desired motion characteristics of the robot. This
approach, though far from optimal, was highly adaptable to any arbitrary path
that the robot was required to traverse.
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The infinitesimal behaviour of the robot consisting of small rectilinear move-
ments in eight directions was rather elementary. Additional infinitesimal be-
haviours such as clockwise and counter clockwise rotation can be added to in-
crease the set of movements available to the robot. In combining the infinitesi-
mal movements, the errors compounded causing performance degradation of the
robot. Future work towards implementing the control strategy using controllers
that can operate well in the presence of uncertainty such as fuzzy logic controller
should prove fruitful.
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Abstract. In this paper, we propose an evolutionary framework for model fi-
delity control that decides, at runtime, the appropriate fidelity level of the compu-
tational model, which is deemed to be computationally less expensive, to be used
in place of the exact analysis code as the search progresses. Empirical study on
an aerodynamic airfoil design problem based on a Memetic Algorithm with Dy-
namic Fidelity Model (MA-DFM) demonstrates that improved quality solution
and efficiency are obtained over existing evolutionary schemes.

1 Introduction

In science and engineering, computational models serve as efficient and convenient al-
ternatives for conducting studies on the original real-world system that are otherwise
deemed to be too costly or hazardous to construct. A motivating real world example
for us is the aerodynamic aircraft wing analysis and design where various multi-fidelity
models ranging from low-fidelity simple-physics models to high-fidelity detailed sim-
ulation models have been studied [1,2,3,4,5,6]. In this field, Navier-Stokes and Euler
equations are examples of two computational models with different fidelity, where the
latter is obtained by removing the viscosity terms from the Navier-Stokes equation. The
term “fidelity” here refers to the extent to which a model is capable to mimic the orig-
inal physical system of interest. A common assumption is that higher fidelity models
are generally more accurate at the expense of a higher computational cost. The com-
plexity and level of details of a physical system may exist in many forms, from variable
mathematical models [7], variable parametric formulations [4,8,9,10], variable operat-
ing conditions [11] to variable residual tolerance levels [12].

In the context of evolutionary optimization, it is possible to categorize existing evo-
lutionary algorithms [13] that employ variable fidelity computational models into 1)
non-adaptive, i.e., one or more fixed low fidelity model(s) in tandem with the origi-
nal expensive computational model, or 2) deterministic adaptive approaches, i.e., pre-
defined adaptation rule(s) is(are) used to manage the variable fidelity models employed.
In the first category, [9] employs a fixed lower resolution computational model during
the evolutionary design of a communication antenna. Subsequently, the obtained solu-
tion is then refined by space mapping. On the other hand, instances of deterministic
adaptation can be found in [4,8,10]. In [4], the evolutionary search employs computa-
tional models of different grid mesh that vary from coarse to fine grids at pre-defined
stages of the GA search. In a multi-island GA optimizer [8,10], multiple subpopula-
tion of individuals are equipped with models of variable fidelity levels. Individuals then
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migrate across subpopulation which are subsequently evaluated based on the computa-
tional model of the respective subpopulation. Last but not least, [7] uses a pre-defined
adaptation rule to regulate the proportions of individuals in the population with different
fidelity models in the evolutionary search.

In this paper, our objective is to present an investigation on evolutionary framework
that employs dynamic fidelity computational models for solving problems with compu-
tationally expensive objective functions. In particular, we propose a evolutionary frame-
work for model fidelity control that decides, at runtime, the complexity level of the
localized computational model to be used in place of the exact analysis code as the
search progresses. To the best of our knowledge, the present study represents a first
attempt on dynamic adaptation in evolutionary optimization where dynamic localized
fidelity computational models have been deployed for solving problems with computa-
tionally expensive objective functions.

The remaining of this paper is organized as follows. Section 2 describes a multi-
fidelity airfoil computational model used in the present study for aerodynamic design.
Subsequently, Section 3 introduces the memetic evolutionary framework with dynamic
fidelity computational models for optimizing the computationally expensive aerody-
namic design problem. Section 4 summarizes the empirical results on the aerodynamic
design problem and analyzes the results with comparison to existing evolutionary opti-
mizers. Finally, Section 5 provides a brief conclusion of this paper.

2 Multi-fidelity Models in the Aerodynamic Airfoil Design
Problem

In this section, we provide an example of multi-fidelity computational models, preva-
lent in many real-world problems, using the aerodynamic airfoil design problem. For
illustration purpose, Fig. 1 depicts an aircraft together with an airfoil, which is simply
the cross-section of the aircraft wing (see Fig. 1). Particularly, we consider the paramet-
ric design optimization of 2D airfoil structure using a subsonic inverse pressure design
problem. In the inverse design problem, the aim is to minimize the difference between
the surface pressure P of a given airfoil with the desired pressure profile Pd of a base-
line shape. If W is the flow variables and S the shape design variables, the inverse
pressure design problem can be formulated as a minimization problem of the form:

f (W,S) =
1
2

∫

wall

(P − Pd)
2 dσ (1)

For the purpose of this study, the target pressure profile is generated from the NACA
0015 airfoil as the baseline shape. The airfoil geometry used here is characterized us-
ing 24-parameter Hicks-Henne representation. Since we only consider compressible
non-viscous flow, a finite-volume Euler solver with body-fitted grid and explicit time-
stepping is employed for the purpose of this study. The free-stream conditions in this
problem are subsonic speed of Mach=0.5, and angle of attack (AOA)=2.0, correspond-
ing to symmetric pressure profiles on the upper and lower walls.

In practice, the evaluation of a single individual design (refer to equation 1) is an
iterative process, usually terminated after a certain residual error threshold has been
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Fig. 1. (a) An aircraft and (b) an airfoil, the cross-section shape of the wing

reached. In the case of limited computational budget, it is also possible to have a
maximum number of iterations as the effective termination condition. Hence, variable
fidelity models can be obtained from partial results at different levels of residual er-
ror tolerance and/or maximum iterations. Generally, lower residual error tolerance and
greater number of iterations provide higher fidelity outputs.

The correlation factor (r) and root mean square error (rmse) of the models at vari-
able levels of residual error tolerance (i.e., fidelity) to the original high fidelity airfoil
analysis model are reported in Figs. 2(a) and 2(b), respectively. In this study, a set of
design points, obtained from space-filling Design of Experiment (DOE) sampling, are
partitioned into separate local clusters based on their proximity in the search space of
the airfoil model. The correlation factor, rj

k , and root mean square error, rmsej
k for data

cluster j at fidelity level k, are defined as follows:

rj
k =

n
∑n

i=1 fif̂i −
∑n

i=1 fi

∑n
i=1 f̂i√

[n
∑n

i=1 f
2
i − (

∑n
i=1 fi)2][n

∑n
i=1 f̂i

2 − (
∑n

i=1 f̂i)2]
. (2)
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Fig. 2. (a) Correlation factor (r) and (b) root mean square error (rmse) of the 20 clustered lo-
calized models for variable levels of residual error tolerances, while taking the original airfoil
analysis code as the reference model (i.e., with a fidelity of 1)
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rmsej
k =

√∑n
i=1 |fi − f̂i|

2

n
(3)

where n is the number of data in cluster k, fi is the output from the original analysis
code for data i, and f̂i is the output from the fidelity level k of data i. The large rmse
values in Fig. 2(b) highlighted large discrepancies between the low fidelity models and
the original analysis code. On the other hand, Fig. 2(a) displays good fitness landscape
correlation between the low fidelity localized models and the original model at early
stages of the convergence. In the context of optimization, the absolute fitness of a design
is generally non-crucial, rather it is the relative fitness of the solutions that is important
in leading the search towards the global optimal solution. In this case, this implies the
correlation between the predicted fitness values is of utmost importance [14,15,16].

3 Memetic Framework with Dynamic Fidelity Computational
Models

Without loss of generality, we consider computationally expensive general nonlinear
programming problems of the form: minimize f(x), subject to xl

i ≤ xi ≤ xu
i , where

i = 1, 2, . . . , d, d is the dimensionality of the search problem, and xl
i, x

u
i are the lower

and upper bounds of the ith dimension of vector x, respectively.
Based on previous analysis in Section 2, here we present an evolutionary memetic

framework aimed at improving the efficiency of multi-fidelity evolutionary optimiza-
tion, which is labeled here as Memetic Algorithm with Dynamic Fidelity Models (MA-
DFM). The idea behind the proposed MA-DFM is that the complexity level of the
localized computational model to be used in place of the exact analysis code, is dynam-
ically determined at run time as the search progresses. In the process, a user specific
correlation factor, η, is utilized to determine the minimum level of fidelity that is con-
sidered to match well with the original model. The pseudo codes of the standard MA
and MA-DFM used in the present work are outlined in Algorithm 1 and 2, respectively.

Algorithm 1. Standard Memetic Algorithm (MA)
1: Initialization: Generate a population of design vectors.
2: while computational budget is not exhausted do
3: Evaluate all individuals in the population using the exact fitness function.
4: for each individual x in the population do
5: • Apply local search using exact fitness function with probability of Pls and intensity of Ils to find an improved

solution, xopt.
6: • Replace x with the locally improved solution, i.e. x = xopt and f (x) = f (xopt).
7: end for
8: Apply standard evolutionary operators to create a new population.
9: end while

The MA-DFM (refer to Algorithm 2) begins with the initialization of a population of
design points. During the database building phase, the search operates as a traditional
evolutionary algorithm for the initial few generations. In this stage, only the original
analysis code is used as the fitness function while at the same time, all partial results
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encountered along the evaluation of the computational model are archived in database,
�. Subsequently, the algorithm proceeds to the memetic search phase. Henceforth, for
each individual x, an appropriate fidelity level, ϕ, of the computational model to use
in the local learning phase may then be determined based on the m nearest points in
database �. For instance, a user-specified confidence based on correlation, η, may be
introduced to obtain the minimum fidelity model to be used in place of the original
model in the local search. To obtain this minimum fidelity model, we step up the cor-
relation measure starting from the low to high fidelity data found in database �, till
the fidelity level ϕ, where rϕ ≥ η, is found. Upon local convergence based on the low
fidelity model, the locally optimized solution xopt is then validated using the original
model and replaces the original starting individual if improved solution is attained, in
the spirit of Lamarckian Learning (refer to line 10 of Algorithm 2). The entire search
cycle is then repeated until the maximum allowable computational budget is exhausted.

Algorithm 2. MA with Dynamic Fidelity Models (MA-DFM)
1: Initialization: Generate a database, � containing a population of designs, archive all evaluations made into the database.

2: while computational budget is not exhausted do
3: if database building phase then
4: • Evolve the population using standard EA, archive all evaluations into the database.
5: else
6: for each individual x in the EA population do
7: • Find m nearest points to x in database.
8: • Based on the m points, find the minimum fidelity level ϕ, at which the correlation measure between fidelity

level of ϕ and the original analysis code, has reached η, i.e. rϕ ≥ η

9: • Apply local search on x using fitness function at fidelity level ϕ, fϕ(.) with probability of Pls and intensity
of Ils to find an improved solution, xopt.

10: • Replace x with the locally improved solution, i.e. x = xopt and f (x) = f (xopt).
11: • Archive all new function evaluations into database �.
12: end for
13: Apply standard evolutionary operators to create a new population.
14: end if
15: end while

It is worth highlighting on the novel use of dynamic localized computational model
in the proposed framework. Particularly, local models are used in favor of global models
since constructing accurate global models is fundamentally flawed due to the curse of
dimensionality [16,17]. Further, this allows more precise estimation on the unique char-
acteristics of the problem landscapes, thus leading to the prediction on the appropriate
level of localized model fidelity over the use of the original computationally expensive
model.

4 Empirical Study

In this section, we present an empirical study using the inverse pressure problem de-
scribed in Section 2. We validate the efficacy of the proposed MA-DFM against the
standard GA, MA, and a non-adaptive MA that employs a fixed fidelity model or MA-
FFM in short. In contrast to MA-DFM, note that MA-FFM performs local searches hav-
ing a pre-defined fixed model of low fidelity (fζ), where ζ < 1. The common parametric
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Table 1. Setting of experiments for GA, MA, MA-FFM, and MA-DFM

General Parameters
Population size (Npop) 100
Crossover probability (Pcross) 0.9
Mutation probability (Pmut) 0.1
Maximum number of exact evaluations 5000

MA, MA-FFM, and MA-DFM - specific Parameters
Local search probability (Pls) 0.2
Local search intensity (Ils) 10 local search iterations

MA-FFM and MA-DFM - specific Parameters
Database building phase 1000 evaluations
Number of nearest neighbours (m) (d+1)(d+2)/2

MA-FFM - specific Parameters
Fixed lower fidelity level used (ζ) 0.5

MA-DFM - specific Parameters
Minimum correlation required (η) 0.75

configurations of all 4 schemes used in the present experimental study are summarized
in Table 1 and briefly described in what follows.

In the local search procedure, the well-established Feasible Sequential Quadratic
Programming (FSQP) method is employed. Although Ils defines the maximum compu-
tational budget of each individual in the local learning phase, the actual time incurred
do vary according to the fidelity level used. In the present study, the computation cost
per evaluation is determined by the fidelity level of the model used, i.e., evaluating a
computational model with a fidelity level of 0.7 translates to a compute cost of 0.7 eval-
uation count. On the other hand, note that each evaluation of the fixed low fidelity in the
local search for MA-FFM is performed at a constant cost of ζ, which is here assumed
as 0.5 in our experiment setting, which is half the computational expense of the origi-
nal model. Since model accuracy is highly dependent on the sufficiency of the m data
points used for model building, the size of nearest neighboring points used is defined
by (d + 1)(d + 2)/2, where d is the dimensionality of the optimization problem and is

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
1

2

3

4

5

6

7

8
x 10

−3

Function Evaluation Count

F
itn

es
s 

V
al

ue

GA
MA
MA−FFM
MA−DFM

(a)

GA MA MA−FFM MA−DFM

1.5

2

2.5

3

3.5

4

4.5

5

x 10
−3

F
itn

es
s 

V
al

ue

(b)

Fig. 3. (a) Search convergence traces of GA, MA, MA-FFM, and MA-DFM on the aerodynamic
airfoil problem. (b) Fitness boxplot of GA, MA, MA-FFM, and MA-DFM search at the end of
5000 function evaluations.
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Table 2. Mean and standard deviation of GA, MA, MA-FFM, and MA-DFM search at the end of
5000 function evaluations

Scheme GA MA MA-FFM MA-DFM
Mean±Stdev. 3.5776e-3±9.5973e-4 2.1232e-3±4.9329e-4 2.6417e-3±5.0709e-4 1.5131e-3±4.0862e-4

24 for the airfoil problem considered here. A maximum computational budget of 5000
function evaluations is used in the experimental study.

The obtained average convergence trends for each of the 4 algorithms, across 10
independent runs, are summarized in Fig. 3(a). It is also worth noting that in all the
algorithms considered, the first 1000 exact evaluations represent the results of the stan-
dard GA, hence similar initial search trends are shown in the figure. Nevertheless, the
search trends begin to differ after 1000 evaluations where it can be observed that all
the memetic schemes (MA, MA-FFM, and MA-DFM) studied outperform the standard
GA significantly. This demonstrates the ability of the MAs in converging to good qual-
ity solution more efficiently than a standard GA [18,19].

Next, note that among the two multi-fidelity MA schemes, while both MA-FFM and
MA-DFM employs lower fidelity model as the fitness function, the latter is observed
to perform better. A t − test with 95% confidence level for significance of the mean
differences on the results based on statistical data from Table 2 and Fig. 3(b), confirms
this significant difference in performance.

5 Conclusions

In this paper, we have proposed and studied a multi-fidelity evolutionary optimization
technique, which we call the Memetic Algorithm with Dynamic Fidelity Model (MA-
DFM). In particular, the evolutionary framework studied is equipped with model fi-
delity control that decides, at runtime, the appropriate fidelity level of the computational
model, which is deemed to be computationally less expensive, to be used in place of the
exact analysis code as the search progresses. Empirical study on the aerodynamic airfoil
design problem using standard evolutionary optimizers such as GA, MA, and MA-FFM
demonstrates that MA-DFM is capable to arrive at improved quality solution and effi-
ciency due to its ability in employing appropriate fidelity level of the computational
model in the evolutionary search.

Acknowledgments. D. Lim and Y.S. Ong would like to thank Honda Research Insti-
tute Europe GmbH for sponsoring this work and members of Nanyang Technological
University, Singapore for providing the computing resources.
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Abstract. As deployed Grids increase from tens to thousands of nodes, Peer-to-
Peer(P2P) technologies and protocols can be used to implement scalable ser-
vices and application in Grid environments. This paper firstly proposes a Grid 
resource management model integrated P2P mode. Then, in order to allow 
every user to extract aggregated resources from Grid environments integrated 
P2P mode, a resource aggregation approach is presented, which is used the 
multi-agent technology and ant algorithm. Through simulations, we have con-
firmed that the proposed resource aggregation method can enhance the per-
formance of resource aggregation in Grid environments  integrated P2P mode.  

Keywords: Grid Computing; Peer-to-Peer Computing; Resource Aggregation. 

1   Introduction 

During the past several decades, the processing speed of a computer has exponentially 
increased over one million times. A personal computer today is more powerful than a 
supercomputer ten years ago. However, today’s computer, even the supercomputer, 
still cannot satisfy the increasing need of life sciences, physics etc. Therefore, the 
Grid computing and peer-to-peer computing (P2P) obtain development gradually. At 
present, Grid and Peer-to-Peer are both hot topics respectively. 

However, more importantly the convergence of the two systems is increasingly 
visible: the two research communities started to acknowledge each other by forming 
multiple research groups that study the potential lessons that exchanged. P2P research 
focuses more and more on providing infrastructure and diversifying the set of applica-
tions; Grid research is starting to pay particular attention to increasing scalability [1]. 
As Grids used for complex applications increase from tens to thousands of nodes, we 
should decentralize their functionalities to avoid bottlenecks. The P2P mode could 
help to ensure Grid scalability: designers can use P2P philosophy and techniques to 
implement non-hierarchical decentralized Grid systems. 

Resource aggregation is the key requirements in large heterogeneous Grid environ-
ments, and an effective and efficient resource aggregation mechanism is crucial. Nev-
ertheless, grid resources are potentially very large in number and variety; individual 
resources are not centrally controlled, and they can enter and leave the grid systems at 
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any time. For these reasons, resource aggregation in large-scale grids can be very chal-
lenging. Traditionally, resource aggregation in grids was mainly based on centralized 
or hierarchical models. Resource aggregation could be the potential performance and 
security bottleneck and single point of failure. Using P2P technology, the resource can 
be aggregation quickly and effectively in Grid environment. scalability and robustness 
can also be improved in Grid environments integrated P2P mode. 

In this paper, we propose a Grid resource management model integrated P2P mode, 
in which is used multi-agent technology and ant algorithm, to optimize grid resource 
aggregation. The model overcomes the defects of central resource aggregation mecha-
nism. The ant algorithm is used to aggregate grid resources. The model can adapt to 
the distributed and dynamic Grid environments, and has a better scalability. 

The remainder of this paper is organized as follows: Section 2 gives an introduc-
tion to our model of Grid resource aggregation integrated P2P mode. Section 3 de-
scribes the resource aggregation algorithm which is used multi-agent and ant  
algorithm in Grid environments integrated P2P mode. Section 4 gives a simulation 
result. And finally, section 5 concludes the paper and presents the future work. 

2   Grid Resource Management  Model Integrated P2P Mode 

2.1   Overview of Grid Model Integrated P2P Mode 

Generally, the grid model integrated is composed of many supernodes [2]. Each node 
represents a super management domain. Each node controls the access of a group of 
local computing resources. It plays two roles: one is as the resource provider, allowing 
its (or local others) free resources to implement the other supernodes’ resources; the 
other is as a consumer, arbitrarily uses the local resources or the free resources of other 
supernodes to carry out its task. The idea of grid model integrated P2P mode proposed 
in this paper comes from [2], but it differs from its idea. As shown in figure 1, the 
bottom communities of the model using the traditional grid technologies, and the P2P 
mode is adapted to interact information between GridPeers. 

 

Fig. 1. Overview of Grid model integrated P2P mode 
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Here, GridPeer is equivalent to a super node. When they search resources, the users 
firstly query the resources in the domain of GridPeer. If no query result, the search 
will be carried out through GridPeer to query the other GridPeers with P2P way. 

We give some definitions as follows: 

Definition 1. P2PGrid=
1 2,{ , , }nGridPeer GridPeer GridPeerL  

In which,
1 2,, , nGridPeer GridPeer GridPeerL  is 

1,GridCommunity 2,GridCommunity  

, nGridCommunityL corresponding Grid community. 

Definition 2. 
1 2{ , , , }i mGridPeer Node Node Node= L  

Where, 
1 2, , , mNode Node NodeL  is host or resource with independent ability. 

Definition 3. 
iNode =(

, ii GridPeerID ID ) represents the attributes of node Node, 
, ii GridPeerID ID  

respectively represents node identifier and the GridPeer grid community identifier 
where Node is. 

Definition 4. Membership Function definition—if fuzzy set A located on a regional 
U, for arbitraryu U∈ , a designated number ( ) [0,1]Af u ∈ , ( )Af u  called membership grade 

of u for A, that is to say,  making a mapping : [0,1], ( )A Af U u f u→ →  

Membership function can describe ownership degree that nodes on certain types of 
grid resource. The nodes are classified based on the value of membership function, 
and classification results are stored in the Grid Community corresponding to Grid-
Peer. The Node selects the corresponding the Grid Community corresponding to 
GridPeer based on membership function, a Grid Community is composed of one or 
more common grounds Nodes. Therefore, there will inevitably exist a number of 
same Nodes between the Grid Community that different GridPeers are in. And super 
nodes GridPeers are formed by these Nodes. Different Grid Community interact in-
formation through GridPeer. Therefore the architecture have a better interconnectivity 
and better scalability. 

2.2   Overview of the Architecture Model of GridPeer 

Ian Foster et al. propose the convergence of Grid and agent in [3]. Grid can improve 
the robust infrastructure of agent system. On the other hand, agent can enhance the 
autonomous and flexible behavior of grid, too. In a P2PGrid society, each GridPeer 
can act as an independent and autonomic Grid community. Since dynamic joins and 
departs of the node and heterogeneous Grid community, and the Grid scale and the 
above GridPeer overlay topology may change rapidly, it is necessary for each Grid-
Peer to change and configure itself according to the network status. The characteristic 
of the agent can meet these demands. What’s more, multi-agents form an agent or-
ganization, which can effectively cooperate with each other to solve problems. 

Figure 2 shows the basic components of our architecture. In a P2PGrid society, 
GridPeer acts as superPeer, the same as it is composed of four agents: RequestAgent, 
BrokeAgent.,TaskAgent and ResourceAgent. 

TaskAgent is responsible for creating other agents, and receiving request from us-
ers or other GridPeer and transferring the result to the user or GridPeer. 
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Fig. 2. Overview of the architecture model of GridPeer 

RequestAgent is responsible for query intra-GridPeer processing and answer. Re-
questAgent is also created and dispatched by TaskAgent.When server requests invo-
cate the grid service, it firstly asks for a request from RequestAgent of GridPeer. If 
the local Grid community resource has the grid service, then RequestAgent returns an 
answer to TaskAgent . Otherwise, RequestAgent transmits the request information to 
BrokerAgent. 

BrokerAgent is also created by TaskAgent. It’s task is that the request from Re-
questAgent is radiated into another GridPeer and returns the results to RequestAgent, 
and then RequestAgent transform the results to TaskAgent.  

ResourceAgent records and provides the local Grid community resource informa-
tion and keeps the user’s each request results, then the information can be utilized by 
RequestAgent and BrokerAgent 

3   Resource Aggregation Algorithm in Grid Environments 
Integrated P2P Mode 

3.1   Ant Colony Optimization for Optimal Aggregation Tree 

Ant colony optimization (ACO) algorithm, one of the most recent techniques for 
approximate optimization, is a stochastic search procedure. According to Dorigo M, 
the framework of conventional ACO algorithm is briefly described in [4]. 

In Grid environments integrated P2P mode, the ant algorithm is runs in two passes. 
In forward of the algorithm, the route is constructed by one of the ants in which other 
ants search the nearest point of previous discovered route. The points where multiple 
ants join are aggregation GridPeers. In the backward pass GridPeers of the discovered 
path are given weight in form of GridPeer potential which indicates heuristics for 
reaching to destination GridPeer(for the first ant or other GridPeers) or nearest aggre-
gation point(for other ants) and pheromone trails is the heuristics to communicate 
other ants of the route discovered. Ants tries to follow the route to get pheromone 
eventually converges to the optimal route. Non-optimal route pheromone gets  evapo-
rated with time. The aggregation points on the optimal tree identify resource aggrega-
tion. The indicator in resource aggregation points gives estimate of number of paths 
aggregates in it. 

In Grid environments integrated P2P mode, finding optimal aggregation tree is NP-
Hard problem. The reduction is weighted set covering problem. In the ant-based ag-
gregation algorithm, given a permutation of source GridPeers constructs aggregation 
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tree associated with a cost which is the local best aggregation tree. The algorithm 
iterates to search the global best and the convergence of algorithm gives the optimal 
aggregation tree from combinatorial space. Thus, the best aggregation tree con-
structed by ant routing in iterations is remembered. What’s more, giving early aggre-
gation more weight in cost function will converge in optimal aggregation points. 

The aggregated traffic in Grid environments integrated P2P mode is local traffic 
generated by GridPeer and the transit from neighbor GridPeers. In P2P Grid environ-
ment, data collected at neighboring GridPeers are often correlated, due to large re-
dundancy in information by multiple GridPeers. In order to reduce communication, 
the redundant information can be removed without any loss by capturing correlation 
between GridPeers.  

Let denote
jx   the random variable measured at GridPeer j. GridPeers without side 

information coded data with H(
jx )=R bits. However, at intermediate GridPeers on 

aggregation tree have side information from child GridPeers resulting in reduction on 

upstream information as H( jX | iX  )=r bits, j i≠ , and o r R≤ ≤ . 
Therefore, for each edge(i,j), the data correlation coefficient  

_cos ( | ) / ( )ji correlation j i jt H X X H X=
 . (1) 

where _0 cos 1ji correlationt≤ ≤ , When _cos 0ji correlationt = , resources are strongly correlated; 

when _cos 1ji correlationt = , resources are independent. 

3.2   Ant Aggregation Algorithm in Grid Environments Integrated P2P Mode 

The Grid integrated P2P mode modeled as weighted graph G(V,E), where multiple 
source src V∈  and a single destinationd E V. The cost of edge indicates nodes within 
direct communication range and cost is an estimate measured as Euclidean distance. 
The input to algorithm is list of source GridPeers src V∈ . The algorithm assigns ants 
to source GridPeers. The ants search the routes and communicate with other through 
pheromones. The GridPeer potential is an estimate of distance to destination. Each ant 
iterates to construct aggregation tree where internal GridPeers are aggregate points. 
The ants either try to find shortest route to destination and terminates or finds closest 
aggregation point of the route searched by previous ants and terminates. The algo-
rithm converges to local best aggregation tree. In order to find the global optimal 
aggregation GridPeers, the algorithm iterates on different permutations of source 
GridPeers with cost associated with each to converge in minimum cost. The algorithm 
converges to minimal cost aggregation points of aggregation tree. In order to con-
verge, with early aggregation, weight is given to search the closest aggregation point. 
To search shortest path to destination weight is given to the distance estimates to 
destination. The GridPeer potential remembers estimate closest aggregation point or 
shortest route to destination. The traced edges are weighted using pheromone which 
communicates with other ants. The optimal path edges converge with minimal 
weights of pheromone. The non-optimal edges gets evaporated their pheromone. 
Thus, the algorithm is governed by pheromone trails and GridPeer potential. The  
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algorithm runs in two passes: Ants from source moves forward to destination search-
ing the route to destination and ants takes reverse pass from destination to source 
updating pheromone trails over the edges and updating GridPeer potential as estimate 
for reaching closest aggregation or destination. 

The governing equations for passes are given below: 
An artificial ant placed randomly in GridPeers and during each iteration chooses 

next GridPeer is governed by following formula: 
Each ant located at GridPeer i hops to GridPeer j selected among the neighbors that 

have not yet been visited according to probability. Probability that ant k in GridPeer i 
will go to GridPeer n: 

Select next GridPeer n, namely next hop, from the GridPeer i according to below 
probability: 

1

1 1

( )
, 1 ,

( )i
d

i
n d

n d i
n dj N

T
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T
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β β
∈

= ≥
∑   . 
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Where 
i

ndT  is the pheromone value of the entry of routing table iT  for neithbor GridPeer n 
as the next  hop GridPeer to destination node d . i

dN  is the set of neighbors of GridPeer 
i  whose pheromone values are defined for destination GridPeer d , and 1β  is a con-
stant. If  1β  is large, a  neighbor GridPeer with a higher pheromone attracts a reactive 
forward ant more than in the case with a smaller 1β .In our simulation experiments, 1β  
is set to one. If  no pheromone is available for destination GridPeer d, a forward ant is 
broadcast to find paths to destination GridPeer d. To eliminate useless ants going 
toward a wrong direction or taking too long path, the life time of a forward ant is 
defined by a source GridPeer as the maximum number of hops,i.e.,TTL. In addition, 
when a GridPeer receives several forward ants of the same generation, it decides 
whether to discard or accept the ants based on the length of the path they travelled . 

In the reverse pass each ant updates pheromone trails and GridPeer potential. The 
pheromone value

i
ndT  is updated as follows: 

1( 1 ) ( ) , [ 0 , 1 ] ,
2
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Where 
i

ndT  is the estimate time from the GridPeer i to destination GridPeer d. 
h  corresponds to the number of hops from GridPeer i  to destination GridPeer n . 

h o pT  is the fixed parameter indicating the time taken for one hop in unloaded condi-
tions. 

ϒ is a smoothing parameter. 
The GridPeer potential is weighted function of either reaching nearest aggregation 

point or shortest route to destination or having high correlation updated as follows: 

_ _*cos *cos *cosij reaching aggregation destination ij correlationd t t k tγ η= + +
 . (4) 

where γ  and η  are weights of choosing early aggregation or choosing route to desti-
nation distance estimates and k is the weight for choosing resource correlation. 
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4   Simulation Results and Performance Evaluation 

We analyze the ant-based resource aggregation algorithm using the Gnutella-like P2P 
topologies simulator. We randomly choose some existing GridPeers as neighbors for 
the joining node. We assume the topologies contain N=100,N=200,N=300,N=400, 
N=500,N=600 GridPeers respectively. All the GridPeers are randomly organized in 
unstructured topology. The number of neighbors of each GridPeer is generated from a 
normal distribution with mean N/20 and standard deviation 1.5. The neighbor Grid-
Peers for every GridPeer are then selected randomly and the connections between 
GridPeers are set up by initializing the forwarding tables inside each GridPeer. Re-
sources are then simulated on each GridPeer by adding a string identifier correspond-
ing to the name of the resource inside the resource table of a GridPeer. A resource is 
added on a GridPeer with a probability 0 .1 5rp =  that denotes the availability of the 
resource in the P2P Grid. GridPeers are also added and removed dynamically as the 
algorithm runs to simulate the joining and leaving of GridPeers in the P2P Grid. Set 
of source GridPeer 100, 200,300, 400,500,600 and a destination is considered for 
generating optimal aggregation tree using ant-based resource aggregation. On varying 
the ACO parameters and weights of aggregation, shortest distance and correlation, the 
optimal aggregation tree in P2PGrid is obtained. 

The ACO parameters in the simulation setup are given as follows: 
1β =2, 

hopT =3ms, 

γ =0.7,  η =0.5,k=0.1. 
We compare greedy method with our  ant algorithm. The metrics that used in the 

comparison is: 
Average  number of messages: the average number of  resource message which 

reach server GridPeers every 10ms on average in 1000ms time slot, and under the 
precondition of the same GridPeers and the same resources distribution.  
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Fig. 3. Average number of messages processed by each GridPeer 
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On the one hand, Figure 3 shows that  the number of messages processed by each 
server GridPeer can be reduced significantly by increasing the number of server Grid-
Pees, we can see that the load is balanced among server GridPeers uniformly, since 
the deviation between the maximum and minimum numbers of messages and the 
average number is not so large in Figure 3. And on the other hand, Figure 3 shows 
that the system using ant-based resource aggregation algorithm performs better than 
the system with greedy resource aggregation algorithm in terms of the average num-
ber of message. With the increase of  the GridPeers, the ant-based resource aggrega-
tion algorithm outperform the greedy resource aggregation. 

5   Conclusions and Future Work 

In this paper, we firstly propose a Grid resource management model integrated P2P 
mode, then  we apply the multi-agent technology and ant algorithm to  aggregate the 
grid resource. In the future work, we plan to further optimize our algorithm and com-
pare our model with other resource aggregation methods. 
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Abstract. Capacitated vehicle routing problem (CVRP) is one of the most  
well-known and well-studied scheduling problems in operation research and lo-
gistics. However, it is quite difficult to achieve an optimal solution with the tra-
ditional optimization methods owing to the high computational complexity. The 
paper focuses on developing a hybrid optimization algorithm by incorporating 
the extremal optimization into a scatter search conceptual framework to solve 
the CVRP. The proposed algorithm is applied to a set of benchmark problems 
and the performance of the algorithm is evaluated by comparing the obtained 
results with the results published in the literature. Comparing results indicate 
that this new method is an effective and competitive approach for the capaci-
tated vehicle routing problem.  

Keywords: Capacitated vehicle routing problem; Scatter search; Extremal  
optimization.  

1   Introduction 

The vehicle routing problem (VRP), introduced by Dantzig and Ramser [1], is a well-
known combinatorial optimization problem in the field of service operations 
management and logistics. The capacitated vehicle routing problem (CVRP) is a NP-
hard problem for simultaneously determining the routes for several vehicles from a 
central depot to a set of customers, and then returning to the depot without exceeding 
the capacity constraints of each vehicle. The objective is to determine a viable route 
schedule which minimizes the distance or the total cost with various constraints. 

A variety of algorithms including exact methods [2] and efficient heuristics have 
been developed to solve the CVRP. Since the CVRP is NP-hard, no exact algorithm 
can consistently solve CVRP-instances with more than 50 customers. Therefore, most 
of the research has focused on developing meta-heuristics to produce high quality 
solutions in a limited time. Available meta-heuristics include simulated annealing 
algorithms [3], tabu search [4], genetic algorithms [5], and ant colony algorithm [6], 
etc. However, each meta-heuristic has its own strength and weakness. Therefore, 
much research has tried to develop hybrid algorithms expecting to achieve 
complementarity, which improves the effectiveness and efficiency. Some previous 
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experiments have showed that hybrid algorithms have better effectiveness and 
efficiency than those of simplistic ones [7][8].   

In the paper, we introduce a very effective hybrid method based on scatter search 
(SS) and extremal optimization (EO) to solve the problem. The new hybrid 
optimization algorithm combines the strong global search ability of SS and the strong 
local search ability of EO, and computational experiments demonstrate that this new 
method is very effective and competitive for solving the capacitated vehicle routing 
problem. 

The rest of the paper is organized as follows: Section 2 describes the general SS 
and EO algorithm, and how to incorporate the EO into a SS conceptual framework to 
solve the CVRP. Section 3 presents the computational results and comparisons. Some 
concluding remarks are given in section 4. 

2   Hybrid SS-EO Algorithm for CVRP 

Scatter search (SS) is an evolutionary method that has been successfully applied to 
hard optimization problems [9][10]. Unlike genetic algorithm, a scatter search 
operates on a small set of solutions (called reference set) and makes only limited use 
of randomization as a proxy for diversification when searching for a globally optimal 
solution.  SS consists of five components which are diversification generation 
method, improvement method, reference set update method, subset generation method 
and solution combination method. A template of the standard SS can be shown as 
follows: 

Step 1: Initialization 
1.1 Use diversification generation method to generate diverse trial solutions. 

 1.2 Apply the improvement method to enhanced trial solutions. 
  1.3 Apply the reference update method to build the initial reference set 

(RefSet) from the enhanced trial solutions.  
Step 2: Computation 
  Do 
  2.1 Generate subsets of RefSet with the subset generation method. 
  2.2 Use solution combination method to combine these subsets and obtain 

new solutions. 
  2.3 Use the improvement method to enhance these new trial solutions. 
  2.4 Apply the reference update method to update the RefSet. 
 While (the maximum generation is not meet) 
Step 3: Output the optimization results. 

2.1   Solution Representation and Fitness Function  

In the paper, we use a permutation of KN +  integers to encode the antibody, where 
there are N  customers to be served by K  vehicles. The integers from 1 to N  
represent the customers to be served, and the integers 1+N , 2+N ,…, KN +  
represent K  dummy nodes that separate different routes in the whole CVRP. With 
this representation, the information on both the stations and the trucks are embedded 
in a single solution structure.  
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Fitness is used to evaluate the performance of solutions, and choosing a proper 
objective function as fitness function to represent the corresponding quality of each 
solution is very important for the SS algorithm.  In the paper, we take the total 
distance traveled as the fitness function. 

2.2   Diversification Generation Method 

The diversification generation method is used to generate a collection of diverse trial 
solutions, using an arbitrary trial solution (or seed solution) as an input. This element 
of the SS approach is particularly important, given the goal of developing a method 
that balances diversification and intensification in the search. This method was 
suggested by Glover [9], which generates diversified permutations in a systematic 
way without reference to the objective function. 

2.3   Improvement Method  

Each of the new trial solutions which are obtained from the diversification generation 
method or solution combination method is subjected to the improvement method. 
This method aims to enhance the quality of these solutions. In the paper, we take two 
versions of local search meta-heuristics to improve trial solutions. A long-term EO-
based improvement method is only applied to the best new trial solution, and a short-
term 2-opt local search is taken to enhance other new trial solutions. With the 
hybridization of these two local methods, it can get a compromise between solution 
quality and computational effort. For more detail of the 2-opt local search can be, 
please refer to [15]. 

EO is a new stochastic method which origins from the model of self-organized 
criticality (SOC) in ecosystems [11]. Evolution in this model is driven by a process 
where the weakest species in the population, together with its nearest neighbors is 
always forced to mutate. Boettcher and Percus [12] have adapted the evolutionary 
model of [11] to tackle hard problems in combinatorial optimization, calling their 
algorithm extremal optimization. The computational flow of EO can be described as 
follows: 

Step 1: Initialize a configuration S , and set SSbest = . 

Step 2: For the “current” configuration S  
 (a) Evaluate localized fitness iλ  for each variable ix , 

 (b) Find j  with ij λλ ≥  for all i , i.e., jx  has the worst localized fitness, 

 (c) Choose a  )(' SNS ∈  such that the “worst” jx  must change its state, 

 (d) If )()'( bestSCSC < , then set 'SSbest = , 

 (e) Accept 'SS ←  unconditionally. 
Step 3: Repeat at step 2 as long as desired. 
Step 4: Return bestS and )( bestSC . 

To improve performance and avoid a search based only on the forced mutation of 
the weakest species, they modified the basic EO algorithm introducing an adjustable 
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parameter so that the search could escape local optima [13]. This variation of the EO 
algorithm is called τ -EO and showed superior performance over the basic EO.  

In order to apply the τ -EO algorithm to solve the CVRP, we have given several 
new definitions on the species and localized fitness of the problem. The detailed 
discussion of applying EO algorithm is shown as follows. 

2.3.1   Species and Localized Fitness 
In the EO method, each variable is considered as one species and to each of them a 
localized fitness is assigned that represents the level of adaptability of that species. To 
solve the CVRP by the EO algorithm, each customer or dummy node (depot) of a 
solution can be seen as a node (species) of the CVRP tour, and then a localized fitness 
is assigned to each node. 

Let 1)(N1)(}{ +×+= NijdD  be the distance matrix, where ijd ( NjNi ,...,1,,..,1 == ) is 

the inter-customer distance between customer i  and customer j , and )1( +Nid  or 

iNd )1( + ( Ni ,..,1= ) represents the distance between customer i  and the depot. As-

suming ip  to be the length of the edge starting from node i  in a CVRP tour, the 

localized fitness of node i  is defined as: 
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2.3.2   EO Algorithm for CVRP 
Based on the definition of species and localized fitness, the improvement method with 
EO is proposed as follows: 

(1) The optimization process starts from a new trial solution obtained from the 
diversification generation method or solution combination method. Let bestS  

represent the best solution found so far, we set SSbest ←  initially. 

(2) To the current solution S , the localized fitness iλ  for each node 

( KNi +≤≤1 ) can be calculated by Equation (1). In our algorithm, the solution 
components (nodes) are ranked according to their localized fitness, using a rank 1=r  
for the worst nodes and KNr +=  for the best. A candidate node i  is chosen for 
mutation and confirmed with a probability: 

τ−= riP )(  (2) 

where r  is the localized fitness rank of node i , and the power-law exponentτ  is an 
adjustable parameter. How to choose a proper τ  is very important in the application 
of EO. Boettcher [13] demonstrates that a value )ln(/11~ n+τ  seems to work best by 

numerous experiments, where n  is the number of species in the solution. 
(3) For updating the state of the selected nodes, we construct the neighborhood 

)(SN  of solution S  by the 2-opt move [15]: construct new Hamilton cycles by 

deleting two edges and reconnecting the two resulting paths in a different way. Since 



 Hybrid Scatter Search with Extremal Optimization for Solving the CVRP 255 

the localized fitness of the selected nodes is expected to be updated, the 2-opt move 
must replace its forward-directed edge, and so there will be 1−+ KN  possible 
solutions. Being in the current state S , the random walker in our optimization 
dynamics chooses a new state 'S  which has μ th ‘good’ solution quality of its 

neighbors )(SN  by another power-law: 

α
μ μ −=)(P  ( )(1 SN≤≤ μ )     (3) 

Then accept 'SS ←  unconditionally, if )()'( bestSCSC < , set 'SSbest = , where 

)'(SC  is the total distance of the solution 'S .  

(4) Repeat the update step (2) until a given termination criterion is satisfied, which 
is either a certain number of iterations or a predefined amount of CPU time. 

(5) Return bestS  and )( bestSC  as the results, and bestS  is an improved trial 

solution for SS. 

2.4   Reference Update Method 

The reference set is a subset of both diverse and high-quality trial solutions. In the 
paper, the reference set, RefSet, consists of two subsets, RefSet1 and Refset2, of 
maximum size b1 and b2, respectively. The first subset contains the best quality 
solutions, while the second subset should be filled with solutions promoting diversity.  

Assume that the population of improved trial solutions at each generation is Pop . 
The construction of the initial RefSet1 starts with the selection of best b1 solutions 
from Pop . These solutions are added to the RefSet1 and deleted from Pop . 

After update the RefSet1, the b2 diverse solutions which are determined by distance 
between solutions ( δ ) are included in the RefSet2. The δ  can be calculated as 
follows: assume there are two solutions S  and 'S , the distance for these two 
solutions )',( SSδ can be obtained by counting the number of the same edges between 

them. For each solution S  in non- RefSet, the maximum δ , )(max Sδ  to the solutions 

in RefSet is calculated: 

)}',({max)(
'

max SSS
RefSetS

δδ
∈

=  (4) 

The 2b  solutions with the minimum )(max Sδ  is added to the RefSet2 and deleted 

from Pop .  

2.5   Subset Generation Method 

The subsets generation method consists of generating the subsets that will be used for 
creating new solutions with the solution combined method. In the paper, the method is 
organized to generate three different types of 2-elements subsets, which are shown as 
R1, R2, R3. The implementation of the subsets is explained as follows: 

R1 : Generated by pairs of solutions from the Refset1. 
R2: Generated by pairs of solutions from the Refset2. 
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R3: The first element of ith subset is the ith solution in the Refset1 and the second 
element is the ith solution of the Refset2.  

2.6   Solution CVombination Method 

This method uses each generated subset and combines the subset solutions, returning 
one or more trial solutions. In the paper, we take Insert-based crossover (IB_X) 
operator [5] as solution combination method.  

3   Computational Results and Comparison 

To illustrate the effectiveness of the hybrid method, a computational experiment  
was conducted on the instances from Vehicle Routing Data Sets (http://www. 
Branchandcut.org/VRP/data/) and the results were compared with those from GA 
with 2-opt [7] and those from DPSO-SA [8]. The algorithms are programmed in 
Borland C++ and run it on the Intel Pentium 2.4G with 256M RAM. The parameters 
values of SS-EO are defined as follows: maximum number of generations, population 
size and reference set size 21 ,bb  are set according to the problem scale, parameterτ  

of EO is set to 1+ )ln(/1 KN +  and parameter β  of EO is 3. EO sub-program was 
terminated whenever there was no improvement in 20 successive generations which 
enables a reduction in running time. Each instance is randomly performed 20 times 
for each algorithm.  

In order to illustrate the performance of EO, we design a hybrid SS-SA algorithm 
by incorporating SA-based local search into the SS template. Table 1 presents the 
computational performance of SS-EO and SS-SA. BKS is the best known solution so 

far,  *C is the best solution found by each algorithm, % is the percentage of average 
objective value of algorithms over BKS , and t is average CPU time on the Intel 
Pentium 2.4G with 256M RAM. It can be seen that the solution quality and running 
time of SS-EO are better than those of SS-SA, which shows that the EO we developed 
is a better local search method for solving the CVRP than SA. The hybrid SS-EO 
method can find BKS or near-BKS for many problem instances in a reasonable  
 

Table 1. Comparison results of SS-SA and SS-EO 

SS-SA SS-EO 
Problem BKS *C   % t *C  % t 

A-n33-k5 661 661 0 11.4 661 0 8.5 
A-n46-k7 914 914 0.91 53.9 914 0.65 32.5 
A-n60-k9 1354 1354 0.85 85.8 1354 0.76 61.4 
B-n35-k5 955 955 0.45 17.4 955 0.21 13.0 
B-n45-k5 751 751 0.92 36.9 751 0.78 29.7 
E-n51-k5 521 535 1.12 108.6 521 0.75 81.4 
E-n76-k7 682 688 1.56 185.7 682 1.35 149.8 
M-n101-k10 820 824 1.78 295.2 824 1.45 214.8 
P-n76-k4 593 598 2.32 165.8 598 1.56 109.3 
P-n101-k4 681 694 1.75 689.2 688 1.43 471.9 
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amount of computing time, which demonstrates the effectiveness and the global 
search property of the hybrid search, and the superiority of the average performance 
over 20 random runs shows that the hybrid optimization algorithm is very robust. 

Table 2 shows the comparison of SS-EO with other well-known algorithms from 
literature. The column labeled GA with 2-opt refers to the algorithm [7] and the 
DPSO-SA is the algorithm by Chen et.al [8]. From table 2, we can see that the 
solution quality of SS-EO is better than those got from GA with 2-opt and DPSO-SA, 
which demonstrates that the hybrid SS-EO algorithm is a competitive and effective 
approach for solving CVRP. 

Table 2.  Comparison of SS-EO with other algorithm 

Problem N  K  BKS GA with 2-opt DPSO-SA SS-EO 

A-n33-k5 32 5 661 661 661 661 
A-n46-k7 45 7 914 928 914 914 
A-n60-k9 59 9 1354 1360 1354 1354 
B-n35-k5 34 5 955 955 955 955 
B-n45-k5 44 5 751 762 751 751 
E-n51-k5 50 5 521 531 528 521 
E-n76-k7 75 7 682 697 688 682 
M-n101-k10 100 10 820 836 824 824 
P-n76-k4 75 4 593 605 602 598 
P-n101-k4 100 4 681 706 694 688 

4   Conclusion 

We have developed a new hybrid method by combining scatter search with extremal 
optimization to solve the capacitated vehicle routing problem. This hybrid method 
combines the advantages of two algorithms and mitigates the disadvantages of them. 
The performance of the SS-EO algorithm is evaluated in comparison with results 
obtained from other authors’ algorithms for a number of benchmark instances, and the 
results show that the new algorithm is very effective and efficient. It can find optima 
for most test problems and has high quality solutions for almost all test problems in a 
reasonable running time. The proposed approach is also suitable for other problems, 
especially suitable for discrete optimization problems. Research on applying the 
proposed approach to other combinatorial optimization problems should be an 
interesting subject.  
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Abstract. For a web-based dynamic learning environment, personalized sup-
port for learners becomes more important. In order to achieve optimal effi-
ciency in a learning process, individual learner's cognitive learning style should 
be taken into account. It is necessary to provide learners with an individualized 
learning support system. In this paper, a framework of web learning system 
based on genetic algorithm and Pervasive Agent Ontology is presented. The 
proposed framework utilizes genetic algorithm for representing and extracting a 
dynamic learning process and learning pattern to support students' deep learning 
in web-based learning environment. Aiming at the problems in current Web en-
vironment, we put forward the information integration method of Semantic 
Web based on Pervasive Agent Ontology (SWPAO method), which will inte-
grate, analyze and process enormous web information and extract answers for 
students on the basis of semantics. And experiments do prove that it is feasible 
to use the method to develop an individual Web-based learning system, which 
is valuable for further study in more depth. 

1   Introduction 

The need for providing learners with web-based learning content that match their 
accessibility needs and preferences, as well as providing ways to match learning  
content to user's devices has been identified as an important issue in accessible educa-
tional environment. For a web-based open and dynamic learning environment,  
personalized support for learners becomes more important [1]. In order to achieve 
optimal efficiency in a learning process, individual learner's cognitive learning style 
should be taken into account. Due to different types of learners, it is necessary to 
provide them with an individualized learning support system.  

With the popularization of the Internet and increasingly diverse online information, 
some search engines such as Google, Yahoo, Baidu have gradually become a part of 
people’s life. However the traditional search engine has many limitations, for in-
stance, it returns a lot of relative web pages rather than accurate answers. In addition, 
it only regards keywords as index without relating to semantic information, making it 
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difficult to really understand what the user intends to do. In the Web learning system, 
users could use sentences in daily life to raise questions and the system will return 
answers to users directly after analyzing and comprehending these questions. There-
fore, the Web learning system better satisfies the requirements of users. The data in 
web has the features of semi-structure, isomerism and distributivity. Blocking these 
features and providing uniform model for users are the key questions of web informa-
tion integration. However, the inherent features of isomerism, distributivity, growth 
and variation of the data in internet determine that the structural method is not adapt-
able to web information integration. With the vigorously generalization of semantic 
web by W3C, semantics oriented web information integrating method has been the 
major point of the research on web information integration technology [2]. One com-
mon semantic model must be offered to solve the problem of semantic isomerism in 
semantics oriented web information integration, which is a platform independent 
model to block semantic isomerism among web information. As “the set of concep-
tions and relations among conceptions in specific domain” [3], ontology could effi-
ciently express the general knowledge in specific domain, which is adaptable to be the 
common semantic model of semantics oriented web information integration. 

In recent years, ontology arouses widespread concern in the artificial intelligence 
domain and it has been applied extensively [4]. Adopting ontology knowledge base in 
QA could better indicate the inherent relations among knowledge, rationalize knowl-
edge organizations, reduce redundant memories and help to extract answers based on 
semantics. In many web information integration applications which use enquiry-
driven integration mode [5] facing to information sources of multiple domains [6], the 
enquiries of users usually cover many information sources. Therefore, users usually 
expect to search their interested information based on only one special ontology with-
out caring for answers received from which information sources or through what kind 
of processing. To meet this demand, a general ontology should be constructed based 
on local domain ontology, which is called Pervasive Agent Ontology (PAO for short). 
Pervasive Agent Ontology and local ontology should operate mutually through shared 
lexical collection, and they should be of mapping relations. On such basis, we put 
forward the information integrated method of Semantic Web based on Pervasive 
Agent Ontology, SWPAO method for short. 

2   System Components Architecture 

As a contribution to the former Systems Components layer 3, five processes are iden-
tified instead of four in the original specification: learner entity, evaluation, coach, 
delivery process, and University. Also, there are two repositories: learner records and 
learning resources. First of all, the university process is considered because it biases 
onto educational system in a direct way. Wherefore, the coach process has been di-
vided into two tasks: coach and virtual coach, because this process has to adapt to the 
learners’ individual needs. During the learning process some decisions about se-
quence, quizzes, and activities can be manually made for the coach and others can be 
automatically fulfilled for the virtual coach. 

Briefly, the overall operation has the following form: (1) Learner information as-
sessment. This new operation collects information about the behavior of the student 
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along the course, e.g., trajectory, spending time, nomadicity, and navigation. This 
information is stored into learner records via components. (2) Evaluation of the 
learner based upon multimedia interactions context. (3) Elicitation of assessments and 
learner information stemmed from the evaluations. (4) Personalized learning pattern 
based on genetic algorithm. (5) Organization of a learner history database regarding 
to: keyboard clicks, mouse clicks, voice responses, choices, written responses, and 
many details more. (6) Query support to the coach in order to review the learner’s 
assessment and learner information, such as: preferences, past performance history, 
and future learning objectives. (7) Information integration of Semantic Web based on 
Pervasive Agent Ontology. (8) Seeking learning resources, via query and catalog info, 
for appropriate learning content demanded by coach and virtual coach. (9) Extraction 
of locators from the available catalog info by Coach and virtual coach in order to send 
them to the delivery process, e.g., a lesson plan or references to contents. (10) Answer 
extraction based on Pervasive Agent Ontology. 

3   Personalized Learning Pattern Based on Genetic Algorithm 

Generated courseware tailor a courseware to each learner based on answers to a pre-
test before at the start of the learning course unit. Generated coursewares are helpful 
to individual learners for performing more efficient learning specially when learners 
have different needs, varying desires, and different levels of knowledge background. 
The details of the proposed genetic-based curriculum sequence scheme are presented 
in the next subsection. 

Genetic algorithm only needs to appraise chromosome produced by the system, 
choose the chromosome by adaptive value, and then give more multiplication chances 
for more adaptive chromosome. The theory basis of genetic algorithm is binary ex-
pression of genetic algorithm and implication of the pattern. The pattern is the tem-
plate to explain the comparability between chromosomes [7]. Let's suppose that at the 
time step t, a specific mode s contains m origin parameter in group P(t). Firstly, we 
don’t consider crossing and variant operation. According to the adaptive value of the 
cause parameter, every origin parameter gets different duplication probability. The 
duplication probability of  the origin parameter i is : 

 
(1) 

Then in the group P(t+1), the expected value of the mode s is: 

 

(2) 

Among them, )(sf  indicating the average value of all origin parameter about 
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Suppose, the average value of all individual adaptation value about P(t) is: 

 
(3) 

Then formula (2) may be expressed as: 

 
(4) 

If the adaptive value of the mode is fc)1( + , in which c is a constant, then for-

mula (4) can be: 

 

(5) 

Formula (5) indicates that above the average adaptation value, the pattern can be 
duplicated. The duplication result has not produced the new mode. Thus, we need to 
use crossed and variant operation. Let's suppose that the nondestructive probability of 
mode s is p, then: 

 (6) 

If the crossed probability is pc, then the probability that s can’t be destroyed is : 

 (7) 

Therefore, formula (4) may be represented as: 

 
(8) 

In the proposed mutation operation, two randomly selected genes (learning pattern) 
in an individual are forced to exchange the gene to each other under probability deci-
sion. The proposed mutation operation is similar to the mutation operation of swap-
ping two-points implemented in the standard genetic algorithm. The only difference is 
that the binary-coded scheme is employed in the standard genetic algorithm, but the 
integer-coded scheme was employed to represent an individual string, i.e. a potential 
solution for the genetic algorithm, in the study. This scheme can avoid generating 
illegal learning paths mentioned in the previous subsection. The mutation operation 
can evolve some new individuals that might not be produced by the operations of 
reproduction and crossover to avoid that the solution traps into the local optimum. 
Generally, a low probability of mutation can guarantee the convergence of genetic 
algorithm, but it may lead to poor quality solution. By contrast, a high probability of 
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mutation may lead to the phenomenon of random walk in the genetic algorithm, thus 
reducing convergence speed. 

The extracted learning pattern needs to be sheared. The aim of applying genetic algo-
rithm for learning pattern shearing is to select a small amount of unique learning pattern 
from the mass learning pattern extracted from the former stage. The group is randomly 
initialized by the learning pattern base extracted from the former stage. At first, a group 
composed of N chromosome sets is generated. Every chromosome string is assessed and 
classified by the degree of matching at the same time. A half chromosome strings with 
the highest the degrees of matching are chosen as parents in current group. Then the 
child string is generated from their parents using one point interaction and the child 
string has the variation application to keep variation in the last chromosome. The ge-
netic operation is repeatedly operated on the different subsequent generations. 

We adopt the genetic algorithm to extract learning pattern from the system. We 
also compared these learning patterns extracted by this method with the learning pat-
terns from original neural network [8] and C4.5 decision tree [9]. The comparison 
shows that the method is effective. In this paper we use the algorithm to mine the 
learning pattern of every student. The example sets of this question contain 160 ex-
amples. In every experiment, we used test set to test the learning pattern set extracted 
by C4.5 decision tree, original neural network, and the learning pattern set extracted 
from the genetic algorithm. The results are listed in Table 1. In this table, the “fidelity 
of the method” represents the proportion of testing examples in the testing set, and the 
testing examples are those which having the same results for the original neural net-
work and the extracting method based on genetic algorithm. 

Table 1. Comparing experimental result of different method 

precision NO. 

C4.5(%) original neural network 

(%) 

the method in this paper 

(%) 

fidelity of the method 

(%) 

1 80.5 91.2 95.7 96.7 

2 76.3 85.8 89.1 93.6 

3 72.8 93.1 86.5 90.4 

4 83.6 95.4 97.9 96.3 

average 78.3 91.4 92.3 94.2 

From Table 1, the mode of neural network has higher precision, because the train-
ing set offered to neural network and C4.5 decision tree has noise, whereas the algo-
rithm in this paper has good ability of generalization and noise tolerance. 

4   Answer Extraction Based on Pervasive Agent Ontology 

After analyzing the questions presented by users, some entities and their attributes or 
entity-entity pair will be received, and these results will be submitted to answer ex-
traction module. First of all, the entity is mapped on the corresponding catalogue in 
class hierarchy of ontology knowledge base. In the following, find out this entity in 
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all corresponding entities of this catalogue, and then search the attribute value needed. 
If corresponding catalogue is searched instead of the entity, it is necessary to trace 
back to father catalogue and find out whether having the attribute or not. If having it, 
the attribute value should be returned. If not, it is necessary to trace back again  
until to the direct subclass of abstract class. As to the <entity, entity> which shows  
the relation of conceptions, we have to find out whether its corresponding catalogues 
have relations. If existing, relation value should be returned. Otherwise, we have  
to search whether father catalogues have relations. If having, relation value should  
be returned. If not, it is necessary to continue tracing back until to the common ances-
tor class. 

We resort to SPAROL language and Jena inference engine to search for answers. 
Jena inference engine provides perfect support for ontology modeling, operation and 
inference and other relative activities. SPAROL language is an ontology searching 
language recommended by W3C, which uses the searching form of SQL sentences. 
SPARQL language offers the function of ontology enquiry. In ontology, all knowl-
edge is in form of triplet (<subject, property, object>). SPAPQL only searches the 
triplet saved in ontology library, without the function of inference. Therefore, we 
embed SPARQL enquiry into Jena inference engine to get implied triplet by infer-
ence, and then return the answers to users. The inference of Jena is based on rules. Its 
configurations include OWL otology inference engine OWLReasoner and TDFS 
ontology inference engine RDFSReasoner, etc, and its inference rule is implicated in 
the rule documents which confine attributes and relations. Jena supports forward 
engine inference, backward engine inference and promiscuous mode inference. Under 
promiscuous mode, forward engine use forward rules to carry on matching inference 
on raw data. The data inferred will be stored in an internal deductive database, and the 
forward rules which assert new backward rules will deliver the rules deducted by the 
rules tied by forward variable to backward engine. Then, backward engine will adopt 
the combination of initial forward rules and new generated rules to apply on raw and 
deductive data in order to put out final results. 

The advantage of adopting promiscuous inference mode is that backward rules 
only work on current relative data set which will obtain greater performance. For 
example, SubPropertyOf restriction implemented by using RDFS rules in one infer-
ence could use the following rules: [(? a? q? b) <-(?p Rdfs:subPropertyOf ?q), (?a ?p 
?b)]. Every target should be matched with the head of the rule, so every enquiry will 
activate a dynamic test: whether sub-attribute of the current attribute search is existed. 
Oppositely, mixing rules: [(?p Rdfs:subPropertyOf ?q), Not Equal(?p,?q)->[(?a ?q 
?b)<-(?a ?p ?b)]] will preprocess all sub-attribute relations and store them in a simple 
rules chain, which will be activated only by finding out an attribute with sub-attribute. 
If not, there is no enquiry time of head for this rule. 

We resort to OWLReasoner to alter and redefine the needed rules on the basis of 
Jena’s original rules document, and to infer by promiscuous mode. Figure 1 is one 
example of ontology part, which illustrates that a triplet exists in ontology base <male 
disease consulting center, treat, acute protatitis >, <Professor Wang, belongto, male  
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Professor Wang 

Venereal disease-related 
prostatitis 

specializein 

male disease 
consulting center

belongto

acute prostatitis

treat 

 

Fig. 1. Example of inference in ontology 

disease consulting center> and <Professor Wang, specializein, venereal disease-
related prostatitis>. However, the triplet <Professor Wang, specializein, acute prosta-
titis > is not existed in ontology base, which will be received by inference. 

The following rules will be defined in rules document: 

[rule1: (?A pre: treat? C), (? B pre: belongto? A) -> (? B pre: Specializein? C)] 
The experimental results are: 
Professor Wang specialize in acute prostatitis 
Professor Wang specialize in venereal disease-related prostatitis 

5   Conclusion 

Our primary goal is to provide an adaptive learning support environment that will 
effectively accommodate a wide variety of students with different skills, background, 
and cognitive learning styles. The web offers dynamic and open learning environ-
ment. Based on the student-centered philosophy, personalization and adaptation are 
the important features for the individual Web-based learning environment and system. 

In this paper a framework of individual web-based learning system is presented by 
focusing on learner’s cognitive learning process, learning pattern and activities, as 
well as the technology support needed. The proposed framework utilizes genetic algo-
rithm for representing and extracting dynamic learning process and learning pattern to 
support students' deep learning, efficient tutoring and collaboration in web-based 
learning environment. We adopt the genetic algorithm to extract learning pattern from 
the system. We also compared these learning patterns extracted by this method with 
the learning patterns from original neural network and C4.5 decision tree. From Table 
1, the mode of neural network has higher precision, because the training set offered to 
neural network and C4.5 decision tree has noise, whereas the algorithm in this paper 
has the best ability of generalization and noise tolerance. In addition, we present the 
structural model of web-based learning system by applying Pervasive Agent Ontol-
ogy, and from which we adopt OWL language to describe domain ontology knowl-
edge and uses Jena inference engine to infer and extract answers.  And experiments 
do prove that it is feasible to use the method to develop an individual Web-based 
learning system, which is valuable for further study in more depth. 
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Abstract. User fatigue problem in traditional interactive genetic algo-
rithms restricts its population size. It is necessary to maintain a large
population size to optimize complicated problems. We present a large
population size interactive genetic algorithm with individuals’ fitness not
assigned by user in this paper. The algorithm divides the population into
several clusters, and the maximum number of clusters is changeable with
the evolution and distribution of the population. The user only evaluates
a center individual in each cluster and others’ fitness is estimated based
on these ones. In addition, to assign a center individual’s fitness, we
record the time when the user evaluates it satisfactory or unsatisfactory
according to his/her sensitiveness, and its fitness is automatically cal-
culated based on the time. Finally, we apply the proposed algorithm to
the one-max problem, and compare it with traditional interactive genetic
algorithms. The experimental results validate its efficiency.

Keywords: Optimization; genetic algorithm; interactive genetic algo-
rithm; cluster; user fatigue.

1 Introduction

Interactive genetic algorithms (IGAs), proposed in mid 1980s, are effective meth-
ods to solve optimization problems with implicit or fuzzy indices [1]. Involving
human’s intelligence the fitness of individuals is assigned by human rather than
a function which is difficult or even impossible to express explicitly. IGAs have
applied successfully in many fields, such as face indication [2], fashion design [3],
music composition [4], hearing aid fitting [5], and so on.

IGAs, different from GAs requiring hundreds of generations and a large pop-
ulation size to obtain the expectant performance, often have small population
size and few evolutionary generations [6]. Thus, to improve performance of IGAs
could start with breaking the limitation of population size. In fact some re-
searchers have employed large population to evolve [7][8]. They classified large
population size into several clusters based on K-means clustering, and user eval-
uated the centers of these clusters. Other individuals were estimated based on
� This work was supported by NSFC grant No.60775044 and Program for New Century
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their similarities to their centers. But it is difficult to determine an appropriate
value of the key parameter K in advance. In addition these approaches only use
a cluster’s center to evaluate individuals in the same cluster without employing
the information of the individuals belonging to different clusters. Therefore, we
present a clustering method that makes full use of information of the population
and the number of clusters is changeable with the distribution of a population.
Except the center individuals evaluated by user, the rests are estimated by the
system automatically fully utilizing the information of center individuals.

There are many approaches to alleviate user fatigue in IGAs, but few re-
searchers adopt an appropriate value to express an individual’s fitness. Based on
uncertain and fuzzy cognition of human on an individual, Gong et al. adopted
interval numbers to express fitness [9], lightening a burden resulting from eval-
uating an individual. While, the user still has to give two values of endpoints
to each individual. An eye-tracking device was applied to measure human pref-
erence and to obtain individuals’ fitness [10]. It can effectively alleviate user
fatigue, but an eye-tracker is still expensive and hardly popularized. In this pa-
per, we adopt a novel evaluation method that user only evaluates an individual
satisfactory or unsatisfactory. Considering a user’s different sensitiveness to the
beautiful and the ugly, we can record the time spent by the user in evaluat-
ing an individual, and the fitness is calculated automatically according to the
user’s evaluation and the time. Without assigning the fitness directly by user
and, adopting the clustering method can alleviate user fatigue and improve the
performance of IGAs. The following section presents the proposed algorithm in
detail.

2 Large Population Size IGAs with Individuals’ Fitness
Not Assigned by User (LPS-IGAs-IFNAU)

2.1 Ideas of Large Population Size in IGAs

Denote a population in the t-th generation as x(t) with its population size Ni.
Assume that x(t) can be divided into Nc(t) clusters and Nc(t) ≤ Nmaxc(t), where
Nmaxc(t) is the allowable maximum number of clusters in the t-th generation.
The genotype of an individual xi(t) can be expressed as xi1xi2 . . . xiNg , where
xim(m = 1, 2, . . . , Ng) is a gene meaning unit [11]. Using a distance measure
based on gene meaning units a large population is divided into several clusters.
The similarity degree of xi(t) and xj(t) is calculated as follows.

α(xi(t), xj(t)) =
1
Ng

Ng∑
m=1

αm(xi(t), xj(t)) . (1)

where

αm(xi(t), xj(t)) =
{

1 if xim = xjm ,
0 others .

If α(xi(t), xj(t)) ≥ α0, we consider that xi(t) and xj(t) belong to the same
cluster, where α0 ∈ (0, 1] is a threshold reflecting the degree of similarity.
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The following shows the process of clustering. Firstly randomly choose an in-
dividual xi(t), then looking for all individuals xj(t)(j = 1, 2, . . . , Ni, j �= i) satis-
fying α(xi(t), xj(t)) ≥ α0, and obtain the first cluster denoted as {c1(t)}, namely
{c1(t)} = {xj(t)|α(xi(t), xj(t)) ≥ α0, xj(t) ∈ x(t)}. If denote c1(t) as {c1(t)}’s
center, we have c1(t) = xi(t). After that let x(t) ← x(t) \ {c1(t)}, and randomly
choose another individual, perform the same process as the above to obtain the
second cluster {c2(t)}, . . . , until x(t) has no individual or Nc(t) = Nmaxc(t).
During clustering, when Nc(t) = Nmaxc(t)− 1 and x(t) still has individuals not
being clustered, we will put all the rest into the Nmaxc-th cluster.

After clustering x(t) is divided into {c1(t)}, {c2(t)}, . . . , {cNc(t)(t)}, and re-
spectively their centers are c1(t), c2(t),. . . ,cNc(t)(t), which are evaluated by user.
Nmaxc as an important parameter in clustering should be set reasonably. We
expect that Nmaxc is related to the distribution of individuals in x(t); the more
even the individuals’ distribution is, the larger Nmaxc is. What’s more, in the
later phase of evolution we expect good convergence of a population, which re-
quires fewer clusters, namely the smaller Nmaxc. In order to reflect its features,
firstly denote a function SD(t) as the similarity degree of individuals in x(t).

SD(t) =
2

Ni(Ni − 1)

Ni−1∑
i=1

Ni∑
j=i+1

α(xi(t), xj(t)) . (2)

It is easy to obtain that SD(t) ∈ [0, 1]. The more similar the individuals are in
x(t), the closer SD(t) approaches to 1, and x(t) should be divided into fewer
clusters. The allowable maximum number of clusters in the t-th generation is
computed as follows.

Nmaxc(t) = �Nmaxd − t · SD(t) · e− t
Tmax � . (3)

Where Nmaxd is the largest number of individuals displayed through human-
computer interface, which is often the population size of traditional interactive
genetic algorithms (TIGAs), Tmax is the allowable maximum evolutionary gen-
erations and, �·� is the upper integer function. In order to make sure Nmaxc be
positive, t · SD(t) · e−

t
Tmax < Nmaxd should be met. And we can get

t · SD(t) · e− t
Tmax ≤ Tmax · SD(Tmax) · e−1 ≤ Tmax · e−1 .

Therefore to meet the constraint condition, the inequality Tmax · e−1 < Nmaxd

should be met, namely Tmax < e ·Nmaxd.

2.2 Strategies to Obtain the Fitness of Clusters’ Center Individuals

A simple approach to evaluation is adopted; the user only gives either a satisfac-
tory or unsatisfactory reaction to each individual presented in a certain sequence
based on his/her sensibility. For an individual, the more the user prefers it, the
less time he/she spends to evaluate it, thus the greater its fitness should be.
Similarly, the more the user dislikes an individual, the less time spent by user
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choosing, hence the smaller its fitness should be. Based on these, we can obtain
an individual’s fitness through a map from time space to fitness space.

Let T (x(t)) be the time when the evolutionary system displays a population
to user and, Ss(t) and Su(t) are satisfactory set and unsatisfactory set respec-
tively. Individuals discussed in this subsection are center individuals (ci(t), i =
1, 2, . . . , Nc(t)). Denote the time when ci(t) is stored in Ss(t) or Su(t) as T (ci(t)).
Thus human spends T (ci(t))− T (x(t)) in evaluating ci(t). In order to calculate
the fitness, denote a scalar g(ci(t)). For ci(t) in Ss(t),

g(ci(t)) = max
ck(t)∈Ss(t)

T (ck(t))−T (ci(t))+ max
cj(t)∈Su(t)

T (cj(t))− min
cj(t)∈Su(t)

T (cj(t)) .

(4)
And for ci(t) in Su(t),

g(ci(t)) = T (ci(t))− min
cj(t)∈Su(t)

T (cj(t)) . (5)

If the fitness of individuals is confined to the range of [fmin, fmax], the fitness of
ci(t) is calculated as follows:

f(ci(t)) = fmin + (fmax − fmin) ·
g(ci(t))
h(t)

. (6)

where

h(t) = max
ck(t)∈Ss(t)

T (ck(t)) − min
ck(t)∈Ss(t)

T (ck(t)) + max
cj(t)∈Su(t)

T (cj(t))

− min
cj(t)∈Su(t)

T (cj(t)) .
(7)

An interest phenomenon is that T (x(t)) is absent in (4) to (7), that is to say,
in order to calculate an individual’s fitness, we only require the time when an
individual is stored in the satisfactory or the unsatisfactory set. The order of
evaluation is important for the method, whereas it is not difficult on condition
that we obey the cognitive law. If we violate the general cognitive law and choose
an individual in stochastic order, the algorithm will not work.

2.3 Strategies to Obtain the Fitness of Other Individuals

After clustering, it can be seen that the individuals in different clusters may be
similar. Thus, other individuals’ fitness could be estimated through the similar
center individuals.

Assume an individual xj(t) and its estimated fitness is f̂(xj(t)). Among all cen-
ter individuals searching for center individuals ci(t) satisfyingα(ci(t), xj(t)) ≥ α0,
where i = 1, 2, . . . , Nc(t). Denote ncj as the number of ci(t) satisfying the inequal-
ity. And f̂(xj(t)) can be estimated as follows.

f̂(xj(t)) =
1
ncj

∑
i

f(ci(t)), {ci(t)|α(ci(t), xj(t)) ≥ α0} . (8)
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2.4 Genetic Operations

Selection Operator. We adopt tournament selection for its advantages [12]
with tournament size of two. Two individuals are chosen at random from the
population, and the better one is chosen based on fitness.

Crossover Scheme. In order to generate high quality offspring, the two indi-
viduals to perform crossover operation should not be similar. Randomly choose
two individuals, e.g. xm(t) and xn(t), and check out them to make sure they
meet α(xm(t), xn(t)) < α0. In addition the crossover point is randomly cho-
sen following the principle: the exchanged segments of the two parents are not
identical. We will choose another crossover point until it meets the principle.

3 Applications in the One-Max Optimization Problem

3.1 Description of the One-Max Problem

In order to verify its efficiency, the proposed algorithm is applied in the one-max
problem which is borrowed from [13]. The one-max optimization problem is a
simple problem consisting in maximizing the number of 1s of a bit-string. The
goal of the one-max problem is to converge to the white color with its RGB
values being (255,255,255). In this paper we only use brightness (M1) in [13] as
the similarity criteria: M1(R,G,B) = R + G + B.

3.2 Parameter Settings

We have developed the color evolutionary optimization system based on LPS-
IGAs-IFNAU by Visual Basic 6.0. The interface is as shown in Fig. 1. The
individuals shown to the user are RGB colors, and each individuals genotype is
encoded as a binary string of 24 bits, with 8 bits each for red, green and blue,
and each 8 bits binary string indicate a decimal number within [0, 255]. In order
to apply the proposed method of subsection 2.1, we have modified the similarity
measure function which is described as follows. For two individuals xi(t) and
xj(t), their RGB values are (Ri, Gi, Bi) and (Rj , Gj , Bj) respectively.

α(xi(t), xj(t)) =
255× 3− (|Ri −Rj |+ |Gi −Gj |+ |Bi −Bj |)

255× 3
. (9)

The goal of the experiment is to find the white color with RGB values being
(255,255,255), but as we know, the ability of users to distinguish different colors
is not same [13]. Therefore we ease the restriction of white, namely if M1 ≥
245 + 245 + 245 = 735, we consider that the white color is found. Table 1 shows
the parameter settings. Tmax is the other terminative criterion. As deduced in
subsection 2.1, Tmax should satisfy Tmax < 2.72× 12 ≈ 32.

In order to compare the performance of LPS-IGAs-IFNAU and TIGAs, an-
other color evolutionary optimization system based on TIGAs has been de-
veloped where individuals’ fitness is directly assigned by the user. In TIGAs
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Fig. 1. Screenshot of interactive one-max problem based on LPS-IGAs-IFNAU

Ni = Nmaxd = 12. The same parameter settings as Table 1 presented and the
elitist strategy are used in the system. For two individuals with the same geno-
type, if the user marks the one, the other’s fitness, equaling to the first one’s,
will be automatically obtained by the program. Five volunteers with no experi-
ence on evolutionary methods and without understanding the mechanism behind
evolutionary programs perform these experiments, and for each algorithm each
person conducts 5 independent runs.

Table 1. Parameter settings

Parameter Value Parameter Value

Ni 200 fmin 0
Nmaxd 12 fmax 100
pc 0.7 α0 0.87
pm 0.04 Tmax 20

3.3 Results

Table 2 presents the experimental results of all 25 runs in summarized form. The
last row shows the advantages of LPS-IGAs-IFNAU. It can be seen from Table
2 that both the algorithms can achieve the goal, but LPS-IGAs-IFNAU has over
twice the success rate than TIGAs. Time-consuming of LPS-IGAs-IFNAU is
approximate 3 times faster. Also employing the large population size does not
increase the number of individuals being evaluated by user.

Table 3 presents the comparison of the effective runs which indicate the runs
where the algorithms can achieve the goal. Having been shown as Table 2, there
are 19 effective runs in LPS-IGAs-IFNAU and there are only 9 runs in TIGAs.
The number of generations required by LPS-IGAs-IFNAU is a little more than
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Table 2. Performance comparison of all 25 runs

Algorithm Genera-
tions

Time-consuming
(m’s”)

NO. of individuals be-
ing evaluated by user

Success rate to
find the goal

LPS-IGAs-IFNAU 14 2’52” 117 76% (19/25)

TIGAs 16 7’48” 198 36% (9/25)

Speedup 1.14 2.72 1.69 2.11

Table 3. Performance comparison of effective runs

Algorithm Genera-
tions

Time to
converge
(m’s”)

NO. of individ-
uals being eval-
uated by user

Time-consuming
per generation
(s)

Time-consuming
per individual
(s)

LPS-IGAs-
IFNAU

13 2’44” 107 12.6 1.53

TIGAs 10 4’31” 117 27.1 2.32

Speedup 0.77 1.65 1.09 2.15 1.52

that by TIGAs, but the convergent time of LPS-IGAs-IFNAU is shorter, because
of its small time-consuming per generation. In addition, the time-consuming per
individual by LPS-IGAs-IFNAU also shows its advantages.

Employing large population size without increasing user’s burden of evalua-
tion, the number of individuals being searched is much larger (Ni/Nmaxd ≈ 17)
than that in TIGAs. And it drives the algorithm to have more opportunities to
find the satisfactory individuals than TIGAs. Considering the evaluation mode
by user, the traditional method is not conform to the user’s cognition particu-
larly resulting in user fatigue. For the fuzzy of user’s cognition, it is much easy to
make an alternative choice for the user. And the results show that our algorithm
is able to effectively alleviate the user fatigue and has better performance, such
as convergence and rapidity, than TIGAs. The consensus of five volunteers is
that the assignment method and the strategy of changeable number of colors in
LPS-IGAs-IFNAU are very useful. Although more generations are needed, the
evaluation process is very simple, and during the evaluation the users are relaxed
without mental burden.

4 Conclusions

The aim of the proposed algorithm is to alleviate user fatigue and to improve
IGA’s performance, and the experimental results show its advantages.

The number of clusters decreases during the evolution. Especially at the latter
stage of the evolution resulting from the elitist strategy, some individual always
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maintains the best but is not the desired one. Other individuals belonging to
its cluster have few opportunity to be presented to the user, among which there
may be the desired one. Therefore it is reasonable to divide the evolutionary
process into several stages, and the population in different stages has different
population size. What’s more, resulting from the clustering method, individuals
in the Nmax(t)-th cluster may not be similar to the center individual, and how
to deal with the cluster more reasonably is our future research.
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Abstract. This paper presents a proposal based in an Evolutionary
algorithm for imputing missing observations in Time Series. A genetic
algorithm based on the minimization of an error function derived from
their autocorrelation function, mean and variance, is presented.

All methodological aspects of the genetic structure are presented. An
extended explanation of the design of the Fitness Function is provided.
Four application examples are provided and solved by the proposed
method.

1 Introduction and Motivation

During the last 50 years, both financial and biological Time Series have been
recognized as complex prediction cases because they may contain missing obser-
vations. This data loss is an important problem for univariate time series analysis
since most of available estimation methods does not provide suitable results.

An evolutionary structure is proposed for imputing missing observations in
time series since it is an efficient computational intelligence tool that provides
a fast exploration of the search space. To do so, a multi-criteria fitness function
extracted from the autocorrelation, mean and variance of the series is minimized.

The scope of this work is to impute missing observations to an incomplete
time series by using an evolutive structure without generality loss. It means that
original properties of available data are not changed when the estimated data is
imputed on. Four application examples are solved by using this proposal.

2 Autocovariance and Autocorrelation Functions

In a time series context, the most important order statistics to construct optimal
models as ARIMA, ARCH and GARCH are the Mean, Variance and Autocor-
relation functions of the process. First, some useful definitions are given below.

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 275–283, 2008.
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Definition 1. A Time Series is a set of observations xt, each one being recorded
at a specific time t. A time series model for the observed data {xt} is a specifica-
tion of joint distribution (or possibly the means and covariances) of a sequence
of random variables {Xt} for which {xt} is postulated to be a realization.

The Sample Autocovariance and Sample Autocorrelation of the series are useful
statistics to estimate most of the linear models as ARIMA, ARCH and GARCH.
They are linear distances between the measured variable at a specific time {xt}
to itself at a lag h, {xt+h}.

Definition 2. The sample Autocovariance function γ̂(h) is:

γ̂(h) =
n−|h|∑
t=1

(xt+|h| − x)(xt − x)
n

, −n < h < n (1)

Definition 3. The sample Autocorrelation function ρ̂(h) is:

ρ̂(h) =
γ̂(h)
γ̂(0)

, −n < h < n (2)

For further information see Graybill & Mood in [1], Wilks in [2], Huber in [3],
Grimmet in [4], Ross in [5] and Brockwell & Davis in [6].

As always, these definitions are based on a strong supposition about the se-
ries: The time series does not contain missing observations. When one or more
observations are lost, they are not sufficient statistics, causing bias of the real
properties of the series and misrepresentation problems.

3 Genetic Structure

The selected strategy to find missing data on a multi-criterion context is an
evolutionary algorithm based on a genetic structure. There are a vast amount of
bibliography in evolutionary optimization, but this work is focused in designing
a suitable fitness function based on available data and their statistical properties.

3.1 Fitness Function Operator

Suppose that in a time series vector {xt} m missing observations exist located
by an index vector v, where 1 � v � n. A vector of estimates of these missing
observations is called {yt}, where yt = 0 when t /∈ v and yt = xj when t ∈ v, xj

is the jth element of yt, 1 � j � m located in the vth position. By using these
two vectors it is possible to complete the series namely {x̂t}:

xt + yt = x̂t (3)

Now, the principal issue is to find a vector yt which does not change the
available data properties. To that effect, Autocorrelation Function, Mean and
Variance of the available data are used for constructing the fitness function.
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Remark 1. γ̂(h) is not calculable if there are missing data, so the selected strat-
egy is to use a subset of xt which is their largest and recent subset, that is:

γ̂(h)l =
n2−|h|∑
t=n1

(xt+|h| − x)(xt − x)
n

, (n1+n2) < h < (n2−n1), n1, n2 ∈ T (4)

Where n1 and n2 are the lower and upper bounds of the index t and γ̂(h)l is the
autocorrelation of the largest and recent complete subset of xt, denoted by l.

Remark 2. The mean and variance used to construct the fitness function are
obtained by removing the missing data from the original series, and then a vector
{xi} of size n−m× 1 is defined as follows.

xa =
n−m∑
i=1

xi

n−m
(5)

Var(xa) =
n−m∑
i=1

(xi − xl)2

n−m− 1
(6)

Where xa and Var(xa) are the mean and variance of the available dataset.

Thus, the main goal is to find an evolutionary estimate of the m missing obser-
vations that does not change its γ̂(h)l, xa and Var(xa) statistics. Now the fitness
function F can be expressed as:

F =
H∑

h=1

[∣∣ ρ̂(h)l − ρ̂(h)
∣∣]+ | xa − x |+ | Var(xa)−Var(x) | (7)

Therefore, the principal objective of the genetic structure is to minimize F .

3.2 Individuals, Population Size and Number of Generations

An Individual is defined as a chromosome of size m, where each gen or cell is a
missing observation indexed in the vth position of yt.

The population size is defined by two values: The m missing values and a
pre-selected k number of individuals, creating a matrix called P g

k,m where g is
the Generation index. Usually, the size of k impacts their efficiency directly.

The generation index g is a genetic operator which is used as stop criterion.
In this paper, the maximum number of generations is defined as G.

3.3 Population Random Generator

The selected Random Generator is called Rj . The original pdf of the series
without missing data {xi} can be used as a random number generator, but in
practice, the uniform generator which is presented next, exhibits better results:

Rj(a, b) = a + rj(b − a)I[0,1](rj) (8)

Law and Kelton (See [7]) do an important discussion about pseudo-randomly
number generation showing the uniform generator as a proper method to simu-
late variables. Therefore it is possible to use it instead of the sample distribution.
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3.4 Mutation and Crossover Operators

– The selected Mutation strategy is described below:
1. Select a random position for each orderly individual in P g

k,m by F .
2. Replace the selected position with a new individual by using (8).
3. Repeat Step 3 for the c1 better individuals of each population P g

k,m.
– The selected Crossover strategy is described below:

1. Select the c2 first individuals in the orderly Population P g
k,m by F .

2. Generate a new individual by replacing all even genes with its respective
even gene located in the next individual.

3. Generate a new individual by replacing all odd genes with its respective
odd gene located in the next individual for each one.

4. Repeat Step 3 for the c2 better individuals of each population P g
k,m.

To complete the population, an additional set of individuals is generated by
replacing worst individuals with new individuals, trying an exhaustive search.
First, the best four individuals are preserved for the next generation and later a
complementary population of size {k−4− c1− c2×m} is obtained by using (8).

3.5 Finalization and Stopping Strategy

Two stopping criterions are used to stop the algorithm: A first one is by defining a
maximum number of iterations called G, that is g → G, and the second one stops
when F has no significant improvement through a specific number of iterations.

Finally, the best individual is selected by F and is imputed in the original
series, obtaining a complete dataset.

4 Implementation in Some Study Cases

Four weather time series with missing observations are imputed by using the
EM algorithm and the proposed Genetic approach. The available four datasets
are displayed in Gray Dashed Line in the Figure 1.

Here, a) is the daily variation for the Mean Temperature (MT ), b) is the
Solar Brightness (SB), c) is the Mean Relative Humidity (MRH ) and d) is the
Min-Absolute Relative Humidity (MARH ) in the town of Chia - Colombia. All
missing observations are caused by problems on devices and other human factors.

4.1 Statistical Approaches

Most of the statistical methods to impute missing data are based on error func-
tions derived from mean, variance or Likelihood Ratios of the series. However,
the time series case is more complex due to their autocorrelation structure.

First, some statistics obtained from the available data are shown in the Table 1.
F is obtained by using (5) and (6) for each genetic structure

This Table shows all required statistics for constructing F . The autocorrela-
tion structures, means and variances of all series are shown.
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Fig. 1. Complete Data Set with Imputed Missing Data

Table 1. Observed satistic

Series ρ̂(1)l ρ̂(2)l ρ̂(3)l ρ̂(4)l ρ̂(5)l ρ̂(6)l xa Var(xa) m n N
MT -0.382 -0.036 0.015 0.013 -0.072 0.023 0.096 3.115 81 819 900
SB -0.39 0.036 -0.015 -0.15 0.1053 0.2106 0.0022 7.3432 163 1204 1367

MRH -0.062 -0.251 -0.049 0.062 0.0029 -0.035 0.198 62.107 480 887 1367
MARH 0.6388 0.5056 0.4031 0.3771 0.3248 0.3517 0.1478 138.41 481 886 1367

4.2 Missing Data Estimates and the EM Algorithm

Most of the optimal imputation algorithms as the EM 1 algorithm are based on
conditional expectations of a random variable, obtained from a set of auxiliary
variables which get an estimate of the missing data (See Dempster in [8]). Their
principal objective is to maximize a Likelihood Function of the pdf sample.

Remark 3. Note that the EM algorithm should have at least one auxiliary vari-
able to compute the conditional expectations. If this vector is not available, it
will replace all missing values with S(θ, θk−1) = Eθk−1{log f(X ; θ)|X = y} =
Eθk−1(Y ). It is a strong problem since a single estimate replacing all missing
observations cause variations on their autocorrelation function.

Gaetana & Yao in [9] propose a variation of the EM algorithm based in a sim-
ulated annealing approach to improve its efficiency for the multivariate case.
Celeux & Diebolt in [10], Levine & Casella in [11], Nielsen in [12] have reported
some modifications for a stochastic scenario and Arnold in [13] estimates the
parameters of a state-dependant AR model by using the EM algorithm.

1 Acronym used for the Expectation Maximization Algorithm.
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Table 2. EM Estimation

ρ̂(2) ρ̂(3) ρ̂(4) ρ̂(5) ρ̂(6) x Var(x) EM It. F
MT -0.187 -0.034 -0.05 0.067 -0.074 0.082 0.096 2.834 4 0.897
SB -0.414 0.00014 -0.0884 0.0616 -0.0577 0.0382 0.00198 6.467 4 1.633

MRH -0.1923 -0.0396 -0.0947 -0.038 0.019 -0.0008 0.1988 40.19 3 22.45
MARH 0.6404 0.5186 0.4334 0.381 0.3193 0.3262 0.1507 156.2 5 17.88

In this way, the EM algorithm replace all missing observations with E(X) =
xt. Their statistical properties are presented in the Table 2.

This Table shows great differences among obtained variances, ρ̂(1) and their
available values which result on high values of F . So it is clear that EM algorithm
is not a proper way to impute missing data on an Univariate Time Series context.

4.3 Genetic Approach

Few applications of genetic algorithms to impute missing data have been re-
ported. Abdella & Marwala in [14] use a genetic structure in databases, Eklund
in [15] solves a spatial data problem in a Gas Turbine by using a genetic-hill-
climbing hybrid structure. Siripitayananon, Hui-Chuan & Jin Kang-Ren in [16]
use Neural Networks and Parveen & Green in [17] use Recurrent Networks.

Now, the algorithm proposed in above Section is implemented. The Table 3
shows the crossover, mutation and remaining parameters for each case.

The obtained solution is displayed in black in the Figure 1 and their properties
are presented in the Table 4.

Three sizes k = {100, 500, 1000} per population are implemented. By using
k = 100, both computing time and quality of solutions are improved. These
results allow to view the evolutionary strategy as an appropriate way to estimate
missing data since it does not change their original properties.

Table 3. Evolutionary Algorithm Parameters

Series k a b c1 c2 n1 n2 m G Time (sec)
MT 100 -5 5 4 4 780 900 81 1000 1000

SB 100 -5 5 4 4 1270 1331 163 5000 5000

MRH 100 -10 10 4 4 1341 1367 480 3000 3000

MARH 100 0 75 4 4 823 1337 481 1500 1500

Table 4. Evolutionary Results

Series ρ̂(1) ρ̂(2) ρ̂(3) ρ̂(4) ρ̂(5) ρ̂(6) x Var(x) F
MT -0.286 -0.036 0.015 0.013 -0.072 0.023 0.093 3.115 0.1134

SB -0.396 0.0216 -0.0258 -0.0063 0.0175 -0.00573 0.00224 7.3432 0.4665

MRH -0.0806 -0.1248 -0.0534 -0.0002 0.00016 -0.02276 0.1981 61.107 0.2289

MARH 0.4439 0.3495 0.3027 0.2563 0.1988 0.22349 0.1476 138.74 1.1566
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5 Output Analysis

Some tests on randomness, means, Variances and autocorrelations for both data
groups in each series are implemented in MatLab� and shown in the Table 5.

Table 5. Tests on Normality and Randomness

Series S-W K-S Ljung-Boxb McLeod-Lib AICC-YW
MT ≈ 0 ≈ 0 0.0001 0.9283 1

SB ≈ 0 ≈ 0 ≈ 0 ≈ 0 9

MRH ≈ 0 ≈ 0 0.241 ≈ 1 2

MARH ≈ 0 ≈ 0 ≈ 0 ≈ 0 11

b This Test is made by using the first lag of the series.

5.1 Tests on Means and Variances

To verify statistical differences between both original and imputed series, some
tests are applied. The hypothesis considered here are:

Table 6. Hypothesis on Means and Variances

Test on Means Test on Variances
H0 : μ = μa Var(x) =Var(xa)

Ha : μ �= μa Var(x) �= Var(xa)

The obtained results of the Test on Means are presented in the Table 7.

Table 7. Tests on Means

Test. MT p-value SB p-value MRH p-value MARH p-value
Welch 0.972 ≈ 1 ≈ 1 0.662

Brown-Forsythe 0.972 ≈ 1 ≈ 1 0.662

K-S. ≈ 1 0.994 0.074 ≈ 0

Mann-Whitney 0.832 0.971 0.995 0.738

With these statistical evidences, the Hypothesis on means defined in the Table 6
with an α = 0.05 of confidence is Accepted. To contrast their variances, the
ANOVA and Levene tests are implemented. Their results are shown in the Tables
8 and 9 respectively.

The ANOVA and Levene tests concludes that there are no differences between
μ → μa, and Var(x) →Var(xa) respectively for each series, it means that the
genetic solution has no statistical differences to available data.

With these statistical evidences, the Hypothesis on variances defined in the
Table 6 with an α = 0.05 of confidence is Accepted.



282 J.C. Figueroa Garćıa, D. Kalenatic, and C.A. Lopez Bello

Table 8. ANOVA Test

Stat. MT SB MRH MARH
f stat ≈ 0 ≈ 0 ≈ 0 0.191

p-value 0.972 ≈ 1 ≈ 1 0.662

Table 9. Levene Test

Stat. MT SB MRH MARH
Levene Stat. 0.0037 0.001 5.736 0.017

p-value 0.972 0.975 0.8441 0.41

The genetic solution outperforms the solution provided by the EM algorithm
and most of the original properties of the series are preserved. All tests on means
and variances does not have any statistical evidence to reject H0, only the K-S
test is rejected for the MARH series, but all remaining tests are accepted.

6 Concluding Remarks

After four implementations, the following concluding remarks can be suggested:

1. The proposed genetic algorithm outperforms the results of the EM algorithm
showing better solutions without modify the properties of the series.

2. The presented evolutionary strategy is a proper way to estimate solutions for
missing data in a Time Series context; its flexibility and non-linear capability
turns it into a powerful tool to generate good solutions on many contexts
such as multivariate data, signal or image processing problems, inclusive.

3. The proposed evolutionary algorithm gets successful results without using
conditional information about series, unlike to the EM algorithm.

4. It is recommended to use an adequate population size to reduce the comput-
ing effort. Small sizes does not make a proper search although they achieve
solutions more fast than large sizes, which do not ensure avoid the local
optimum problem.

5. An important aspect is the reduction of the search space by modifying the
random number generator. In this case, using a great interval [ a, b ] of the
uniform generator could start a loop start around any local optima, and a
small interval could generates higher fitness values.

Finally, the reader can modify these results by constructing different fitness
operators F to avoid local optima, adequately to the context of the problem.
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Abstract. We study behavioural patterns learned by a robotic agent by means of
two different control and adaptive approaches — a radial basis function neural
network trained by evolutionary algorithm, and a traditional reinforcement Q-
learning algorithm. In both cases, a set of rules controlling the agent is derived
from the learned controllers, and these sets are compared. It is shown that both
procedures lead to reasonable and compact, albeit rather different, rule sets.

Keywords: Radial Basis Function Networks; Reinforcement Learning; Evolu-
tionary Robotics.

1 Introduction

We study intelligent behaviours that arise as a result of an agent’s interaction with its en-
vironment. The ultimate goal of the process is to develop an embodied and autonomous
agent with a high degree of adaptive possibilities [1]. Two main approaches to tackle
this problem are currently the traditional reinforcement learning (RL) [2] and evolu-
tionary robotics (ER) [3]. Both these approaches fall into the same category of learning
algorithms that are often used for tasks where it is not possible to employ more spe-
cific supervised learning techniques. Designing an agent control mechanism is a typical
example of such a problem where an instant reward of agent actions is not available.
We are usually able to judge positive or negative behaviour patterns of an agent (such
as finding a particular spot in a maze or hitting a wall) and evaluate it on the coarser
time scale. This information is used by different learning algorithms of reinforcement
type to strengthen successful partial behaviour patterns, and in the course of adaptation
process, to develop an agent solving a given task.

The Q-learning approach considers discrete spaces of possible agent states and ac-
tions, and in the course of adaptation creates approximations of the optimal strategy —
a way to select a particular action in a given state of an agent such that the potential
(delayed) reward from the environment is maximized.

The ER approach attacks the problem through a self-organization process based on
artificial evolution [4]. Control mechanisms of an agent are typically based on a neural
network which provides direct mapping from agent sensors to effectors. Most of the
current applications use traditional multi-layer perceptron networks [5]. In our approach
we utilize local unit network architecture called radial basis function (RBF) network

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 284–291, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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which has competitive performance, more learning options, and (due to its local nature)
better interpretation possibilities [6,7].

2 Reinforcement Learning

Let us consider an embodied agent that is interacting with the environment by its sensors
and effectors. The essential assumption of RL is that the agent has to be able to sense
rewards coming from the environment. Rewards evaluate taken actions, agent’s task is
to maximize them. There has been several algorithms suggested so far. We have used
the Q-learning algorithm, which was first breakthrough of RL [8].

The next important assumption is that agent is working in discrete time steps. Symbol
S will denote finite discrete set of states and symbol A set of actions. In each time step
t, agent determines its actual state and chooses one action. Therefore, agent’s life can
be written as a sequence o0a0r0o1a1r1 . . . where ot denotes observation through the
sensors, at ∈ A action and finally symbol rt ∈ R represents reward, that was received
at time t. The most serious assumption of RL algorithms is the Markov property, which
states, that agent does not need history of previous observations to make decision. The
decision of the agent is based on the last observation ot only. When this property holds,
we can use theory coming from the field of Markov decision processes (MDP). The
direct implication of Markov property is the equality of states and observations. The
strategy π, which determines what action is chosen in particular state, can be defined as
function π : S → A, where π(st) = at.

Now, the task of the agent is to find optimal strategy π∗. Optimal strategy is the
one, that maximalizes expected reward. In MDP, single optimal deterministic strategy
always exists, no matter in what state has the agent started. The quantity V π(st) is
called discounted cumulative reward. It is telling us, what reward can be expected, if
the agent starts in state st and follows policy π: V π(st) = rt + γrt+1 + γ2rt+2 + ... =∑

i=0 γ
irt+1.

Here 0 ≤ γ < 1 is a constant that determines the relative value of delayed versus
immediate rewards. Optimal strategy π∗ can now be defined as: π∗ = argmaxπ{V π(s),
∀s ∈ S}. To simplify the notation, let us write V ∗(s) instead of symbol V π∗

, value
function corresponding to optimal strategy π∗: V ∗(s) = maxπ V

π(s).

1. Let S be the finite set of states and A finite set of actions.
∀s ∈ S, a ∈ A : Q(s, a) = 0

2. Process sensors and obtain state s
3. Repeat:

– Choose and carry out action a
– Receive reward r
– Obtain new state s′

– Q(s, a) ← r + γ maxa′ Q(s′, a′)
– s ← s′

Algorithm 1. Q-learning
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The Q-learning algorithm was the first algorithm to compute optimal strategy π∗

[8]. The key idea of the algorithm is to define the so-called Q-values. Qπ(s, a) is
the expected reward, if the agent takes action a in state s and then follows policy
π: Qπ(s, a) = r(s, a) + γV π(s′), where s′ is the state, in which agent occurs tak-
ing action a in state s (s′ = δ(s, a)). Q-learning algorithm (Algorithm 1) guarantees
convergence to optimal values of Q∗(s, a), if Q-values are represented without any
function approximations (in table), rewards are bounded and every state-action pair is
visited infinitely often. To fulfil the last condition, every action has to be chosen with
non-zero probability. Probability P (a|s) of choosing action a in state s is defined as
[9]: P (ai|s) = kQ(s,ai)/

∑
j k

Q(s,aj), where constant k > 0 determines exploitation-
exploration rate. Big values of k will make agent to choose actions with above average
values. On the other hand, small values will make agent to choose actions randomly.
Usually, learning process is started with small k, that is slightly increasing during the
course of learning. Optimal values V ∗s can be obtained from Q∗(s, a) by the equality:
V ∗(s) = maxa′ Q(s, a′).

3 Evolutionary Learning of RBF Networks

Evolutionary robotics combines two AI approaches: neural networks and evolutionary
algorithms. The control system of the robot is realized by a neural network, in our case
an RBF network. It is difficult to train such a network by traditional supervised learning
algorithms since they require instant feedback in each step, which is not the case for
evolution of behaviour. Here we typically can evaluate each run of a robot as a good
or bad one, but it is impossible to assess each one move as good or bad. Thus, the
evolutionary algorithm represent one of the few possibilities how to train the network.

The RBF network [10,11,12], used in this work, is a feed-forward neural network with
one hidden layer of RBF units and linear output layer. The network function is given
in Eq. (1) (see Fig. 1). The evolutionary algorithms (EA) [4,13] represent a stochastic
search technique used to find approximate solutions to optimization and search prob-
lems. They work with a population of individuals representing feasible solutions. Each
individual is assigned a fitness that is a measure of how good solution it represents. The
evolution starts from a population of completely random individuals and iterates in gen-
erations. In each generation, the fitness of each individual is evaluated. Individuals are

fs(x) =
h∑

j=1

wjsϕ

(
‖ x − cj ‖

bj

)
(1)

Fig. 1. A scheme of a Radial Basis Function Network, fs is the output of the s-th output unit. ϕ

is an activation function, typically Gaussian function ϕ(s) = e−s2
.
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stochastically selected from the current population (based on their fitness), and modified
by means of genetic operators to form a new generation.

In case of RBF networks learning, each individual encodes one RBF network. The
individual consists of h blocks: IRBF = {B1, . . . , Bh}, where h is a number of hidden
units. Each of the blocks contains parameter values of one RBF units,
Bk = {ck1, . . . , ckn, bk, wk1, . . . , wkm}, where n is the number of inputs, m is the
number of outputs, ck = {ck1, . . . , ckn} is the k-th unit’s centre, bk the width and
wk = {wk1, . . . , wkm} the weights connecting k-th hidden unit with the output layer.
The parameter values are encoded using direct floating-point encoding. Concerning the
genetic operators, the standard tournament selection, 1-point crossover and additive
mutation1 are used. The fitness function should reflect how good the robot is in given
tasks and so it is always problem dependent. Detailed description of the fitness function
is included in the experiment section.

4 Experimental Framework

In order to compare performance and properties of described algorithms, we conducted
simulated experiment. Miniature robot of e-puck type [14] was trained to explore the
environment and avoid walls. E-puck is a mobile robot supported by two lateral wheels
that can rotate in both directions and two rigid pivots. The sensory system employs
eight active IR sensors distributed around the body. Sensors return values from interval
[0, 4095]. Effectors accept values from interval [−1000, 1000]. The higher the absolute
value, the faster is the motor moving in either direction.

Table 1. Sensor values and their meaning

Sensor value Meaning Sensor value Meaning
0-50 NOWHERE 1001-2000 NEAR
51-300 FEEL 2001-3000 VERYNEAR
301-500 VERYFAR 3001-4095 CRASHED
501-1000 FAR

Instead of 4095 raw sensor values, learning algorithms worked with 5 preprocessed
perceptions (see Tab. 1). Effector’s values were processed in similar way: instead of
2000 values, learning algorithm was allowed to choose from values [-500, -100, 200,
300, 500]. To reduce the state space even more, we grouped pairs of sensors together
and back sensors were not used at all. Agent was trained in the simulated environment
of size 100 x 60 cm and tested in more complex environment of size 110 x 100 cm. We
used Webots [15] simulation software.

In the first experiment, we have used Q-learning algorithm as described in Section 2.
Each state was represented by a triple of perceptions. For example, the state [NEAR,
NOWHERE, NOWHERE] means, that the robot sees a wall on its left side only. Action
was represented by a pair [left speed, right speed].

1 Additive mutation changes the values by adding small value randomly drawn from 〈−ε, ε〉.
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Fig. 2. Simulated environments for agent training and testing: a) Agent was trained in the simu-
lated environment of size 100 x 60 cm. b) Simulated testing environment of size 110 x 100 cm.

Learning process was divided into episodes. Each episode took at most 1000 simula-
tion steps. At the end of each episode, agent was moved to one from 5 randomly chosen
positions. Episode could be finished earlier, if agent hit the wall. The learning process
was stopped after 10000 episodes. Parameter γ was set to 0.3.

In the second experiment the evolutionary RBF networks were applied to the same
maze-exploration task (see Fig. 2). The network has 3 input units, 5 hidden Gaussian
units, and 2 output units. The three inputs correspond to the coupled sensor values (two
left sensors, two front sensors, two right sensors), which are preprocessed in the way
described in Tab. 1. The two outputs correspond to the left and right wheel speeds and
before applying to robot wheels they are rounded to one of 5 valid values.

Fitness evaluation consists of two trials, which differ by agent’s starting location
(the two starting positions are in the opposite ends of the maze). Agent is left to live
in the environment for 800 simulation steps. In each step, a three-component score is
calculated to motivate agent to learn to move and to avoid obstacles:

Tk,j = Vk,j(1−
√
ΔVk,j)(1 − ik,j). (2)

The first component Vk,j is computed by summing absolute values of motor speed
(scaled to 〈−1, 1〉) in the k-th simulation step and j-th trial, generating value between
0 and 1. The second component (1 −

√
ΔVk,j) encourages the two wheels to rotate in

the same direction. The last component (1 − ik,j) encourage obstacle avoidance. The
value ik,j of the most active sensor (scaled to 〈0, 1〉) in k-th simulation step and j-th
trial provides a conservative measure of how close the robot is to an object. The closer
it is to an object, the higher is the measured value in range from 0.0 to 1.0. Thus, Tk,j

is in range from 0.0 to 1.0, too. In the j-th trial, score Sj is computed by summing
normalized trial gains Tk,j in each simulation step Sj = 1

800

∑800
k=1 Tk,j . To stimulate

maze exploration, agent is rewarded, when it passes through one of predefined zones.
There are three zones located in the maze. They can not be sensed by an agent. The
reward Δj ∈ {0, 1, 2, 3} is given by the number of zones visited in the j-th trial. The
fitness value is then computed as F =

∑K
j=1 Δj +

∑K
j=1

Sj

K , where K = 2 is the
number of trials.
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5 Experimental Results

Table 2 contains states with biggest and smallest Q-values and their best action. The
states with biggest Q-values contain mostly perception NOWHERE. On the other side,
states with smallest Q-values contain perception CRASHED.

Learned behaviour corresponds to obstacle avoidance behaviour. The most interested
are the states, which contain perception ”NEAR”. Expected rules ”when obstacle left,
then turn right” can be found. States without perception ”NEAR” were evaluated as safe
— even if bad action was chosen in this state, it could be fixed by choosing good action
in next state. Therefore, these actions do not tell us a lot about agent’s behaviour. On
the other side, action with perception VERYNEAR leaded to the crash, usually. Agent
was not able to avoid the collision.

Table 2. 5 states with biggest and smallest Q-values and their best actions

State Action Q-value
left front right
NOWHERE NOWHERE VERYFAR [500, 300] 5775.71729
NOWHERE NOWHERE NOWHERE [300, 300] 5768.35059
VERYFAR NOWHERE NOWHERE [300, 500] 5759.31055
NOWHERE NOWHERE FEEL [300, 300] 5753.71240
NOWHERE VERYFAR NOWHERE [500, 100] 5718.16797

CRASHED CRASHED CRASHED [300, 500] -40055.38281
CRASHED NOWHERE CRASHED [300, 300] -40107.77734
NOWHERE CRASHED VERYNEAR [300, 500] -40128.28906
FAR VERYNEAR CRASHED [300, 500] -40210.53125
NOWHERE CRASHED NEAR [200, 500] -40376.87891

The experiment with evolutionary RBF network was repeated 10 times, each run
lasted 200 generations. In all cases the successful behaviour was found, i.e. the evolved
robot was able to explore the whole maze without crashing to the walls. Table 3 shows
parameters of an evolved network with five RBF units. We can understand them as rules
providing mapping from input sensor space to motor control. However, these ‘rules’
act in accord, since the whole network computes linear sum of the corresponding five
Gaussians.

The following Tab. 4 shows rules from actual run of the robot in the train arena.
The nine most frequently used rules are listed. It can be seen that this agent represents a
typical evolved left-hand wall follower. Straight movement is a result of situations when
there is a wall far left, or both far left and right. If the robot sees nothing, it rotates left-
wise (rule 2). The front collision is avoided by turning right, as well as a near proximity
to the left wall (rules 6–8).

The evolved robot was then tested in the bigger testing maze. It behaved in a consis-
tent manner, using same rules, demonstrating generalization of the behaviour trained in
the former maze.
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Table 3. Rules represented by RBF units (listed values are original RBF network parameters after
discretization)

Sensor Width Motor
left front right left right
VERYNEAR NEAR VERYFAR 1.56 500 -100
FEEL NOWHERE NOWHERE 1.93 -500 500
NEAR NEAR NOWHERE 0.75 500 -500
FEEL NOWHERE NEAR 0.29 500 -500
VERYFAR NOWHERE NOWHERE 0.16 500 500

Table 4. Most important rules represented by trained RBF network and their semantics

Sensor Motor
left front right left right
FEEL NOWHERE NOWHERE 500 500 straight forward
NOWHERE NOWHERE NOWHERE 100 500 turning left
VERYFAR NOWHERE NOWHERE 500 500 straight forward
FEEL NOWHERE FEEL 500 500 straight forward
NOWHERE NOWHERE FEEL 100 500 turning left
FAR NOWHERE NOWHERE 500 300 turning right
FEEL FEEL NOWHERE 500 300 turning right
NEAR NOWHERE NOWHERE 500 100 turning right

Both approaches where successful in finding the strategy for maze exploration. The
200 generations of evolutionary learning needed on average 8822 fitness evaluations
(corresponds approx. 14 115 RL epochs). To acquire the desired behaviour, RBF net-
works needed from 529 to 2337 fitness evaluations.

6 Conclusion

We have presented experiments with RL and ER algorithms training a robot to explore
a maze. It is known from the literature, and from our previous works, that this problem
is manageable by both RL and ER learning with different neural representations of
the control mechanism. Usually, in such a successful learning episode, an agent with
general behavioural pattern emerges that is able to explore previously unseen maze in
an efficient way.

In this work we have focused on comparison of rules derived by traditional RL ap-
proach and by the evolved neural networks. We have chosen the RBF network architec-
ture with local processing units. These networks are easily to interpret in terms of rules
than traditional perceptron networks. A simple analysis shows that both RL and ER
resulted in a rules that are reasonable, and easy to interpret as higher-level behaviour
traits. The RL approach shows rational obstacle avoidance, while the neuro-evolution
approach comes with more compact individuals that can be clearly classified as left-
hand wall followers (or right-hand wall followers, respectively).
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As we have seen, different learning approaches can lead to different behaviours.
Agents trained by evolutionary algorithms usually show simple behaviours. Often,
changing basic environment constraints (dimensions of environment, for example) can
make learned strategy fail [3]. In our experiment, learned strategy is simple (it can be
described by several rules) but effective. Agent learned by Q-learning algorithm showed
more complex behaviour. It can cope with situations, in which agent trained by ER
would fail. However, effective wall following strategy was not discovered.

In our further work, we would like to take advantages of both approaches. The ba-
sic learning mechanism will be evolutionary algorithm. Behavioural diversity could be
maintained by managing population of agents that use different learning approaches
(RBF networks and reinforcement learning). In both algorithms used, experience can
be expressed as a set of rules. Taking this into account, genetic operators could be de-
signed to allow simple rules exchange mechanisms.
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Abstract. This paper proposed a new algorithm, termed as Self-Guided
genetic algorithm, which is one of the algorithms in the category of evo-
lutionary algorithm based on probabilistic models (EAPM). Previous
EAPM research explicitly used the probabilistic model from the parental
distribution, then generated solutions by sampling from the probabilistic
model without using genetic operators. Although EAPM is promising in
solving different kinds of problems, Self-Guided GA doesn’t intend to
generate solution by the probabilistic model directly because the time-
complexity is high when we solve combinatorial problems, particularly
the sequencing ones. As a result, the probabilistic model serves as a
fitness surrogate which estimates the fitness of the new solution before-
hand in this research. So the probabilistic model is used to guide the
evolutionary process of crossover and mutation. This research studied
the single machine scheduling problems and the corresponding experi-
ment were conducted. From the results, it shows that the Self-Guided
GA outperformed other algorithms significantly. In addition, Self-Guided
GA works more efficiently than previous EAPM. As a result, it could be
a break-through in the branch of EAPM.

1 Introduction

Evolutionary Algorithm based on Probabilistic models (EAPM) is one of the most
popular evolutionary algorithms in recent years [2][6][8]s. EAPM explicitly build
a probabilistic model to model the parental distribution, and EAPM generates
solutions by sampling from the probabilistic model whereas GA employs crossover
and mutation operator. The reason why EAPM doesn’t use genetic operators is
that the problem-independent crossover operator may either break the building
blocks of chromosomes or may not mix the genetic information properly [9]. This
is the most important characteristic to distinguish EAPM and GA.

Previous EAPMs, such as EA/G [11], ant-miner [1], or ACGA [3], are used to
generate the new solutions by sampling from the probabilistic model; however,
the authors discovered that the proportional selection causes higher computa-
tional cost in solving sequencing problems. As a result, this research attempts
to employ the probabilistic models to guide the evolutionary process in solving
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the scheduling problems. The idea is that the probability of each item is fur-
ther interpreted as a figure of merit of an item at a position in a solution, i.e.,
the probabilistic model serves as a fitness surrogate. Then, we can evaluate the
goodness of the modified solutions by the probability depended on the proba-
bilistic models. After we summarize the new probabilities and then differentiate
the original probability, the differentiated value represents the prediction of the
new solution and evolutionary algorithm decides whether they accept the new
solution before we use the true fitness function. By using this idea of the prob-
abilistic model as a fitness surrogate, we can embed this concept with different
kinds of the operators which modify the existing solutions.

This research will utilize this concept to guide the crossover and mutation
operator as an example. This concept is not limited to the genetic operators.
Instead, this concept is able to be applied in different operators. This proposed
algorithm, termed as Self-Guided Genetic Algorithm, is proposed in this research
and it adopts the probabilistic model guiding the crossover and mutation oper-
ators. The proposed algorithm evaluates the probability differences of the genes
varied by crossover and mutation operators. Furthermore, Self-Guided Genetic
Algorithm selects the best alternative from some candidates when crossover or
mutation varies the genes. So the characteristics of this algorithm are that the
evolutionary direction is guided by the global information of probabilistic model
without losing the location information and that it prevents GA from being a
blind search.

The rest of the paper is organized as follows: Section 2 is the detail expla-
nations of the Self-Guided GA, Section 3 is the experiment results whereas the
proposed algorithm was evaluated by using the single machine scheduling prob-
lems, which considered the minimization of earliness/tardiness cost, Section 4 is
the discussions and conclusions of this research.

2 Self-Guided Genetic Algorithm

EAPM extracts the gene variable structure from population distribution and ex-
presses it by a probabilistic model [7]. This research will embed the probabilistic
model into crossover and mutation operators which will guide the evolution
progress towards more promising solution space. The probabilistic model serves
as a fitness surrogate and the probabilistic model will evaluate the figure of merit
beforehand. It means that the probabilistic model will calculate the probability
difference of two selected genes located at different positions to guide the move-
ment of genes decided by crossover and mutation operators. As a result, this
proposed EAPM algorithm will guide the searching direction instead of blindly
searching the solution space and it doesn’t rely on the proportional selection to
generate solutions.

The benefits of the proposed method are preserving the salient genes of the chro-
mosomes, and exploring and exploiting good searching direction for genetic oper-
ators. In addition, since the probabilistic difference provides good neighborhood
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information, it can serve as a fitness function surrogate. The detailed procedure
of this self-guided genetic algorithm is described as follows:

Population: A set of solutions
generations: The maximum number of generations
P (t): Probabilistic model
t : Generation index

1: Initialize Population
2: t ← 0
3: Initialize P (t)
4: while t < generations do
5: EvaluateFitness (Population)
6: Selection/Elitism(Population)
7: P (t + 1) ← BuildingProbabilityModel(Selected Chromosomes)
8: Self-Guided Crossover()
9: Self-Guided Mutation()

10: t ← t + 1
11: end while

Fig. 1. Algorithm1: MainProcedure()

Step 2 initializes the probability matrix P (t) by using 1/n where n is the prob-
lem size. Step 7 builds the probabilistic model P (t) after the selection procedure.
The details of P (t) are explained in Section 2.1. In Step 8 and Step 9, P (t) is
employed in self-guided crossover operator and self-guided mutation operator.
Probabilistic model will guide the evolution direction, which is shown in Sec-
tion 2.2 and Section 2.3. In this research, two-point central crossover and swap
mutation are applied in the crossover and mutation procedures in scheduling
problems.

The following sections explain the proposed algorithm in details, which at first
explain how to establish a probabilistic model and how the probabilistic model
guides the crossover and mutation operators.

2.1 Establishing a Probabilistic Model

Suppose a population has M strings X1, X2, ..., XM at current generation t,
which is denoted as Population(t). Then, Xk

ij is a binary variable in chromosome
k.The fitness of these M chromosomes is evaluated and the gene information is
collected from N best chromosomes where N < M . The N chromosomes are
set as M/2 in this research. The purpose of selecting only N best chromosomes
from population is to prevent the quality of the probabilistic model from being
down-graded by inferior chromosomes. Let Pij(t) be the probability of job i to
appear at position j at the current generation. As in PBIL, the probability Pij(t)
is updated as follows:

Pij(t + 1) = (1 − λ)Pij(t) + λ
1
N

N∑
k=1

Xk
ij , i = 1, · · ·n, j = 1, · · · , n (1)
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where λ ∈ (0, 1] is the learning rate. The larger λ is, the more the gene infor-
mation of the current population contributes. After we have Pij(t), the P (t+ 1)
is also obtained. Therefore, the expectation fitness of a solution Xk can be esti-
mated from the probabilistic matrix, by means of joint probability distribution
shown as follows:

Pt+1(Xk) = Pt+1(Xk
[1],1, . . . , X

k
[n],n) ≈

n∏
p=1,i=[p]

Pt+1(Xk
ip) (2)

Where [p] is the job at Position p in Chromosome Xk.
In general, the procedures of establishing the probabilistic model include (1)

Evaluating fitness of allM solutions, (2) SelectingN best solutions, and (3) Learn-
ing the joint distribution of the selected solutions. After a probabilistic model is
built up, the probabilistic model can serve as a surrogate of fitness evaluation since
the

∏n
p=1,i=[p] Pt+1(Xk

ip) estimates the goodness of the solution Xk.
As soon as the probabilistic model P (t + 1) simplified as P in the rest of

sections is established, it is embedded into crossover and mutation operator.
Since the concept of swap mutation is simple and well-known, self-guided mu-
tation operator is introduced first to solve combinatorial problems based on the
probabilistic model.

2.2 Mutation Operator with Probabilistic Model

Suppose two jobs i and j are randomly selected, which are located at position
a and position b, respectively. Thus, pia and pjb denote job i at position a, and
job j at position b. After these two jobs are swapped, the new probabilities of
the two jobs become pib and pja. The probability difference Δij is calculated as
Eq. 3, which is the partial evaluation of the probability difference because the
probability sum of other jobs remains the same.

Δij = P (X ′)− P (X) =
n∏

p/∈(aorb),g=[p]

Pt+1(Xgp)[(pibpja)− (piapjb)] (3)

Now that the
∏n

p/∈(aorb),g=[p] Pt+1 is always ≥ 0, Eq. 3 is changed as:

Δij = (pibpja)− (piapjb) (4)

Later on, the research observed the probability value appeared to be zero
frequently in the combinatorial problems. When there is a probability value
which is zero in Equation 4, it causes the multiplied probability, such as pibpja

or piapjb, to become zero. To overcome this problem, the equation 4 is slightly
modified the pibpja and piapjb into (pib + pja) and (pia + pjb). It is shown as
follows:

Δij = (pib + pja)− (pia + pjb) (5)
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If Δij is positive, it implies that one gene or both genes might move to a
promising area. On the other hand, while Δij is negative, the implication means
that at least one gene moves to an inferior position.

On the basis of probabilistic difference, it is natural to consider different
choices of swapping points during the mutation procedure. A parameter TM
is introduced for the self-guided mutation operator, which denotes the number
of tournaments of comparing the probability differences among the TM choices
in swap mutation. Basically, TM ≥ 2 and TM = 1 implies that the mutation
operator mutates the genes directly without comparing probability difference
among the different TM choices.

When TM = 2, suppose the other alternative is that two jobs m and n are
located at Position c and position d, respectively. The probability difference of
exchanging job m and n is:

Δmn = (pmd + pnc)− (pmc + pnd) (6)

After Δij and Δmn are obtained, the difference of the two alternatives is as
follows:

Δ = Δij −Δmn (7)

If Δ < 0, the contribution of swapping job m and n is better, so that we swap
job m and n. Otherwise, job i and j are swapped. Consequently, the option
of larger probability difference is selected and the corresponding two jobs are
swapped. By observing the probability difference Δ, the self-guided mutation
operator exploits solution space which enhances the solution quality and prevents
from destroying some dominant genes on a chromosome. Moreover, the main
procedure of self-guided mutation is Eq. 7 where the time-complexity is only
constant time, which is the same with swap mutation. Thus, this approach is
proved to be able to work efficiently.

About the setting of TM , a design-of-experiment (DOE) is conducted for
different kinds of problems which are shown in experimental results. The result
shows that TM is generally set as 2.

Extended from the probabilistic model for mutation operator, the next section
continues the idea of utilizing probability difference which is embedded into
crossover operator.

2.3 Crossover Operator with Probabilistic Model

The concept of mutation is to exploit local information while the crossover
does global search by mating two chromosomes. Thus, the idea of self-guided
crossover approach attempts to mate a chromosome with the other appropriate
chromosome, which yielded better offspring when the cutting points of two-point
crossover were given in advance. Similar to TM in the self-guided mutation op-
erator, TC is the number of tournament selection of different crossover options.
The evaluation of the TC choices is also done in the same way that we calculate
the probability difference of the genes moving to different positions. Due to the
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probabilistic model which serves as a fitness surrogate, we are able to estimate
which chromosome is a better mating choice that may improve the fitness of the
new offspring better.

Because this research employs the two-point center crossover, the following
description is based on this crossover method, which the sequence between the
two cut points are altered. Suppose the two cut-points are named CP1 and CP2
and there is a parent solution named Parent1 which will be mated with a solution.
Two solutions, named Candidate1 and Candidate2, is randomly selected to be
mated with a Parent1. By the Eq. 8, we can determine which new offspring should
be adopted which is depended on the expected fitness of the two offsprings. If
the value is positive, it means we should select Candidate1; instead, we should
select Candidate2 to be mated with Parent1.

Δ =
n∏

p∈(CP1 to CP2),g=[p]

P (Candidate1gp)−
n∏

p∈(CP1 to CP2),g=[p]

P (Candidate2gp)

(8)

To conclude the Self-Guided GA, this algorithm is obviously different from
the previous EAPM algorithms which explicitly samples new solutions without
using the crossover and mutation operators. Self-Guided GA, instead, embeds
the probabilistic model into crossover operator and mutation operator, which
explore and exploit solution space, respectively. Most important of all, the time-
complexity of the algorithm works more efficiently than previous EAPM ones in
solving sequencing problems. This research, thus, placed the Self-Guided GA as
a new branch in the field of EAPM.

3 Experiment Results

In order to evaluate the performance of the Self-Guided GA, it was compared
with some algorithms in literature, such as Genetic Algorithm with Dominance
Properties (GADP), Artificial Chromosome with Genetic Algorithm (ACGA),
the combination of ACGA and GADP (ACGADP), ACGA with evaporation [5],
and Guided Mutation (EA/G) which can be found in [4], [3], and [11]. These
algorithms are used to test the single machine scheduling problems and these
instances are taken from [10]. This single machine scheduling problems with the
consideration of minimizing the earliness and tardiness were evaluated. These
algorithms were implemented by Java 2 (With JBuilder JIT compiler) on Win-
dows 2003 server (Intel Xeon 3.2 GHZ). In all the experiments, each instance was
replicated 30 times. Because of the page limits to show the complete statistics
results in this paper, please refer to our website 1.

To verify the difference of the algorithms, ANOVA is employed. Because there
is significant difference of among methods, in order to justify the performance
of these algorithms, Duncan pair-wise comparison is employed in Table 1, which
shows that there is a significant difference between/among subjects if they share

1 http://ppc.iem.yzu.edu.tw/File/sourceCodes/InjectionArtificialChromosomes/
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different alphabet. Otherwise, there are no differences between/among the sub-
jects. In Table 1, Duncan comparisons indicated Self-Guided GA which per-
formed as well as ACGA with evaporation, ACGA, EA/G, and ACGADP . On
the other hand, GADP is the second group in this comparisons and SGA is the
worst in the single machine scheduling problems.

Table 1. Duncan Grouping in testing objective values of single machine scheduling
problems

Duncan Grouping Mean N method

A 13982.894 6420 SGA
B 12827.096 6420 GADP
C 12816.471 6420 ACGADP
C
C 12813.66 6420 EA/G
C
C 12813.276 6420 ACGA
C
C 12813.253 6420 Self-Guided GA
C
C 12811.868 6420 ACGAEvaporation

After we tested the ANOVA results in minimizing objective values, the com-
putational time is also examined and the corresponding results are shown on
our website. Since the CPU time of methods are significant, Duncan Grouping
results indicated that there is no significance between SGA and Self-Guided GA
and both of them work more efficient than others, particularly the ACGA and
EA/G. Consequently, these results show that Self-Guided GA is very attractive
because the algorithm performs well and it is not time-consuming compared with
Standard Genetic Algorithm.

4 Discussions and Conclusion

The paper unveils a new concept of EAPMs, which is to apply the probabilis-
tic model evaluating the figure of merit of a new solution beforehand. So the
probabilistic model is able to guide the evolution process instead of using sam-
pling from probabilistic model to generate solutions. Although this concept is
able to be employed in many aspects, this paper embedded this concept with
crossover and mutation operator as an example. As a result, Self-Guided GA
enables the GA out of blindly searching and the proposed algorithm works ef-
ficiently than previous EAPMs. The proposed algorithm solved single machine
scheduling problems with minimization of earliness/tardiness cost. The experi-
ment result indicated Self-Guided GA indeed performed well when it is compared
with some algorithms in literature. In addition, the proposed algorithm works
as efficient as SGA. It is because the evaluation of the probabilistic difference
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of crossover and mutation operators takes only O(n) and a constant time, re-
spectively. The extra time-complexity of this operation is dominated by that of
crossover operator. When it comes to previous EAPMs, the time complexity is
O(n2). Thus, this approach doesn’t lead to extra or excessive computational ef-
forts. Based on this pioneer research, researchers are able to design an operator
which integrates the proposed concept in the near future.
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Abstract. Optimal discretization of real valued attributes in rough set is a problem 
of NP-complete. To resolve this problem, a modified quantum genetic algorithm 
(MQGA) and a new parametric configuration scheme for the fitness function are 
proposed in this paper. In MQGA, a novel technique with locally hierarchical 
search ability is introduced to speed up the convergence of QGA. With this con-
figuration scheme, it is convenient to distinguish the appropriate solutions that 
partition the new decision table consistently from all the results. Experiments on 
dataset of Iris have demonstrated that the proposed MQGA is more preferable 
compared with the traditional GA-based method and QGA based method in terms 
of execution time and ability to obtain the optimal solution.  

Keywords: Quantum genetic algorithm; rough set; decision system; discretization. 

1   Introduction 

Rough set theory, introduce by Z. Pawlak in the early 1980s [1], is a new mathemati-
cal tool to deal with vagueness and uncertainty. This approach has found applications 
in the areas of machine learning, knowledge acquisition, decision analysis, knowledge 
discovery from databases, expert systems, decision support systems, inductive reason-
ing, and pattern recognition [2].  

Optimal discretization of real valued attributes in rough set, is a problem of NP-
complete, and there has been much research effort devoted to it in recent years. Ac-
cording to the impact on consistency of decision table, the problem can be grouped 
into two classes, A and B. In class A, which includes the Boolean Reasoning Ap-
proach (BRA) [3], the BRA based greedy algorithm [4], and the GA based approach 
[5], discretization is performed without changing the consistency of the decision table. 
On the contrary, consistency is not guaranteed after discretization in class B, which 
includes the Chi2 algorithm [6], the hierarchical clustering method [7], and informa-
tion entropy based method [8]. With the development in evolutionary computing and 
quantum computing, a quantum genetic algorithm [9], which is characterized by prin-
ciples of quantum computing, was proposed in 2000. Just like genetic algorithms, 
QGA is a probabilistic algorithm. It is validated experimentally that the QGA outper-
forms the conventional GA on the well-known combinatorial optimization problem, 
namely, the knapsack problem, due to its special designed qubit chromosomes and 
updating mechanisms. 
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Motivated by the emergence of QGA, the authors proposed a modified quantum 
genetic algorithm (MQGA) based method for performing discretization in rough set. 
In MQGA, a novel locally hierarchical search technique is introduced to speed up the 
convergence process. Comparative experiments on Iris dataset have demonstrated that 
proposed method has the capability of achieving the consistent and minimal discreti-
zation of decision system, and outperforms the conventional GA based method in 
terms of efficiency and solution quality.  

The rest of the paper is organized as follows. Section 2 gives an introduction of the 
discretization and its theoretical basis. Section 3 gives the overall description of QGA. 
Section 4 proposes the modified QGA and its detailed application procedure in discre-
tization. Section 5 illustrates some experimental results of QGA, modified QGA, and 
conventional GA as well. Finally, section 6 presents the concluding remarks. 

2   Preliminaries for Discretization 

2.1   Description of Discretization 

A decision table S=〈U, A∪{d}, V, f〉, is described as follows: 

U: a finite set with N objects, and U={u1, u2,…, uN}; A: a set of k condition attributes, 
A={a1, a2,…, ak}; d: denotes a decision attribute; A∩{d}=Ø; V: denotes the value 
domain of condition attribute, and V=∪a∈AVa, Va=[la, ra] ⊂R, where R is the set of 
real numbers; f: U×(A∪{d})→V, is a information function. 
 

Definition 1: Any pair (a, c), where a∈A, and c∈R, defines a partition of Va by a left-
hand-side and right-hand-side interval. And the pair (a, c) is called a cut on Va [5]. 

Therefore, for an attribute a∈A, a partition on Va can be defined by a set of cuts, as 

Da = { (a, c1
a) , (a, c2

a) , … , (a, cka
a) } . (1) 

where ka∈N, and la=c0
a<c1

a<c2
a<, …,<cka

a<cka+1
a=ra. According to the cut set, Va can 

be redefined as a union of sub-intervals. For instance, 

Va = [c0
a, c1

a] ∪ [c1
a, c2

a] ∪ … ∪ [cka
a, cka+1

a] . (2) 

Accordingly, any set of cuts D=∪a∈ADa can transform the original continuous de-
cision table into a discrete one, SD=〈 U, A∪{d}, VD, fD

〉 , where fD(u, a)=i is the 
counterpart of f(u, a)∈[ci

a, ci+1
a], i∈{0,1, ...,ka}, and u∈U, a∈A. 

The task of discretization is to determine a minimal set of cuts for the transformed 
decision table SD without changing discernability.  

The widely accepted criteria for discretization rationality evaluation, is as follows [10]: 
 

(a) Consistency of D: any two objects discerned by A should be discerned by D as 
well. 

(b) Minimum: there is no D’ ⊂D, satisfying consistency. 
(c) Optimality: if D’ follows the inequality card(D’)≦card(D) with consistency, 

then it is an optimal set of cuts. 
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2.2   Determination of Candidate Cut Set 

For a decision system S, if a(ui)=υi
a, a∈A, υi

a
∈Va, ui∈U; υi

a <υ2
a<, …,< υna

a; then 
the maximum  cut set on a is as 

)}
2

 (a, , ),
2

 (a, ,
2

 (a,C
a
n

a
1n

a
3

a
2

a
2

a
1

a
aa

υυυυυυ +
…++{= −  . (3) 

Therefore, the maximum cut set on A is as 

CA = ∪ a∈A Ca . (4) 

Definition 2: The cut (a, c) is called a bound cut only if the followings are satisfied: 

(a)There exist ui, uj∈U. d(ui)≠d(uj), satisfying a(ui)<c<a(uj); 
(b)There is no u∈U, satisfying a(ui)<a(u)<a(uj). 

Based on Definition 2 and equation (4), an initial candidate cut set is obtained, 
which is comprised of the bound cuts. With the initial candidate cut set, a new deci-
sion table SD can be constructed. For detailed information, refers to [11]. 

3   Quantum Genetic Algorithm  

3.1   Representation 

Based on the concept of quantum and superposition of states of quantum mechanics, 
the smallest unit of information in QGA is a quantum bit or qubit, which may be in 
the ‘1’ state, in the ‘0’ state, or in any superposition of the two. The state of qubit can 
be expressed as 〉 〉 〉|ψ =α|0 +β|1 , where α and β are complex numbers, and denote the 
probability amplitudes of the current states. |α|2 and |β|2 represent the probability that 
the quit assumes the ‘0’ state and ‘1’ state, respectively, and the equation |α|2+|β|2=1 is 
satisfied. In QGA, a chromosome is comprised of n quibits, and it can be expressed as 
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where |αi|
2+|βi|

2=1, i=1, 2,…, n. The symbol t and j are the sequence numbers of the 
current generation and chromosome respectively. Under the framework of quantum 
mechanics, this chromosome can represent 2n states at one time, until it collapses to a 
single state by observation. 

3.2   Procedure of QGA 

Generally, the procedure of QGA can be itemized as following steps: 
 

Step1 initialize Q(t). Initialize the population Q(t)={qt
1,q

t
2,…,qt

m}, and the starting 
generation t=0. The probability amplitudes of each qubit, αij and βij, are initialized to 
1/ 2 and 1/ 2. 

Step2 observe Q(t). Based on observation of the population Q(t), the result 
C(t)={ct

1,c
t
2,…,ct

m} is obtained, where ct
j denotes a binary string of length n. The 
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string is generated by comparing the probability amplitude |αi|
2 (or |βi|

2) of each quit 
with a random number r, which ranges from 0 to 1. Picking up a random number r, if 
|αi|

2<r (or |βi|
2<r) is satisfied; the corresponding quit is set to ‘1’, otherwise, ‘0’. 

Step3 evaluate C(t). Each fitness of observation value in C(t) is calculated by invok-
ing the fitness function.  

Step4 store the best solution. According to fitness of each observation value, pick 
the best solution in Q(t), and store it in B(t). If B(t) has kept unchanged for Ig con-
secutive generations, the Q(t) should be updated by a special curse operation [12], 
which generates a new population with random probability amplitudes.  

Step5 termination judgement. If the termination term is satisfied, stop the procedure. 

Step6 update Q(t) with quantum gate. The quantum gates, which are usually de-
signed corresponding to different applications, generate the source power of evolu-
tion. And, a quantum gate can be expressed as 
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⎡ −
= θθ
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where θ is a rotation angle. For a chromosome, [αi βi]
T, the probability amplitude pair 

of the i-th qubit, can be adjusted to [α’
i β’

i]
T through the quantum gate, as in (7). 
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θi = s(αi,βi) Δθi . (8) 

where θi is a rotation angle. The function s(αi βi) has three possible values, 1, 0, or -1. 
The evolutionary speed is determined by rotation step Δθi, which usually ranges from 
0.05π to 0.0025π. A typical lookup table of rotation angle is as Table 1. 

Table 1. Lookup table of s(αi βi) 

s(αi βi) xi bi f(x)≤f(b) 
αiβi>0 αiβi<0 αi=0 βi=0 

0 0 False 0 0 0 0 
0 0 True 0 0 0 0 
0 1 False +1 -1 0 ±1 
0 1 True -1 +1 ±1 0 
1 0 False -1 +1 ±1 0 
1 0 True +1 -1 0 ±1 
1 1 False 0 0 0 0 
1 1 True 0 0 0 0 

where xi and bi are the i-th binary bit of the binary solution x and b, respectively. Sym-
bol b denotes the best solution by far. The symbol f(·) denotes the fitness function. 

Step7 return to Step2 and continue. 
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4   Modified QGA for Discretization 

4.1   Cut Set Representation and Fitness Function 

A cut set is represented by a chromosome, for instance, if maximum cut set is 8, then 
the length of chromosome is set to 8. A chromosome ‘01010100’ represents a cut set 
with 3 cuts, which are marked by the bit of ‘1’. 

A well-designed fitness function is of vital importance. In this connection, a fitness 
function is constructed elaborately as below 

f(x) = (1 - λ) (1 – card (x) / n ) + λ card (D) / card (T) . (9) 

Where x is a solution represented by a quantum chromosome; λ is a regulating factor; 
and n is the length of chromosome. Card(x) denotes the number of state ‘1’ in the 
binary representation of x. Card(D) represents the number of object pairs  that x can 
discern in the new decision table SD. Card(T) denotes the number of object pairs in 
the new decision table SD. For f(x), the first part is designed to find a minimum cut 
set; the second part is to guarantee the consistency of discretization. 
 

Lemma: For the fitness function (9), if the original decisional table is consistent, and 
λ can be described as (10); then the sufficient and necessary condition, which guaran-
tees a consistent discretization by x, is that the inequation f(x)>λ is existent. 

1 > λ > card (T) (n-1) / [ n + card (T) (n – 1 ) ] . (10) 

Proof: Assume that the discretization result of x is inconsistent under the condition of 
f(x)>λ. Based on the definitions of the fitness function and consistency, the equation 
below exists. 

max{ f(x) } = (1 - λ) (1 – 1 / n) + λ [ card (T) - 1] / card (T) (11) 

Combined (11) with (10), we have the inequation max{f(x)}<λ, which is in con-
tradiction with the assumption inequation f(x)>λ. Therefore, when f(x)> λ is existent, 
the discretization by x is consistent.  

Conversely, according to the definition of consistency, if the discretization result is 
consistent, then the equation below is satisfied 

card (D) / card (T) = 1 . (12) 

Then combined (12) with the first part of f(x), as 

(1 - λ) (1 – card (x) / n)>0 . (13) 

It can be concluded that f(x)>λ. Therefore, if the discretization result is consistent, 
then f(x)>λ is existent. The proof is completed. 

Based on the lemma, λ can be chosen properly; accordingly, the consistency of 
discretization result can be deduced conveniently from f(x).  

4.2   Locally Hierarchical Search Technique and Modified QGA 

Although, QGA has advantages over the conventional GA in terms of population di-
versity and global search ability, convergence performance of QGA requires further 



 Study on Discretization in Rough Set Via Modified Quantum Genetic Algorithm 305 

study, especially when the length of chromosome is large. Motivated by improving 
convergence performance of QGA, a locally hierarchical search technique (LHST) is 
proposed. In LHST, the discernability of each cut, which means how many object 
pairs can be discerned by one cut, provides heuristic information for the locally hier-
archical search on corresponding set of object pairs in the new decision table SD. With 
the heuristic information, LHST search the new decision table hierarchically, and fi-
nally find out the locally optimal cuts.  

If a predefined condition is satisfied, then the procedure of LHST is started as  
follows  

Step1: the set of current object pairs is initially all object pairs in SD; 
Step2: from the current optimal cut set, select a cut with maximum discernability 

on the set of current object pairs; 
Step3: if the cut can discern all pairs in the current set; then stop, else continue; 
Step4: refresh the set of current object pairs by all the object pairs that cannot be 

discerned on set of the object pairs; 
Setp5: go to step2 
Accordingly, the procedure of the modified QGA is as below, 

Begin initialize Q(t)  
While (not termination condition) do 
{     Step1 observe Q(t)  

Step2 evaluate C(t)  
Step3 store the best solution 
Step4 If a predefined condition is satisfied, then run LHST  
Step5 update Q(t) with quantum gates, return to step2 and continue. 

} 
End  

5   Performance Tests 

To test the performance the propose algorithm, experiments were performed on a PC 
platform with a 1.7GHz CPU. Professor Fisher’s Iris dataset [13], which includes 150 
objects with 4 different attributes, is adopted in the tests.  

According to the approach mentioned in chapter 2.2, there are 19, 13, 5 and 5 can-
didate cuts for the continuous attribute sepal-length, sepal-width, petal-length and 
petal-width, respectively. As a result, a new decision table with 7500 object pairs and 
42 candidate cuts is obtained. There are 50 times of random tests are conducted, and 
experimental parameters and results are illustrated in Table 2 and Table 3 respec-
tively. In Table 2, Pc and Pm denote the crossover rate and mutation rate respectively. 

Table 2. Experimental parameters for GA, QGA and MQGA 

 Initial 
population 

Chromosome 
length 

λ Δθi Ig Pc Pm 
Maximum 
generations 

GA 20 42 0.99991 Null Null 0.7 0.01 500 
QGA 5 42 0.99991 0.05 100 Null Null 500 

MQGA 5 42 0.99991 0.05 100 Null Null 500 
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Table 3. Results of GA, QGA and MQGA approach 

 Card(xb)=6 Card(xb)=7 Card(xb)=8 Card(xb)=9 Mean Execution Time 
GA 11 30 5 4 30.85 sec 

QGA 24 18 8 0 11.43 sec 
MQGA 28 20 2 0 11.51 sec 

It has been verified based on the lemma in chapter 4.2, that all the test results can 
achieve a consistent partition on the new decision table. And the optimal set of cuts is 
{Sepal-length=6.85, Sepal-width=3.15, Petal-length=(2.45, 4.95), Petal-width=(1.55 
1.75)}. From Table 3, it can be concluded that MQGA is best among the three ap-
proaches in terms of the capability of converging to the optimal solution and execu-
tion time. 

6   Conclusion 

To improve the performance of discretization in rough set, a modified QGA and a 
new parametric configuration scheme for the fitness function are proposed in this pa-
per. It has been verified experimentally that the proposed MQGA has advantages over 
GA and QGA in terms of efficiency and solution quality. The MQGA exhibits some 
excellent characteristics in convergence in the tests. It is very meaningful to introduce 
the newly emerged QGA into the area of data mining, though there are some applica-
tion details to be further studied in the future. 

References 

1. Dubois, D., Prade, H.F.: Rough sets: Theoretical Aspects of Reasoning about Data, by Z. 
Pawlak. Kluwer, Dordrecht (1991) 

2. Zdzislaw, P., Jerzy, G., Roman, S.: Rough Sets. Communications of the ACM 38(6) (June 
1995) 

3. Nguyen, H.S., Skowron, A.: Quantization of Real Value Attributes, Rough Set and Boo-
lean Reasoning Approaches. In: Proceedings of the 2nd Joint Annual Conference on In-
formation Science, Wrightsville Beach, NC, pp. 34–37 (1995) 

4. Hou, L.J., Wang, G.Y., Nie, N.: Discretization in Rough Set Theory. Computer Science, 
89–94 (2000) 

5. Dai, J.H., Li, Y.X.: Study on Discretization Based on Rough Set Theory. In: Proceedings 
of the 1st International Conference on Machine Learning and Cybernetics, Beijing, pp. 
1371–1373 (2002) 

6. Tay, E.H., Shen, L.: A Modified Chi2 Algorithm for Discretization. IEEE Transactions on 
Knowledge and Data Engineering, pp. 666–670 (2002) 

7. Li, M., Wu, C.D., Han, Z.H.: A Hierarchial Clustering Method for Attribute Discretization 
in Rough Set Theory. In: Proceedings of the 3rd International Conference on Machine 
Learning and Cybernatics, Shanghai, pp. 3650–3654 (2004) 

8. Xie, H., Cheng, H.Z., Niu, D.X.: Discretization of Continuous Attributes in Rough Set 
Theory Based on Information Entropy. Chinese Journal of Computers 28(9), 1571–1574 
(2005) 



 Study on Discretization in Rough Set Via Modified Quantum Genetic Algorithm 307 

9. Han, K.H., Kim, J.H.: Genetic Quantum Algorithm and Its Application to Combinatorial 
Optimization Problem [A]. In: Proceedings of the 2000 IEEE Congress on Evolutionary 
Computation [C], pp. 1354–1360 (2000) 

10. Nguyen, H.S.: Dicretization of Real Value Attributes: Boolean Reasoning Approach [Ph.D 
Dissertaion]. Warsaw University, Polland (1997) 

11. Dai, J.H., Li, Y.X.: The Application of Genetic Algorithm for Discretization of Decision 
System. Microelectronics & Computer 20(2), 19–21 (2003) 

12. Ge-Xiang, Z., Wei-Dong, J., Lai-Zhao, H.: Feature Selection Algorithm Based Quantum 
Genetic Algorithm. Control Theory & Applications 22(5), 810–813 (2005) 

13. http://www.fmt.vein.hu/softcomp/ucidata/dataset.htm (2006) 



A Class of Random Fuzzy Programming and Its

Hybrid PSO Algorithm

Yankui Liu, Xuejie Bai, and Fang-Fang Hao

College of Mathematics & Computer Science, Hebei University
Baoding 071002, Hebei, China

yliu@hbu.cn, baixuejie123@sina.com, hff29@163.com

Abstract. This paper presents a new class of two-stage random fuzzy
programming with recourse (RFPR) problems. Since the RFPR problem
usually includes random fuzzy parameters with infinite supports, it is in-
herently an infinite dimensional optimization problem that can rarely be
solved directly by the conventional optimization algorithms. To over-
come this difficulty, this paper developed an approximation method for
the original RFPR problem, and turn it into a finite-dimensional one.
We also establish a convergence relation between the objective values
of the original problem and its approximating problem. To solve a gen-
eral RFPR problem, we design a hybrid algorithm by integrating the
approximation method, neural network (NN) and particle swarm opti-
mization (PSO) algorithm. Finally, one numerical example is presented
to demonstrate the effectiveness of the designed algorithm.

1 Introduction

In a complex decision-making process, we often face a hybrid uncertain environ-
ment in which both randomness and fuzziness coexist. To deal with this twofold
uncertainty, it is required to combine credibility theory [2,6,7,8,9,11,13,16] and
classical probability theory. Random fuzzy variable is an appropriate tool to
describe this twofold uncertain phenomenon, it was defined as a map from a
credibility space to a collection of random variables [7]. Based on random fuzzy
theory [8], random fuzzy programming has been well developed in the literature.
For example, Guo et al. [3] proposed a repair model in terms of random variable
distributions with a fuzzy parameter. Liu and Liu [14] defined the mean chance
and equilibrium chance of a random fuzzy event, and established three types of
chance-constrained programming models. Liu and Liu [15] introduced the ex-
pected value operator of a random fuzzy variable, and developed three classes
of random fuzzy expected value models.

Motivated by two-stage stochastic program [1] and fuzzy programming with
recourse problems [10,17,18], the purpose of this paper is to study a new class
of two-stage random fuzzy programming with recourse (RFPR) problems. The
two-stage RFPR arises as an optimization problem in situations where some pa-
rameters of the underlying model are not known with certainty and characterized
by random fuzzy variables with known possibility and probability distributions,

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 308–315, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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and the objective is to formulate an optimization problem via expectation cri-
teria. It is assumed that some decisions must be taken before the outcome of
random fuzzy parameters is revealed and thus must be based on the knowl-
edge of the distribution of the parameters only. This is referred to as the first
stage. In the second stage, outcomes of all random fuzzy parameters have been
observed and some recourse (or corrective) actions may be taken. This setting
corresponds to a variety of practical optimization problems under uncertainty.
Due to the original two-stage RFPR is inherently an infinite-dimensional opti-
mization problem that usually cannot be solved directly via the conventional
optimization algorithms. To overcome this difficulty, this paper will discuss the
approximation method for the original two-stage RFPR problem, in which we
adopt the convergence modes for random fuzzy variables defined in [12].

The paper is organized as follows. Section 2 presents the formulation of a
new class of two-stage RFPR problems. In Section 3, we develop an approx-
imation method to the original two-stage RFPR problem, and turn it into a
finite-dimensional one. We also discuss the convergence of the objective value
of the original two-stage RFPR problem to that of the approximating two-stage
problem. In Section 4, we design a hybrid algorithm by combining the approx-
imation method, NN and a PSO algorithm [4,5] to solve the approximating
RFPR problem. The effectiveness of the designed algorithm is demonstrated via
one numerical example. Finally, Section 5 gives the conclusions.

2 Formulation of Two-Stage RFPR Problem

A two-stage random fuzzy programming is formally build as

min
x

{
cTx +QE(x) | x ∈ D

}
(1)

where D = {x ∈ �n1 | Ax = b, x ≥ 0}, QE(x) = Eξ[Q(x, ξ)], and Q(x, ξγ(ω)) is
the optimal value of the following linear programming

⎧
⎨
⎩

min qT (ξγ(ω))y
subject to W (ξγ(ω))y = h(ξγ(ω))− T (ξγ(ω))x

y ≥ 0.
(2)

Here E refers to the expected value operator of random fuzzy variable [15]. Some
components of q, h, T and W in the above problem are random fuzzy parameters
represented through the following affine sums

⎧
⎪⎪⎨
⎪⎪⎩

q(ξ) = q0 +
∑r

i=1 q
i · ξi

h(ξ) = h0 +
∑r

i=1 h
i · ξi

T (ξ) = T 0 +
∑r

i=1 T
i · ξi

W (ξ) = W 0 +
∑r

i=1 W
i · ξi

where ξ = (ξ1, ξ2, · · · , ξr)T is a random fuzzy vector, and qi, hi, T i,W i, i =
0, 1, · · · , r are deterministic matrices of n2 × 1,m2 × 1,m2 × n1,m2 × n2, re-
spectively.
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3 Approximating Two-Stage RFPR Problem

Suppose that ξ = (ξ1, ξ2, · · · , ξr)T is the random fuzzy parameter involved in
the RFPR problem (1) with a support Ξ ⊂ �r. This section is devoted to the
approximation approach to ξ by finitely supported random fuzzy vectors so that
the recourse function

QE(x) = Eξ[Q(x, ξ)] (3)

can be computed at each feasible decision x.
Suppose that ξ = (ξ1, · · · , ξr)T is a continuous random fuzzy vector, i.e., for

each γ ∈ Γ, ξγ is a continuous stochastic vector, and the support of ξ is denoted
by Ξ =

∏r
i=1[ai, bi], where [ai, bi] is the support of ξi for i = 1, 2, · · · , r. We adopt

the following method to approximate ξ by a sequence {ζm} of finitely supported
primitive random fuzzy vectors. The method can be described as follows.

For each integer m, ζm = (ζm,1, ζm,2, · · · , ζm,r)T is constructed by the follow-
ing method.

For each i ∈ {1, 2, · · · , r}, define ζm,i = gm,i(ξi) for m = 1, 2, · · · , where the
functions gm,i’s are as follows

gm,i(ui) =
{
ai, ui ∈ [ai, ai + 1

m )
sup

{
ki

m | ki ∈ Z, s.t. ki

m ≤ ui

}
, ui ∈ [ai + 1

m , bi]

and Z is the set of integers. Since gm,i’s are Borel measurable functions, ζm is a
random fuzzy vector for each m.

By the definition of ζm,i, random fuzzy variable ξi takes on values in its infinite
support [ai, bi], while ζm,i takes on values ai and ki/m for ki = [mai]+1, · · · ,Ki,
where [r] is the integer part of the real number r, Ki = mbi−1 or [mbi] according
as mbi is an integer or not an integer. In addition, for each ki, as ξi takes its
values in [ki/m, (ki + 1)/m), random fuzzy variable ζm,i takes on the value ki/m
only. Consequently, for each (γ, ω) ∈ Γ ×Ω, we have

ξi,γ(ω)− 1
m

< ζm,i,γ(ω) ≤ ξi,γ(ω), i = 1, 2, · · · , r

which leads to

‖ζm,γ(ω)− ξγ(ω)‖ =
√∑r

i=1(ζm,i,γ(ω)− ξi,γ(ω))2 ≤
√

r
m

(4)

for every (γ, ω) ∈ Γ × Ω. As a consequence, the sequence {ζm} of finitely sup-
ported primitive random fuzzy vectors converges to ξ uniformly.

In what follows, the sequence {ζm} of finitely supported primitive random
fuzzy vectors is referred to as the discretization of ξ. The problem (1) is referred
to as the original two-stage RFPR. By generating a sequence {ζm} of finitely
supported primitive random fuzzy vectors according to the distribution of ξ, one
can construct the corresponding approximation two-stage RFPR problem

min
x

{
cTx + Q̂m,E(x) | x ∈ D

}
(5)
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where Q̂m,E(x) = Eξ[Q̂m(x, ζm)], and Q̂(x, ζm) is the optimal value of the fol-
lowing linear programming

⎧
⎨
⎩

min qT (ζm)y
subject to W (ζm)y = h(ζm)− T (ζm)x

y ≥ 0.

The problem (5) is referred to as the approximating two-stage RFPR problem.
The objective value of the approximating RFPR problem (5) provides an esti-
mator for that of the original RFPR problem (1).

Theorem 1. Consider the original RFPR problem (1), suppose the recourse
matrix W is fixed, i.e., W (ξ) ≡ W, and ξ = q or (h, T ) is a continuous and
bounded random fuzzy vector with an infinite support Ξ such that Q(x, ξ) is not
−∞ for each feasible decision x ∈ D and ξ ∈ Ξ. If the sequence {ζm} of finitely
supported primitive random fuzzy vectors is the discretization of ξ, then for each
x ∈ D, the objective value of the approximating RFPR problem (5) converges to
that of the original RFPR problem (1), i.e.,

lim
m→∞

Q̂m,E(x) = QE(x)

where Q̂m,E(x) = Eζm [Q̂m( ζm)], and QE(x) = Eξ[Q(x, ξ)].

4 Hybrid Algorithm and Numerical Example

4.1 A Hybrid PSO Algorithm

If the demand is characterized by a continuous random fuzzy vector ξ, then (1)
is inherently an infinite-dimensional optimization problem that cannot be solved
directly by conventional optimization algorithms. To provide a general solution
method to the two-stage RFPR problem, we will design a hybrid algorithm by
integrating the PSO algorithm, NN and the approximation method. The PSO
algorithm, originally developed by Kennedy and Eberhart [4], is a method for
optimization on metaphor of social behavior of flocks of birds and/or schools of
fish. Compared to other heuristic algorithm, the PSO algorithm has much better
intelligent background, and the theoretical framework of PSO is very simple so
that it can be performed easily. Recently the PSO algorithm has attracted much
attention and been successfully applied in the fields of evolutionary computing,
unconstrained continuous optimization problems and many others [5]. In our
proposed hybrid algorithm, the technique of the approximation method is used
to compute the recourse function QE(x), NN is trained to approximate the
recourse function, and the PSO algorithm and the trained NN are integrated for
solving the two-stage problem (5).

Training an NN: The evaluation of QE(x) via approximation method is a
time-consuming process since for each first-stage decision x and every realization
ζm,γ(ω) of ζm, we are required to solve the second-stage programming problem
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via the simplex algorithm. To speed up the solution process, we desire to replace
the recourse function QE(x) by an NN since a trained NN has the ability to
approximate integrable functions. In this paper, we employ the fast BP algorithm
to train a feedforward NN to approximate recourse function QE(x). We only
consider the NN with input layer, one hidden layer and output layer connected
in a feedforward way. Let {(xi, qi) | i = 1, 2, · · · ,M} be a set of input-output data
generated by the approximation method. The training process is to find the best
weight vector w so that the error function Err(w) =

∑M
i=1 |F (xi, w) − qi|2/2 is

minimized, where F (xi, w) is the output function of the NN, and qi is the value
of QE(xi) evaluated by the approximation method.

Representation Structure: In the two-stage RFPR problem, we use a vector x =
(x1, x2, · · · , xn1)

T as a particle to represent a decision variables.

Initialization: Initialize pop size particles xk for k = 1, · · · , pop size from the
feasible region D.

Operations inPSOAlgorithm:Suppose that the searching space is 2n1-dimensional
and there are pop size particles form the colony. The position and the velocity of
the kth particle can be represented as

xk = (xk,1, xk,2, · · · , xk,n1)
T , vk = (vk,1, vk,2, · · · , vk,n1)

T .

Each particle has its own best position (pbest) pk = (pk,1, pk,2, · · · , pk,n1)
T ,

which represents the personal smallest objective value so far at time t. The global
best particle (gbest) of the colony is denoted by pg = (pg,1, pg,2, · · · , pg,n1)T ,
which is the best particle found so far at time t in the colony.

Using the notations above, the new position of the kth particle is updated by

xk(t + 1) = xk(t) + vk(t + 1) (6)

while the new velocity of the kth particle is renewed by

vk(t + 1) = wvk(t) + c1r1(pk − xk(t)) + c2r2(pg − xk(t)) (7)

where k = 1, 2, · · · , pop size; w is called the inertia coefficient; c1 and c2 are
learning rates which are nonnegative constants, and r1 and r2 are two indepen-
dent random numbers generated randomly in the unit interval [0, 1].

Hybrid PSO Algorithm: To solve the proposed two-stage RFPR problem, we first
employ the approximation method to generate a set of input-output data for the
recourse function QE(x), then we use the data set to train an NN to approximate
the recourse function QE(x). After the NN is well-trained, we integrate PSO and
the trained NN to produce a hybrid algorithm. During the solution process, we
use formula (6) to update the position of the kth particle, employ formula (7) to
renew the velocity of the kth particle, and use the trained NN to calculate the
objective values for all particles. We repeat the above process until a stopping
criterion is satisfied.
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The procedure of the proposed hybrid PSO algorithm for solving the two-stage
RFPR problem is summarized as

Step 1. Generate a set of input-output data for the recourse function QE(x)
by the approximation method.

Step 2. Train an NN to approximate the recourse function QE(x) by the gen-
erated input-output data.

Step 3. Initialize pop size particles with random positions and velocities, and
evaluate the objective values for all particles by the trained NN.

Step 4. Set pbest of each particle and its objective value equal to its current
position and objective value, and set gbest and its objective value equal to
the position and objective value of the best initial particle.

Step 5. Update the position and velocity of each particle according to formulas
(6) and (7), respectively.

Step 6. Calculate the objective values for all particles by the trained NN.
Step 7. For each particle, compare the current objective value with that of its

pbest. If the current objective value is smaller than that of pbest, then renew
pbest and its objective value with the current position and objective value.

Step 8. Find the best particle of the current swarm with the smallest objective
value. If the objective value is smaller than that of gbest, then renew gbest
and its objective value with the position and objective value of the current
best particle.

Step 9. Repeat the fifth to eighth steps for a given number of cycles.
Step 10. Return the gbest and its objective value as the optimal solution and

the optimal value.

4.2 One Numerical Example

To demonstrate the effectiveness of the designed hybrid PSO algorithm, consider
the following two-stage RFPR problem

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min 2x2
1 + 2x2

2 − 8x2
3 + Eξ[Q(x, ξ)]

subject to x1 + x2 + 2x3 ≤ 9
x1 + x2 − x3 ≤ 2
−x1 + x2 + x3 ≤ 4
x1, x2, x3 ≥ 0

(8)

where Q(x, ξ) is the optimal value of the following linear programming
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min q1(ξ)y1 + q2(ξ)y2 + y3 + q4(ξ)y4 + y5

subject to 2y2 + y3 − 4y4 − 2y5 = 30− t1(ξ)x1 − x2 + x3

5y1 − 11y2 + 7y3 + 8y4 − 10y5 = 60− 6x1 − t2(ξ)x2 − 3x3

−10y1 − 8y2 + 13y3 + 5y4 + 5y5 = 80− 12x1 + 9x2 − t3(ξ)x3

yk ≥ 0, k = 1, · · · , 5

q1, q2, q4 are uniform random fuzzy variables defined as

q1,γ ∼ U(5 −X1(γ), 5 + X1(γ)) with X1 triangular fuzzy variable (0, 1, 2)
q2,γ ∼ U(3 −X2(γ), 3 + X2(γ)) with X2 triangular fuzzy variable (0, 1, 2)
q4,γ ∼ U(2 −X4(γ), 2 + X4(γ)) with X4 triangular fuzzy variable (0, 1/2, 1)
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t1, t2 and t3 are the following normal random fuzzy variables

μt1,γ(r) = exp
(
−
(

r−Y1(γ)
0.5

)2
)

with Y1 fuzzy variable (−2,−1, 0)

μt2,γ(r) = exp
(
−
(

r−Y2(γ)
0.5

)2
)

with Y2 fuzzy variable (0, 1, 2)

μt3,γ(r) = exp
(
−
(

r−Y3(γ)
0.5

)2
)

with Y3 fuzzy variable (−10,−9,−8).

In addition, the fuzzy variables involved in this problem are assumed to be
mutually independent [13].

In order to solve (8), for each fixed first-stage decision variable x, we generate
1.5× 106 sample points via the approximation method to calculate the recourse
function QE(x). Then for each sample point ζ̂ij , we solve the second-stage pro-
gramming via simplex algorithm and obtain the second-stage value Q(x, ζ̂ij) for
i = 1, 2, · · · , 500, and j = 1, 2, · · · , 3000. After that, the value of the recourse
function QE(x) at x can be computed by the approximation method.

By applying the approximation method described above, we first generate a
set {(xi, qi) | i = 1, 2, · · · , 2000} of input-output data for the recourse function
QE(x), and then use the data set to train an NN to approximate the recourse
function QE(x). After the NN is well trained, it is embedded into a PSO algo-
rithm to produce a hybrid algorithm to search for the optimal solutions.

If we set the parameters in the implementation of the PSO algorithm as
follows: the inertia coefficient w decreases linearly from 0.9 to 0.4; the learning
rates c1 = c2 = 2, and the population size is 100, then a run of the hybrid PSO
algorithm with 400 generations gives the following optimal solution

(x∗1, x
∗
2, x

∗
3) = (0.333365, 0.000000, 4.333317)

whose objective value is −99.846520.

5 Conclusion

This paper has developed a new class of two-stage RFPR problem. Since the un-
certain parameters in the two-stage RFPR problem are often modeled as random
fuzzy variables with infinite supports, it is inherently an infinite-dimensional
optimization problem that can rarely be solved directly by conventional op-
timization algorithms. To overcome this difficulty, this paper has presented an
approximation method to the original two-stage RFPR problem, and established
a convergence relation between the original two-stage RFPR problem and its ap-
proximating problem. Furthermore, we have designed a hybrid PSO algorithm
by integrating the approximation method, NN and the PSO algorithm to solve
the proposed RFPR problem. The effectiveness of the designed algorithm was
illustrated via one numerical example.
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Abstract. This paper presents a generalized Type-1 Fuzzy Logic en-
gine to test statistical hypothesis on means by using standardized data
samples to simplify the rule base. This inference engine attempts to test
hypothesis on imprecise means, being an alternative to reject or accept
the hypothesis via a fulfillment degree. To do so, an application example
is provided and compared against classical tests to verify their results.

1 Introduction and Motivation

Recently, the statistical theory is focused in the analysis of different situations
related with data quality. This statistical field known as Robust Statistics con-
siders some problems as missing data, biased estimations, atypical data and low
quality measurements. For further information see [1], [2] and [3].

A new field on statistical analysis is focused on the usage of fuzzy theory to
handle imprecise data. James J. Buckley in [4] and [5] describes new probability
concepts based on Type-1 fuzzy sets called “Fuzzy Probabilities” and therefore
fuzzy test statistics. A. Mohammadpuor & A. Mahammad.Djafari in [6] propose
a fuzzy test by using fuzzy relations and Bayesian concepts and B. F. Arnold in
[7] proposes a similar work based on interval numbers.

In this way a Type-1 Fuzzy Logic (T1 FLS) engine is proposed to handle
low quality and unbiased samples assuming noise, damage or malfunction of the
measurement devices and related issues.

2 Hypothesis Testing

A Statistical Hypothesis is an assertion or conjecture about the distribution of
one or more random variables. A test of a statistical hypothesis (H) is a rule or
procedure for deciding whether to reject (H) or not.

In many hypothesis-testing problems two hypothesis are discussed: The first,
the hypothesis being tested, is called the Null Hypothesis, denoted by H0, and
� Both authors are members of the Laboratory for Automation, Microelectronics and
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the second is called the Alternative Hypothesis, denoted by Ha. The natural
supposition is that if H0 is false, then Ha is true.

Different H0 can be outlined: Differences between μ and μ0, between μ1 and
μ2 or among multiple means {μ1, μ2, · · · , μn}. Their definitions are shown next:

H0 : μ = μ0 (1)
Ha : μ �= μ0; Ha : μ < μ0 or Ha : μ > μ0

H0 : μ1 = μ2 (2)
Ha : μ1 �= μ2; Ha : μ1 < μ2 or Ha : μ1 > μ2

H0 : μ1 = μ2 = · · · = μn (3)
Ha : At least one mean is different from others.

Here, H0 is tested with any test statistic with a pre-defined α confidence level
(Usually α = 0.05). Usually, the analyst verifies his suppositions about (1) and
(2) by using test statistics as the z or t − student statistics, assuming them as
the correct choice, based on asymptotical assumptions.

The multiple means case (3) is widely treated by using the ANOVA method-
ology due to their complexity. For further information see [2], [3] and [8].

2.1 Decision Making

A crisp bilateral hypothesis test is a simple process that either rejects or accepts
H0 by using a test statistic based on a known pdf 1. The usual reasoning is to
Accept H0 if the sample statistic is inside a Confidence Interval, that is:

x ∈ [ g1(μ0); g2(μ0) ] (4)

Where g1(μ0) and g1(μ0) are functions of μ0 and P (g1(μ0) < μ < g2(μ0)) = 1−α.
The classical approach finds the probability of satisfy H0. If the sample statis-

tic falls on a extreme value then H0 is rejected, otherwise it “Does not have any
statistical evidence to reject H0” and Ha is accepted. Here, the principal result
is a boolean decision about H0: Reject it or not.

2.2 Uncertainty Sources in Hypothesis Testing

An important discussion around sources of uncertainty on Type-1 and Type-2
FLS have been made by Mendel in [9], Klir in [10] and [11] and Melgarejo in
[12], and [13]. Thus, the following sources of uncertainty have been identified:

Data quality: The measurement device would have problems or errors on its
functioning and finally it generates bias from their main information.

Ambiguity (Confusion on evidence): The data sample could contain unde-
sirable information (Noise), leading to errors on their estimates.

Ambiguity (Dissonance on evidence): When samples has no Normal be-
havior, their multivariate pdf could leads to a misspecification of the test.

These uncertainty sources have not been considered by classical approaches,
but a FLS can work with. To do so, a non-parametric fuzzy test is proposed.
1 Probability Distribution Function.
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2.3 Fuzzy Random Vectors

In this paper, the definition of fuzzy randomness given by Yian-Kui Liu & Baod-
ing Liu in [14] is used.

Definition 1. Let (Ω,
∑

, P ) be a probability space. A f.r.v. is a mapping ξ :
Ω → Fv such that for any closed subset C of R.

ξ(C)(ω) = Pos{ξ(ω)εC} = sup

xεC
μξ(ω)(x) (5)

Is a measurable function of ω, where μξ(ω) is the distribution function of fuzzy
variable ξ(ω).

According to above, a f.r.v. is defined both in probability and possibility spaces,
by means of a membership function μξ(ω) in the ω fuzzy space.

3 Type-1 Inference Engine to Test Hypothesis on Means

First, a statistical transformation is used to standardize the sample mean namely
{xi}. For known and unknown variances, the z and t transformations are:

zi =
xi − μ0

δi/
√
ni

(6)

ti =
xi − μ0

si/
√
ni

(7)

xi, δi, si and ni are the mean, population and sample variance of the ith sample.
By using f.r.v. and (5), both imprecision and randomness are treated by means

a T1 FLS whose methodology is presented next.

Crisp means

Fuzzy
Input
Sets

Fuzzy
Output

Sets

Fuzzifier

Rules

Inference

Defuzzifier

Degree of
Fulfillment

Fig. 1. Type-1 FLS design methodology

3.1 General Methodology

General facts about the proposed fuzzy test are:

– The ith group mean must be standardized by using (6) or (7), eliminating
the effect of its variance and simplifying the rule base.

– All designed tests are based on bilateral differences on means.
– The defined f.r.v. does not obey to any probability function.

The methodological process in order to design a FLS is presented next.
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3.2 Fuzzy Input Sets

First, some considerations about properties of the samples can be given.

Definition 2. The fuzzy space of a z or t transformation is given by all values
defined in the map ξ : Ω → Fv such that for any closed subset C of R.

Lemma 1. If the ith mean is equal to their reference (μ0) then z = 0.

Proof. Here, zi(ω) = (xi(ω) − μ0)/(δi/
√
ni), now consider any ith mean where

xi(ω) = μ0, then zi(ω) = (μ0 − μ0)/(δi/
√
ni) and finally zi(ω) = 0. ω is the

sample space, i ∈ N, zi(ω) ∈ C and xi ∈ R. For an unknown variance case we
use (7) and their proof is similar to the above result. � 

In this paper, we use Gaussian membership functions G(a0, bi) for all input sets
(See (8)). A central set “Close to μ0” is characterized by G(a0, bi), where ai = zi,
a0 = 0 and bi which is a free parameter of exigency of the test.

μc(ai; a0, bi) = exp
−(ai−a0)2

2b2
i (8)

Thus, (8) is the fuzzy distribution function of the behavior of z or t → μc,
defined on the closed set C(z, t) : (−∞,∞), See (5).

Remark 1. Recall that Yian-Kui Liu and Baoding Liu in [14] shows that the
expected value of a f.r.v. with gaussian membership function is exactly a0, in this
case is zero (0), and also is the central tendency of the z or t transformation.

By extension it is easy to show that E[z(ω)] = 0,
∑n

j=1(zj(ω)−E[z(ω)]) = 0
and E[t(ω)] = 0,

∑n
j=1(tj(ω)− E[t(ω)]) = 0 for any random sample.

Three input sets: Smaller (s), Close (c) and Bigger (b) than μ0 are defined as:

“Smaller than μ0” (μs) : 1− exp− 1
2

(
x−μ0
δ/

√
n

)2

for z < 0 (9)

“Close than μ0” (μc) : exp− 1
2

(
x−μ0
δ/

√
n

)2

∀ z (10)

“Bigger than μ0” (μb) : 1− exp− 1
2

(
x−μ0
δ/

√
n

)2

for z > 0 (11)

Here, ai = x, a0 = μ0 and bi = δ/
√
n. μs, μc and μb are shown in the Figure 2.

The definition of all fuzzy sets is a flexible aspects which depends on the
opinion and perception of the experts about x regarding μ and z.

Remark 2 (Equally on variances supposition:). Additionally, the analyst
can suppose that all groups have either equal variances or not. In the case where
the analyst does not assume that, the proper z and t transformations are:

zi(ω) =
xi(ω)− μ0

δi/
√
ni

(12)

ti(ω) =
xi(ω)− μ0

si/
√
ni

(13)
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For a supposition of equality on variances, their proper expressions are:

zi(ω) =
xi(ω)− μ0

δs/
√
ni

(14)

ti(ω) =
xi(ω)− μ0

ss/
√
ni

(15)

Where δ2
s is the population variance and s2

s is the sample variance defined as:

s2
s =

1
N − 1

a∑
i=1

ni∑
j=1

(xij − x..)2 (16)

3.3 Fuzzy Output Sets

Three fuzzy output sets are defined as Low (l), Medium (m) and High (h) ful-
fillment of H0, whose mathematical expressions are given next:

“Low Fulfillment of μ0” : μl =

⎧
⎪⎨
⎪⎩

1− 2
(

f+0.2
0.7

)2

−0.2 � f � 0.15

2
(
0.5− f

0.7

)2

0.15 � f � 0.5
(17)

“Medium Fulfillment of μ0” : μm = exp−( f−0.5
2δ )2

∀ f (18)

“High Fulfillment of μ0” : μh =

⎧⎪⎨
⎪⎩

2
(

f−0.5
0.7

)2

0.5 � f � 0.85

1− 2
(
0.5− f

0.7

)2

0.85 � f � 1.2
(19)

Where f is the final output of the FLS and δ is a spread parameter which offers
the choice of either to increase or reduce the exigency of the test. Note that
f ∈ [−0.2; 1.2 ] since the defuzzification process does not provide zero or one
as extreme fulfillments of H0 when the FLS is constructed with other values. A
graphical representation is displayed next:

The output sets has domain R ∈ [ 0, 1 ], where zero means a very low fulfillment
of H0 and one is a complete fulfillment, making easy their interpretation.

−4 −3 −2 −1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

a) Z Transformation

Fu
lfi

llm
en

t
of

H
0

Smaller than μ0 Bigger than μ0

Close to μ0

−0.2 0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

b) Fulfillment of H0

D
eg

re
e

of
m

em
be

rs
hi

p

High (μh)

Medium (μm)

Low (μl)

Fig. 2. a) Input sets and b) Output sets



A Fuzzy Logic Approach to Test Statistical Hypothesis on Means 321

3.4 Rule Base

The classical statistical hypothesis only uses one rule to verify H0, based on the
asymptotic properties (Usually a Normal behavior) of the sample:

R1: If x ∈ [ g1(μ0); g2(μ0) ] then H0 is Accepted, otherwise H0 is Rejected.

We represent the knowledge of the experts about H0 by means of a rule-base. A
general way to design bilateral tests is presented next.

Rule Base for one mean test:

R1: if z is not c, then output is l.

This FLS obtains a similar result than the approach developed by Buckley in
[4] and [5]. Their response surface is depicted in the Figure 3.

Rule Base for multiple means test: A multiple means test tries to verify
H0 : μ1 = μ2 = · · · = μn by using the “Mean of complete data” shown next:

y.. =
a∑

i=1

n∑
j=1

yij

N
(20)

If all means are similar among them, then y.. is close them, but if at least
one differs from the rest, then y.. is biased regarding them. By using a Pareto
reasoning, the following propositions are given.

Proposition 1. Be H0 a fuzzy test of multiple means, then {H0 : μ1 = μ2 =
· · · = μn} is true iff all means are close to (20), having a high fulfillment of H0.

Proposition 2. Be H0 a fuzzy test of multiple means, then {H0 : μ1 = μ2 =
· · · = μn} is not true iff one or more means differ from (20). If more than 30%
of means differs from (20), then the fulfillment of H0 is low and if at least one or
less than 30% of means differ from (20), then the fulfillment of H0 is medium.

By this way, the following rules are obtained for the two means case:

R1: if z1 and z2 are c, then output is h.
R2: if z1 and z2 are not c, then output is l.
R3: if z1 is c and z2 is not c, then output is l.
R4: if z1 is not c and z2 is c, then output is l.

For three means, the following rule base is presented:

R1: if z1, z2 and z3 are c, then output is h.
R2: if z1, z2 and z3 are not c, then output is l.
R3: if z1 is not c and z2 is c and z3 is c, then output is m.
R4: if z1 is c and z2 is not c and z3 is c, then output is m.
R5: if z1 is c and z2 is c and z3 is not c, then output is m.
R6: if z1 is not c and z2 is not c and z3 is c, then output is l.
R7: if z1 is not c and z2 is c and z3 is not c, then output is l.
R8: if z1 is c and z2 is not c and z3 is not c, then output is l.

If the sample has more than 3 data groups, a similar reasoning is useful to
extract rules from samples. Their response surfaces are shown in the Figure (3).
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Fig. 3. Response Surface for One, Two and Three Means FLS

3.5 Implications and Defuzzification Process

Different operations on T1 FS was implemented, but the better results of the
T1 FLS are obtained by the following operators: And operator: Product, Impli-
cations: Product, Aggregation operator: Sum and Deffuzification: Centroid.

Definition 3. The output value after defuzzification is defined as the Ps−value
named {Psv} of fulfillment of H0. It is a defuzzified measure of the overall ful-
fillment of all means regarding H0. Formally:

Psv =
∫
μf (f)f df∫
μf (f)df

(21)

This Psv defines if all data-groups either should be reviewed or not to detect
differences among them.

4 Decision Making Process

As in the classical hypothesis testing process, the analyst should make a decision
about H0 based on the probability of make a Type-I error. In the proposed
approach, he uses a fulfillment degree regarding H0, but it does not reject it.

By using the Definition 3, a Pareto-based reasoning to contrast H0 by means
of {Psv} is proposed next:

R1: If the obtained Psv is greater than 70%, then H0 is completely true.
R2: If the obtained Psv is enclosed into the interval [ 30%−70% ], then H0 is true

but data groups could contain some small differences among them, caused
by probabilistic or possibilistic fluctuations inherent to samples.

R3: If the Psv is smaller than 30%, then H0 could be not true and at least one
mean is different from others. An exhaustive test for all means is recom-
mended to identify differences.

Remark 3. The fuzzy test does not attempt to reject or accept H0, only for a
low Psv degree it suggests to contrast all samples by using other techniques, but
for other Psv degrees it does not reject H0. For a medium Psv degree, it suggests
the existence of small differences, and for a high Psv degree, it accepts H0.

Finally, let us point out the soft nature of the proposed test which attempts to
detect differences among samples under ambiguity, imprecision and uncertainty
conditions. Only for low fulfillments of H0, the test recommends an exhaustive
comparison, but in other cases, H0 is Accepted.
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5 Application Example

An experiment is implemented to contrast the equality on means hypothesis
{H0 : μ1 = μ2 = μ3} among three groups, obtaining the following results:

Table 1. Resultant experiment report

Group Size (n) Sum Mean Variance

1 30 602.952 20.098 28.567

2 30 522.690 17.423 15.403

3 30 601.666 20.056 24.736

The ANOVA test gives F = 3.076 and a p − value of 0.051. By using these
results the analyst can not reject H0 and he would concludes that all means
are equal. On the other hand, the p − value is very close to 0.05, generating
doubts around their significance. Additionally, the analyst points out measure-
ment problems in the 2nd group, identifying a source of uncertainty.

By using the fuzzy proposal and (12), the analyst can reject H0 accepting
Ha because the obtained Psv is less than 0.3, it means that data groups have
different means. Their results are shown in the Table 2.

Table 2. Resultant Fuzzy Test on means

Group Sum Mean Variance ti Psv

1 602.952 20.098 28.567 0.929 0.267

2 522.190 17.406 15.296 -2.469

3 601.666 20.056 24.736 0.951

Due to the ANOVA test accepts H0 and the fuzzy approach identify differences
among means, four comparison tests are applied to contrast H0. According to
S.G. Carmer and M.R. Swanson (See [15]), the Duncan and Gabriel tests are
applied to find differences among means.

In the Table 3, each test contrasts the significance of the grouped samples. Only
significant groups are shown. A comparison fuzzy test is done to find homogeneous

Table 3. Comparison Tests for α = 0.05

Test Significance of the Subset.
1 2-3 1-2-3

Duncan — 0.972 —

Waller-Duncan — 0.846 —

Gabriel — — 0.096

Fuzzy-Test — 0.999 —
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groups. To do so, the two means rule-base is used for, finding that the the 2nd

sample differs from the 1st and 3rd samples 2.
So, H0 is Rejected since the 2nd sample is different from the rest.

6 Concluding Remarks

Some conclusions and recommendations of the study can be suggested:

– By using the proposed fuzzy test the analyst can get more information about
imprecise samples and their statistical properties. A soft computing compar-
ison is proposed and implemented with successful results.

– The classical statistical tests only reject or not H0, but the proposed fuzzy
approach does not only reject H0, it suggests the use of other tests to identify
differences among means, whenever any uncertainty source exists.

– The proposed T1 FLS detects ambiguities on classical tests, being a comple-
mentary technique to contrast imprecise means.

– This proposal is a non-parametric option for statistical analysis, easily to be
implemented in MatLab�, Excell, OpenOffice or any database platform.

Finally, it is important to emphasize that the proposed test does not replace
any other test. Its nature only turns it into an information criterion.
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Abstract. Much of the literature on warranty analysis considers failure models 
which are indexed by a single variable, such as age or usage. However, there 
are situations where several characteristics are used together as criteria for 
judging the eligibility of a failed product. The warranty analysis characterized 
by a region in a two-dimensional plane with one axis representing age and the 
other axis representing usage is known as a “two-dimensional” warranty plan. 
A classical warranty plan requires crisp data obtained from strictly controlled 
reliability tests. However, in a real situation these requirements might not be 
fulfilled. In an extreme case, the warranty claims data come from users whose 
reports are expressed in a vague way. It might be caused by subjective and 
imprecise perception of failures by a user, by imprecise records of warranty 
data, or by imprecise records of the rate of usage. This paper suggests different 
tools appropriate for modeling a two-dimensional warranty plan, and a suitable 
fuzzy method to handle vague data. 

Keywords: Two-dimensional warranty; Usage accumulation ratio; Warranty 
claims reoccurrence; Warranty costs analysis; Fuzzy logic. 

1   Introduction 

The most important factors are the age of the product and the effects of the manufac-
turing characteristics, time of manufacture and the operating seasons or environments. 
Age is measured by calendar time in terms of years, while usage is usage is measured 
by real operating time in terms of such items as mileage and number of copies.  

Moskowitz and Chun (1994) suggested a Poisson regression model for a two-
dimensional warranty plan [3]. They assumed that the number of events under  
two-dimensional warranty policies is distributed as a Poisson. In a two- dimensional 
warranty policy, however, it seems to be unreasonable to restrict the type of failure 
rate function to strictly age and usage. Singpurwalla and Wilson (1998) proposed an 
approach for developing probabilistic models in a reliability setting indexed by two 
variables, i.e. age and an age-specific quantity such as amount of use [6]. However, it 
is not reasonable to use these variables in an additive hazard model. 
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Kim and Rao (2000) considered a two-attribute warranty plan for non-repairable 
items, to deal with the expected warranty cost analysis based on a bivariate exponen-
tial function [1]. Majeske (2003) proposed a general mixture model framework for 
automobile warranty data [2]. Pal and Murthy (2003) presented an application of 
Gumbel’s bivariate exponential function in estimation of warranty cost under a two-
attribute warranty policy [4]. Although the exponential function is still frequently 
used because of two important features (namely, its parameter is easily estimated, and 
for age described by a probability distribution with increasing hazards, it gives a con-
servative approximation for the mean age), this assumption is very restrictive. Rai and 
Singh (2003) discussed a method to estimate hazard rate from incomplete and unclear 
warranty data [5]. However, sometimes we face situations when the number of ob-
served failures is also vague. 

Classical estimators require precise data obtained from strictly controlled reliability 
tests. In such a case, a failure should be precisely defined, and all tested items should 
be continuously monitored. However, in a real situation these requirements might not 
be fulfilled. We need different tools appropriate for modeling warranty data, and 
suitable reasoning methodology to handle these data as well. In this paper, we suggest 
another generalization of the classical two-attribute warranty plan. We consider not 
only fuzzy lifetimes but also situations in which the usage is fuzzy as well. 

2   Classical Apporach 

2.1   Usage Accumulation Data and Repeat Claims 

Let Mi denote time (in months from the sale of the automobile) and Ki denote mileage 
for the i-th (i =1,2,.,N) automobile in a population of same type of vehicles. Let (in 
miles per month) denote mileage accumulation of the i-th automobile. Let and be the 
distribution function (df) and probability density function (pdf), respectively, for. 
Estimating the parameters of pdf and df is a crucial step in the analysis. A warranty 
database usually contains mileage accumulation data for only those cars that fail 
within the warranty period. Repeat claims could be the result of either a new failure or 
difficulty in root cause elimination during the previous repair. The expected number 
of total claims can be obtained by combining estimates of repeat claims with the esti-
mates for the first claims. Repeat claims as a proportion of the first claims can be 
estimated using following formula. 
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0/, kmrcp : estimate of repeat claims as a proportion of the first claims at   month-in-

service and K0 mileage warranty limit.  

2) )(mn : total number of claims up to m month-in-service value  

3) )(mn f
: number of first claims up to 0m month-in-service or number of cars with at 

least one claim up to 0m month-in-service. 
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When increments of 5 or 10 month-in-service are used for arriving at 
0/, kmrcp values, 

the curve fitted to the data points can be used to arrive at intermediate 
0/, kmrcp values. 

Using 
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2.2   Cost of Warranty Claims 

The cost per unit sold mainly includes time taken by the service technician to success-
fully repair the vehicle and the material cost. The absolute value of cost per repair 
may also depend on the nature of failure mode. On the other hand, the cost to repair a 
vehicle experiencing an engine failure may run into several thousand dollars. Obtain-
ing warranty cost per unit sold for a warranty system requires estimates of expected 
C/100 and the cost per repair at different month-in-service values. In this section, a 
method for arriving at warranty cost per unit sold using estimates for C/100 and in-

cremental cost per repair is discussed. A curve fitted to )(mcr   versus t captures the 

changes in warranty cost per repair as a function of month-in-service. A curve fitted 

to )(mcr versus m captures the changes in warranty cost per repair as a function of 

month-in-service. Some of the major factors are nature and time of the occurrence of 
a failure mode, mileage accumulation rates for a population of cars, and the design 
actions such as design for serviceability. The parametric model fitted to the data gives 
information regarding nature of the failure mode under study. The cumulative cost per 
repair denoted by: 
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A population of cars with relatively high mileage accumulation rates may not ex-

perience time-related failure modes within the warranty period due to early crossing 
of the mileage limit.  

3   Fuzzy Reasoning of Two-Dimensional Warranty 

Fuzzy logic was originally introduced by Zadeh as a mathematical way to represent 
vagueness in everyday life. The proposed overall procedure for approximating the 
impact of corrective actions on two-dimensional warranty is shown in Fig. 1, which 
consists of four components, namely, fuzzy rule base, fuzzy inference process, fuzzi-
fication process, and defuzzification process.  

The basic unit of any fuzzy system is the fuzzy rule base. All other components of 
the fuzzy logic system are used to implement these rules in a reasonable and efficient 
manner.  
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Fig. 1. An overwiew of fuzzy logic system for a two-dimensional warranty 

Fuzzy rules are usually formulated as IF-THEN statements, with one or more ante-
cedents connected to a consequent via operators like AND, OR, etc. 

IF (Antecedent1) OP (Antecedent2) … OP (Antecedentn) THEN (Consequent) (w) 

where n is an integer, OP stands for operators like AND, OR, etc., and w represents a 
weight value indicating the importance of a rule. Now, imagine a fuzzy rule where 2 
antecedents apply to the same consequent (n = 2). Further, let Antecedent1 be acti-
vated to a degree of 0.8, and Antecedent2 to a degree of 0.7. The weight value is usu-
ally 1.0, and OP is usually an OR operator defined as: Consequent = 
max[Antecedent1, Antecedent2]. In this situation, Consequent would be activated to a 
degree of max[0.8, 0.7] = 0.8. There is nothing extraordinary here. The process de-
scribed is a standard process. Now imagine a more complex scenario where 5 antece-
dents apply to a Consequent (n = 5). A possible scenario may look like: Consequent = 
max[0.7, 0.8, 0.6, 0.5, 0.9] = 0.9. In this situation, we probably are less confident in 
the applicability and usefulness of the rule. Furthermore, as there are many different 
weights indicating the importance of the rule, an aggregation of the consequents 
across the rules is probably less confident. The formulation of rules showing such 
complexity, however, might be common in some domains. To approach the problem, 
this paper presents a method that aims to include each activated rule antecedent more 
actively in the reasoning process of the fuzzy rule base. 

To explain the method, we describe a simple fuzzy rule system where two antece-
dents (Age, Usage) relate to an output (Warranty Cost). The following two rules shall 
be included in the fuzzy rule system: 

IF (Age) IS (normal) OR (Usage) IS (normal) THEN (Warranty Cost) is (normal) 
    IF (Age) IS (low) OR (Usage) IS (low) THEN (Warranty Cost) is (low) 

Further, both rules shall carry the weight 1.0, and the OR operator employed shall be 
the same as it was used before.  

4   The Automotive Example 

Tables 1 and 2 summarize the number and amount of warranty claims issued against 
vehicle A shipped out in the month of January 2001. In general, most warranty claims 
are issued between the ages of 1 to 3 which corresponds to a mileage of 15,000 to 
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35,000 km. If you consider the covariate called the warranty cost, there is no linear 
relationship between the age of a vehicle and its mileage. In other words, older age 
does not mean its mileage is higher.  

Table 1. Two way table of warranty counts 

Mileage (km) 
Division 0 ~ 

20000
20000~
40000 

40000~
60000 

60000~
80000

~ 12 5,179 484 1 0 
12~24 2,533 3,643 91 1 
24~36 794 2,377 1,169 308 

Age 
(month) 

36~60 142 647 740 366  

Table 2. Two way table of warranty costs 

Mileage (km) 
Division 0~ 

20000
20000~
40000

40000~
60000 

60000~ 
80000 

~ 12 238,484 21,973 81 0 
12~24128,706179,547 8,977 5 
24~36 26,773 70,402 32,932 5,031 

Age 
(month)

36~60 2,777 10,638 15,892 7,251  

The fuzzy value corresponding to each cell in Table 3 can be obtained by multiply-
ing the cell value by four. Table 4 represents the rule sets formed by the if-then rule. 

Table 3. Fuzzy rule set 

Mileage 
Fuzzy Rule 

M1 M2 M3 M4 
A1 C4 C1 C1 C1 
A2 C3 C4 C1 C1 
A3 C1 C2 C1 C1 

Age 

A4 C1 C1 C1 C1 

According to Table 3, the number of warranty claims corresponding to the fuzzy 
value of the input variable, age is 5,664, 6,268, 4,648, and 1,985 and their relative 
ratios are 0.31, 0.34, 0.25, and 0.10. If you normalize this data with respect to A2, 
then you may have the weighted ratios of 0.90, 1.0, 0.74, and 0.32. Similarly, if you 
normalize the input variable, mileage with respect to M1, then you may have the 
weighted ratios of 1.0, 0.83, 0.24, and 0.08.  

Fig. 2 represents the fuzzy deduction surface to which sixteen rules and normalized 
weighted ratios are applied. The deduction surface can be used as a type of continuous 
approximation distribution for Table 3. The results for deduction are as follows. If the 
mileage lies between 60,000 and 80,000 km, the result for fuzzy deduction is almost 
in accordance with the values shown in Table 3. 

 

Fig. 2. Surface based on 16 rules 
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If the age is between 24 and 36 months while the mileage is below 60,000 km,  
then the cost for warranty claims is relatively low. If the age is between 12 and 24 
months while the mileage is below 60,000 km, then the cost for warranty claims is 
relatively high. 

5   Conclusion 

In this analysis of warranty claims, the change in age and the limit for usage are criti-
cal elements for evaluating the effect on the number and amount of the warranty 
claims. According to the result of conventional studies, the accumulated ratio of the 
usage greatly affects the number of warranty claims. In addition, the ratio of increase 
in the number of claims varies with the change in age and usage while there exist 
various accumulated ratios of usage.  

In general, when the accumulated ratio of usage is high, the expectation of the war-
ranty claim is higher than when the ratio is low. In this paper, we proposed a fuzzy 
deduction method for the analysis of a two-dimensional warranty based on age and 
usage. In the conventional method for the estimation of the cost for warranty claims, 
the result is relatively higher. However, the method for the analysis of a two-
dimensional warranty based on fuzzy deduction shows more reasonable results. In 
other words, the rate of an increase in the number of claims changes more rapidly 
while the accumulated ratio of usage is higher. Finally, since there exist various ele-
ments affecting warranty claims and it is necessary to perform a multi-dimensional 
analysis in consideration of these elements simultaneously, there is room for future 
improvements on this study. It is critical to probe deeply into the formation of the 
fuzzy groups in terms of input and output variables. In addition, it is desirable to ob-
tain more accurate measurements for the weighted ratio of this fuzzy rule. 
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Abstract. This paper presents a fuzzy optimization method based on the inclu-
sion degrees of intuitionistic fuzzy sets to solve multi-criteria decision making 
problems under fuzzy environments. First, the inclusion degree of intuitionistic 
fuzzy sets is defined and a series of specific formulas of inclusion degree are 
presented by means of the normal implication operators. Some formulas of  
inclusion degree of intuitionistic fuzzy sets are generalized by defining the car-
dinal number of intuitionistic fuzzy sets. Then, we give multi-criteria fuzzy  
decision-making method based on inclusion degree of intuitionistic fuzzy sets. 
Finally, we illustrate the effectiveness of the method proposed in this paper by 
an example. 

1   Introduction 

Fuzzy sets were introduced by Zadeh in 1965 [1]. In the following several decades, 
fuzzy set theory has been used for handling fuzzy multi-criteria decision-making 
problems [3,4]. The main characteristic of fuzzy sets is that: the membership function 
assigns to each element u in a universe of discourse a membership degree ranging 
between 0 and 1 and the non-membership degree equals one minus the membership 
degree, i.e., this membership degree combines the evidence for u and the evidence 
against u. The single number tells us nothing about the lack of knowledge. In real 
applications, however, the information of an object corresponding to a fuzzy concept 
may be incomplete, i.e., the sum of the membership degree and the non-membership 
degree of an element in a universe corresponding to a fuzzy concept may be less than 
one. In fuzzy set theory, there is no means to incorporate the lack of knowledge with 
the membership degrees. A possible solution is to use intuitionistic fuzzy sets (IFSs 
for short), introduced by Atanassov in [5]. IFS as an extension of Zadeh fuzzy set was 
also applied to the decision-making problems [6-8].  

In the present paper, the inclusion degree of intuitionistic fuzzy sets is applied to 
multi-criteria decision making in fuzzy environment. In Section 2 we define the inclu-
sion degree of intuitionistic fuzzy sets and present a series of specific formulas of 
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inclusion degree by means of the normal implication operators. Then Some formulas 
of inclusion degree of fuzzy sets are generalized to intuitionistic fuzzy sets by defin-
ing the cardinal number of intuitionistic fuzzy sets. In Section 3 we give a fuzzy 
method for multi-criteria decision-making method based on inclusion degree of in-
tuitionistic fuzzy sets．Finally，we illustrate the effectiveness of the method proposed 
in this paper by an example.  

2   Inclusion Degrees of IFSs 

The concept of IFSs is an extension of Zadeh’s fuzzy sets. It give us the possibility to 
model unknown information by using an additional degree. In [6][14], IFSs are de-
fined as follows: 

Definition 1. An intuitionistic fuzzy set A on a universe U is defined as an object of 
the following form: ( ) ( )( ){ }UuuvuuA AA ∈= |,, μ , where the functions ]1,0[: →Uu A

 

and ]1,0[: →Uv A
define the degree of membership and the degree of non-

membership of the element Uu ∈  in A, respectively, and for every 
Uu ∈ : ( ) ( ) 10 ≤+≤ uvu AAμ . 

Obviously, each ordinary fuzzy set may be written as ( ) ( )( ){ }Uuuuu AA ∈− |1,, μμ . 

For simplicity, the class of intuitionistic fuzzy sets on a universe U will be denoted by 
IFS(U). 

2.1   Inclusion Degrees Based on Implicational Operators 

Definition 2. If the mapping ( ) ( ) [ ]1,0: →× UIFSUIFSI  satisfies 

(i) ( ) 1, =⇒⊆ BAIBA ; (ii) ( ) 0, =φUI ; 

(iii) ( ) ( ) ( )( )BCIABIACICBA ,,,min, ≤⇒⊆⊆  

then we call I(A,B) the inclusion degree of A in B, and call I a inclusion degree func-
tion on IFS(U). 

Definition 3. If mapping [ ] [ ]1,01,0: 2 →R  satisfies 

(i) ( ) 00,1 =R ; (ii) ( ) ( ) ( ) 11,11,00,0 === RRR  

then R is called fuzzy implicational operator (briefly, implication). 

Definition 4. If mapping [ ] [ ]1,01,0: 2 →T  satisfies 

(i) ( ) ( )abTbaT ,, = ; (ii) ( ) ( )dcTbaTdbca ,,, =⇒≤≤ ; 

(iii) ( )( ) ( )( )cbTaTcbaTT ,,,, = ; (iv) ( ) ( )]1,0[1, ∈= aaaT  

then it is called triangular norm (briefly, t-norm). If T satisfies (i)-(iii) and 
(iv)' ( ) ( )]1,0[,0 ∈= aaaT , then we call it triangular conorm (briefly, t-conorm).  

Theorem 1. Let ( )UIFSBA ∈,  and R be an implication. If R satisfies 

(i) ]1,0[, ∈∀ ba , and ( ) 1, =⇒≤ baRba ; 

(ii) R(a,b) is non-decreasing with respect to b non-increasing with respect to a, 
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then the following 
21, II are the inclusion degree functions of IFSs: 

( ) ( ) ( )( ) ( ) ( ) ( )( )[ ] [ ]1,0,,1,inf,1 ∈−+=
∈

λλμμλ uvuvRuuRBAI ABBA
Uu

, (1) 

( ) ( ) ( )( ) ( ) ( )( )( )uvuvRuuRTBAI ABBA
Uu

,,,inf,2 μμ
∈

=  (2) 

where [ ] [ ]1,01,0: 2 →T  is a t-norm 

Theorem 2. Assume that U is a finite universe and R is an implication. If R satisfies 

(i) ]1,0[, ∈∀ ba , and ( ) 1, =⇒≤ baRba ; 

(ii) R(a,b) is non-decreasing with respect to b non-increasing with respect to a, 
then the following 

43, II are the inclusion degree functions of IFSs: 

( ) ( ) ( )( ) ( ) ( ) ( )( )[ ] [ ]∑
∈

∈−+=
Uu

ABBA uvuvRuuR
U

BAI 1,0,,1,
1

,3 λλμμλ  (3) 

( ) ( ) ( )( ) ( ) ( )( )( )∑
∈

=
Uu

ABBA uvuvRuuRT
U

BAI ,,,
1

,4 μμ  (4) 

where U denotes the cardinality of U and [ ] [ ]1,01,0: 2 →T  is a t-norm. 

The implications R satisfy the conditions of above theorems, ]1,0[, ∈∀ ba : 

(i) Lukasiewicz implication: ( ) ( )1,1min, babaRL +−=  

(ii) Goguen implication: ( )
⎪⎩

⎪
⎨
⎧

>⎟
⎠
⎞

⎜
⎝
⎛

=
=

.0,1,min

,0,1
,

aif
a

b
aif

baRπ
 

(iii) Gödel implication: ( )
⎩
⎨
⎧

>
≤

=
.,

,1
,

baifb

baif
baRG

 

(iv) Gaines-Recher implication: ( )
⎩
⎨
⎧

>
≤

=
.,0

,1
,

baif

baif
baRGR

 

(v) R0-implication: ( ) ( )⎩
⎨
⎧

>−
≤

=
baifba

baif
baR

,,1max

,1
,π

 

2.2   Inclusion Degrees Based on the Cardinalities of Sets 

Definition 5. Let U be a finite set, ( )UIFSA∈ . The cardinality of A is defined as 

( ) ( )∑
∈

−+=
Uu

AA uvu
A

2

1 μ  (5) 

It is easy to prove that the following inclusion functions of fuzzy sets 5I -
10I  [9] 

still hold to IFSs. 
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Theorem 3. Let U be a finite set, ( )UIFSA∈ . Then the following 
5I -

10I  are inclu-

sion degree functions of IFSs: 

A
A

BA
A

BAI ,

,1

,5
;

otherwise
BA

B
BA

BAI ,

,1

,6
;

UB
B

BA
UB

BAI
C

CC

,

,1

,7
;

otherwise
BA

A
UBA

BAI
CC

C

,

,1

,8
;

CC

C

BBAA

BA
BAI ,9

;

otherwise
BA

BBAA
UBorA

BAI
C

CC

,

,1

,10
.

 

2.3   Generation of Inclusion Degrees 

Theorem 4. Let I be an inclusion degree function on IFS(U) and map-
ping [ ] [ ]1,01,0: 2 →h  satisfies 

(i) ( ) ( ) ;11,1,00,0 == hh  (ii) ( )bah ,  is non-decreasing with respect to a and b, then 

( ) ( ) ( )( ) ( )( )UIFSBAABIBAIhBAGI CC ∈∀= ,,,,,  is inclusion degree of A in B, and 

GI is an inclusion degree on IFS(U). 
 

Theorem 5. Let
21, II  be inclusion degree functions on IFS(U), and [ ] [ ]1,01,0: 2 →h  

satisfies 

(i) ( ) ( ) ;11,1,00,0 == hh  (ii) ( )bah ,  is non-decreasing with respect to a and b, then 

( ) ( ) ( )( ) ( )( )UIFSBABAIBAIhBAGI ∈∀= ,,,,, 21
 is inclusion degree of A in B, and 

GI is an inclusion degree on IFS(U). 

3   Multi-criteria Fuzzy Decision-Making Based on Inclusion 
Degrees 

Definition 6 (Multi-criteria fuzzy decision-making problem [7]). Let M be a set of 
alternatives and let C be a set of criteria, 
where { } { }nm CCCCMMMM ,,,,,,, 2121 LL == . 

Assume that the characteristics of the alternative 
iM  are presented by the IFS 

shown as follows: ( ) ( ) ( ){ }ininniiiii vCvCvCM ,,,,,,,,, 222111 μμμ L= ,where 
ijμ indi-

cates the degree to which the alternative 
iM satisfies criterion

jC , 
ijv indicates the 

degree to which the alternative 
iM  does not satisfy criterion 

( ) ( )minjLvC ijijj ,,2,1;,,2,1, * LL ==∈μ . 
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Assume that there is a decision-maker who wants to choose an alternative which 
satisfies the criteria ,,, Lkj CC  and 

pC or which satisfies the criterion 
sC . This deci-

sion-maker’s requirement is represented by the following expression: 
jC  and 

kC  

and…and 
pC or 

sC . 

It is noted that we say an alternative satisfies a criterion if it meets some desirable 
level of an evaluation criterion. The satisfaction is gradual and is characterized by a 
dual information: a degree of satisfaction and a degree of non-satisfaction. 

We now use the inclusion degrees of IFSs to solve the mufti-criteria fuzzy  
decision-making problem.The basic idea is similar to the TOPSIS (Technique for 
Order Preference by Similarity to Ideal Solution) [10,11].  Firstly, the ideal solution 
and the anti-ideal solution are constructed, where the ideal solution and the anti-ideal 
solution are respectively the best and the worst solution supposed but not existing in 
the set of alternatives. Then we compare the inclusion degrees of the ideal solution in 
alternative Mi and the inclusion degrees of alternative Mi in the anti-ideal solution. 
The alternative containing the ideal solution maximally as well as being contained by 
the negatively ideal solution minimally is the best choice. For this purpose, we intro-
duce the following definition. 
 

Definition 7. Let ( )miM i ,,1 L==  be the set of alternatives and ( )njC j ,,1 L==  

be the set of criteria, 

(i) The ideal solution and the anti-ideal solution satisfying the criteria 

pkj CCC L,,  are defined as follows: 
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(ii) The ideal solution and the negatively ideal solution satisfying the criteria sC  

are defined as follows: 

( ){ }gsgssis

m

i
is

m

i
s vCvCG ,,,,

11
2 μμ =
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(9) 
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Definition 8. The inclusion degree ( )iMD  of the ideal solution in alternative Mi and 

the inclusion degree ( )iMd  of alternative Mi in the anti-ideal solution are respectively 

defined as follows: 

( ) ( ) ( )( )2211 ,,,max iii MGIMGIMD =  (10) 

( ) ( ) ( )( )2211 ,,,min BMIBMIMd iii =  (11) 

where I denotes the inclusion degree function, 
( ) ( ) ( ){ } ( ){ } mivCMvCvCvCM bsbssiipippikikkijijji ,,1,,,,,,,,,,,,, 21 LL === μμμμ . 

 

Definition 9. The ranking index of alternative ( )miM i ,,1L==  is defined as follows: 

( )
( ) ( )ii

i
i MDMd

MD
p

+
=  (12) 

The procedure of solving multi-criteria fuzzy decision-making problem (definition 
0.2.4) is as follows: 

(i) calculate the ideal solution 1G and the anti-ideal solution 
1B  satisfying the crite-

ria 
pkj CCC L,, , calculate the ideal solution 

2G and the anti-ideal solution 
2B  satis-

fying the criteria 
sC ; 

(ii) calculate the inclusion degree ( )ijj MGI ,  of 
jG  in 

ijM  and the inclusion de-

gree ( )jij BMI ,  of 
ijM  in ;,,1;2,1, mijB j L==  

(iii) calculate the inclusion degree ( )iMD  of the ideal solution in alternative 
iM  

and the inclusion degree ( )iMd  of 
iM in the anti-ideal solution; 

(iv) calculate the ranking index 
ip  of alternative ( )miM i ,,1L==  

(v) if there exists { }mi ,,2,10 L∈  such that ( )mi pppp ,,,max 210
L= , then alterna-

tive 
0i

M is the best choice. 

The reason for introducing the ideal solution and the anti-ideal solution simultane-
ously in above method is that when two alternatives contain the ideal solution by the 
same inclusion degree, we introduce the negatively ideal solution for differentiating 
which alternative is superior. Then the alternative contained by the anti-ideal solution 
with the less inclusion degree is the better choice. 

4    An Example 

Let 
54321 ,,,, MMMMM  be five alternative, and let 

321 ,, CCC be three criteria. As-

sume that the characteristics of the alternatives are represented by the IFSs shown as 
follows: 
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( )( ) ( )( ) ( )( ){ }
( )( ) ( )( ) ( )( ){ }
( )( ) ( )( ) ( )( ){ }
( )( ) ( )( ) ( )( ){ }
( )( ) ( )( ) ( )( ){ }4.0,6.0,,3.0,6.0,,4.0,4.0,

3.0,5.0,,4.0,4.0,,3.0,5.0,

2.0,3.0,,4.0,5.0,,4.0,4.0,

1.0,3.0,,2.0,2.0,,3.0,3.0,

0,2.0,,1.0,3.0,,2.0,2.0,

3215

3214

3213

3212

3211

CCCM

CCCM

CCCM

CCCM

CCCM

=
=
=
=
=

 

and assume that the decision-maker wants to choose an alternative which satisfies the 
criteria

21,CC  or which satisfies the criterion 
3C . 

Firstly, we construct the ideal solution and the negatively ideal solution satisfying 
the criteria

21,CC  and satisfying criterion 
3C . 

( ) ( ){ } ( ){ }
( ) ( ){ } ( ){ }4.0,2.0,,4.0,2.0,,4.0,2.0,

0,6.0,,1.0,6.0,,2.0,5.0,

32211

32211

CBCCB

CGCCG

==
==  

Take 
3I in theorem 2 as the inclusion degree function I and take 

2

1=λ , i.e., 

( ) ( ) ( )( ) ( ) ( )( )∑
∈

+=
Uu

iAiBiBiA uvuvRuuR

U
BAI

2

,,1
,

μμ  

where we choose Lukasiewicz implication 
LR as implication R, i.e., 

( ) ( )1,1min, babaR L +−= , [ ]1,0, ∈∀ ba . So we obtain the inclusion de-

gree ( )ijj MGI ,  of 
jG  in 

ijM and the inclusion degree ( )jij BMI ,  of 
ijM  in 

( )5,4,3,2,1;2,1 == ijB j
 listed in table 1 and 2. 

Table 1. Inclusion degrees of G1 in Mi1 and Mi1 in B1 

 M11 M21 M31 M41 M51 
I(G1,Mi1) 0.85 0.8 0.825 0.85 0.875 
I(M i1,B1) 0.8 0.9 0.875 0.85 0.825 

Table 2. Inclusion degrees of G2 in Mi2 and Mi2 in B2 

 M12 M22 M32 M42 M52 
I(G2,Mi2) 0.8 0.8 0.75 0.8 0.8 
I(M i2,B2) 0.8 0.8 0.85 0.8 0.8 

Using formulae (5) and (6) we get the inclusion degree ( )iMD  of the ideal solu-

tion in alternative 
iM  and the inclusion degree ( )iMd  of iM in the negatively ideal 

solution. We fist them in table 3. 
From (7), we get the ranking index of alternatives as follows: 

5224.0,515.0,4925.0,5.0,515.0 54321 ===== ppppp  

Therefore, alternative M5 is the best choice. 
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Table 3. Inclusion degrees of G2 in Mi2 and Mi2 in B2 

 M1 M2 M3 M4 M5 
D(Mi) 0.85 0.8 0.825 0.85 0.875 
d(M i) 0.8 0.8 0.85 0.8 0.8 

5   Conclusions 

This paper presents a fuzzy optimization method based on the inclusion degrees of 
intuitionistic fuzzy sets to solve multi-criteria decision making problems under fuzzy 
environments. Inclusion degree is a quantity describing that a set is contained by 
another set and is quantitative description of containment relation. It holds the uncer-
tainty of the relation. The inclusion degree theory and IFS theory are the important 
tools in studying the uncertain knowledge. The proposed method in the paper has 
been demonstrated by an example, illustrating the power of the approach to solve 
multi-criteria fuzzy decision making problems. This research work not only develops 
and enriches the fundamental theory of IFSs but also provides a new idea for the ap-
plications of IFS theory.  
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Abstract. In this paper, we propose a genetic programming (GP) based 
approach to analyze multiclass microarray datasets. Here, a multiclass problem 
is divided into a set of two-class problems. Instead of applying a tree for each 
two-class problem, a small-scale ensemble system containing a set of trees is 
deployed and denoted by sub-ensemble (SE). The SEs tackling the respective 
two-class problems are combined to construct an individual of the GP, so that 
an individual can deal with a multiclass problem directly. In the experiments, 
the GP implements classification and feature selection at the same time. The 
results obtained at independent test sets show that our method is efficient in the 
search of genes with great biological significance, and achieves high 
classification accuracy at the same time.  

Keywords: Genetic Programming; Sub-ensemble.  

1   Introduction 

With the development of microarray technology, it is possible to diagnose and 
classify some particular cancers directly based on DNA microarray datasets.  

In this paper, we focus the discussion on the analysis of multiclass microarray 
datasets. Although there are many evolutionary based approaches proposed to analyze 
the multiclass gene expression data successfully, most of these methods are 
implemented by using an evolutionary algorithm (EA) to select an optimal gene 
subset firstly, and then solving the classification task with a multiclass classifier[1-3]. 
However, when there are a large number of classes with a very small sample size in 
each class, it is very hard to obtain a truly optimal gene subset for distinguishing all 
the classes. On the contrary, it is much easier to obtain a set of genes aiming to 
discriminate one class from all other classes. So we use the class-decomposition based 
solution for the classification of multiclass microarray datasets. 

GP has been widely applied to deal with classification problems because it can 
discover underlying data relationships and present them mathematically. Among the 
evolutionary approaches, GP is a promising solution for the discovery of potentially 
important gene expression profiling data because it can generate comprehensible rules 
for classification from microarray datasets owing to its powerful search ability [4-5]. 
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Although these methods had been proved to be successful, they are only applicable to 
two-class microarray datasets. It should be noted that the fusion of multiple two-class 
classifiers is different from solving a set of two-class problems, and some efficient 
methods are required for the combination of the classifiers aiming at respective two-
class problems. For example, some classifiers may claim that a sample belongs to 
their own class at the same time, which results in a confliction case.  

In this paper, we try to implement an efficient GP based approach for the analysis 
of multiclass microarray datasets. The advantage of this GP is that it can solve the 
feature selection and classification simultaneously, and also provide deep insight of 
the biological significance of genes in each sub-class. 

2   Method 

GP was introduced by Koza [6]. It is a branch of genetic algorithm (GA). GP’s 
individuals are trees, in which the leaf nodes and non-leaf nodes are chosen from the 
terminal and function sets respectively. Usually, in the feature selection problem, the 
terminal set consists of features and constants, and the function set consists of several 
mathematical or logical functions, which connect different terminals.  

A typical GP’s tree can’t be used to tackle with multiclass problem directly. So 
some solutions were proposed to extend the application of traditional GP to multiclass 
classification problem [7, 8]. In these papers, the multiclass problem is formulated as 
multiple two-class problems, each of which is handled by a tree. In this way, the i-th 
two-class problem can also be regarded as the i-th class classification task, and then a 
tree group is used to distinguish the two respective sample groups. So for the datasets 
with n-class, a tree group containing n trees is needed to classify one class from other 
classes. This schemes works well for many classification tasks, however, due to the 
small sample size problem, it is not easy to obtain a predictive tree with robust 
performance for a two-class problem in multiclass microarray data classification task. 
Consequently, the combination of tree group may produce worse results unavoidably. 
What’s more, the classification task is accompanied by the unbalanced data problem, 
which makes the classification task of the first group more difficult.  

Here, we propose an efficient GP based scheme for multiclass microarray dataset 
classification along with an efficient solution for the confliction cases. 

An ensemble system has been proved to be more accurate and robust than an 
excellent single classifier in many fields [9]. Based on this theory, instead of applying 
a single tree to a two-class problem, an ensemble of k trees is used. In this way, it is 
hopeful that even when a tree can’t distinguish a ‘hard’ sample, other trees in the 
ensemble will recognize it, so that the final ensemble can produce a correct output. 
These ensemble systems are named as sub-ensemble (SE) systems for the clarification 
of their roles. Consequently, for an n-class microarray dataset, n SEs solving the 
respective two-class problems are required to build a multiclass classifier.  

In this GP, a population is used to tackle a two-class problem. Here, each 
individual is a SE, so n runs are required to obtain a multiclass classifier. After n runs, 
the individuals with highest fitness values are combined to construct the final 
multiclass classifier. 
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10-fold cross validation (10-fold CV) is applied to evaluate the generalization 
ability of the trees in each SE system. Then the CV accuracies are assigned as weights 
of the respective trees, and the output of a SE is based on the weighted majority vote 
of k trees in it. Assuming that in the i-th run, the m-th SE is denoted by i

mSE . 

Assuming that tree a in i
mSE  is denoted by 

,
a

i mT , and its 10-fold CV accuracy is 
,
a
i mAc , 

then its weight 
,
a
i mw  is calculated by 

, , ,1
/

ka a p
i m i m i mp

w Ac Ac
=

= ∑ . So the final output of the 

i
mSE  is 

,i mO , where 
, , ,1

k p p
i m i m T i mp

O w O
=

=∑ , and 
,
p

T i mO  is the output of the corresponding 

tree. The sample is assigned to the i-th class only when 
,i mO  is larger than 0.  

A weight-based scheme is used to overcome the skewness among data here. 
Assuming that there are equal samples in each class in a dataset, and after dividing 
this dataset into n two-class problems, there are Si1 samples in Gi1, and Si2 samples in 
Gi2 for the i-th two-class problem. The weights for the correct classification of the 
samples in two groups are: 

                           1 2 1 2

2 1 1 2

/ ( )

/ ( )
i i i i

i i i i

W S S S

W S S S

= +⎧
⎨ = +⎩

                                               (1) 

If i
mSE correctly classifies li1 samples in Gi1, and li2 samples in Gi2, its covering 

score is: 

                 
1 1 2 2 1 1 2 2( ) / ( )i

m i i i i i i i iC W l W l W S W S= × + × × + ×                                (2) 

Then if i
mSE  correctly classifies a sample in Gi1, it gets a higher score than in Gi2. 

As a result, i
mSE is encouraged to distinguish more samples in Gi1. This weighed 

scheme is simple and can efficiently guide the SEs to evolve towards a balanced 
covering of classes.  

This covering score is also regarded as the weight of the corresponding SE. When 
combining the SEs to a multiclass classifier, the confliction case would occur, that is, 
some SEs in a classifier decide a sample belonging to their classes at the same time. 
In this case, the covering scores of these SEs are compared, and the output of a SE 
with the highest weight in the conflicting group will be selected as the final decision.  

The rejection case occurs only when all SEs can’t recognize a sample as its own 
class. In such case, this sample is also rejected here. It should be noted that as each SE 
contains different trees, the probability of the rejection case occurring is very small 
even when the size of SE is set to 3. So no special solutions are required for this 
problem. 

The Ramped Half-and-Half method proposed in [6] is applied here to generate the 
first generation, and the dynamic maximum tree depth technique proposed in [10] is 
used to control bloat here. The standard crossover and mutation operator are deployed 
here. In the crossover process, two trees are randomly selected from individuals. Then 
two random nodes are chosen from both parent trees, and the respective branches are 
swapped so as to create two offspring. The mutation operator randomly chooses a tree 
from individuals, and selects a node from the parent tree at random and replaces it 
with a new randomly generated sub-tree. As the task of the GP is to discover 
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potentially important genes in a huge number of candidates, the mutation operator is 
important to enhance the exploration in the huge search space 

The generalization ability of an individual is directly connected with the 
performance of all SEs in it, and it is robust when all SEs get high covering scores. So 
for each individual, its fitness value is calculated by 

                          
1

/
n i

m mi
F C n

=
=∑                                                           (3) 

With this design, the SE with higher fitness is preferred. Due to the huge search 
space, only the SEs with top fitness values are kept so as to accelerate the evaluation 
process. When two or more SEs are assigned to the same fitness score, the one 
containing fewer features will be selected firstly. 

As there are many feature subsets generated in parallel during evolution, a set of 
globally optimal or at least near optimal trees can be obtained for each two-class 
problem. 

3   Results 

Three microarray datasets are deployed here: NCI60 [11] and Leukemia [12]. The 
pre-processing is exactly the same as described in [2], and only the truncated date 
with 61 samples and 1000 genes is used. For Leukemia, the raw data is transformed to 
natural logarithmic values, and then standardizing each sample to zero mean and unit 
variance. After normalization, all of the 2308 genes are kept for evaluation. 

In all experiments, we run GP 10 times with random initialization. In each run, the 
corresponding parameters of the GP are listed in Table 1. 

Table 1. The settings of primary GP parameters 

Parameter  Setting  
Terminal set (T) All gene expression values and constant values  
Function set (F) Boolean and floating point operators: gt(>),le(<=),times (*),minus(-),plus(+), max, 

min.  
Crossover probability  0.8 
Mutation probability  0.3  
Termination criteria  Fitness score reaches 1 or running 200 generations 
Dynamic maximum tree depth 
limit 

5 

Strict depth limit  10  

NCI60 is hard to deal with. Due to the small sample size in each class, some 
authors did not split the dataset into training and test datasets, and only test the 
methods on the whole dataset using Leave-One-Out Cross-Validation (LOOCV) to 
evaluate the performance of their methods [1, 2]. On the contrary, our method aims at 
obtaining the classification results on the independent test datasets with high 
accuracy. The results obtained by other researchers are listed in Table 2, and our 
method takes obvious advantages. For the results obtained by [2, 13], although the 
authors also used a truncated dataset with 61 samples and 1000 genes, they used 41 
samples for training and 20 for testing. As the size of our training and test sets are 40 
and 21, respectively, our results can not be compared with theirs directly. But since 
our LOOCV and independent test accuracies are higher than theirs with smaller 
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training set, we believe that our method is more robust. At the same time, it should be 
pointed out that the results obtained in [3] may be too optimistic because their error 
rate estimator is different from the widely deployed ones, and the test set was 
involved in the fitness evaluation. So we believe that our method can achieve the best 
performance in this case. When setting the SE scale to 1, that is, only using a tree to 
deal with a two-class problem, the best results obtained is 80.95%, not better than 
those of other studies. However, only by setting the size of SE to 3, the best individual 
obtained is much better than other studies. 

Table 2. Comparisons of the accuracies on the NCI60 datasets. Here, Acv is the LOOCV 
accuracy, and At is the accuracy on independent test set. N/A means not available. 

Research Acv At 

[1] 76.23 N/A 

[2] 88.52 N/A 

[3] 85.37 95 

[13] 87.8 85 

This study 92.31 95.24 

 
When setting the SE scale to 1, the best accuracy on test set can only reach 97.06% 

on the Leukemia dataset. It is because for the first and third two-class problem, none 
of the obtained trees can classify all samples. But even when setting the SE size to 3, 
we can again obtain 100% accuracy without requiring more accurate trees. It is 
because the trees in a same SE do not wrongly distinguish a sample simultaneously, 
which proves the efficiency of this individual design. 

Z-score is a widely deployed method to evaluate the frequency of different genes. 
Let Z = [Xi-E(Xi)]/σ, where Xi is the frequency that gene i is selected, E(Xi) is the 
expected number of times gene i is selected, and σ is the standard deviation of 
variance. Let pi denote the probability of gene i being selected randomly, which is  
 

 

Fig. 1. The genes’ z-score value on NCI60 datasets. X-axis represents the gene index, and  
y-axis represents the corresponding z-scores.  
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Fig. 2. The heat map of the expressions of top30 genes in leukemia dataset. On the left is the 
color bar. Red means that this gene is up-regulated, and green otherwise. The tree-like structure 
on the left of the heat map is hierarchical clustering of these genes whose names are listed on 
the right. The 3 classes of leukemia are: B-ALL, T-ALL and AML. 

approximately equal to the total counts of frequency in a population divided by the 
number of individuals in the population, then divided by the total number of genes. 
Let A denote the number of individuals, then E(Xi) = A×pi, and (1 )i iA p pσ = × × − .  

Fig. 1 shows the z-score of the total frequency of each gene occurring in the final 
generation of ten runs obtained by setting the size of SE to 3 on NCI60 dataset. All 
genes have been selected more than once in this case. The reason lies in that there are 
nine SEs in each individual for the nine categories. As a result, there are 27 thousand 
trees in the experiments. As each tree contains at least two features, all features stand 
a chance to be selected. But it is apparent that there are always some dominant genes 
in the gene selection process. In contrast, only 5270 out of 7129 genes (73.9%) appear 
in all experiments. And in different datasets, the range of z-score value will be quite 
different.  

4   Conclusions 

We have proposed a GP based approach to deal with the gene selection and 
classification task based on multiclass microarray datasets. The advantage of the 
multiclass classifier built by GP the small-scale ensemble systems, which guarantees 
robust results. With this method, important genes can be selected as important 
references for clinic diagnosis or cancer development. At the same time, high 
classification accuracies have been achieved by comprehensive rules constructed by 
genes. The experimental results prove that our approach is powerful even when 
analyzing the datasets with very small sample sizes. In conclusion, we hope our 
ensemble method could be helpful for discovery of tumor-related genes and auxiliary 
approach to diagnose tumors. 
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Abstract. The Constant Modulus Algorithm (CMA), while the most commonly 
used blind equalization technique, converges very slowly. The convergence rate 
of the CMA is quite sensitive to the adjustment of the step size parameter used 
in the update equation as in the Least Mean Squares (LMS) algorithm. A novel 
approach in adjusting the step size of the CMA using the fuzzy logic based 
outer loop controller is presented in this paper. It also presents a computational 
study and simulation results of this newly proposed algorithm compared to 
other variable step size CMA such as conventional CMA, Normalized CMA 
(N-CMA) [1], Modified CMA (M-CMA) [2], CMA-Soft Decision Directed 
(CMA-SDD) [3]. The simulation results have demonstrated that the proposed 
algorithm has considerably better performance than others. 

Keywords: Blind channel equalization, fuzzy step size, constant modulus algo-
rithm, adaptive training. 

1   Introduction 

Adaptive equalizers are usually employed in communication systems to compensate 
the Intersymbol Interference (ISI) due to a frequency selective channel response. 
Conventional adaptive equalizers periodically use the training sequences to prevent 
catastrophic error propagation. Therefore, a portion of transmission bandwidth is 
wasted. In order to use transmission bandwidth more efficiently, blind equalization 
techniques allow the estimation of the channel or the equalizer based only on the 
received signal with no training symbols. While many algorithms have been proposed 
in the last twenty years, due to its simplicity, good performance, and robustness,  
the CMA [4, 5] is widely used in practice. Perhaps the greatest drawback of the  
CMA is its relatively slow convergence, which becomes ever more significant as 
wireless applications involving rapid changes in channel characteristics become more 
prominent [6]. 

Blind adaptive filtering using the CMA [4, 5] utilizes a constant step size to change 
its coefficients in response to the changing environment. Using a large step size will 
cause a fast initial convergence, but result in larger fluctuation in the steady state; the 
results are opposite when a small step size is used. Therefore, the choice of the step 
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size reflects a trade–off between misadjustment and speed of convergence. The con-
vergence rate of the CMA is quite sensitive to the step size parameter used in the 
update equation. There are many methods available to select different step size for the 
CMA during the different stages of adaptation. Among them the most commonly used 
is the automatic switching scheme [7] that utilizes a large step size during the tran-
sient state and switches to a smaller step size during the steady state. Other step size 
variation methods include: 

 (i) Douglas L. Jones [1] controls the step size, for efficient implementation, by us-

ing the signal vector energy, 
2

nx , is computed recursively as in the normalized LMS 

algorithm. 
 (ii) Chahed et al. [2] adjust the step size by using a time varying step size parame-

ter depending upon the squared Euclidian norm of the channel output vector and on 
the equalizer output.  

 (iii) De Castro et al. [8] proposed a concurrent CMA and Decision Directed (DD) 
blind equalization scheme. Specifically, let dc www += , where wc is the weight vec-

tor of the CMA equalizer which is designed to minimize the CMA cost function and 
wd is the weight vector of the DD equalizer which is designed to minimize the deci-
sion based mean square error (MSE). 

 (iv) Chen at al. [3] proposed an alternative scheme that operates a CMA equalizer 
and a Soft Decision Directed (SDD) equalizer concurrently. The CMA part is identi-
cal to that of the concurrent CMA and DD scheme. The SDD equalizer is designed to 
maximize log of the local a posteriori probability density function (PDF) criterion by 
adjusting wd using a stochastic gradient algorithm. 

However, most of these approaches involve significant increases in complexity or 
computational cost. The aim of this paper is to present a low complexity and high 
performance blind equalization by the proposed fuzzy outer loop controller. So for 
improving the convergence speed, a Fuzzy Logic based outer loop controller which 
works independently from the nature of the system is used in order to change the step 
size of the CMA. The proposed algorithm is compared with related blind algorithms, 
and simulation results confirm that the proposed algorithm leads to enhanced per-
formance. 

2   Blind Channel Equalization 

The baseband model of a digital communication channel can be characterized by a 
symbol-spaced Finite Impulse Response (FIR) filter and additive white Gaussian 
noise (AWGN) source. The received signal at sample k is given by 

 ∑
−

=
+−=

1

0
)()()(

n

i
i kikxhkv η  (1) 

where, n is the length of the channel impulse response (CIR), hi=hiR+jhiI are the com-
plex channel taps, the complex symbol sequence x(k)=xR(k)+jxI(k) is assumed to be 
independent identically distributed (iid), )()()( kjkk IR ηηη +=  is an iid AWGN with 

222 )]([)]([ ησηη == kEkE IR , and E[.] denotes the expectation.  
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A symbol-space equalizer is employed, which has an FIR structure defined by 

∑
−

=
=−=

1

0
)()(

m

i

T

i VWikvwky  (2) 

where, m is the equalizer order, T

mwwwkW ]...[)( 110 −=  is the equalizer weight vector 

with iIiRi jwww += , and Tmkvkvkvkv )]1(...)1()([)( +−−= the equalizer input vec-
tor. According to [3] for dealing with non-minimum phase delay channel profiles, a 
central tap should be defined by having a unity gain at the tap 2/mkd ≈  before start-

ing blind training. Therefore, the equalizer weights are initialized to 01 jwi +=  for 

dki =  and 00 jwi +=  for dki ≠ . 

2.1   The Constant Modulus Algorithm 

The CMA adjusts the equalizer weights by minimizing the cost function 

]))([()( 2

2

2 Δ−= kyEWJ CMA  (3) 

using a stochastic gradient algorithm, where 2Δ  is a real positive constant defined by 

 ])([/])([
24

2 kxEkxE=Δ . (4) 

At sample k, given VWky T=)( , the CMA adapts W according to [4, 5] 

 
⎪⎭

⎪
⎬
⎫

+=+

−Δ=

)()()()1(

))()(()(
*

2

2

kvkekwkw

kykyke

μ
 (5) 

where, μ is a step size parameter and )(* kv  is the complex conjugate of )(kv . 

Let optW  be the solution of the adaptive equalizer based on the cost function (3) 

that yields the correct signal constellation. All the weight vectors 

 πφφ 20,)exp( ≤≤= optx WjW  (6) 

produce the same cost as )( optCMA WJ . Thus the CMA blind equalizer may converge to 

any of the solutions defined in equation (6). Since equation (6) produces the same 
amplitude over the interval (0, 2π) which is also mentioned in [3], this undesired 
phase shift cannot be resolved by the CMA and must be eliminated by other methods.  

2.2   Blind Channel Equalization with the Fuzzy Logic Based CMA (F-CMA) 
Algorithm 

We present a novel approach where fuzzy logic can be used to adjust the step size for 
the CMA in this paper. The proposed approach is based on the principle of fuzzy logic 
developed by Zadeh [9], which is used to handle the linguistic concepts. It consists of 
three main processors, namely: Fuzzifier, Rule Decision Table, and Defuzzifier, which 
map the input variables into a suitable step size for the CMA weight adaptation. The 
block diagram of the proposed Fuzzy Logic based CMA (F-CMA) algorithm, which is 
used to obtain the step size appropriately in the CMA, is given in Figure 1. 



350 A. Özen et al. 

 

D
ef

uz
zi

fi
er

 

Equalizer 
Filter 

Adaptive 
Algorithm 

Decision 
MechanismChannel

Output 

v(k) 

Estimated 
Signal 2

)(ke

)(ˆ kx  

+ -

e(k)

de(k)

F
uz

zi
fi

er
 

R
ul

e 
D

ec
is

io
n 

T
ab

le
 μ 

( )2

2 )(ky−Δ

y(k) 

Fuzzy Logic Controller

m
de

(k
) m

μ 
(k

) 

2
.

m
|e(

k)
|2  

2
)1( −ke

 

Fig. 1. The block diagram of fuzzy logic based CMA (F-CMA) algorithm 

The fuzzy logic based controllers adjust the system input by observing the system 
output and by using the history of the information or criteria accumulated as an expert 
[10, 11]. For the system under investigation in this study, the power of the er-

ror
2

)(ke and the change of which 
22

)1()()( −−= kekekde  are applied as the input 

signals to the fuzzy logic based controller as shown in Figure 1. Then they are used in 
the rule decision table to determine the fuzzy number of the output control signal. 
Finally the resultant fuzzy numbers representing the controller output are converted to 
the crisp values. In our application, the fuzzy variables are represented as linguistic 
variables by using three fuzzy sets for each input. These linguistic variables are de-

fined for 
2

)(ke  and μ as positive small (PS), positive medium (PM) and positive big 

(PB) and for de(k) these variables are defined as negative big (NB), zero (Z) and 
positive big (PB). These fuzzy sets have Gaussian transition forms which are known 
as membership functions 2)(ke

m , )(kdem  and )(kmμ . The shapes of these fuzzy sets 

were chosen as Gaussian membership functions, and are given in Figure 2. 
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Fig. 2. The membership functions defined for the step size (μ) 

Each of the membership functions can be analytically defined by the equation (7). 

( ) 222
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Where, 
2

)(
p

ke  is the crisp number corresponding to the peak point of the Gaussian 

curve. D is the widening factor of the Gaussian function. However, the minimum and 
the maximum boundaries of the universes of discourses are different for three of them 
[10, 11, 12]. Since the magnitude of error, e(k) varies between 0 and 2, the power of 

the error 
2

)(ke  may vary from 0 to 4, when a unit value is considered for the original 

transmit data. Therefore the minimum and the maximum limits of the universe of 

discourse for the power of the error, are taken as 0)(
2

min
=ke  and 4)(

2

max
=ke . On 

the other hand change in the power of the error is very small compared to 
2

)(ke . 

Therefore, the minimum and the maximum limits of de(k) are assigned as 

20/)()(
2

maxmin kekde −=  and 20/)()(
2

maxmax kekde = , in order to make the changes in 

power of the error more effective in terms of controller. Here, the divisor 20 is an 
arbitrary number referencing the maximum/minimum value of derivation to maxi-
mum value of error as in [12]. During the simulation analysis/studies the divisor can 
be chosen within 10 to 30, however 20 is a sensitive number produces better perform-
ance results.  The minimum and the maximum values of the change in control signal 
(step size, μ) are 0 and 1, respectively as shown in Figure 2.  

After the fuzzy numbers representing 
2

)(ke  and de(k) are obtained, the fuzzy 

number of μ is determined using the assignments given in rule decision table. The 
rule decision table, which defines the control actions to be taken, is given in Table 1. 

Since there are three fuzzy membership functions for 
2

)(ke  and de(k), a rule decision 

table with 9 rules are formed. 

Table 1. The Rule Decision Table 

2
)(ke \ de(k) NBde(k) Zde(k) PBde(k) 

PS⎟e(k)⎟
2 PSμ   1 PSμ  2 Zμ    3 

PM⎟e(k)⎟
2

 PSμ   4 Zμ    5 PMμ 6 
PB⎟e(k)⎟

2 PMμ  7 PSμ  8 PSμ  9 

 
The fuzzy number representing the change in step size is determined from the rule 

table in a form of fuzzy linguistic terms. For example, if 
2

)(ke  has a non-zero mem-

bership degree in the fuzzy number PM and de(k) has a non-zero membership degree 
in the fuzzy number NB, then the rule 4 is fired indicating that μ has a non-zero 
membership degree in the fuzzy number PS. This rule is expressed by a linguistic 
term as: 

If 
2

)(ke  is PM and de(k) is NB then μ is PS 

This is called a rule. Multiple rules are connected to each other by the term ELSE. 
Therefore, the linguistic representation of the rule table given by Table 1 becomes as 
follows: 
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Rule 1: If 
2

)(ke  is PS and de(k) is NB then μ is PS else 

Rule 2: If 
2

)(ke  is PS and de(k) is  Z  then μ is PS else 

        …            …         …          …       …         …    … 

Rule 9: If 
2

)(ke  is PB and de(k) is PB then μ is PS. 

In the last stage, a reverse operation is performed to get the crisp number (μ) by the 
defuzzifier and the step size is determined by this way [10, 11, 13]. Different methods 
are applied to convert the fuzzy numbers to crisp equivalencies. The center of area 
(COA), which is also called the center of gravity method, is used in this study. The 
crisp value corresponding to the center of the resultant fuzzy subset areas are assigned 
for μ when the COA method is applied. This operation called COA method is defined 
in the following equation (8). 

 
∑

∑

=

==
n

k

n

k

km

kkm

1

1

)(

)()(

μ

μ μ
μ  (8) 

Where n is the number of the rules and )(kmμ  is the membership function value at 

location, )(kμ . The reason for using the COA method instead of other defuzzification 

methods is because the COA method produces the smallest MSE. 
Additional computational cost is incurred in the fuzzification (lookup table), infer-

ence (min, max operators) and defuzzification modules. There are also additional 
costs which come from the preparation of input variables prior to the fuzzification 
process (e.g. perform error squared). The computational complexity is defined as the 
floating point operation number which is required in processing the necessary data to 
find the desired weight vector in this study.  

In the COA method used in the defuzzifying unit of the fuzzy logic controller 
maximum 4 multiplications, 1 division and 8 summations operation is performed [10, 
11]. M in the table demonstrates the equalizer order. The comparison of the 
computational complexities of the equalizers required for per weight update is given 
in Table 2.  

Table 2. Comparison of the Computational Complexities of the Equalizers 

Equalizers Multiplications Divisions Additions 
Exp(.) 
Evaluations 

CMA 8M + 6 - 8M - 
CMA-DD 16M + 8 - 20M - 
CMA-SDD 12M + 29 - 14M + 21 4 
Proposed F-CMA 8M + 11 1 8M+8 2 

 
The additional computational complexity brought by the fuzzy logic to the CMA is 

considerably low as can be seen in Table 2. It also can be seen that computational 
complexity per weight update of this proposed new scheme is simpler than that of the 
CMA, CMA-DD and CMA-SDD scheme. 
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3   Computer Simulation Results 

The performance of the proposed low complexity F-CMA blind equalizer is compared 
with that of the N-CMA [1], M-CMA [2] and CMA-SDD [3] in computer simulations 
using the conventional CMA blind equalizer as a benchmark. The simulations are 
performed by using the loop of 100 Monte Carlo for the Quadrature Phase Shift Key-
ing (QPSK) systems.  Mean Square Error (MSE) performance criterion is used to 
assess the convergence rate of blind equalizers. Three channels (5 taps, 22 taps and 13 
taps) are used in evaluation, and their channel impulse responses (CIR) are given in 
[3, 7], respectively. 

In all the cases, a 23-tap Linear Transversal Equalizer (LTE) is used as in [3]. The 
equalizers are initialized with the central tap weight set to 1 and others set to 0. Table 
3 lists the algorithm parameters used in the simulations for the four blind equalizers 
(μ for the CMA, μm and αm for the M-CMA, αn and σn for the N-CMA, and μc, μd and 
ρ for the CMA-SDD). All the simulations are obtained in the value of Signal to Noise 
Ratio (SNR) of 30 dB for the QPSK systems whose data sequence length is 4000. The 
comparison of the MSE convergence performances of the equalizers related to the 
blind channel equalization are given in Figure 3, 4 and 5. 

Table 3. Algorithm Parameter Settings in Simulation 

CMA M-CMA N-CMA CMA-SDD 
Simulations 

m m n n c d

5 taps ch. 0.0018 0.05 0.01 0.5 0.009 0.0045 0.003 0.6
22 taps ch. 0.002 0.09 0.7 0.86 0.009 0.005 0.002 0.6
13 taps ch. 0.0025 0.088 0.85 0.7 0.009 0.0065 0.0025 0.7  
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Fig. 3. Comparison of the MSE convergence performances for 5 tap CIR [3] 
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The learning curves of the five blind equalizers are compared in Figure 3. As can be 
seen from the figure above the MSE performance obtained with the N-CMA is a little 
worse than the CMA. The M-CMA passes the performance of the CMA by about 2000 
step number and converges to the lower MSE floor. The CMA-SDD algorithm con-
verges to the lower MSE floor by speeding up the CMA. However, the proposed  
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Fig. 4. Comparison of the MSE convergence performances for 22 tap CIR [3] 
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Fig. 5. Comparison of the MSE convergence performances for 13 tap CIR [7] 
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F-CMA developed in this study by accelerating the CMA perfectly has passed the 
CMA-SDD and other CMAs and has converged to the lowest steady state MSE floor. 

The MSE performance obtained with the N-CMA passes the CMA just after 3000 
step number as can be seen from the Figure 4. The M-CMA speeds up the perform-
ance of the CMA initially but converges to the nearly performance of the CMA algo-
rithm. The CMA-SDD algorithm by speeding up the CMA converges to the lower 
MSE floor. However, the proposed F-CMA by accelerating the CMA has passed the 
CMA-SDD and other CMAs above mentioned and have converged to the lowest 
steady state MSE floor. 

As can be seen from the Figure 5 the MSE performance obtained with the N-CMA 
algorithm accelerates the CMA initially but converges poorer than the CMA after 
1000 step number. The M-CMA algorithm by accelerating the performance of the 
CMA provides performance significantly. The CMA-SDD algorithm accelerates the 
CMA initially but converges a little worse than the CMA. However, the proposed F-
CMA algorithm by accelerating the CMA has passed the CMA algorithms above 
mentioned and has converged to the lowest steady state MSE floor. 

Figure 6 shows the MSE versus SNR curves for all considered algorithms using the 
five taps channel profile given by [3] and the MSE performance samples are obtained 
after 4000 iterations of blind trainings. For an ordinary, training based equalizations 
bit-error-rate versus SNR curves are more common for performance comparisons, 
however considered blind trainings has no information about the incoming phase of 
transmit data and there is no way to detect the phase ambiguity error without any aid 
from data [3][6]. So, the produced MSE versus SNR curves exhibit a comparative 
error performance profile between algorithms like BER performance comparison 
curves except it is impossible to clear the MSE floor even for great values of SNR.  
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Fig. 6. Comparison of the MSE versus SNR performances for 5 tap CIR [3] 
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From Figure 6, the proposed F-CMA algorithm produced better steady state MSE 
performances in both SNR regions, noise-limited and ISI-limited. In essence, the 
proposed method aims to control the training due to error level and trend of error. 
Thus, any error comes from either ISI or noise would be taken into account and the 
proposed method obtains an efficient training which would be robust to whatever the 
error source. 

4   Conclusion 

In this paper, a novel low complexity blind equalization scheme based on fuzzy logic 
outer loop controller has been proposed. It has been shown that a combination of 
fuzzy logic and CMA equalizer provides an effective and robust way for adaptive 
blind equalization. Compared with a state of art low complexity blind equalization 
schemes, namely the recently introduced N-CMA [1], M-CMA [2] and CMA-SDD 
[3], the proposed F-CMA blind equalizer has simpler computational requirements, 
faster convergence and lower steady state equalization performance. This new blind 
equalizer offers practical alternatives to blind equalization of QPSK channels and 
provides significant MSE performance improvement over the conventional CMA 
blind equalizer. The results also have demonstrated that the fuzzy rules are able to 
adjust the step size effectively in order to obtain a faster and more stable training with 
the CMA and help to determine the convergence feature of a system. 
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Abstract. This paper discusses a risk-sensitive portfolio problem, where
the objective function is defined by randomness and fuzziness, and it in-
troduces the perception-based extension of the expectation and the vari-
ance for fuzzy random variables. Fuzzy random variables are estimated
by mean and variance with λ-mean functions and evaluation weights: A
possibility-necessity weight ν for subjective estimation, and a pessimistic-
optimistic index λ for subjective decision. A solution of the risk-sensitive
portfolio problem is derived by quadratic programming approach.

1 Introduction

Fuzzy random variables, which were introduced by Kwakernaak [7] are applied
to decision-making under uncertainty with fuzziness like linguistic data in statis-
tics, engineering and economics. The notion of fuzzy random variable is strongly
related to perception of random events. The relation between fuzzy logic with ran-
domness and perception is found in Zadeh [15]. On the other hand, in decision-
making with randomness we need estimations of real random variables like the
expectation as a criterion in optimization. This paper discusses perception-based
extension of means and variances for fuzzy random variables. In this paper, a set
of perceived random events, which are represented by real random variables, is
given by a fuzzy random variable. An estimation of perceived random events is
also represented by a functional on real random variables. Then, we obtain the
estimation of the perception regarding random events, extending the functional
to a functional of fuzzy random variables.

The portfolio is one of the most important tools for the asset management in
finance. Portfolio models have been studied by many authors using mathematical
programming on the basis of Markowitz’s model ([8,9]). When we deal with sys-
tems like financial markets, fuzzy logic works well since the markets contain the
uncertain factors which are different from probabilistic essence and in which it is
difficult to specify actual price values exactly ([5]). In this paper, randomness is
applied to the uncertainty regarding the belief degree of frequency, and fuzziness
is applied to imprecision of data because of a lack of knowledge regarding the
current stock market. In this paper, we consider a risk-sensitive portfolio model
under uncertainty of randomness and fuzziness.

Estimation of uncertain quantities is important in decision making. To repre-
sent uncertainty in a finance model, we use fuzzy random variables which have

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 358–366, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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two kinds of uncertainties, i.e. randomness and fuzziness. Recently Yoshida [11,12]
introduced mean, variance and covariance of fuzzy random variables using eval-
uation weights and λ-mean functions. In this paper, we estimate fuzzy random
variables by probabilistic expectation and these evaluations, which are character-
ized by a possibility-necessity weight for subjective estimation and a pessimistic-
optimistic index for subjective decision. In a portfolio model, we use triangle-type
fuzzy numbers/fuzzy random variables for simplicity in numerical computation
when we apply them to actual models. We discuss a risk-sensitive problem for the
portfolio, where the risk is defined by both random factors and fuzzy factors in
the model. By quadratic programming approach, we derive a solution of the risk-
sensitive portfolio problem.

2 Perception-Based Extension of Estimations

First we introduce some notations of fuzzy numbers. Let R denote the set of all
real numbers. A fuzzy number is denoted by its membership function ã : R �→
[0, 1] which is normal, upper-semicontinuous, fuzzy convex and has a compact
support ([6]). R denotes the set of all fuzzy numbers. In this paper, we identify
fuzzy numbers with their corresponding membership functions ([14]). The α-cut
of a fuzzy number ã is given by closed intervals ãα := {x ∈ R | ã(x) ≥ α} (α ∈
(0, 1]) and ã0 := cl{x ∈ R | ã(x) > 0}, where cl denotes the closure of an interval
and := means that the left term is defined by the right term. The α-cut is written
by closed intervals ãα = [ã−α , ã

+
α ] (α ∈ [0, 1]). Hence we introduce a partial order

!, so called the fuzzy max order, on fuzzy numbers R ([6]): For ã, b̃ ∈ R,

ã ! b̃ means that ã−α ≥ b̃−α and ã+
α ≥ b̃+α for all α ∈ [0, 1].

An addition, a subtraction and a scalar multiplication for fuzzy numbers are
defined as follows ([14]): Let ã, b̃ ∈ R and ζ ≥ 0. The addition and subtraction
ã ± b̃ of ã and b̃ and the scalar multiplication ζã of ζ and ã are fuzzy numbers
given respectively by their α-cuts as follows

(ã± b̃)α := [ã−α ± b̃−α , ã
+
α ± b̃+α ] and (ζã)α := [ζã−α , ζã

+
α ]

for α-cuts ãα = [ã−α , ã
+
α ] and b̃α = [b̃−α , b̃

+
α ] (α ∈ [0, 1]).

Let P be a non-atomic probability on a sample Ω. Let X be the set of all
integrable real random variables on (Ω,P ). A fuzzy-number-valued map X̃ :
Ω �→ R is called a fuzzy random variable if the maps ω �→ X̃±

α (ω) are measurable
for all α ∈ (0, 1], where

X̃α(ω) := [X̃−
α (ω), X̃+

α (ω)] := {x ∈ R | X̃(ω)(x) ≥ α}

(see [7,10]). A fuzzy random variable X̃ is said to be integrable if ω �→ X̃±
α (ω)

are integrable for all α ∈ (0, 1]. The expectation of an integrable fuzzy random
variable X̃ is a fuzzy number

Ẽ(X̃)(x) := sup
X∈X : E(X)=x

inf
ω∈Ω

X̃(ω)(X(ω)), x ∈ R, (1)
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where X is taken as the set of all integrable real random variables and E(X) :=∫
XdP (Kruse and Meyer [4]). Then, it is known that the expectation Ẽ(X̃) is

a fuzzy number whose α-cut is given by

Ẽ(X̃)α = [E(X̃−
α ), E(X̃+

α )] (2)

for α ∈ (0, 1]. This extension is well-defined and has monotone, continuous and
linear properties in Yoshida [13]. On the other hand, the variance of a real
random variable X is given by

V (X) = E((X − E(X))2) =
∫

(X − E(X))2 dP. (3)

Hence we can give a definition of the extended estimation Ṽ (X̃) by

Ṽ (X̃)(x) := sup
X∈X : V (X)=x

inf
ω∈Ω

X̃(ω)(X(ω)), x ∈ R, (4)

and this definition implies that its α-cut is

{E((X − E(X))2)|X ∈ X , X(ω) ∈ X̃α(ω) for allω ∈ Ω}. (5)

Then, the variance does not satisfy the monotone properties in Yoshida [13]. In
general, this set does not equal to the form of the interval (2) since the monotone
properties does not hold. Thus the extension of variance is not well-defined. We
can find some approaches regarding the variance in Carlsson and Fullér [1], Feng
et al. [2] and Yoshida [12]. In this paper, we introduce the variance with λ-mean
functions and evaluation weights so that the extended variances are compatible
to the extended means.

3 Mean and Variance for Fuzzy Random Variables

There are many research results for the estimation of fuzzy numbers ([3]). In this
paper, we use an evaluation method of fuzzy numbers/fuzzy random variables
introduced by Yoshida [11] to estimate the rate of return in the portfolio. They
studied an evaluation of fuzzy numbers by evaluation weights which are induced
from fuzzy measures to evaluate a confidence degree that a fuzzy number takes
values in an interval. With respect to fuzzy random variables, the randomness
is evaluated by the probabilistic expectation and the fuzziness is estimated by
evaluation weights and the following function. Let gλ : I �→ R be a map such
that

gλ([x, y]) := λx + (1− λ)y, [x, y] ∈ I, (6)

where λ is a constant satisfying 0 ≤ λ ≤ 1 and I denotes the set of all bounded
closed intervals. This scalarization is used for the estimation of fuzzy numbers
to give a mean value of the interval [x, y] with a weight λ, and λ is called
a pessimistic-optimistic index and indicates the pessimistic degree in decision
making ([3]). Then, gλ is called a λ-mean function. Let a fuzzy number ã ∈ R.
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A mean value of the fuzzy number ã with respect to λ-mean functions gλ and
an evaluation weights w(α), which is derived from fuzzy measures, is given by
([11,12])

Ẽλ(ã) :=
∫ 1

0

gλ(ãα)w(α)dα
/∫ 1

0

w(α)dα, (7)

where ãα = [ã−α , ã
+
α ] is the α-cut of the fuzzy number ã. In (7), w(α) indicates

a confidence degree that the fuzzy number ã takes values in the interval ãα at
each level α. Hence, an evaluation weight w(α) is called the possibility evaluation
weight wP (α) and the necessity evaluation weight wN (α) induced from the fuzzy
number ã if they are given respectively by wP (α) = 1 and wN (α) = 1 − α
for α ∈ [0, 1]. Especially, for a fuzzy number ã ∈ R, the mean ẼP (ã) in the
possibility case and the mean ẼN (ã) in the necessity case are represented as
follows ([11,12]): ẼP (ã) =

∫ 1

0 gλ(ãα)dα and ẼN (ã) =
∫ 1

0 gλ(ãα) (2 − 2α)dα.
The mean Ẽλ has natural properties regarding the linearity and the monotonicity
regarding the fuzzy max order ([11,12]). Using evaluation weights, we give means,
variances and covariances regarding fuzzy random variables. For a fuzzy random
variable X̃ , the mean of the expectation E(X̃) is a real number

E(Ẽλ(X̃)) = E

(∫ 1

0

gλ(X̃α)w(α)dα
/∫ 1

0

w(α)dα
)
. (8)

From [11,12], we obtain the following results regarding fuzzy random variables.

Lemma 1. Let λ ∈ [0, 1]. For a fuzzy number ã ∈ R, integrable fuzzy random
variables X̃, Ỹ and an integrable real random variable Z and a nonnegative real
number ζ, the following (i) – (vi) hold.

(i) E(Ẽλ(X̃)) = Ẽλ(E(X̃)).
(ii) E(Ẽλ(ã)) = Ẽλ(ã) and E(Ẽλ(Z)) = E(Z).
(iii) E(Ẽλ(X̃ + ã)) = E(Ẽλ(X̃)) + Ẽλ(ã) and E(Ẽλ(X̃ + Z)) = E(Ẽλ(X̃)) +

E(Z).
(iv) E(Ẽλ(ζX̃)) = ζE(Ẽλ(X̃))).
(v) E(Ẽλ(X̃ + Ỹ )) = E(Ẽλ(X̃)) + E(Ẽλ(Ỹ )).
(vi) If X̃ ! Ỹ , then E(Ẽλ(X̃)) ≥ E(Ẽλ(Ỹ )), where ! is the fuzzy max order.

Let ã ∈ R be a fuzzy number and let ν ∈ [0, 1]. For applications of the mean
values in actual problems, we can introduce a mean value with a parameter ν:

Ẽλ,ν(ã) := νẼP (ã) + (1− ν)ẼN (ã). (9)

Then, ν is called a possibility-necessity weight, and (9) is the mean with the
possibility-necessity weight ν. From [11,12], the mean Ẽλ,ν(·) is represented by

Ẽλ,ν(ã) =
∫ 1

0

g(ãα) (ν + 2(1− ν)(1 − α))dα. (10)

Next we introduce variances and covariances of fuzzy random variables from
the viewpoint of λ-mean functions and evaluation weights. For fuzzy random
variables X̃ and Ỹ , we define variances and covariances as follows ([12]).
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V λ(X̃) := E

(∫ 1

0
(gλ(X̃α)− E(gλ(X̃α)))2 w(α)dα∫ 1

0 w(α)dα

)
,

Covλ,γ(X̃, Ỹ ) := E

(∫ 1

0 (gλ(X̃α)− E(gλ(X̃α)))(gγ(Ỹα)− E(gγ(Ỹα)))w(α)dα∫ 1

0
w(α)dα

)

for λ, γ ∈ [0, 1]. We can find other approaches in [1,2] which discuss the variance
of fuzzy numbers by possibility theory. Hence we obtain the following natural
properties about the variance V λ(·) and covariance Covλ,γ(·, ·).

Lemma 2. Let λ, γ ∈ [0, 1]. For fuzzy numbers ã, b̃ ∈ R, integrable fuzzy random
variables X̃, Ỹ , integrable real random variables X,Y and a nonnegative real
number ζ, the following (i) – (v) hold.

(i) V λ(ã) = 0 and V λ(X) = V (X), where V (·) is the variance of real r.v..
(ii) V λ(X̃ + ã) = V λ(X̃).
(iii) V λ(ζX̃) = ζ2V λ(X̃).
(iv) Covλ,γ(X̃, ã) = Covλ,γ(ã, X̃) = 0 and Covλ,γ(X,Y ) = Cov(X,Y ), where

Cov(·, ·) is the covariance of real random variables.
(v) Covλ,γ(X̃ + ã, Ỹ + b̃) = Covλ,γ(X̃, Ỹ ).

4 A Risk-Sensitive Portfolio Model under Uncertainty

In this paper, we consider a portfolio model with a bond and n stocks, where n
is a positive integer. In the remainder of this section, we describe a bond price
process and stock price processes. We deal with a model where an investor’s
actions do not have any impact on the stock market, so-called small investors
hypothesis ([9]). Let T := {0, 1, 2, · · · , T } be the time space with an expiration
date T , and R denotes the set of all real numbers. Take a probability space
Ω := (Rn)T+1 by the product of R and let P be a non-atomic probability
measure on Ω. For an asset i = 1, 2, · · · , n, a stock price process {Si

t}T
t=0 is given

by rates of return Ri
t as follows: Si

t := Si
t−1(1 + Ri

t) for t = 1, 2, · · · , T , where
{Ri

t}T
t=1 is assumed to be a sequence of integrable independent real random

variables. Then we have

Si
t = Si

0

t∏
s=1

(1 + Ri
s) (11)

for t = 1, 2, · · · , T . In this paper, we discuss a portfolio model where stock price
processes Si

t take fuzzy values using fuzzy random variables. Now we deal with
a case when the rate of return {Ri

t}T
t=1 has some imprecision. We define a rate

of return process with imprecision {R̃i
t}T

t=0 by a sequence of triangle-type fuzzy
random variables

R̃i
t(·)(x) =

⎧⎪⎪⎨
⎪⎪⎩

x−Ri
t+ci

t

ci
t

if Ri
t − ci

t ≤ x < Ri
t

x−Ri
t−ci

t

−ci
t

if Ri
t ≤ x < Ri

t + ci
t

0 otherwise,

(12)
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where ci
t is a positive number. We call ci

t a fuzzy factor for asset i at time t.
Hence we can represent R̃i

t by the sum of fuzzy numbers:

R̃i
t(ω)(·) := 1{Ri

t(ω)}(·) + ãi
t(·) (13)

for ω ∈ Ω, where 1{·} denotes the characteristic function of a singleton and ãi
t is

a fuzzy number defined by ãi
t(·) := max{(1−|·|/ci

t), 0}. For assets i = 1, 2, · · · , n,
we define stock price processes {S̃i

t}T
t=0 by the rates of return with imprecision

R̃i
t as follows: S̃i

0 := Si
0 is a constant and

S̃i
t = S̃i

0

t∏
s=1

(1 + R̃i
s) (14)

for t = 1, 2, · · · , T . Hence, we deal with a portfolio with portfolios given by
portfolio weight vectors w = (w1, w2, · · · , wn) such that w1 +w2 + · · ·+wn = 1
and wi ≥ 0 (i = 1, 2, · · · , n). For the portfolio w = (w1, w2, · · · , wn), the rate of
return with imprecision for the portfolio is given by

R̃t := w1R̃1
t + w2R̃2

t + · · ·+ wnR̃n
t . (15)

In this paper, we discuss a risk-sensitive model regarding (15) under guarantee
of rewards. Let the mean, variance and covariance of the fuzzy random variables
R̃i

t by μ̃i
t := E(Ẽλ(R̃i

t)), (σ̃i
t)

2 := V λ(R̃i
t) and σ̃ij

t := Covλ,λ(R̃i
t, R̃

j
t ) for λ ∈

[0, 1] and i, j = 1, 2, · · · , n. From Lemmas 1 and 2 and (13), we obtain the
following results regarding the rates of returns R̃i

t: μ̃i
t = μi

t + Ẽλ(ãi), (σ̃i
t)2 =

(σi
t)

2 and σ̃ij
t = σij

t , where μi
t := E(Ri

t), (σ
i
t)

2 := V (Ri
t) = E((Ri

t − μi
t)

2), σij
t :=

Cov(Ri
t, R

j
t ) = E((Ri

t − μi
t)(R

j
t − μj

t )). For the portfolio w = (w1, w2, · · · , wn),
from Lemmas 1 and 2 the expectation μ̃t and variance (σ̃t)2 regarding the rate
of return with imprecision for the portfolio R̃t in (15) is given as follows.

μ̃t :=
n∑

i=1

wiμ̃i
t =

n∑
i=1

wi(μi
t + Ẽλ(ãi)) and (σ̃t)2 :=

n∑
i=1

n∑
j=1

wiwjσij
t ,

where σii
t = (σi

t)
2. Hence, to guarantee the lower bound regarding the expecta-

tion μ̃t of the rate of return for the portfolio we estimate μ̃t taking the index λ
pessimistic (λ = 1) and the necessity mean wN (α) = 1 − α (α ∈ [0, 1]): For a
positive constant κ, we have

μ̃t −
κ

2
(σ̃t)2 ≥

n∑
i=1

wi

(
μi

t −
2
3
ci
t

)
− κ

2

n∑
i=1

n∑
j=1

wiwjσij
t . (16)

for λ ∈ [0, 1], where ãi
α = [ãi−

α , ãi+
α ] = [−ci

t(1−α), ci
t(1−α)] from (14). Then we

discuss the following risk-sensitive problem regarding the lower bound (16).

Risk-sensitive problem (RS): Maximize the risk-sensitive rate of return

ρ̃ :=
n∑

i=1

wi

(
μi

t −
2
3
ci
t

)
− κ

2

n∑
i=1

n∑
j=1

wiwjσij
t . (17)
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with portfolios w = (w1, w2, · · · , wn) satisfying w1 +w2 + · · ·+wn = 1 and
wi ≥ 0 (i = 1, 2, · · · , n).

Theorem 1. Assume A > 0 and Σ̃−1(Aμ̃ + (κ − B)1) ≥ 0. Then there exists
a solution ρ̃∗ of Problem (RS), which is given by the following ρ̃∗:

ρ̃∗ :=
Δ + 2κB − κ2

2κA
(18)

with the expected rate of return

μ̃∗ =
Δ + κB

κA
. (19)

The corresponding portfolio w∗ is given by

w∗ =
1
κ

(
Σ̃−1μ̃ +

κ−B

A
Σ̃−11

)
, (20)

where σ̃ij
t := σij

t for i, j = 1, 2, · · · , n,

μ̃ :=

⎡
⎢⎢⎢⎣

μ1
t

μ2
t
...
μn

t

⎤
⎥⎥⎥⎦−

2
3

⎡
⎢⎢⎢⎣

c1t
c2t
...
cn
t

⎤
⎥⎥⎥⎦ , Σ̃ :=

⎡
⎢⎢⎢⎣

σ̃11
t σ̃12

t · · · σ̃1n
t

σ̃21
t σ̃22

t · · · σ̃2n
t

...
...

. . .
...

σ̃n1
t σ̃n2

t · · · σ̃nn
t

⎤
⎥⎥⎥⎦ , 1 :=

⎡
⎢⎢⎢⎣

1
1
...
1

⎤
⎥⎥⎥⎦ ,

A := 1TΣ̃−11, B := 1TΣ̃−1μ̃, C := μ̃TΣ̃−1μ̃, Δ := AC−B2 and 0 is zero vector.

5 A Numerical Example and Concluding Remarks

We can deal with a combination of the possibility-necessity weight ν and the
pessimistic-optimistic index λ. The decision maker may choose the parameters
λ(∈ [0, 1]) and ν(∈ [0, 1]). The pessimistic-optimistic index is taken as λ = 1 if he
has pessimistic personal forecast in the market and he takes careful decision, and
λ = 0 if he has optimistic personal forecast and he is not nervous. The possibility-
necessity weight is taken as ν = 1 when he has enough confidential information
about the market, and ν = 0 when he does not have confidential information. In
this model, ν = 0 is reasonable since our objective function is risk-sensitive, and
we need to take into account of the fuzziness of information in the market. While
λ depends on the decision maker’s attitude in his investment. In this example, we
compute the pessimistic and necessity case λ = 1 and ν = 0. Let n = 3 and κ = 1.
Give a mean and variance-covariance matrix of rate of return and fuzzy factors
as follows: Expected rates of return μ1

t = 0.05, μ2
t = 0.07, μ3

t = 0.06, variance-
covariances (σ1

t )2 = 0.40, (σ2
t )2 = 0.20, (σ3

t )2 = 0.30, σ12
t = σ21

t = 0.03, σ13
t =

σ31
t = 0.02, σ23

t = σ23
t = −0.06, and fuzzy factors c1t = 0.01, c2t = 0.01, c3t = 0.01.

Then we can easily check the assumption of Theorem 1, and we obtain the
optimal portfolio w∗ = (w1, w2, w3) = (0.116538, 0.521851, 0.361611). Table 1
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Table 1. The rate of return, the risk sensitive rate and Sharpe ratio

With fuzziness Without fuzziness Variance-mini

The rate of return μ̃∗ 0.04898 0.07001 0.04867
The risk sensitive rate ρ̃∗ 0.00807 0.02858 0.03206

Sharpe ratio 0.03140 0.10445 0.02876

shows the expected rate μ̃∗ with/without imprecision of data, the risk-sensitive
rate ρ̃∗ and Sharpe ratio, which is a famous performance index of portfolios ([9]),
for a rate of the market rt = 0.04. This risk sensitive model looks better than a
variance-minimizing model with fuzziness from Table 1.

This paper discusses a risk-sensitive portfolio problem, where the objective
function is defined by randomness and fuzziness, and it is estimated with the
perception-based extension of the expectation and the variance for fuzzy random
variables. In Table 1, we can observe the loss from the fuzziness however it is not
so serious for portfolio management because we can utilize possibility-necessity
weights ν and pessimistic-optimistic induces λ in actual decision making. We
hope the results in this paper are applied to various fields with uncertainty.
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Abstract. Fuzzy set theory and rough set theory are effective tools for dealing 
with incomplete and inaccurate knowledge of information systems. In this pa-
per, for the difference of fuzzy equivalence relation matrix of the attributes in 
information system, by analyzing the shortcomings of the existing methods, we 
propose the axiomatic system of fuzzy information filter operators, and give 
several operational filter operators models, spell out an attribute reduction 
method based on fuzzy information filter operators (denoted by FIFO-RED for 
short); Finally, we analyze the characteristics and performance of FIFO-RED 
by a concrete example. And the results indicate that FIFO-RED can more effec-
tively merge decision consciousness into information processing than FIE-RED, it 
has strong application value. 

Keywords: Fuzzy equivalence matrix; Fuzzy information entropy; FIE-RED; 
Fuzzy information filter operator; FIFO-RED. 

1   Introduction 

In the real world, uncertainty is a widespread phenomenon and is unavoidable in many 
practical fields. How to deal with uncertain information by reasonable methods is the 
present focus in the field of artificial intelligence. For many years, researchers have been 
striving to find an effective ways to deal with uncertain information. In 1965, Zadeh 
established the fuzzy set theory; in the 1980s, Pawlak established the rough set theory, 
these theories not only laid a foundation for dealing with the various fuzzy informa-
tion and incomplete information, but also have been widely used in machine learning, 
data mining, artificial intelligence, expert systems, pattern recognition, inductive 
inference, and so on. 

However, Pawlak rough set model is only suitable for dealing with the nominal 
variables, and it can’t directly deal with certain numerical data such as the spectrum 
signal [2] widely existing in vibration analysis, the temperature, current, voltage signal 
of condition analysis of transformers [3-4], the current signal of distribution system [5] 
and so on. For this problem, many researchers have made many useful explorations, 
here are some interesting literatures, [6] changed the numerical attributes into symbol 
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attributes by discretization method, but this method would unavoidably lead to the loss of 
information [7], and the results depend largely on the discretization. In order to solve 
this problem, literatures [8-12] introduced a fuzzy-rough set model and rough-fuzzy 
set model, further, they established the attributes reduction methods based on fuzzy 
information entropy (FIE-RED). 

Although these methods have been successful in some specific areas, there are still 
many deficiencies in theory, for instance: ① When the discrimination of the data is 
not clear, we can not realize the reduction of information system; ② It is difficult to 
systematically merge uncertain decision consciousness into the process of reduction, 
so how to remove noise, that is, weaken the uncertainty of fuzzy information, is the 
key to make up these deficiencies. 

Based on the above analysis, in this paper, we propose the axiomatic system of  fil-
ter operators of fuzzy information, give several operational filter operators model with 
better structure, and establish an attribute reduction method based on information filter 
operators (FIFO-RED); Finally, we compare the performance of FIE-RED. And the 
results indicate that FIFO-RED can more effectively merge decision consciousness 
into information processing than FIE-RED, and it has a good structure characteristic and 
makes up the deficiencies of the fuzzy rough set model to some degree. 

2   Preliminaries 

2.1   Fuzzy Equivalence Class  

Definition 1. Let R be a fuzzy relation over U, R is called a fuzzy equivalence rela-
tion, if R satisfies:  

1)  Reflectivity: 1),( =xxR  for any Ux ∈ ; 
2)  Symmetry: ),(),( xyRyxR =  for any Xyx ∈, ; 
3)  Transitivity: )},(),,(min{),( zyRyxRzxR ≥ . 

Obviously, when 21, RR are fuzzy equivalence relations over U, 21 RR U , 21 RR I are 
fuzzy equivalence relations, and )},(),,(max{),)(( 2121 yxRyxRyxRR =U , ),)(( 21 yxRR I  

)},(),,(min{ 21 yxRyxR= . 
 

Definition 2. Let U be non-empty universe, and R a fuzzy equivalence relation on U. 
For given Ux ∈ , the fuzzy set xR |  is called a fuzzy equivalence class containing x, 
(denoted by Rx][ for short), and }|]{[/ UxxRU R ∈=  is called a fuzzy equivalence 
partition of U  induced by R. Here, ),()(| yxRyR x = . 

For given },,,{ 21 nxxxU L=  and the fuzzy equivalence relation R on U, if the re-
lation matrix of R denoted by M(R): 
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then for any Uxi ∈ , nniiRi xrxrxrx ///][ 2211 +++= L . Where, ),( jiij xxRr = is the 
relation value of xi and xj. 
 

Theorem 1. Let R be a fuzzy equivalence relation on U, Uyx ∈, . Then 

1) φ=⇔= RR yxyxR ][][0),( I ; 2) ⇔= 1),( yxR RR yx ][][ = . 

Definition 3. Let fVAU ,,,  be a information system, ABa ⊂∈ . 1) If =BU /  

)/( aBU − , then a is redundant, otherwise, a is indispensable. 2) If the elements in B 

are all indispensable, then we say B is independent. 3) If B is independent and BU /  
AU /= , then we say B is a reduction of A. 

Attributes reduction is the core content of information system, in the following, we 
will introduce the concept of fuzzy information entropy for reduction. 

2.2   Fuzzy Information Entropy 

Definition 4. Let },,,{ 21 nxxxU L= be a non-empty universe, R be a fuzzy equivalence 
relation on U, Rix ][ be the fuzzy equivalence class containing ix generated by R, then 

),(|][| 1 ji
n
jRi xxRx =∑=  is called the cardinality of Rix ][ ;  

∑=−= n

i
Ri

n
x

n
RH

1 2
|][|

log1)(  (1) 

is called the information entropy of R. 
 
Definition 5. Let fVAU ,,, be a fuzzy information system, },,,{ 21 nxxxU L= , AEB ⊆, , 

Bix ][ and Eix ][  be the fuzzy equivalence classes containing xi generated by B and E. 
Then 

∑ =−= n

i
EiBi

n
xx

n
BEH

1 2
|][][|

log1)(
I

 (2) 

is called hybrid entropy of B and E. 
Considering we will use the value of the hybrid entropy in the process of attribute re-

duction, we will introduce the following theorems. 
 

Theorem 2. Let fVAU ,,, be a fuzzy information system, AAi ∈ , AB ⊂ . 1) If iA  is 
redundant, then )()( iAAHAH −= ; 2) If A is independent, then )()( iAAHAH −> ; 3) 
If B satisfies )()( AHBH =  and )()( iABHBH −>  for any BAi ∈ , then B is a reduc-
tion of A. 

3   The Axiomatic System of Fuzzy Information Filter Operators 

Although the membership function of the fuzzy set can describe the membership state 
between the element and set, it is difficult to completely consider it in reality. When  
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making decision, we often need to strengthen or weaken the influence of different 
components in uncertain information according to certain decision consciousness, this 
process is called information filtering. The information filtering is essentially a trans-
formation from a set to another set, the guiding principal is that: in the condition of 
maintaining the basic relation characteristics of the sets, by adjusting the membership state 
between elements and set according to some principle, we weaken the uncertainty, and 
these will establish a basis for the decision-making.  

According to the basic characteristics of fuzzy decision-making (It is hardest to 
make decision when membership degree is 0.5) as well as the above analysis, the 
fuzzy information filtering operator (the mapping from F(X) to F(X) ) should meet the 
following basic principles: 

Principle 1 (Normality): If 0)( =xA , then 0))(( =xAF ; if 5.0)( =xA , then 5.0))(( =xAF ; 
if 1)( =xA , then 1))(( =xAF ; 

Principle 2 (Monotonicity): If )()( 21 xAxA ≤ , then ))(())(( 21 xAFxAF ≤ ; 

Principle 3 (Filterability): If 5.0)(0 << xA , then )())(( xAxAF ≤ ; if 1)(5.0 << xA , 
then )())(( xAxAF ≥ . 

Principle 1 shows that some typical characteristics of fuzzy information will not 
change after information filtering. Principle 2 shows filtering process do not change 
the basic relation feature between elements and set. Principle 3 shows that the infor-
mation filtering process weakened the fuzziness of information. For simplicity, we 
call the mapping F from F(X) to F(X) fuzzy information filter operator.  

It is easily prove that, for any 5.00 << δ : 
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are all fuzzy information filter operators (where )()21()( 1 δδ −−= − tth ), and we call 
(3) −δ below filtering operator, (4) −δ upper filtering operator, (5) −δ filtering 
operator, (6) −δ linear filtering operator. 
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Theorem 3. G(X) is a function from [0,1] to [0,1], if it satisfies: 1) Monotone non-
decreasing; 2) 0)0( =G , 5.0)5.0( =G , 1)1( =G ; 3) xxG ≤)(  for each 5.00 << x , 

xxG ≥)(  for each 15.0 << x , then G(A) (that is, G(A)(x)=G(A(x))) is fuzzy informa-
tion filter operator induced by )(xG . 

For any given real numbers dcba ,,,  and 15.00 ≤≤≤≤≤≤ dcab , we can 
prove that G(x) (shown as Fig. 1): 
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satisfies the conditions in Theorem 4. G(x) is constituted by four liner functions, so 
we call )(AG  induced by (7) quasi-liner fuzzy information filtering operators. In 
particular, when 5.05.0 −=− ca  (that is, 1=+ca ) and db −= 1 (that is, 1=+ db ), we 
call )(AG  induced by (7) symmetric quasi-liner fuzzy information filtering operator. 

          

 
1

d

0.5

b

0
0 a   0.5 c 1  

Fig. 1. The sketch map of quasi-liner fuzzy information filtering operator 

By using fuzzy metric theory, we know that, for any filtering operator F and any 
∈A F(X), the fuzziness of )(AF  does not exceed that of A, it shows the above fuzzy 

information filtering methods have the role of weakening the uncertainty.  
It is easy to see that: ① In (3) ~ (6), δ is a parameter which reflects the filtering 

strength, the larger δ  is, the larger the filter strength is; ② In (7), a, b, c, d are pa-
rameters reflecting the filtering strength, the more closer to 0.5 the value of a and c 
are, the more closer to 0 the value of b is, and the more closer to 1 the value of d is,  
the larger the filtering strength is; the more closer to 0.5 the value of ba, are, and the 
more closer to 1 the value of dc, are, the smaller the filtering strength is.  

But it is worth noting that, larger filtering strength does not mean better filtering 
results, therefore, we should select appropriate fuzzy information filtering operators 
by combining decision view. 
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4   Attribute Reduction Based on the Information Filter Operators 

Attribute reduction is a main application of rough set theory in pattern recognition, 
data mining etc.. As we know, finding the minimal reduction of a knowledge base is a 
NP hard problem, and the existing heuristic reduction algorithm based on significant 
measure of the attributes mainly construct the reduction containing the minimal  
condition attributes, these algorithms get a suboptimal result but relatively low time-
consuming. In the following we will introduce a new kind of attribute reduction algo-
rithm based on the fuzzy information filter operators, we firstly give significance of 
attribute.   
 

Definition 7. Let fVAU ,,,  be a fuzzy information system, ABAi ⊂∈ ,the significance 
of attribute iA  in attribute set B is defined as )()(),(sig ii ABHBHBA −−= . 

Base on the above measures, a greedy algorithm based on the fuzzy information 
filter operator for computing reduction can be constructed (denoted by FIFO-RED for 
short). In the following, we will give the concrete implementation steps: 

Step 1. Input information system fVAU ,,,IS = . 
Step 2. AAi ∈∀ : compute the fuzzy equivalence matrix, choose appropriate fuzzy in-
formation filter operator F to filter the fuzzy equivalence matrix; 
Step 3. φ=red ; 
Step 4. For each redAAi −∈ , compute significance of attribute iA  in attribute set 

redAi U , )()(),(sig iiii aHredaHredaa −= UU ; 
Step 5. Choose attribute KA  which satisfies: )],([max)( redAASIGAG iiiK U= ; 
Step 6. If 0)( >KAG , then }{ KAredred U=  goto step 4, else go to step 7; 
Step 7. Output the reduct of IS. 

5   Experiments and Analysis 

Example. Let },,,,,{ 654321 xxxxxxX = , 21,{ AAA = , },, 103 AA L , iM  is the fuzzy 

relation determined by iA , 10,,2,1 L=i . Try to determine the reduction of the at-

tribute set A. Here,  
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We separately use the reduction algorithm (FIE-RED) of the literature [11] and 
FIFO-RED to analyze the above example: 

Case 1. By using FIE-RED, the result is }10,,2,1|{ L== iAred i , that is, these 
matrixes can not be reduced by FIE-RED, because the algorithm admit a hybrid in-
formation entropy, and each one of the above mentioned 10 matrixes has a minimal 
element in different location. The hybrid information entropy is only accordance with 
counterparts elements for small, each of the above are useful matrix, so we can not 
reduction, the result is also not what we want to see. 

Case 2. The result of FIFO-RED is shown in Table 1. 

Table 1. The results of FIFO-RED 

filter operators parameter reduction 

2.0=δ  },,,,,,,,{ 9251648103 AAAAAAAAA  

3.0=δ  },,,,,{ 7410683 AAAAAA  (3) 

4.0=δ  },,,{ 74108 AAAA  

2.0=δ  },,,,,,,,,{ 10987654321 AAAAAAAAAA  

3.0=δ  },,,,,,,,,{ 10987654321 AAAAAAAAAA  (4) 

4.0=δ  },,,,,,,{ 1049521063 AAAAAAAA  

2.0=δ  },,,,,,,,,{ 10987654321 AAAAAAAAAA  

3.0=δ  },,,,,{ 410683 AAAAA  (5) 

4.0=δ  },{ 108 AA  

2.0=δ  },,,,,{ 6741083 AAAAAA  

3.0=δ  },,{ 4108 AAA  (6) 

4.0=δ  },{ 108 AA  

1.0,49.0 == ba  

99.0,51.0 == dc  
},,,,,,,{ 296743108 AAAAAAAA  

45.0,49.0 == ba  

99.0,88.0 == dc  
},,,,,,{ 52461083 AAAAAAA  (7) 

1.0,3.0 == ba  

9.0,8.0 == dc  
},,,,,{ 743108 AAAAA  

We can see from the reduction results by filter operators (3) ~ (7) in Table1 that: 
① In the same filter model, the larger the filter strength is, the less the reduction  
results is; ② The reduction results will vary with different filter operators; ③ Despite 
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the change of the filter operators and filter strength, some attributes, for 
instance, 8A and 10A  always exist in reduction results of FIFO-RED. 

6   Conclusion 

We propose the axiomatic system of fuzzy information filter operators in this paper, 
spell out an FIFO-RED algorithm, compared the performance of FIE-RED by a con-
crete example. The results indicate, 1) The axiomatic system has given quantitative and 
qualitative information filtering principle. 2) FIFO-RED can merge decision con-
sciousness into information processing according to certain principle, and it can also 
effectively realize the reduction of information system without losing the core attributes, 
we can see that FIFO-RED is more effective than FIE-RED, and FIFO-RED can effec-
tively make up the deficiencies of the fuzzy rough set model. 
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Abstract. A novel approach for the classification of image signals for
image retrieval using Gradient-Based Fuzzy C-Means with Mercer Kernel
(GBFCM-MK) is proposed and presented in this paper. The proposed
classifier is a FCM-based algorithm which utilizes the Mercer Kernel to
exploit the statistical nature of the image data to improve the classifi-
cation accuracy. Experiments and results on various data sets demon-
strate that the proposed classification algorithm outperforms 21.7% -
24% in accuracy in comparison with conventional algorithms such as
the traditional Fuzzy C-Means (FCM), Gradient-based Fuzzy C-Means
(GBFCM), and GBFCM with Divergence Measure (GBFCM(DM).

1 Introduction

With the large number of digital image data are stored in databases as com-
pressed formats such as jpeg, png, and bmp, automatic classification and re-
trieval methods have received much attention recently from researchers in this
field. The rapid increase in the amount of image data demands for a comput-
erized method which allows efficient and automated content-based classification
and retrieval of image data. In a content-based retrieval system for image data,
image classification normally involves the processing of two main tasks: feature
extraction and a classification task that uses the extracted features to discrimi-
nate the classes. When a perfect set of features that can describe the image data
is given, the accuracy of the resultant classification depends on the classifier
adopted.

Many clustering algorithms have been successfully applied in this field. Tra-
ditionally, conventional clustering algorithms such as the Self Organizing Map
(SOM)[1] and the K-Means[2] have been most widely used in practice. But they
assign an object to a single class and ignore the possibility that the object may
also belong to other classes. Fuzzy clustering techniques have been proposed for
clustering problems. One of the most widely used algorithms employing fuzzy
clustering techniques is the Fuzzy C-Means (FCM) algorithms.

Gradient Based Fuzzy C-Means (GBFCM) algorithm is solving the FCM dis-
advantage that each iteration requires the use of all the data at once. GBFCM

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 376–383, 2008.
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is introduced by Park[3]. GBFCM combines the characteristics of Kohonen net-
work (presenting one data at a time and applying the gradient descent method)
and the FCM algorithm (continuous values of the membership grades in the
range [0, 1]). In the FCM algorithm, all the data are present in the objective
function, and the gradients are set to zero in order to obtain the equations
necessary for minimization[4]. While only one datum at a time is required in
the GBFCM. Recently, the GBFCM is expanded to a version with Divergence
Measure(DM) to deal with Gaussian Probability Distribution Function (GPDF)
data [5]. The GBFCM(DM) exploits advantages of clustering GPDF data and
shows an improvement in classification accuracy over SOM and FCM.

In this paper, we propose a novel classification model which can better exploit
the statistical nature of image data by employing the GBFCM algorithm with
Mercer Kernel (GBFCM-MK). While the GBFCM algorithm has been proven
to give high accuracy of clustering[3], the Mercer Kernel was also proven to
give better modeling of statistic data like image data. Therefore, this combina-
tion implies an improvement for image classification in terms of classification
accuracy.

The remainder of this paper is organized as follows: Section 2 briefly summa-
rizes the FCM and GBFCM and the Gradient Based Fuzzy C-Means algorithm
with Mercer Kernel(GBFCM-MK) is outlined in Section 4. Section 5 provides the
experiments involving practical image data set and presents the results. Finally,
conclusions are given in Section 7.

2 Gradient-Based Fuzzy c-Means(GBFCM) Algorithm

2.1 Fuzzy c-Means(FCM) Algorithm

For FCM, the objective function is defined as :

Jm(U,v) =
n∑

k=1

M∑
i=1

(μki)m(di(xk))2 (1)

where di(xk) denotes the distance from the input data xk to vi, the center of
the cluster i, μki is the membership value of the data xk to the cluster i, and
m is the weighting exponent, m ∈ 1, · · · ,∞, while n and M are the number of
input data and clusters, respectively. Note that the distance measure used in
FCM is the Euclidean distance.

Bezdek defined a condition for minimizing the objective function with the
following two equations [6]:

μki =
1∑M

j=1(
di(xk)
dj(xk) )

2
m−1

(2)

vi =
∑n

k=1(μki)mxk∑n
k=1(μki)m

(3)

The FCM finds the optimal values of group centers iteratively by applying
Eq. (2) and Eq. (3) in an alternating fashion.
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2.2 Gradient-Based Fuzzy C-Means(GBFCM) Algorithm

One attempt to improve the FCM algorithm was made by minimizing the ob-
jective function using one input data at a time instead of the entire training
data. That is, the FCM in Eq. (2) and Eq. (3) uses all data to update the center
value of the cluster, but the GBFCM that is used in this paper was developed to
update the center value of the cluster with a given individual data sequentially
[3,7].

The update equations for vi and μki in GBFCM are as following:

vi(n + 1) = vi(n)− 2ημ2
ki(vi(n)− xk), i = 1, 2, · · · ,M (4)

μki =
1∑M

j=1(
di(xk)
dj(xk) )

2
(5)

More detailed explanation about the GBFCM can be found in [3,7].

3 Gradient Based Fuzzy C-Means with a Mercer Kernel

In the case of the Gaussian kernel function, the objective function can be rewrit-
ten as:

JΦ
i = 2

M∑
k=1

μ2
ki(1− e−

‖vk−xi‖2

σ2 ) (6)

By using the steepest gradient descent algorithm, the objective function can
be minimized and we obtain:

vk+1 = vk − ημ2
kiσ

−2K(vk,xi)(vk − xi) (7)

where η is a learning gain.
The constrained optimization in our problem can be solved by using the La-

grange multiplier.

Fm = 2
M∑

k=1

μ2
ki(1−K(vk,xi))− λ(

M∑
k=1

μ2
ki − 1) (8)

By taking the first derivative of Fm with respect to μki, setting the result

to zero, and using the constraint
M∑

j=1

μji = 1, the membership grades can be

obtained as follows[8]:

μki =
1∑M

j=1(
1−K(vk,xi)
1−K(vj ,xi)

)
(9)

More detailed explanation about the GBFCM-MK can be found in [8].
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4 Experiments and Results

For experiments, image data sets are collected from the Caltech image data
set. The Caltech image data set consists of different image classes (categories)
in which each class contains different views of an object. The Caltech image
data were collected by the Computational Vision Group and are available at the
following website :

http://www.vision.caltech.edu/html-files/archive.html

Figs. 1(a), 1(b), 1(c), 1(d), and 1(e) show examples of airplane, car, motorbike,
bike, and face used in our experiments, respectively. Each class consists of 150
images with different views resulting in a total of 750 images in the data set.
From this data set, 100 images were randomly chosen for training classifiers
while the remaining images were used for testing classifiers. Before any further

(a)

(b) (c)

(d) (e)

Fig. 1. (a) Face (b) Airplane (c) Car (d) Motorbike (e) Bike
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Fig. 2. Data processing procedure

processing for feature extraction, the entire image sets were converted to grey
scale data with the same resolution.

In order to describe the texture information of images, the localized image
representation method is employed. The localized representation method repre-
sents the content of the image by a collection of local features extracted from
the image. These features are computed at different points of interest in the
image. Afterwards, the Gaussian distribution, wherein the mean vector and the
covariance matrix are estimated from all local feature vectors obtained from the
image, is used to represent the content of the image. Localized representation
maintains the dimensions of the feature vectors tractable by adjusting the sizes
of blocks. This method is consequently more robust to occlusions and clutters.

In order to obtain the texture information from the image, conventional tex-
ture descriptors based on a frequency domain analysis such as Gabor filters [9]
and wavelet filters [10] are often used. However, these algorithms often require a
high computational load for feature extraction and are not suitable for real-time
applications. In this paper, the Discrete Cosine Transform (DCT) is adopted for
extracting the texture information from each block of the image [11]. The DCT
transforms the image from the spatial domain into the frequency domain.

For the localized representation, images are transformed into a collection of
8× 8 blocks. Each block is then shifted by an increment of 2 pixels horizontally
and vertically. The DCT coefficients of each block are then computed and return
in 64 dimensional coefficients. Only 32 lowest frequency DCT coefficients that
are visible to the human eye are kept. Therefore, the feature vectors that are
obtained from each block have 32 dimensions. In order to calculate the GPDF
for the image, the mean vector and the covariance matrix are estimated from
all blocks obtained from the image. Finally, a GPDF with a 32-dimensional
mean vector and a 32 × 32 covariance matrix is used to represent the content
of the image. Fig. 2 summarizes the procedure for the preparation used in our
experiment[5].

For each image class, we model the distribution of its feature vectors by a
number of code vectors. Each code vector represents a group with its own mean
and covariance matrix. After that, during testing, the class of each image is
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Table 1. The comparison of classification accuracy (%) of face/non-face classifier using
different algorithm (FCM, GBFCM, GBFCM(DM), GBFCM-MK) and 4 code vectors

face non-face Overall

FCM 91.62 56.28 73.95
GBFCM 90.21 78.69 84.45

GBFCM(DM) 94.91 79.25 87.08
GBFCM-MK 95.76 92.34 94.05

decided by using a classifier. The classifier decides the classes for each image by
calculating the probability that an image belongs to every class, and then chose
the cluster group which gives the shortest distance through the kernel.

Cluster group(x) = argmin
i

(1−Kernel(x, vi)) (10)

Kernel(x, vi) = e−
‖x−vi‖2

σ2 (11)

First, the face/non-face classification task was performed. In this case, 150 face
data and 150 randomly selected non-face data from airplane, car, motorbike, and
bike were employed. Each of the two data sets is partitioned into two subsets: 100
randomly selected samples are used for the training data set and the remaining
50 samples are used for the test data set. Experiments are performed with 50
different combinations of training and test data sets. The classification accuracies
shown in Table 2 are the means of the obtained accuracies from the 50 different
combinations of the training and test data sets. As can be seen from Table 2
for the face/non-face classification task, all four algorithms fairly distinguish
face images from non-face images. However, only the GBFCM-MK successfully
discriminates non-face images from face images. This implies that the Mercer
kernel for GPDF data is a critical addition to GBFCM for the face/non-face
classification task.

Another experiment related to the non-face data classification problem was per-
formed. Each of 4 data sets, airplane, car, bike, motorbike, is again partitioned
into two subsets: 100 randomly selected samples for the training data set and the
remaining 50 samples for the test data set. Experiments are performed with 50
different combinations of training and test data sets. The classification accura-
cies reported in Table 3 are the means of the obtained accuracies from the 50
different cases of the training and test data sets. The average accuracy of FCM,
GBFCM, GBFCM(DM), and GBFCM-MK over all numbers of code vectors are
67.1%, 69.4%, 74.1%, and 91.1%, respectively. Note that the FCM , GBFCM, and
GBFCM(DM) algorithms don’t use a kernel. From the result shown in Table 3, we
can infer that the algorithm which uses the Kernel, GBFCM-MK, usually outper-
forms the FCM and GBFCM which use the Euclidean distance as its distance mea-
sure. Even with the GBFCM(DM) witch uses a divergence as its distance measure,
the accuracy is far behind the GBFCM-MK and the kernel method shows its sig-
nificance in classifier performance. The results also show that GBFCM-MK gives
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Table 2. Classification accuracy (%) of different algorithms

Airplane Car Bike Motorbike Overall

mean 62.4 80.6 55.7 69.8 67.1%
FCM σ 21.9 23.6 20.7 14.8 σ=20.3

mean 70.4 67.6 66.3 73.3 69.4%
GBFCM σ 17.9 21.0 14.2 14.9 σ=17.0

mean 74.2 81.1 79.6 71.1 74.1%
GBFCM(DM) σ 8.6 17.2 12.7 13.6 σ=13.2

mean 90.6 91.7 88.4 93.9 91.1%
GBFCM-MK σ 9.8 14.1 11.5 8.8 σ=11.1

21.7% - 24.0% better accuracy over the other three algorithms. When compared to
the face/non-face classification task, the this classification problem is considerably
more complicated. However, the GBFCM-MK still outperforms the GBFCM by
21.7% in terms of classification accuracy and the usefulness of the Mercer kernel
in the GBFCM is again demonstrated by this experiment.

5 Conclusion

In this paper, a new approach for the classification of image classification using a
clustering algorithm is proposed. This paper demonstrates how image data can
be classified using the Gradient-Based Fuzzy C-Means algorithm with Mercer
Kernel (GBFCM-MK). Integration of the GBFCM and the Mercer kernel pro-
vides a better solution with non-linear vectors by mapping feature vectors into
a high-dimensional feature space.

Experiments were performed for five data sets, a face data set and four
non-face data set, consisting of 750 image data. Experiments on the face/non-
face classification task were first performed. The results show that all four
algorithms (FCM, GBFCM, GBFCM(MK), GBFCM-MK) fairly identify face
data from non-face data. However, only the GBFCM-MK successfully discrimi-
nates non-face data from face data. In the subsequent experiments, another im-
age classification problem was considered. Four non-face classes,(airplane, car,
bike, motorbike), were trained and tested using FCM, GBFCM, GBFCM(MK),
and GBFCM-MK. Results shows that the GBFCM-MK outperforms the FCM,
GBFCM, and GBFCM(MK) by 24.0% and 21.7%, and 17.0%, respectively, in
terms of average classification accuracy. The experiments and results clearly
show that integration of the GBFCM and the Mercer kernel provides an efficient
tool for the image data classification problem.
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Abstract. This paper presents a novel fuzzy modeling strategy based on the 
hybrid of particle swarm optimization (PSO) and differential evolution (DE), 
and the proposed hybrid algorithm is referred to as PSODE. PSODE is based on 
a two-population scheme, in which the individuals in one population is 
enhanced by PSO and the individuals in the other population is evolved by DE. 
The individuals both in PSO and DE are co-evolved during the algorithm 
execution by employing an information sharing mechanisms. To further 
improve the proposed PSODE algorithm a nonlinear inertia weight approach 
and a mutation mechanism are presented respectively.  In the simulation part, 
the PSODE is used to automatic design of fuzzy identifier for a nonlinear 
dynamic system. The performance of the suggested method is compared to PSO, 
DE and some other methods in the fuzzy identifier design to demonstrate its 
superiority.  

Keywords: particle swarm; differential evolution; T-S; fuzzy model.  

1   Introduction 

Recently, Takagi-Sugeno (T-S) type fuzzy controllers have been successfully applied 
to the stabilization control design of nonlinear systems [1, 2]. The fuzzy systems were 
thought of as universal approximators for nonlinear dynamical systems, and the T-S 
fuzzy model has been proved to be a very good representation for a certain class of 
nonlinear dynamical systems. However, despite the previous successfully history, the 
lack of learning capabilities characterizing most of the works in the field generated a 
certain interest for the design of fuzzy rule base with added learning capabilities. 
Evolutionary computation has inspired new design of fuzzy systems with learning 
capabilities.  

Recently, Kennedy and Eberhart [3, 4] proposed a new evolutionary computation 
technique, the particle swarm optimization (PSO). Due to the characters of easy 
implementation and rapid convergence capability, PSO has already come to be widely 
used in many areas. However, PSO has the problem of controlling the balance 
between exploration and exploitation, namely when fine tuning around the optimum 
is attempted.  

In this paper we try to deal with this issue by introducing a novel hybrid global 
optimization method, termed PSODE. PSODE is based on a two-population based 
scheme, in which the individuals of one population is enhanced by PSO and the 
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individuals of the other population is evolved by DE. The interactions between the 
two populations influence the balance between exploration and exploitation and 
maintain some diversity in the whole population, even when it is approaching 
convergence, thus reducing the risk of convergence to local sub-optima. To 
demonstrate the performance of the proposed algorithm, PSODE is applied into the 
identification and of a typical nonlinear dynamical system, and the performance is 
also compared to other methods. 

The paper is organized as follows. Section 2 gives a brief description of the PSO and 
DE. Section 3 describes the hybrid learning algorithm PSODE. Section 4 describes the 
T-S model and the key design procedure of fuzzy model by PSODE.  In Section 5, 
simulation results of a nonlinear plant identification problem using fuzzy inference 
systems based on PSODE are presented. Finally, conclusions are drawn in Section 6.  

2   Brief Review of PSO and DE 

PSO is motivated by social behavior of organisms such as bird flocking and fish 
schooling. In PSO, the potential solutions, called particles, fly in a D-dimension 
search space with a velocity which is dynamically adjusted according to its own 
experience and that of its neighbors. 

Differential evolution is s a relatively new member of the evolutionary 
computation family. DE technique combines simple arithmetic operators with the 
classical events of crossover, mutation and selection to evolve from a randomly 
generated starting population to a final solution. The details of PSO and DE could be 
referred to ref. [3] and ref.[5], respectively. 

3   PSODE Algorithm 

In the basic PSO, all individuals are attracted by the best position found by 
themselves and the whole population. In this way the sharing of information among 

individuals is only achieved by employing the publicly available information gP . 

Therefore, the population may lose diversity and is more likely to confine the search 
around local minima.   

To solve the problem of diversity lose and premature convergence in the basic PSO 
model, we proposed a hybrid global optimization model. Our approach generates two 
population offspring individuals, one generated by the PSO mechanism and the other by 
DE one. In this way each individual in PSO adjusts its trajectory by three factors: its 
own experience, the experience of its neighbors and the experience of the individuals in 
the DE population. There is mutual exchange of best individual information between 
two populations. The idea behind the proposed algorithm is that the information can be 
transferred among individuals of different population that will help the individuals to 
avoid misjudging information and becoming trapped by poor local minima. 

(1) Initialization. In this step, initialize a populations with P individuals and then 
randomly divide them into two groups: P1 and P2. These individuals could be 
regarded as members in terms of DE and particles in terms of PSO. In PSO, the 
velocities of each individuals should also be initialized  
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(2) DE operator. Update the individuals in P1 according to DE operations. In this 
paper DE/rand/1/exp scheme is used [6]. The new offspring can be obtained 
by three operations: mutation, crossover and selection.  

(3) PSO operator. Update the individuals in P2 according to PSO operations, i.e. 
compute the position and velocity of each individual based on the PSO velocity 
and position equations. To further improve the performance of PSO in PSODE 
model, a nonlinear inertia weight approach is presented.  The new inertia weight 
w is computed according to the following equations 

max
2

( ) exp( * ( ) )min min max
w w w iterw

iter
λ= − × −+  (1) 

where, λ  is control coefficient normally set as 3, maxiter is the maximum number 

of iterations, and iter  is the current number of iterations, maxw  and minw  are the 

maximum and minimum value of inertia weight w .  
(4) Information sharing operator. Select the fittest local individual  from P1 and 

P2 , respectively  and determine the global best in the whole population. In the 
next generation this new fittest local individual will be used to guide the update 
of the individuals in P1 and P2. 

(5) Mutation operator. If an individual (in either population) gets stagnant at any 
point in the search space, i.e. its location does not change for a predefined 
number of iterations, then the individuals is shifted by a random mutation to a 
new location in the search space. This technique helps escape local minima. 

IF 1 2 *( ... ) & ( ( ) )t t t t P t P
i i i i ix x x x F x F+ + + += = = = ≠  

1
min max min(0,1) ( )t P

ix X rand X X+ + = + ∗ −  

END 

(2) 

where *F is the global minimum of the fitness function,  G is the maximum 

number of iterations up to which stagnation can be tolerated and ( min max( , )X X            

define the permissible bounds of the search space.  
(6) Termination. If a terminate-condition is met, output the best performing 

individual of the whole population, otherwise go to step 2. 

4   Fuzzy Modeling Strategy Based on the PSODE 

4.1   T-S Fuzzy Model 

The 1st-order T-S fuzzy models consist of linguistic IF-THEN rules which can be 
represented by the following general form: 

:   is ( ) and ...  is ( ),  then  is ... ,1 1 1 0 1 1
i i i i i i iR if x A x x A x y x xk k k k kξ ξ ξ+ + +  (3) 

where Ai
j(xj) are the fuzzy variables defined as follows: 
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1 2( ) exp[ *[( ) / ] ],
2

i i iA x x mj j j j jσ= − −  (4) 

where im j  and i
jσ  are the mean value and the standard deviation of the Gaussian 

type membership function, respectively. The details of fuzzy reasoning procedure 
could be referred to ref. [7]. 

4.2   Fuzzy Modeling Strategy Based on PSODE 

Upon adopting PSODE to design a T-S fuzzy model, two key problems must be 
resolved, namely parameter representation and designing the fitness function. 

A. Parameter representation  
In our work, the parameter matrix, which consists of the premise parameters and the 
consequent parameters described in section 3.1, is defined as a two dimensional 
matrix, i.e., 

1 1 1 1 1 1 1
1 1 0 1
2 2 2 2 2 2 2
1 1 0 1

1 1 0 1

m mn n n

m mn n n

r r r r r r rm mn n n

σ σ α α α

σ σ α α α

σ σ α α α

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

L L

L L

L L L L L L L L L

L

 

The size of the matrix can be represented by (3 1)D r n= × + . In particular, each 

individual in PSODE contains a set of premise parameters and the consequent 
parameters. The dimension of each individual is same as the size of the above matrix, 
i.e. D. 

B. Fitness function designing 
For each individual in PSODE, evaluate the desired optimization fitness function in D 
variables. The fitness function is defined as the reciprocal of RMSE (root mean 
quadratic error), which is used to evaluate various individuals within a population of 
potential solutions. Considering the single output case for clarity, our goal is to 
minimize the error function:  

21 ( ( 1) ( 1))
1

K
RMSE y k y kp rK k

= + − +∑
=

 (5) 

where K  is the total time steps, ( 1)y kp + is the inferred output and ( 1)y kr +  is the 

desired reference output. 

5   Experimental Study  

In this section, simulation results of a nonlinear plant identification problem based on 
PSODE are presented. The plant to be identified is assumed to be of the form [7]: 
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( 1) [ ( ), ( 1), ( 2), ( ), ( 1)],y k f y k y k y k u k u kp p p p+ = − − −  (6) 

where the unknown function f has the form 

( )1 2 3 5 3 4[ , , , , ] .51 2 3 4 2 21 3 2

1x x x x x x
f x x x x x

x x

+
=

+ +

−
 (7) 

In applying PSODE, 80 individuals are initially randomly generated in a 
population. The number r  of the fuzzy rules is set to be 4; The parameters used for 
PSO are recommended from Shi and Eberhart [3, 4]. The maximum velocity maxV  and 

minimum velocity 
minV for SPSO were set at half value of the upper bound and lower 

bound, respectively. The acceleration constants 1c and 2c  for PSO are both set as 2.0, 

the inertia weights are set to be max 0.9w = and min 0.4w = .  The DE parameters 

used here are 0.8F =  and 0.5.CR = For PSODE, the parameters, 

1 2 max min, , , , and ,c c w w F CR  are all the same with those defined in PSO and DE. 

In addition, the predefined number of iterations G that stagnation can be tolerated is 
set as 20. This training process is shown in Fig.1. 

To check the identified result, the following input as used in [8] is adopted for test: 

( ) sin( / 25), 250

       1.0, 250 500

       1.0, 500 750

       0.3 sin( / 25) 0.1sin( / 32) 0.6 sin( / 10), 750 1000.

u k k k

k

k

k k k k

π

π π π

= <
= ≤ <
= − ≤ <
= + + ≤ <  

For fair comparison, the methods for the plant identification use the same train data 
set and test data set, and the train time steps are all equals to 900. Fig.2 shows the 
desired output and the inferred output obtained by the fuzzy rule base evolve by 
PSODE, where the solid curve represents the desired output and the dotted curve 
represent the actual output.  

Table 1. Performance comparisons with different methods 

Method RFNN TRFN-S PSO DE PSODE 
RMSE(train) 0.0114 0.0084 0.0386 0.0552 0.0346 
RMSE (test) 0.0575 0.0346 0.0372 0.0424 0.0184 

 
Table 1 gives the identification results of the nonlinear plant using different 

methods, where the results of the methods RFNN and TRFN-S come from literature 
[9]. From Table 1, we can see that although the fuzzy controller designed by PSODE 
can not outperform the methods using RFNN and TRFN-S, it achieves the highest 
identification accuracy in the test part, which demonstrate its better generalized 
ability. The results of PSODE identifier also demonstrate the performance improved 
by the hybrid of the PSO and DE compared to the results of the identifiers obtained 
independently using PSO or DE.  
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Fig. 1. Training process of   PSODE based T-S fuzzy model 
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Fig. 2. Identification results using PSODE 

6   Conclusions and Future Work 

A new design approach for T-S fuzzy model is presented based on the hybrid particle 
swarm optimization and differential evolution. The new learning algorithm in the T-S 
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model is named PSODE. PSODE combines the merits of PSO and DE, in which PSO 
and DE are executed in parallel with a frequent information sharing. In this way, the 
information can be transferred among individuals between PSO and DE that will help 
the individuals to avoid misjudging information and becoming trapped by poor local 
minima. Furthermore a nonlinear inertia weight approach and a mutation mechanism 
are embedded into PSODE to further improve the performance of PSODE.. 

In order to demonstrate the performance of the proposed T-S fuzzy model, it is 
applied to the identification of nonlinear dynamical systems. The experimental results 
show that the identification performance greatly outperforms several typical methods 
in dynamical system. 
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Abstract. By casting off the direct restriction of topological structure,
this paper presents another matching scheme between the input A∗ and
the knowledge A → B based on the equivalence relation R on formulae
set F(S) and the corresponding equivalence classification

F(S)/R = {[A]R |A ∈ F(S)}

therefore, obtains another algorithm of approximate reasoning — the
IV-type R−algorithm.
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1 Introduction

Many logistician have done a lot of research work for providing the logical foun-
dation and logical normalization of the approximate reasoning. Guo-Jun Wang
constructed a fuzzy propositional logic system L∗ and gave the α−3I algorithm
of the approximate reasoning in [1]. In [2], Wang studied the logical metric space
based on their integrate semantic theory. The approximate reasoning model in
the framework of the classical propositional logic is also studied in [3]. Mingsheng
Ying gave a logic model of approximate reasoning in [4] and studied approximate
reasoning based on the fuzzy matching in [5]. We constructed the framework of
the stratified fuzzy propositional logic in [6] and discovered an important logi-
cal property of Mamdanian algorithm for fuzzy reasoning in [7]. All the above
work motivate the authors to study the approximate reasoning model in the
framework of topological logic[8][9][10][11].
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The key problem of the approximate reasoning that AI theories and tech-
niques rely on is, how to approximate the matching between the input A∗ and
the knowledge A → B. As stated in [8-10], we have given three different kinds
of schemes according to the different topological logic structures and their cor-
responding construction of the matching functions, thus we have given three
different topological algorithms of the approximate reasoning, all of which agree
in a certain sense with the common senses of human’s approximate reasoning.
Recall these three algorithms, the key idea is based on such an understanding,
that is, the topological structure can score rightly the similarity degree between
one thing and another, therefore, it can be used to describe and regulate how
the input A∗ and the knowledge A → B match. However, when we get to the
bottom, we shall cognize at a higher level that, the essential of the topological
algorithms and matching schemes we established is a group constituted by the
following three formulae cumularspharolithes

(UA, UB, UA→B),

which are specified for each implication A→ B.
These formulae cumularspharolithes

(UA, UB, UA→B)

can be described with either topological method, as we have done before, or
some other methods, as we will.

In this paper, we will cast off the direct restriction by topological structure,
based on the equivalence relation R on formulae set F(S) and the corresponding
equivalence classification

F(S)/R = {[A]R |A ∈ F(S)}

we propose another scheme of matching between the input A∗ and the knowledge
A→ B—— the IV-type matching scheme, therefore, obtain another algorithm of
approximate reasoning —— the IV-type R−algorithm. According to this view-
point, the equivalence replacement theorem in the classical proposition logic C

becomes a special case of our IV-type R−algorithm for approximate reasoning.

2 Equivalence Relation R , Pseudo-distance dR,
Topology TR on Formulae Set F(S) and Construction
of R−Logic CR

In classical propositional logic C = (Ĉ, C̃), let R be an arbitrary equivalence
relation on formulae set F(S), such that each implication A→ B ∈ H satisfies

[A]R → [B]R ⊆ [A→ B]R

here,
[A]R → [B]R = {A∗ → B∗ | A∗ ∈ [A]R, B∗ ∈ [B]R}
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(F(S),R) is termed R−space, we call

CR = (Ĉ, C̃,R)

R−logic.

Example 2.1. In formulae set F(S), consider following equivalence relations

(1) Identity relation R ;
(2) Provable equivalence relation R ;
(3) Logical equivalence relation R ;
(4) The logical equivalence relation R in terms of partly evaluations ;
(5) The equivalence relation R in terms of zero measurement under the all eval-

uations ;
(6) The equivalence relation R in terms of general measurement under the all

evaluations ;
(7) The equivalence relation R in terms of zero measurement under the partly

evaluations ;
(8) The equivalence relationR in terms of general measurement under the partly

evaluations ;

Then (F(S),R) constructs a R−space, and CR = (Ĉ, C̃,R) constructs a
R−logic.

The quotient set of F(S) with respect to the equivalence relation R is

F(S)/R = {[A]R | A ∈ F(S)}

It forms a partition of the formulae set F(S), i.e.,

(1) F(S)/R covers F(S) ,
⋃

[A]R∈F(S)/R
[A]R = F(S)

(2) The elements in F(S)/R are pairwise disjoint,

[A]R �= [B]R ⇔ [A]R ∩ [B]R = Ø

Per contra, any partition P of formulae set F(S), i.e., the subset family that
satisfies the following two items

(1)
⋃

U∈P U = F(S)
(2) U, V ∈ P , U �= V ⇔ U ∩ V = Ø

determines an equivalence relation RP on F(S), therefore, it’s suffice to let

ARPB iff there exists U ∈ Psuch thatA,B ∈ U

and the quotient set F(S)/RP determined by the equivalence relation RP su-
perposes the partition P , i.e.,

F(S)/RP = P
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In R−logic CR, for each R−equivalence class [A]R ∈ F(S)/R, [A]R is also
called R−formulae cumularspharolith with the core of formula A, or simply
R−cu- mularspharolith. In particular, for each theorem A → B ∈ Ø�, the
R−equivalence class [A → B]R is called R−knowledge cumularspharolith with
the core of theorem A→ B.

Theorem 2.1. In R−logic CR, define mapping

dR :

⎧
⎨
⎩
F(S)×F(S) → [0,+∞)

(A,B) �→ dR(A,B) =
{

0, [A]R = [B]R
1, [A]R ∩ [B]R = Ø

then dR is a pseudo-distance on formulae set F(S), therefore, (F(S), dR) forms
a pseudo-distance space. We call dR the pseudo-distance induced by the equiva-
lence relation R, and (F(S), dR) the pseudo-distance space induced by R−space
(F(S),R).

Theorem 2.2. Let

d :
{
F(S)×F(S) → [0,+∞)
(A,B) �→ d(A,B) = 0 or 1

be a pseudo-distance on formulae set F(S), we define a binary relation on F(S)
as follows

ARdB ⇔ d(A,B) = 0

Then Rd is an equivalence relation on formulae set F(S), termed the equivalence
relation induced by pseudo-distance d .

Theorem 2.3. Let

d :
{
F(S)×F(S) → [0,+∞)
(A,B) �→ d(A,B) = 0 or 1

be a pseudo-distance on formulae set F(S), Rd be the equivalence relation in-
duced by the pseudo-distance d, dRd

is the pseudo-distance induced by the equiv-
alence relation Rd, then

dRd
= d (1)

Theorem 2.4. LetR be an equivalence relation on formulae set F(S), dR be the
pseudo-distance induced by the equivalence relation R, RdR be the equivalence
induced by the pseudo-distance dR, then

RdR = R (2)

We endow the formulae set F(S) in classical proposition logic C = (Ĉ, C̃)
with a pseudo-distance

d :
{
F(S)×F(S) → [0,+∞)
(A,B) �→ d(A,B) = 0 or 1
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such that any A,B,C ∈ F(S) satisfies

d(A∗, A) = d(B∗, B) = 0 ⇒ d(A∗ → B∗, A→ B) = 0

i.e., when both the pseudo-distances between A∗ and A and between B∗ and B
are 0, the pseudo-distance between the implications A∗ → B∗ and A→ B must
also be 0, then (F(S), d) is termed d−space. We call

Cd = (Ĉ, C̃, d)

d−logic.

Theorem 2.5. Let dR be the pseudo-distance induced by the equivalence re-
lation R in R−logic CR, then for any formulae A,B,A∗, B∗ ∈ F(S), dR must
satisfy

dR(A∗, A) = d(B∗, B) = 0 ⇒

dR(A∗ → B∗, A→ B) = 0

i.e., when both the pseudo-distances between A∗ and A and between B∗ and B
are 0, then the pseudo-distance between the implications A∗ → B∗ and A→ B
must also be 0, therefore

(F(S), dR)

forms a dR−space, called dR−space induced by R−space (F(S),R);

CdR = (Ĉ, C̃, dR)

forms a dR−logic, called dR−logic generated by R−logic CR.

Theorem 2.6. Let Rd be the equivalence relation induced by the pseudo-
distance d in d−logic Cd, then for any formulae A,B,∈ F(S),Rd must satisfy

[A]Rd
→ [B]Rd

⊆ [A→ B]Rd

Here,
[A]Rd

→ [B]Rd
= {A∗ → B∗|A∗ ∈ [A]Rd

, B∗ ∈ [B]Rd
}

Therefore,
(F(S),Rd)

forms a Rd−space, called Rd−space induced by d-space (F(S), d);

CRd
= (Ĉ, C̃,Rd)

forms a Rd−logic, called Rd−logic induced by d-logic Cd.

Theorem 2.7. Let CR be R−logic, CdR be the dR−logic induced by R−logic
CR, CRdR

be the RdR−logic induced by dR−logic CRd
, then

CRdR
= CR
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Theorem 2.8. Let Cd be d−logic, CRd
be the Rd−logic induced by d−logic

Cd, CdRd
be the dRd

−logic induced by Rd−logic CRd
, then

CdRd
= Cd

Theorem 2.9. In R−logic CR, it is definite to use the quotient set of F(S)
with respect to the equivalence relation R

F(S)/R = {[A]R | A ∈ F(S)}
as the base to generate a topology

TR = {U | ∃U ⊆ F(S)/R, s.t. U =
⋃

[A]R∈U
[A]R}

Topology TR is called the topology induced by the equivalence relation R, and
(F(S), TR) is called the topological space induced by R−space (F(S),R).

Theorem 2.10. In the topological space (F(S), TR) induced byR−space (F(S),
R), let FR denote the family of all closed sets , then

FR = TR
This indicates that a set in this space is a closed set, if and only if it is an open
set, therefore, topology TR or the closed sets family FR is exactly the family of
all the both open and closed sets in this space.

In the topological space (F(S), TR) induced by R−space (F(S),R), for each
subset A ⊆ F(S) of the formulae set F(S), Ao and A− denote the interior and
the closure of A, respectively, then

Ao =
⋃
{G | G ∈ TR, G ⊆ A}

A− =
⋂
{G | G ∈ FR, A ⊆ G}

i.e., Ao, the interior of A, is exactly the largest open set contained by A, while
A−, the closure of A, is exactly the smallest closed set contains A. In the special
topological space (F(S), TR), Ao is also called the inferior approximation of A,
while A− is the superior approximation of A. For the subset A of formulae set
F(S), if Ao superposes A−, i.e.,

Ao = A = A−

then we call A a definable set on F(S). If Ao does not superpose A−, i.e.,

Ao ⊂ A ⊂ A−

then we call A a rough set on F(S). Therefore, a set A is a definable set, if and
only if A is a both open and closed set; a set A is a rough set, if and only if A
is not a both open and closed set.

Theorem 2.11. In the topological space (F(S), TR) induced byR−space (F(S),
R), for each formula A ∈ F(S), let Uo(A) denote the open neighborhood system
of A, i.e.,

Uo(A) = {V |A ∈ V ∈ TR}
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and U(A) denote the neighborhood system of A, then

U(A) = {U |∃V ∈ Uo(A), s.t. V ⊆ U}

and all the open neighborhoods in Uo(A) are definable set, or termed the defin-
able neighborhood of A; all the neighborhoods in U(A)−Uo(A) are rough set, or
termed rough neighborhood of A.

Theorem 2.12. In the topological space (F(S), TR) induced byR−space (F(S),
R), for each formula A ∈ F(S),

B(A) = Uo(A) ∩ (F(S)/R) = {[A]R}

forms the simplest neighborhood base of formula A, thus the topological space
(F(S), TR) is the first countable space.

Theorem 2.13. In the topological space (F(S), TR) induced byR−space (F(S),
R), for any formula A ∈ F(S), there exists the smallest open neighborhood [A]R,
i.e.,

minU(A) = minUo(A) = minB(A) = [A]R

therefore, ⋂
U∈U(A)

U =
⋂

V ∈Uo(A)

V =
⋂

W∈B(A)

W = [A]R

Theorem 2.14. In the topological space (F(S), TR) induced byR−space (F(S),
R) in R−logic CR, for any formulae A,B ∈ F(S)

{A}− = [A]R, {B}− = [B]R
{A→ B}− = [A→ B]R
{A}o = Ø, {B}o = Ø
{A→ B}o = Ø

Theorem 2.15. In the topological space (F(S), TR) induced by R−space
(F(S),
R) in R−logic CR, for any formulae A,B ∈ F(S)the topological closure op-
erator − must satisfy

{A}− → {B}− ⊆ {A→ B}−

therefore, logic C forms the I-type topological logic by topology TR

C
I
TR = (Ĉ, C̃, TR)

Theorem 2.16. In the topological space (F(S), TR) induced byR−space (F(S),
R) in R−logic CR, for each implication A→ B ∈ H,

∀W ∈ U(A→ B), ∃U ∈ U(A),

∃V ∈ U(B), s.t. U → V ⊆W.
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Therefore, logic C forms II-type topological logic by topology TR

C
II
TR = (Ĉ, C̃, TR)

Theorem 2.17. In the topological space (F(S), TR) induced byR−space (F(S),
R) in R−logic CR, define selection function

C :

⎧⎨
⎩
H →

⋃
A→B∈H

(U(A) × U(B)× U(A→ B))

(A→ B) �→ C(A→ B) = ([A]R, [B]R, [A→ B]R)

then C is the II-type matching function on H,

([A]R, [B]R, [A→ B]R)

is the C−matching neighborhood group with respect to the implication A→ B.

Theorem 2.18. Let (F(S), TR) be the topological space induced by R−space
(F(S),R) in R−logic CR, then logic C forms III-type topological logic

C
III
TR = (Ĉ, C̃, TR)

on topology TR.

Theorem 2.19. In the topological space (F(S), TR) induced byR−space (F(S),
R) in R−logic CR, define mapping D, such that for each implication A→ B ∈
H,

D(A→ B) = (BA,BB,BA→B)

Here,
BA = B(A) = {[A]R}
BB = B(B) = {[B]R}
BA→B = B(A→ B) = {[A→ B]�}

Then D is the III-type matching function on H,

(BA,BB,BA→B)

is the D−matching neighborhood bundle with respect to the implication A→ B.

Theorem 2.20. Let (F(S), TR) be the topological space induced by R−space
(F(S),R) in R−logic CR, then if the equivalence relation R on formulae set
F(S) is not an identity relation, topology TR cannot be a Fréchet topology, even
not a Kolmogorov topology.

Theorem 2.20 actually tells us that, in the case of rough set, a topology con-
structed by the entire definable sets cannot be a Kolmogorov topology, let alone
a Fréchet topology or a Hausdorff topology.
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3 Conclusion

Although we mentioned to cast off the direct restriction by topological structure,
we have seen in this paper that, it is quite easy to introduce a pseudo-distance
dR on the formulae set F(S) equipped with equivalence relation R, such that
(F(S), dR) is a pseudo-distance space, therefore, it makes sense to discuss the
distance and similarity degree between the formulae on F(S), then we can use
the pseudo-distance and the similarity degree scored by the former to describe
the IV-type R−algorithm of the approximate reasoning. It is also easy to prove
that, the equivalence relation R and the pseudo-distance on the formulae set
F(S) are equivalent and inter-determinable.

Besides, as we have seen in the paper, it is quite convenient to give a topology
TR on the formulae set F(S) based on its equivalence relation R and the cor-
responding equivalence classification F(S)/R, such that (F(S), TR) is a topo-
logical space. Consequently, the IV-type R−algorithm can also be described
equivalently through topological structure. Therefore, the IV-type R−algorithm
is also brought into the orbit of topological logic and topological algorithm. We
also prove, in case of rough set, a topology constructed by the entire definable
sets cannot be a Kolmogorov topology, let alone a Fréchet topology or a Haus-
dorff topology.
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Abstract. Found on theories of Medium Logic，the paper1 differentiates con-
tradictory from opposition in knowledge representation, affirms that there exists 
medium concept between a pair of opposite fuzzy concepts and introduces fuzzy 
privative and opposition privative in traditional knowledge representation. It 
takes a financial decision-making program for example, adopts ratio function of 
distance to endow each fuzzy predicate expression with a truth value which be-
longs to interval [0, 1]. Found on infinite-valued model of MF, it gives a method 
to ascertain value of controlled variable λ in model according to specific case, 
from which the effect and meaning of λ are shown. Finally it discusses about 
fuzzy knowledge reasoning by a specific example.  

Keywords: Fuzzy knowledge representation, Medium Logic, infinite-valued 
model of MF, truth value. 

1   Medium Logic System 

1.1   Basic Concept 

Since Aristotle, formal logic has differentiated contradictory from opposition in con-
cept. If one concept’s intension denies another concept’s intension, they are called a 
pair of contradictory concepts. For example, good and not good. If either concept has 
its own positive meaning while there exists the largest difference between the two 
concepts in a higher level concept in the same intension, they are called a pair of op-
posite concepts, such as good and bad. However, not everything in nature only has 
positive aspect and negative aspect. Many things have medium between positive aspect 
and negative aspect. Medium logic is founded on this background. 

In medium predicate logic, suppose P is an unitary predicate, opposition of P is 
written as ╕P. P and ╕P are a pair of opposite predicates. If there exists object x, and 
P(x) and ╕P(x) are both partly true, such x is called medium object of both P(x) and 
╕P(x). Such character the x has is written as ∼P which is called medium predicate of 
both P and ╕P. P and ∼P are a pair of predicates with fuzzy negative connection. [1,3] 

1.2   An Infinite-Valued Model of Medium Predicate Logic (MF) 

Definition 1. Let A be a formula of Medium predicate Logic. The λ-valuation ℜλ of A 
(λ∈(0,1)) consist of following assignations: 
                                                           
1 The project is supported by the National Natural Science Fud (60575038). 
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(1) for each symbol of the individual constant in A, assigning an object in D; 
(2) for each symbol of the n-place function in A, assigning an mapping from Dn to D; 
(3) for each symbol of the n-place predicate in A, assigning an mapping from Dn to  

[0,1], and 
(3.1)  ℜλ (A) takes only a numerical value in [0, 1] at a time when A is an atomic 

formula; 
(3.2)  ℜλ (A) + ℜλ (╕A) = 1;  
(3.3)  ℜλ (∼A) = 

λ
λ
−

−
1

12 (ℜλ(A) −λ)+1−λ,      when λ∈[½, 1), and ℜλ(A)∈(λ, 1];  

λ
λ
−

−
1

12 ℜλ(A)+1−λ,          when λ∈[½, 1) and ℜλ(A)∈[0, 1−λ); 

λ
λ21 − ℜλ(A)+λ,            when λ∈(0, ½] and ℜλ(A)∈[0, λ); 

λ
λ21 − (ℜλ(A)+λ−1)+λ,       when λ∈(0, ½] and ℜλ(A)∈(1−λ,1];          

(3.4)  ℜλ (A→B) = Max (1− ℜλ (A), ℜλ(B)), where B is a formula of MF;  

We can realize the meaning of the model clearly by pictures as follows (suppose  
λ ≥ ½) 

 
 

 

2   Medium Logic Representation of Fuzzy Knowledge 

2.1   Expression Rule 

Each kind of fuzzy knowledge in real life can be represented by fuzzy predicate in 
medium predicate logic. Based on the conjunctions “¬”, “∧”, “∨”, “→”, “↔”and so on 
in traditional logic, it introduces fuzzy privative “∼”, opposition privative “╕” so as to 
extend the traditional logical expression and fetch more complicated well formed 
formula to express more complicated knowledge and concepts. Based on medium 
logic, “¬” can be defined by “∼” and “╕”,viz. ¬A=df A→∼A or ¬A=df ╕A∨∼A. Ac-
cording to its own domain, the paper will endow each fuzzy predicate expression with a 
truth value which belongs to interval [0, 1] so as to realize application of the extended 
well formed formulas. 

Definition 2. (1) Introduce symbol “∼+ ”, for each fuzzy predicate A, ∼+A denotes the 
part close to A in the medium ∼A. 

(2) Introduce symbol “∼- ”, for each fuzzy predicate A, ∼-A denotes the part close to 
╕A in the medium ∼A. 

1 0 ½ 
 

λ 
 

1−λ 

ℜλ(╕A) ℜλ(∼A) ℜλ(A) 

（ when λ ≥ ½, ℜλ (A)∈(λ, 1]）  

ℜλ(A) ℜλ(∼A) ℜλ(╕A) 

1 0 ½ 
 

λ 
 

1−λ 

（ whenλ ≥ ½, ℜλ (A)∈[0, 1−λ)）  
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Definition 3. In the infinite-valued model of Medium predicate Logic (MF), A is fuzzy 
predicate, for each x that belongs to discourse domain, it prescribes that: 

(1)   The truth value set of ∼+A(x) or ∼-A is {0， ，1 1/2}. Suppose ℜλ (A(x)) denotes the 
truth value of A(x), if 1/2<λ<1, so:   
                               0                  when 1-λ<ℜλ (A(x))<1/2 

ℜλ (∼+A(x))=    1/2                 when ℜλ (A(x))=1/2 
                           1                  when 1/2<ℜλ (A(x))< λ 
                           0                  when 1/2<ℜλ (A(x))< λ 
ℜλ (∼-A(x))=     1/2                 when ℜλ (A(x))=1/2 
                           1                  when 1-λ<ℜλ (A(x))<1/2   

(2)   ℜλ (∼A(x))=1  iff  1-λ<ℜλ (A(x))<λ. 
 
Remark: definition 2 and definition 3 are proposed to divide up medium information in 
further way. In order to compute easily, we give definition 3. In fact, we can also give a 
many-valued even infinite-valued function correspond to special demand.      

2.2   Application 

For introducing the medium logic representation of fuzzy knowledge more conven-
iently and embodying its effect, we take a simple decision-making program of financial 
investment for example, which represents many problems in real life. 

The function of this program is to assist consumer to decide if to bank the money or 
to invest the money on stock market. Some investors may use their superfluous money 
in the two ways. Suppose the strategies of investors lie on their income and actual bank 
savings, which also follow the following rules:  

(1) If investors have a little savings, they should bank the superfluous money 
how much ever their income is. 

(2) Those who have much savings and much income can consider investing their 
superfluous money on stock market that takes a risk but is very profitable. 

(3) Those who have a little more savings and whose income is not low may 
consider using their most superfluous money to buy stocks and banking rest money.   

(4) Those who have a little less savings and whose income is also not low may 
consider banking their most superfluous money and using rest money to buy stocks. 

(If investors have a little income, we think that they have no superfluous money.) 
 
Medium logic representation. For realizing automatization of the decision-making 
program, we represent these guidelines by predicate calculus propositions. For dif-
ferentiating symbols of predicates from symbols of functions more conveniently, 
symbols of predicates are written by capital letters while symbols of functions are 
written by small letters. 

Individuals are seen as discourse domain, for each X that belongs to discourse do-
main, introduce necessary functions and predicates. Thereinto, mfsavings(X) denotes 
money banked by X; mfstocks(X) denotes money used by X to buy stocks; 

MORE(mfsavings(X),mfstocks(X)) denotes that money banked by X is more than 
that used to buy stocks.  
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Based on definition 2, ∼+MUCH(savings(X)) denotes that X has a little more sav-
ings; ∼-MUCH(savings(X)) denotes that X has a little less savings. And the same to 
MUCH(income(X)). 

Those four strategies of investment can be expressed by logic expression with these 
predicates and functions. Rule (1) can be expressed as:  

╕MUCH(savings(X))→INVESTMENT(X, savings). 
Also, rule (2) can be expressed as: 
MUCH(savings(X))∧MUCH(income(X)) → INVESTMENT(X, stocks). 
Rule(3): 
∼+MUCH(savings(X))∧(MUCH(income(X))∨∼MUCH(income(X))→(INVESTME

NT(X, stocks)∧INVESTMENT(X, savings)∧MORE(mfsocks(X), mfsavings(X))). 
Rule(4): 
∼-MUCH(savings(X))∧(MUCH(income(X))∨∼MUCH(income(X))→(INVESTMEN

T(X, stocks)∧INVESTMENT(X, savings)∧MORE(mfsavings(X), mfstocks(X))) 

Measure of truth scale. Obviously, predicate “MUCH” is fuzzy predicate. We ran-
domly investigate people’s viewpoints on individual income and family savings and get 
result as table1.  

We list 20 people’s investigation data. Integrate investigation data in the same 
province or municipality directly under the Central Government. And then, we can get 
data as table2. 
 

Remark: Because error cannot be avoided absolutely, we ascertain a flexible interval 
for each kind of data which is marked respectively under the corresponding title in 
table2. It is believable that the more people we investigate, the more veracious inte-
grated data are and the smaller flexible intervals are. 

When measuring truth value of some concrete datum “x” for fuzzy predicate, 
MUCH or ╕MUCH, the paper adopts the concept of distance. In this way, naturally, for 
MUCH, the truer x is, the farther x is from data range for ╕MUCH.  

It can also be found out from data in table2 that if an income is high in Shanghai, it 
must be high in other area. If an income is low in Anhui, it must be low in other area. So 
is savings. For the sake of this characteristic of the data, we adopt Euclidean distance of 
one dimension, which is expressed as d(x, y), viz. d(x, y)=⎪x-y⎪. 

For each investigation datum “x”, define hT(MUCH(x)) as a function of truth value 
of  “x” for fuzzy predicatpe MUCH. And, 

0                    x≤αF+εF   

hT(MUCH(x))=    ( , )

( , )
F F

F F T T

d x

d

α ε
α ε α ε

+
+ −

      αF+εF<x<αT-εT         

1 x≥αT-εT 

In the same way, function of truth value of “x” for ╕MUCH can be given. 

0                    x≥αT-εT 

hF(MUCH(x))=    ( , )

( , )
T T

F F T T

d x

d

α ε
α ε α ε

−
+ −

      αF+εF<x<αT-εT  

1                    x≤αF+εF 
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Remark: αT is the integrated datum regarded as the truest one for fuzzy predicate 
MUCH in table 2, and εT is its flexible extent. αF is the integrated datum regarded as the 
truest one for fuzzy predicate ╕MUCH, and εF is its flexible extent. 

Table 1. 

People Area Viewpoi
nt of much 
income 
yuan/mont

h

Viewpoint
of a little 
income 

(yuan/month)

Viewpoint
of much 

savings (ten 
thousand yuan)

Viewpoint
of a little 

savings (ten 
thousand yuan) 

1 Nanjing,
Jiangsu

10000 1500 20 8

2 Nanjing,
Jiangsu

8000 1000 15 5

3 Wuxi,
Jiangsu

12000 1200 15 8

4 Wuxi,
Jiangsu

10000 1500 15 10

5 Suzhou,
Jiangsu

15000 1500 15 10

6 Shanghai
City  

15000 2000 25 15

7 Shanghai
City  

15000 2500 20 10

8 Baoshan,Sha
nghai

10000 2000 20 8

9 Shanghai
City  

20000 2000 25 10

10 Jinshan,
Shanghai

12000 1500 15 7

11 Chuzhou,
Anhui

4000 800 10 5

12 Fuyang, 
Anhui

5000 1000 10 5

13 Hefei, Anhui  6000 1000 10 8
14 Hefei, Anhui  5000 1000 10 5
15 Huangshan,

Anhui
5000 800 10 5

16 Jinan,
Shandong

6000 1200 15 8

17 Jinan,
Shandong

8000 1000 10 8

18 Weihai,
Shandong

10000 1500 15 8

19 Linyi, 
Shandong

5000 800 10 5

20 Yantai,
Shandong

6000 1000 12 5
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Table 2. 

Area Viewpoint 
of much in-

come(yuan/m
onth) 
（ ）±500  

Viewpoint 
of a little in-

come(yuan/m
onth) 
(±100) 

Viewpoint of 
much sav-
ings(ten 
thousand 

yuan) (±2) 

Viewpoint 
of a little sav-

ings (ten 
thousand 

yuan)  
(±1) 

Jiangsu ≥11000 ≤1340 ≥16 ≤8.2 
Shanghai ≥14400 ≤2000 ≥21 ≤10 

Anhui ≥5000 ≤920 ≥10 ≤5.6 
Shandong ≥7000 ≤1100 ≥12.4 ≤6.8 

Obviously,hT(MUCH(x)))+hF(MUCH(x))=1,so hT(MUCH(x)))+hT(╕MUCH(x)))=1, 
which corresponds to the infinite-valued model of Medium predicate Logic (MF). 

For the viewpoint of much income, the corresponding integrated datum of Shanghai 
is the highest, which is 14400. We regard it as the truest datum for MUCH, and its 
flexible extent εT is 500. For the viewpoint of a little income, the corresponding inte-
grated datum of Anhui is the lowest, which is 920. We regard it as the truest datum for 
╕MUCH or the falsest datum for MUCH, and its flexible extent εF is 100.  

So, for income, 

   0                                     x≤1020 
hT(MUCH(x))=     ( , 1 0 2 0 )

(1 0 2 0 , 1 3 9 0 0 )

d x

d

       1020<x<13900   

   1                                      x≥13900 
hF(MUCH(x))=hT(╕MUCH(x)))=1-hT(MUCH(x))). 

In the same way, for savings,  

    0                               x≤6.6 

hT(MUCH(x))=      ( ,6.6)

(6.6,19)

d x

d
                6.6<x<19 

    1                               x≥19 
hF(MUCH(x))=hT(╕MUCH(x)))=1- hT(MUCH(x))) 

And then, each investigation datum can get a truth value for corresponding predicate 
expression according to corresponding function of truth value.  

Ascertainment of the “λ” in infinite-valued model of MF and its meaning. Take 
Jiangsu for example, viewpoint of much income is ≥11000, and that of a little income is 
≤1340. According to function of truth value corresponding to income, we can educe 
(round off result to three decimals): 

hT(MUCH(11000))= (11000,1020)

(1020,13900)

d

d
=0.775, 

hT(╕MUCH(11000)))=hF(MUCH(11000))= 1-0.775=0.225; 
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hT(MUCH(1340))= (1340,1020)

(1020,13900)

d

d
=0.025; 

hT(╕MUCH(1340)))=hF(MUCH(1340))= 1-0.975=0.975. 

11000 and 1340 are a pair of datum of opposite concepts, so in theory, 
hT(MUCH(11000))+ hT(MUCH(1340))=1.Because investigation data are not enough, 
data themselves are not veracious enough, and model itself could not absolutely cor-
respond with fuzzy fact, so some error is avoidless.  

Prescribe that λ=(0.775+0.975)/2=0.875, which represents the truth value of datum 
corresponding with viewpoint of much income in Jiangsu for fuzzy predicate MUCH. 
For each datum x, if hT(MUCH(x))>0.875 or hT(╕MUCH(x)) <1-0.875=0.125, it 
means that datum x belongs to high income in Jiangsu; if hT(MUCH(x))<0.125 or 
hT(╕MUCH(x))>0.875, it means that x belongs to low income in Jiangsu.  

So the meaning of ascertainment for “λ” in this case has been found, viz. area variety 
can be replaced by value variety of λ. For example, if an investigation datum is from 
Jiangsu, endow λ with corresponding value; if from Shandong, endow λ with corre-
sponding value. 

Work out values of these areas for viewpoint of income respectively. Result as Table 3. 

Table 3. 

Area 
(viewpoint of income) 

Jiangsu Shanghai Anhui Shandong 

λ 0.875 0.962 0.655 0.729 

For viewpoints of savings in these areas, values of λ can also be worked out re-
spectively in the same way. Result as Table 4. 

Table 4. 

Area 
(viewpoint of savings) 

Jiangsu Shanghai Anhui Shandong 

λ 0.815 0.863 0.637 0.726 

3   Realization by Fuzzy Production Rules 

For realization, we can consider to convert logic formulas into production rules. Ob-
viously, when confidence level of rule is larger than value of λ, the value of λ can be 
regarded as threshold. 

Example: One people lives in Wuxi, Jiangsu. His income is 5000 yuan a month and his 
family savings is 120 thousand. How does he invest?( Here suppose confidence levels 
of rule(1)-rule(4) are all o.9 for convenience.) 

First, the people lives in Jiangsu, so ascertain the value of λ1, viz. λ1=0.875, when 
considering about income and the value of λ2, viz. λ2=0.815, when considering about 
savings. Obviously, both λ1 and λ2 are smaller than confidence level of rules. 
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According to corresponding function of truth value and infinite-valued model of 
MF, educe results as follows: 

hT(MUCH(savings(X)))= (12,6.6)

(6.6,19)

d

d
=0.435; hT(╕MUCH(savings(X)))=0.565; 

hT(MUCH(income(X)))= (5000,1020)

(1020,13900)

d

d
=0.309; hT(╕MUCH(income(X)))=0.691; 

For rule (1):  

INVESTMENT(X, savings)←╕MUCH(savings(X))， ，0.9 0.815; 

Prescribe that t=min{0.565,0.9}=0.565<0.815, so the rule can not act. 

Rule (2): 
INVESTMENT(X, stocks)←MUCH (savings(X)) ∧MUCH(income(X))， ，0.9 0.875; 

Remark: Here premises come down to savings and income, so threshold  

τ=max{0.875,0.815}=0.875. 
Truth value of premises  
t1=min{hT(MUCH(savings(X))),hT(MUCH(income(X)))}=min{0.435，0.309}=0.309, 
t=min{0.309,0.9}=0.309<0.875, 

So the rule can not act. 

Rule (3):  
INVEST-

MENT(X,stocks)∧INVESTMENT(X,savings)∧MORE(mfstocks(X),mfsavings(X)))← 
∼+MUCH(savings(X))∧（ MUCH(income(X)) ∨  ∼ MUCH(income(X))） ， ，0.9 0.875; 

Because 1-0.815<hT(MUCH(savings(X)))<0.5, according to definition 
3,hT(∼+MUCH (savings(X)))=0. Obviously, the rule can not act.    

Rule (4): 
INVESTMENT(X,stocks)∧INVESTMENT(X,savings)∧MORE(mfsavings(X), 

mfstocks(X))←∼-MUCH(savings(X))∧（ MUCH(income(X))∨ 
∼MUCH(income(X))） ， ，0.9 0.875; 

Because 1-0.815<hT(MUCH(savings(X)))<0.5, according to definition 3, 
hT(∼-MUCH (savings(X)))=1, and 1-0.875<hT(MUCH(income(X)))<0.875, so 
hT(∼MUCH(income(X)))=1. So truth value of premises is 1. For t=0.9>0.875, the rule 
can act. 

In conclusion, this people can adopt rule (4) for financing. 
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Abstract. This article examines case-based reasoning (CBR) from five different 
perspectives: cognitive, process-oriented, logical, intelligent, and hybrid perspec-
tive. These five perspectives cover the majority of CBR research and development 
and classify CBR into five categories consequently: Cognitive CBR, process 
CBR, logical CBR, intelligent CBR and hybrid CBR. This article looks at each of 
these perspectives on CBR from a unified viewpoint taking into account corre-
sponding fundamentals, applications and related issues. The proposed approach 
can facilitate research and development of CBR and its applications.  

Keywords: Case-based reasoning (CBR), fuzzy logic, artificial intelligence, 
multiagent system, soft computing.  

1   Introduction  

Case based reasoning (CBR) has drawn considerable attention in artificial intelligence 
(AI) with many successful applications in customer support [1][3][12], online sales 
[2], e-commerce [24] and multiagent systems [21]. However, many of these applications are 
still at an empirical level; that is, they try to provide examples of using CBR terminology to 
explain the real world scenarios such as in e-commerce applications. Further, different re-
searchers usually examine one real world problem from different perspectives, which is also 
true in CBR. At least, CBR has been studied from the following different perspectives: cogni-
tive perspective [10][11][22], process-oriented perspective [1][26], logical perspective [6][25] 
and intelligent perspective [24][25], although the researchers might have not been aware of 
them, and there has not been a unified treatment for CBR to look at these perspectives.  

This article will fill the above-mentioned gap by providing a unified treatment for these per-
spectives. Each of them corresponds to special form of CBR; that is, cognitive CBR, process 
CBR, logical CBR, intelligent CBR and hybrid CBR, which will be used respectively in the 
context of the article. The proposed approach in this article can facilitate research and devel-
opment of CBR and its applications.    

The rest of the article is organized as follows: Section 2 to 6 examines cognitive CBR, proc-
ess CBR, logical CBR, intelligent CBR and hybrid CBR respectively. Section 7 discusses the 
interrelationship among five perspectives on CBR. Section 8 concludes this paper with some 
concluding remarks and future work.  
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2   Cognitive CBR  

This section examines CBR from a cognitive perspective, we refer to it as cognitive 
CBR, which is a philosophical basis for all other perspectives on CBR. Cognitive CBR 
is also the beginning of CBR, and still affects the research and development of CBR.  

CBR arose out of the research of cognitive science [19] (p. 1). Cognitive CBR was 
studied by Roger Shank’s group at Yale University at the early 1980s [29] (p. 18). At 
that time, Shank, et al. proposed a cognitive model for CBR: Dynamic memory 
model, which suggests that events or cases are understood in terms of scripts and 
other knowledge structures as well as relevant previous experiences [22]. Then Ko-
lodner developed the first cognitive CBR systems, CYRUS, based on the above-
mentioned cognitive model [10]. CYRUS contains cases of some travels or meetings 
and allows users to ask questions about these events [29]. Shank, et al. demonstrate 
the basis for cognitive CBR that when facing with a new problem, people merely 
search their memories for past problems resembling the current problem, recalling 
past experiences that somehow remind them of the current situations, which is similar 
to what Plato thought two thousand years ago [24] (p. 13), and revise or adapt the 
prior solution to fit the current problem [3] (p. 328). Therefore, the principle behind 
the above mentioned problem solving strategy is: Similar problems have similar solu-
tions [26]. This can also be considered as the basis of a cognitive CBR [10].  

In the 1980s, the US DARPA funded a series of workshops on CBR and the  
development of a CBR tool, ReMind, which can be considered as an important result 
of cognitive CBR, since ReMind was joined in the marketplace almost immediately 
by several other tools. The foundation of cognitive CBR has been summarized in Ko-
lodner’s work [10] in 1994. However, how to formalize CBR from a logical and intel-
ligent perspective was still an open problem at that time. With the development of 
expert systems and intelligent systems [16], CBR has realized its shift from cognitive 
CBR to other forms of CBR.  

3   Process CBR  

CBR came from research in cognitive science and knowledge representation in the 
USA in the 1970s, and cognitive CBR was essentially developed in the 1980s in the 
USA. The European scientists try to understand CBR from a process perspective in 
the 1990s, which forms process CBR.  

In the history of CBR, the CBR researchers have developed the CBR systems 
based on methodology of rule-based expert systems (RBES) and software engineer-
ing, both of the latter have been drawn important attention in the 1980s and 1990s. 
Furthermore, Aamodt, et al. summarize CBR from a process perspective and propose 
a R 

4 -CBR cycle [1]. Finnie and Sun [8] extends the R 

4
 
 -CBR cycle to the R 

5 -CBR 
cycle by adding case repartition, because building and maintaining a case base is a big 
issue in the situation where there are mass cases, for instance, the mass 
data/knowledge on the Web. Case repartition can reduce the complexity of case base 
and facilitate the case retrieval. This R 

5
 
-CBR cycle consists of (case) repartition,  
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retrieve, reuse, revise and retain, as shown in Fig. 1. [8]. Based on this model, a typi-
cal CBR system at least consists of the following five R process stages:  

1. Repartition a case base to form a satisfactory one  
2. Retrieve the case base for the most similar case  
3. Reuse the cases to attempt to solve the current problem  
4. Revise the proposed solution  
5. Retain the new solution as a part of a new case.  

It should be noted that retrieve, revise, reuse and retain are the basic operations for 
managing case base (CB) and, however, not the unique feature of CBR systems, be-
cause they are also used in database management systems [27].  

So far, we have not found the feature of “reasoning” in CBR: Where can one find 
logical reasoning such as modus ponens in the CBR systems? In other words, CBR is 
a paradigm without any logical reasoning in many publications. Therefore, CBR 
should be examined from a logical perspective.  

4   Logical CBR  

Case-based reasoning (CBR) is, first of all, a kind of reasoning from its name. Rea-
soning is an important problem solving tool in mathematics and logic. Reasoning also 
is an important tool in AI, in which it is mainly based on the reasoning in mathemati-
cal logic [16]. Based on this idea, CBR has a close relation with mathematical logic, 
which is the basis for applying fuzzy logic to CBR [19][24]. Therefore, it is necessary 
to examine CBR from a logical perspective. The corresponding CBR is called logical 
CBR, which used to be basically neglected in the CBR community. For example, one 
cannot find any logical model in some CBR related books. However, in the past few 
years, Sun and Finnie provide the foundations for logical CBR [9][24].   
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CBR is a reasoning paradigm based on previous experiences or cases; namely, a 
CBR system solves new problems by adapting solutions that were used to solve old 
problems [6][10]. Therefore, we call CBR a form of experience-based reasoning 
(EBR) [23]:  

CBR:= Experience-based reasoning  (1) 

In business activities, it is usually true that “Two cars with similar quality features 
have similar prices.” This is a kind of EBR, essentially, a kind of similarity-based rea-
soning (SBR). In other words, SBR can be considered as a special and operational 
form of EBR. Therefore, CBR can be considered as a kind of similarity-based reason-
ing from a logical viewpoint [9].  

CBR: = Similarity-based reasoning  (2) 

One of the most important inference rules for deduction is modus ponens [16]: 

--------------
 

(3) 

The inference rule for SBR can be considered as generalized modus ponens [24]: 

--------------
 

(4) 

where , ,  and  represent compound propositions,  and  are similar in the 
sense of a certain similarity [7]. This is a theoretical foundation for CBR, in particular 
for similarity-based case retrieval.  

When , ,  and  represent fuzzy propositions,  and  are similar in the con-
text of fuzzy logic, then Eq. (4) is also a theoretical foundation for fuzzy CBR or soft 
CBR [19].  

Although there are many researches on logical CBR, there is still no answer to 
what is first order case-based logic. This is an interesting topic but yet an open prob-
lem, because any reasoning paradigm should find its original form in logic. Hence, 
CBR as a reasoning paradigm should be considered as a part of case-based logic.  

It should be noted that some researchers confuse CBR with its corresponding  
system. In fact, a CBR system is an implementation of applying engineering princi-
ples to logical CBR or a software implementation of logical CBR based on intelligent 
techniques. Briefly, similar to the inference engine (IE) and knowledge base (KB) in 
expert systems (ES), one can also use CBR engine (CBRE) and a case base (CB) to 
denote a CBR system (CBRS); that is,  

CBRS = CB + CBRE  (5) 

where the CBRE performs similarity-based reasoning, whereas the IE in traditional 
ESs mainly performs traditional deductive reasoning [24].  



414 Z. Sun, J. Han, and D. Dong 

5   Intelligent CBR  

CBRSs are intelligent systems (ISs) because they are a special kind of ESs that  
are ISs [24]. Intelligent CBR systems (ICBRS) aim to address some of the drawback 
of rule based systems (RBS) [3] (p. 161)[26]. Therefore, ICBRS is an improvement  
of RBS, which are a part of ESs. This implies that ICBRS is an extended form of  
ESs. Therefore, the interrelationship among ISs, ESs and ICBRS can be shown as in 
Fig. 2.  

From the viewpoint of ES, an IS consists of two parts: One is a KB, the other is an 
IE. The general architecture of an ICBRS based on the process model of CBR is as 
shown in Fig. 3. This architecture extends the knowledge-based model of CBR 
[24](p. 252). In this architecture, similar to database manager [27], the CB manager in 
the intelligent CBR system realizes the R5

 
- CBR cycle in Section 3. Similar to the IE 

in ES [16], the CBR engine is the reasoning mechanism for manipulating cases in the 
CB based on the SBR mentioned in Section 4. Therefore, ICBRSs integrate database 
systems and knowledge based systems (KBSs) or ESs.    

Intelligent systems

Expert systems

CBR
systems

 

Fig. 2. Interrelationships between CBRS, ES and IS  

CB manager
Problem solving 

Case base Retain case

CBR engine

Retrieve case
Reuse case
revise case
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Fig. 3. A general architecture of intelligent CBR system  

It should be noted that many intelligent CBR systems lack either CBR engine or 
CB manager. For example, WEBSELL is an intelligent CBR sales assistant for the 
WWW [2]. However, it confuses CB manager with CBR engine. The confusion of 
CBR manager and CBR engine hinders the interrelationship of CBR systems with 
database systems and KBSs.  
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6   Hybrid CBR  

Hybrid CBR has drawn attention since the end of last century. Since then, there are 
combinations of different reasoning methods, including database technology, rules, 
analogical reasoning, deep causal reasoning, genetic algorithms and neural nets, with 
CBR [31]. All these combinations can be considered as hybrid CBR. Generally, any 
application of CBR in practice such as e-commerce, customer support, e-services re-
quires a hybrid form of CBR, because it is difficult for any applied system to use a 
single reasoning paradigm. Furthermore, process CBR and intelligent CBR can be 
considered as a hybrid form of logical CBR, because the former is a combination of 
logical CBR and process technique, whereas the latter integrates logical CBR and 
knowledge-based system (KBS). Thus, it is of significance to examine CBR from a 
hybrid perspective, which corresponds to hybrid CBR. However, owing to the space 
limitation, we can only briefly examine some main hybrid CBR paradigms; that is, 
rule-based CBR, soft CBR, multiagent CBR and CBR as process reasoning.  

6.1   Rule Based CBR  

Rule-based reasoning (RBR) is one of the oldest reasoning paradigms for knowledge 
processing and KBSs in AI [16]. Rule-based CBR combing RBR with CBR has 
drawn attention since the early 1980s. From a theoretical viewpoint, CBR is an ex-
tended form of RBR taking into account SBR (Section 4). However, the combination 
of RBR and CBR is still drawn attention in the CBR community. For example, Luo, 
et al. [13] combine CBR and RBR to construct a quick emergency response plan gen-
eration system, in which, the CBR subsystem is used to generate decision support 
from the previous emergency cases and solutions in database through the similarity 
retrieval, while the RBR subsystem is used to reason for solution and then the reason-
ing result is stored in the case base for future reuse.  

6.2   Soft CBR  

Fuzzy reasoning has drawn a lasting attention to AI since the 1970’s, and found 
countless applications in various fields such as family electronic appliance, decision 
making, ESs and databases [30]. In order to move CBR towards a theoretical founda-
tion, Dubois, et al. propose fuzzy set-based models for CBR and a logical formaliza-
tion of the basic CBR inference [6]. Plaza, et al. propose a logical approach to CBR 
using fuzzy similarity relations [20]. However, these studies have no intention of 
building the logical correspondence between the mentioned models, although they are 
based on fuzzy logic or SBR. The core of fuzzy reasoning is the generalized form of 
modus ponens taking into account fuzzy knowledge existed in AI. Therefore, the 
model of fuzzy reasoning is similar to that of SBR (Eq. (4)) although they have had 
different semantics. The further development of fuzzy reasoning or fuzzy logic is soft 
computing. How to combine soft computing with CBR becomes an interesting topic 
in the end of 1990s. Pal and Shiu provide the foundation of applying soft computing 
to CBR [19]. However, their attempts are not based on logical foundations of CBR. It 
seems that relationships between logical CBR, fuzzy CBR and soft CBR are still a big 
issue in this area.  
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6.3   CBR as a Process Reasoning  

CBR can be considered as an integration of process technology and SBR paradigms. 
However, CBR is not only a SBR, but it is a kind of process reasoning [8], which is a 
more complex reasoning paradigm that is usually used in intelligent systems.  

A process reasoning is a kind of reasoning that infers information about a domain 
using process or multistage methods and there exists a reasoning paradigm that plays 
a vital role in every main stage of the process [9].  

A typical reasoning in CBR, also named as the R
5

-CBR cycle (Section 3), mainly 
consists of (case) Repartition, Retrieve, Reuse, Revise and Retain. Each of these five 
components is a complex process. For example, case retrieval is a complex operation 
in the case base. Furthermore, case retrieval and case adaptation are two main stages 
in CBR [4], in which SBR plays an important role. For instance, case retrieval is 
based on SBR [5][7], case adaptation is also based on SBR, but maybe on a different 
SBR [25]. In fact, case base repartition and building [18] is also based on SBR [24]. 
Thus, CBR is a process reasoning, in which SBR dominates each of main stages: case 
base repartition and building, case retrieval, and case adaptation.  

6.4   Multiagent CBR  

Multiagent system (MAS) is a moving AI technique since the end of the 1990s 
[24][28]. Combining CBR with MAS has drawn attention to the CBR community. For 
example, Matos and Sierra propose a case-based architecture to model agent negotia-
tion in MAS [15]. Plaza, et al. examine the collaborative policies for multiagent coop-
erative CBR [21]. Generally, multiagent CBR is still at the early stage, because there 
are still many big issues to be solved such as cooperation, negotiation and brokerage 
among the CBR agents and other kinds of agents in MAS. However, with the dra-
matic development of the Internet/Web, multiagent CBR systems will play an impor-
tant role in online retrieval, case based negotiation and online recommendation [24].  

It should be noted that the above-mentioned forms of hybrid CBR can be consid-
ered as applied CBR. In fact, any application system based on CBR is an integration 
of CBR with some intelligent techniques. Further, multiagent CBR can be considered 
as a form of intelligent CBR, because MAS is a part of AI to some extent.  

7   Interrelationships among Five Perspectives on CBR  

Corresponding to the five perspectives on CBR we have examined cognitive CBR, 
process CBR, logical CBR, intelligent CBR and hybrid CBR. Cognitive CBR can be 
considered as the beginning of CBR. Logical CBR is a realization of cognitive CBR 
based on mathematical logic and provides a theoretical foundation of CBR. Process 
CBR provides application potentials for CBR. Intelligent CBR transforms CBR from 
theory to practice based on logical CBR, process CBR and intelligent techniques to 
solve some intelligent problems in the real world. Hybrid CBR promotes the combi-
nation of CBR with other intelligent techniques. These interrelationships among them 
can be illustrated in Fig. 4.  
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Cognitive CBR

Intelligent CBR

Logical CBR Process CBR

Abstraction

Engineering
Hybrid CBR

 

Fig. 4. A unified model for five perspectives on CBR  

There are two different arrows in Fig. 4. The dashed arrow represents the abstrac-
tion or generalization process. The solid arrow denotes engineering process. More 
specifically, cognitive CBR is transformed into hybrid CBR system through the engi-
neering process based on logical CBR, process CBR and intelligent CBR. Conversely, 
hybrid CBR moves to cognitive CBR through abstraction or generalization process 
based on intelligent CBR, logical CBR and process CBR.  

It should be noted that any transformation from one form of CBR to another re-
quires either techniques of computer science (for top-down transformation) or tech-
niques of scientific discovery (for bottom-up transformation).    

8   Concluding Remarks  

This article examined five perspectives on CBR from a unified viewpoint. These five 
perspectives classify CBR into five categories: Cognitive CBR, process CBR, logical 
CBR, intelligent CBR and hybrid CBR. This proposed approach and classification 
can facilitate the research and development of CBR with applications in e-commerce, 
customer support and web services recommendation. In the future work, we will fur-
ther examine interrelationships among these five perspectives on CBR taking into 
account corresponding theory, practice, tools and related issues. We will also examine 
hybrid CBR in more detail.  
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Abstract. Fuzzy linguistic logic programming, which is a result of in-
tegrating hedge algebras and fuzzy logic programming, is proposed to
facilitate the representation and reasoning on knowledge expressed in
natural language, in which vague sentences are usually given a degree
of truth stated in linguistic terms rather than a number, and linguis-
tic hedges are very often used. To compute the truth value of a query,
a computational model which directly manipulates linguistic terms is
provided. The computational model has been proved to be sound. This
paper presents a fixpoint semantics for fuzzy linguistic logic programs
and based on it proves the completeness of the computational model.

Keywords: fuzzy logic programming; hedge algebra; linguistic value;
linguistic hedge; fixpoint semantics; completeness.

1 Introduction

People use words in natural language, which are inherently imprecise, vague
and qualitative in nature, to describe real world information, to analyse, to
reason, and to make decisions. Moreover, linguistic hedges such as very, more or
less, quite, and rather are very often used to state different levels of emphasis.
Therefore, it is necessary to investigate logical systems that can directly work
with words and make use of linguistic hedges since such logical systems will make
it easier to represent and reason on knowledge expressed in natural language.

In fuzzy linguistic logic programming (FLLP), introduced in [3], each fact or
rule in a logic program is assigned a truth value which is a linguistic term such
as true, very true, more or less true, and false taken from a hedge algebra (HA)
[6,7] of the truth variable, and linguistic hedges, which are not allowed in fuzzy
logic programming (FLP) [9], can be used as unary connectives in formulae. It is
shown in [3] that a knowledge base expressed in natural language can be easily
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represented by the language. In this paper, we present a fixpoint semantics for
logic programs and prove the completeness of the computational model.

The paper is organised as follows. Section 2 discusses linguistic truth domains,
connectives and recalls some fundamental notions of FLLP. Section 3 presents a
fixpoint semantics of logic programs while Section 4 proves the completeness of
the computational model. Section 5 briefly concludes the paper.

2 Preliminaries

2.1 Linguistic Truth Domains and Connectives

The logic is truth-functional, i.e., the truth value of a compound formula, built
from its components using a logical connective, is a function, which is called the
truth function of the connective, of the truth values of the components.

As presented in [3], a linguistic truth domain for FLLP is a finite and linearly
ordered set X = X ∪ {0,W, 1}, where X is a terms-domain of a K-limited
monotonic HA (X, {c−, c+}, H,≤) (note that c− = False, c+ = True), and 0,
W , and 1 are the least, the neutral and the greatest elements of X , respectively.

The usual conjunction and disjunction are defined as x ∧ y = min(x, y) and
x ∨ y = max(x, y). The truth function of a hedge connective h is its inverse
mapping h− : X → X satisfying: (i) h−(δhc) = δc, where c ∈ {c+, c−}, δ ∈ H∗;
(ii) x ≤ y ⇒ h−(x) ≤ h−(y) [3]. The computational model is developed based
on many-valued modus ponens. To guarantee the soundness of modus ponens,
the truth function of the implication (called implicator) must be residual to the
t-norm evaluating modus ponens (see [1]). Precisely, let r be the truth value of
an implication h← b, C a t-norm, and ←• its residual implicator; we have:

(∀b)(∀h) C(b,←• (h, b)) ≤ h (1)
(∀b)(∀r) ←• (C(b, r), b) ≥ r (2)

Since all values in X are linearly ordered, assume they are v0 ≤ v1 ≤ ... ≤ vn,
where v0 = 0, vn = 1. The �Lukasiewicz t-norm and implicator can be defined as:

CL(vi, vj) =
{
vi+j−n if i + j − n > 0
v0 otherwise

←•
L (vj , vi) =

{
vn if i ≤ j
vn+j−i otherwise

and those of Gödel can be:

CG(vi, vj) = min(vi, vj)

←•
G (vj , vi) =

{
vn if i ≤ j
vj otherwise

We can see that t-norms are monotonic in all arguments, and implicators are
non-decreasing in the first argument and non-increasing in the second.
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2.2 Fuzzy Linguistic Logic Programming

The language is a many sorted (typed) predicate language without function
symbols. Connectives can be: conjunctions ∧, ∧L (�Lukasiewicz); the disjunction
∨; implications←L (�Lukasiewicz),←G (Gödel); and hedges as unary connectives.
For a connective c different from hedges, its truth function is denoted by c•.

A term is either a constant or a variable. An atom is of the form p(t1, ..., tn),
where p is an n-ary predicate symbol, and t1, ..., tn are terms of corresponding
attributes. A body formula is defined inductively as follows: (i) An atom is a
body formula. (ii) If F and G are body formulae, then so are ∧(F,G),∨(F,G)
and hF , where h is a hedge (here we use the prefix notation for connectives in
body formulae). A rule is a graded implication (A← B.r), where A is an atom
called rule head, B is a body formula called rule body, and r is a truth value
different from 0. (A← B) is called the logical part of the rule. A fact is a graded
atom (A.b), where A is an atom called the logical part of the fact, and b is a
truth value different from 0. A query is an atom used as a question ?A. A fuzzy
linguistic logic program (program, for short) is a finite set of rules and facts.

A program P can be represented as a partial mapping:

P : Formulae→ X \ {0}

where the domain of P , dom(P ), is finite and consists only of logical parts of
rules and facts, and X is a linguistic truth domain. The truth value of a rule
(A← B.r) is r = P (A← B), and that of a fact (A.b) is b = P (A).

As in [4], given a program P , we refer to Herbrand universe of a sort A, which
consists of all ground terms of A, by UA

P and Herbrand base of P , which consists
of all ground atoms, by BP .

Given a program P , let X be the linguistic truth domain; a fuzzy linguistic
Herbrand interpretation (interpretation, for short) f is a mapping f : BP → X .
We say f1 ' f2 iff f1(A) ≤ f2(A) for all A ∈ BP . The set of all interpretations
of a program is a complete lattice under '. The bottom interpretation, denoted
⊥, maps every ground atom to 0. An interpretation f can be extended to all
formulae, denoted f , as follows: (i) f(A) = f(A), if A is a ground atom; (ii)
f(c(B1, B2)) = c•(f(B1), f(B2)), where B1, B2 are ground formulae, and c is a
binary connective; (iii) f(hB) = h−(f(B)), where B is a ground body formula,
and h is a hedge; (iv) f(ϕ) = infϑ{f(ϕϑ)|ϕϑ is a ground instance of ϕ}. An
interpretation f is a model of a program P if for all ϕ ∈ dom(P ), f(ϕ) ≥ P (ϕ).

Definition 1 (Correct answer [3]). Given a program P , let X be the linguistic
truth domain. A pair (x; θ), where x ∈ X, and θ is a substitution, is called a
correct answer for P and ?A if for any model f of P , f(Aθ) ≥ x.

Definition 2 (Admissible rules [3]). Admissible rules are defined as follows:

Rule 1. From ((XAmY );ϑ) infer ((XC(B, r)Y )θ;ϑθ) if: (i) Am is an atom
(called the selected atom); (ii) θ is an mgu of Am and A; (iii) (A← B.r) is a
rule in the program.
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Rule 2. From (XAmY ) infer (X0Y ) (this rule is used for situations where Am

does not unify with any rule head or logical part of facts in the program).
Rule 3. (for hedges) From (XhBY ) infer (Xh−(B)Y ) if B is a non-empty body
formula.
Rule 4. From ((XAmY );ϑ) infer ((XrY )θ;ϑθ) if: (i) Am is an atom (also
called the selected atom); (ii) θ is an mgu of Am and A; (iii) (A.r) is a fact in
the program.
Rule 5. If there are no more predicate symbols in the word, replace all connec-
tives ∧’s and ∨’s with ∧• and ∨•, respectively. Then, since this word contains
only some additional C’s, h−’s and truth values, evaluate it. The substitution
remains unchanged.

Definition 3 (Computed answer [3]). Let P be a program and ?A a query.
A pair (r; θ), where r is a truth value, and θ is a substitution, is said to be a
computed answer if there is a sequence G0, ..., Gn such that: (i) G0 = (A; id); (ii)
Every Gi+1 is inferred from Gi by one of admissible rules (here we also utilise
the usual Prolog renaming of variables along derivation); (iii) Gn = (r; θ′) and
θ = θ′ restricted to variables of A. The computation is said to have length n.

Example 1 ([3]). Assume that the truth domain is generated from the 2-limited
monotonic HA described in Example 3 in [3], and there is a knowledge base con-
sisting of the following: (i) Sentence “If a student studies very hard, and his/her
university is more-or-less high-ranking, then he/she will be a good employee”
has a degree of truth “Very Probably True”; (ii) Sentence “The university where
Ann is studying is probably high-ranking” has a degree of truth “True”; (iii)
Sentence “Ann is studying hard” has a degree of truth “More Very True”.

Let GdEm, StHd, HiraUn, and T stand for “good employee”, “study hard”,
“high-ranking university”, and “True”, respectively.Then, the knowledge base can
be represented by the following program: (i) (GdEm(x) ← ∧(V StHd(x), Mol
HiraUn(x)).V PT ); (ii) (HiraUn(Ann).PT ) (note that by Rule RT 1 [3], from
(PHiraUn(Ann).T ) we get (HiraUn(Ann).PT )); (iii) (StHd(Ann).MV T ).

Given a query ?GdEm(Ann), we can have the following computation (since
the query is ground, the substitution in the computed answer is the identity):

?GdEm(Ann)
C(∧(V StHd(Ann),MolHiraUn(Ann)), V PT )
C(∧(V −(StHd(Ann)),MolHiraUn(Ann)), V PT )
C(∧(V −(StHd(Ann)),Mol−(HiraUn(Ann))), V PT )
C(∧(V −(MV T ),Mol−(HiraUn(Ann))), V PT )
C(∧(V −(MV T ),Mol−(PT )), V PT )
C(∧•(V −(MV T ),Mol−(PT )), V PT )

Here if we use the inverse mappings of hedges built in Example 3 in [3],
�Lukasiewicz t-norm, and take min as the truth function of the conjunction,
we have: C(∧•(V −(MV T ), Mol−(PT )), V PT ) = PMolT . Hence, the sentence
“Ann will be a good employee” is at least “Probably More-or-less True”.
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Theorem 1 (Soundness of the computational model [3]). Every computed
answer for a program P and a query ?A is a correct answer.

3 Fixpoint Semantics

Like in [2], an immediate consequence operator can be defined as follows:

Definition 4 (Immediate consequence operator). Let P be a program. The
operator TP mapping from interpretations to interpretations is defined as follows.
For every interpretation f and every ground atom A ∈ BP ,

TP (f)(A) = max{sup{Ci(f(B), r) : (A←i B.r) is a ground instance of a rule
in P}, sup{b : (A.b) is a ground instance of a fact in P}}.

Since P is function-free, each Herbrand universe UA
P is finite, so BP is finite.

Hence, for every A ∈ BP , the number of ground instances of rules whose rule
heads match A and the number of ground instances of facts whose logical parts
match A are finite. Thus, the suprema in the definition are, in fact, maxima.

Similar to [5], we have the following results.

Theorem 2. The operator TP is monotonic.

Proof. (sketch) Given two interpretations f1 ' f2, by induction on the structure
of body formulae, we have f1(B) ≤ f2(B) for all ground body formulae B. Thus,
for each ground instance (A ←i B.r) of a rule in P , we have Ci(f1(B), r) ≤
Ci(f2(B), r). Therefore, sup{Ci(f1(B), r)} ≤ sup{Ci(f2(B), r)}. Consequently,
TP (f1)(A) ≤ TP (f2)(A) for all A ∈ BP .

Theorem 3. The operator TP is continuous.

Proof. Recall that a mapping f : L→ L, where L is a complete lattice, is said to
be continuous if for every directed subset X of L, f(sup(X)) = sup{f(x)|x ∈ X}.

Let us prove that for each directed set X of interpretations, TP (sup(X)) =
sup{TP (f)|f ∈ X}. Since TP is monotonic, sup{TP (f)|f ∈ X} ' TP (sup(X)).
On the other hand, since BP and the truth domain are finite, the set of all
Herbrand interpretations of P is also finite. Therefore, for each finite directed
set X of interpretations, we have an upper bound of X in X . This together with
the monotonicity of TP leads to TP (sup(X)) ' sup{TP (f) : f ∈ X}.

Theorem 4. An interpretation f is a model of a program P iff TP (f) ' f .

Proof. First, assume that f is a model of P ; we show that TP (f) ' f . Let
A ∈ BP . Consider the following: (i) If A is neither a ground instance of a logical
part of facts nor that of a rule head in P , then TP (f)(A) = 0 ≤ f(A); (ii) For
each ground instance (A.b) of a fact, say (C.b), in P , since f is a model of P , and
A is a ground instance of C, we have b = P (C) ≤ f(C) ≤ f(A). Hence, f(A) ≥
sup{b|(A.b) is a ground instance of a fact in P}; (iii) For each ground instance
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(A←i B.r) of a rule, say (C.r), in P , we have: Ci(f(B), r) = Ci(f(B), P (C)) ≤
Ci(f(B), f(A←i B)) = Ci(f(B),←•

i (f(A), f(B))) ≤(∗) f(A), where (*) follows
from (1). Therefore, f(A) ≥ sup{Ci(f(B), r)|(A←i B.r) is a ground instance of
a rule in P}. Thus, by definition TP (f)(A) ≤ f(A) for all A ∈ BP .

Now we show that if TP (f) ' f , f is a model of P . Let C be any formula
in dom(P ). Consider two cases: (i) (C.c), where c is a truth value, is a fact
in P . For each ground instance A of C, by hypothesis and definition, f(A) ≥
TP (f)(A) ≥ sup{b|(A.b) is a ground instance of a fact in P} ≥ c = P (C). Thus,
f(C) = inf{f(A)|A is a ground instance of C} ≥ P (C); (ii) (C.c) is a rule in P .
For each ground instance A ←j D of C, by hypothesis and definition, f(A) ≥
TP (f)(A) ≥ sup{Ci(f(B), r)|(A ←i B.r) is a ground instance of a rule in P} ≥
Cj(f(D), c) = Cj(f(D), P (C)). Hence, f(A ←j D) =←•

j (f(A), f(D)) ≥←•
j

(Cj(f(D), P (C)), f(D)) ≥(∗) P (C), where (*) follows from (2). Consequently,
f(C) = inf{f(A←j D)|(A←j D) is a ground instance of C} ≥ P (C).

Since the given immediate consequence operator TP satisfies Theorem 3 and
Theorem 4, due to Knaster and Tarski [8], the Least Herbrand model of a pro-
gram P is exactly the least fixpoint of TP and can be obtained by iterating TP

from the bottom interpretation after ω iterations, where ω is the smallest limit
ordinal (apart from 0). Moreover, since the truth domain X and Herbrand base
BP are finite, the least model of the program P can be obtained after at most
O(|P ||X |) steps, where |S| denotes the cardinality of set S. This is an important
tool for dealing with recursive programs, for which computations can be infinite.

4 Completeness of the Computational Model

Theorem 5. Let P be a program and A a ground atom. For all n, there exists
a computation for P and ?A such that the computed answer is (T n

P (⊥)(A); id).

Proof. Since A is ground, substitutions are the identities. The proof is by induc-
tion on n. Suppose first that n = 0. T 0

P (⊥)(A) = 0, and there is a computation
for P and ?A in which only Rule 2 is applied with a computed answer (0; id).

Now suppose that the result holds for n − 1, where n ≥ 1. We prove that it
also holds for n. There are two cases: (i) A does not unify with any rule head
or logical part of facts. Then, T n

P (⊥)(A) = 0, and the computation is the same
as that of the case n = 0; (ii) Otherwise, by definition of TP and the fact that
the suprema are maxima, there exists either a ground instance (A.b) of a fact
such that T n

P (⊥)(A) = b or a ground instance (A ←i B.r) of a rule such that
T n

P (⊥)(A) = Ci(T n−1
P (⊥)(B), r). For the former case, there is a computation for

P and A in which only Rule 1 is applied with a computed answer (b; id). For the
latter, by the induction hypothesis, for each ground atom Bj in B there exists a
computation such that T n−1

P (⊥)(Bj) is the computed truth value of Bj. Thus,
the computed truth value of the whole body B is T n−1

P (⊥)(B) calculated from
all T n−1

P (⊥)(Bj) along the complexity of B. Clearly, there exists a computation
for P and ?A in which the first rule to be applied is Rule 1 carried out on the rule
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in P which has (A←i B.r) as its ground instance, and the rest is a combination
of computations of all Bj in B with a computed truth value T n

P (⊥)(A).

The following theorem shows the completeness for the case of ground queries.

Theorem 6. For every correct answer (x; id) of a program P and a ground
query ?A, there exists a computed answer (r; id) such that r ≥ x.

Proof. Since (x; id) is a correct answer of P and ?A, for every model f of P
we have f(A) ≥ x. In particular, let MP be the Least Herbrand model of P ;
MP (A) = Tw

P (⊥)(A) ≥ x. Recall that Tw
P (⊥)(A) = sup{T n

P (⊥)(A)|n < w}.
Since w is a finite number, the sup operator is, in fact, a maximum. Hence, there
exists n < w such that T n

P (⊥)(A) = Tw
P (⊥)(A). By Theorem 5, there exists a

computation for P and ?A such that the computed answer is (T n
P (⊥)(A); id).

For the case of non-ground queries, we need to define several more notions.
Given a computation with length n for a program P and a query ?A, we call
each Gi, i = 0...(n−1), in the sequence of the computation, an intermediate query
(IQ) and the part of the computation from Gi to Gn an intermediate computa-
tion (IC) with length n − i. Thus, a computation is a special case of ICs with
i = 0. Furthermore, we define an unrestricted computation (UC) (unrestricted
intermediate computation (UIC)) as a computation (intermediate computation)
in which the substitutions θi in each step are not necessary to be most general
unifiers, but only required to be unifiers.

Mgu and Lifting lemmas in [4] can be extended for FLLP as follows.

Lemma 1 (Extended mgu lemma). Let P be a program and Gi for some
i an IQ. Suppose that there exists an UIC for P and Gi. Then there exists an
IC for P and Gi with the same computed truth value and length such that, if
θi+1, ..., θn are the unifiers from the UIC and θ′i+1, ..., θ

′
n are the mgu’s from the

IC, then there exits a substitution γ such that θi+1...θn = θ′i+1...θ
′
nγ.

Proof. The proof is by induction on the length k of the UIC.
Suppose first that k = 1, i.e., n = i + 1. It is easily verified that only Rule

4 can be the last rule to be applied in an UIC, and furthermore the UIC is, in
fact, an UC with length 1. That means i = 0, G0 = (A; id), where A is an atom,
and there exists a fact (Am.b) in P such that θ1 is a unifier of A and Am, and
b is the computed truth value. Assume that θ′1 is an mgu of A and Am. Then,
θ1 = θ′1γ for some γ. Clearly, there is a computation for P and ?A carried out
on the same fact with length 1, computed truth value b, and mgu θ′1.

Suppose that the result holds for length ≤ k − 1, where k ≥ 2; we will prove
that it also holds for length k. Consider the transition from Gi to Gi+1. Since
k ≥ 2, it can not be an application of Rule 5 and thus is one of the following:

(i) Either Rule 2 or Rule 3 is applied. Then, θi+1 = id. By the induction hy-
pothesis, there exists an IC for P and Gi+1 of length k−1 with mgu’s θ′i+2, ..., θ

′
n

such that θi+2...θn = θ′i+2...θ
′
nγ for some γ. Thus, there is an IC for P and Gi

with mgu’s θ′i+1 = id, θ′i+2, ..., θ
′
n and θi+1...θn = θ′i+1...θ

′
nγ.
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(ii) Either Rule 1 or Rule 4 is applied. Hence, θi+1 is a unifier of the selected
atom A in Gi and an atom A′, which is either a rule head or a logical part of
a fact in P . There exists an mgu θ′i+1 of A and A′ such that θi+1 = θ′i+1ϑ for
some ϑ. Now, if we use θ′i+1 instead of θi+1 in the transition, we will obtain an
IQ G′

i+1 and Gi+1 = G′
i+1ϑ. Consider all transitions from Gi+1 to Gn−1. Since

they can not be an application of Rule 5, there are two cases:
(a) All the transitions use either Rule 2 or Rule 3. Thus, all unifiers are the

identity. If we apply the same rule on the corresponding atom (for the case of
Rule 2) or on the corresponding body formula (for the case of Rule 3) for each
transition from the IQ G′

i+1, we obtain a sequence G′
i+1, ..., G

′
n−1 such that for

all i+ 1 ≤ l ≤ n− 1, Gl = G′
lϑ. Since the transition from Gn−1 to Gn uses Rule

5, Gn−1 does not contain any predicate symbols, and neither does G′
n−1, so they

are identical. As a consequence, P and Gi have an IC Gi, G
′
i+1, ..., G

′
n−1, Gn with

mgu’s being θ′i+1 and the identities.
(b) There exists the smallest m such that i + 1 ≤ m ≤ n − 2, and the tran-

sition from Gm to Gm+1 uses either Rule 1 or Rule 4. We will prove the result
for the case of Rule 1, and the case of Rule 4 can be proved similarly. Since
all transitions from Gi+1 to Gm use either Rule 2 or Rule 3, we can have a
sequence G′

i+1, ..., G
′
m such that for all i + 1 ≤ l ≤ m, Gl = G′

lϑ. The appli-
cation of Rule 1 for the transition from Gm to Gm+1 implies that there exists
a rule (A′′ ←j B.r) in P such that θm+1 is a unifier of the selected atom Am

in Gm and A′′. Suppose that A′
m is the corresponding selected atom in G′

m,
we have Am = A′

mϑ. Since we utilise the usual Prolog renaming of variables
along derivation, we can assume that ϑ does not act on any variables of A′′

or B, so ϑθm+1 is a unifier of A′
m and A′′. Now applying Rule 1 for G′

m on
the selected atom A′

m and rule (A′′ ←j B.r) with unifier ϑθm+1, we obtain
G′

m+1, and it can be shown that G′
m+1 = Gm+1. Thus P and G′

m have an UIC
G′

m, Gm+1, ..., Gn with unifiers ϑθm+1, θm+2, ..., θn. By the induction hypothe-
sis, P and G′

m have an IC having the same computed truth value with mgu’s
θ′m+1, ..., θ

′
n such that ϑθm+1θm+2...θn = θ′m+1...θ

′
nγ for some γ. Since θi+2, ..., θm

are the identity, P and Gi have an IC Gi, G
′
i+1, ..., G

′
m, G′

m+1, ..., G
′
n with mgu’s

θ′i+1, θi+2, ..., θm, θ′m+1, ..., θ
′
n and θi+1...θn = θ′i+1θi+2...θmϑθm+1θm+2...θn =

θ′i+1θi+2...θmθ′m+1...θ
′
nγ.

Lemma 2 (Extended lifting lemma). Let P be a program, ?A a query, and θ
a substitution. Suppose there is a computation for P and ?Aθ. Then there exists
a computation for P and ?A with the same length and computed truth value such
that, if θ1, ..., θn are mgu’s from the computation for P and ?Aθ, and θ′1, ..., θ

′
n

are mgu’s from the computation for P and ?A, then there exists a substitution
γ such that θθ1...θn = θ′1...θ

′
nγ.

Proof. Suppose the sequence of the computation for P and ?Aθ is G0 = (Aθ; id),
G1, ..., Gn. Consider the admissible rule applied in the transition from G0 to G1.
We will prove for the case of Rule 1, and it can be proved similarly for the others.
The application of Rule 1 implies that there exists a rule (A′ ←j B.r) in P such
that θ1 is an mgu of Aθ and A′. We can assume that θ does not act on any
variables of A′ or B. Thus, θθ1 is a unifier of A and A′. Applying Rule 1 for
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G′
0 = (A; id) on rule (A′ ←j B.r) with unifier θθ1, we obtain G′

1 = G1. Hence,
we have an UC for P and ?A, which looks like the given computation for P and
?Aθ, except that the first IQ G′

0 is different, and the first unifier is θθ1. Now
applying the extended mgu lemma, we obtain the result.

Lemma 3. Let P be a program and ?A a query. Suppose (x; θ) is a correct
answer for P and ?A. Then there exists a computation for P and ?Aθ with a
computed answer (r; id) such that r ≥ x.

Proof. The proof is similar to that of Lemma 8.5 in [4]. Suppose that Aθ has
variables x1, ..., xn. Let a1, ..., an be distinct constants not appearing in P or A,
and let θ1 be the substitution {x1/a1, ..., xn/an}. Since for any model f of P ,
f(Aθθ1) ≥ f(Aθ) ≥ x, and Aθθ1 is ground, (x; id) is a correct answer for P
and ?Aθθ1. By Theorem 6, there exists a computation for P and ?Aθθ1 with
a computed answer (r; id) such that r ≥ x. Since the ai do not appear in P
or A, by replacing ai with xi (i = 1, ..., n) in this computation, we obtain a
computation for P and ?Aθ with the computed answer (r; id).

Theorem 7 (Completeness of the computational model). Let P be a
program and ?A a query. For every correct answer (x; θ) for P and ?A, there
exists a computed answer (r;σ) and a substitution γ such that r ≥ x and θ = σγ.

Proof. Since (x; θ) is a correct answer for P and ?A, by Lemma 3, there exists
a computation for P and ?Aθ with a computed answer (r; id) such that r ≥ x.
Suppose the sequence of mgu’s of the computation is θ1, ..., θn. Then Aθθ1...θn =
Aθ. By the extended lifting lemma, there exists a computation for P and ?A
with the same computed truth value r and mgu’s θ′1, ..., θ′n such that θθ1...θn =
θ′1...θ

′
nγ

′ for some γ′. Let σ be θ′1...θ
′
n restricted to variables in A. Then θ = σγ,

where γ is an appropriate restriction of γ′.

5 Conclusion

In this paper, we have presented a fixpoint semantics for fuzzy linguistic logic
programs and based on it proved the completeness of the computational model.
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Abstract. In this paper we present our work on the parametrization of
Random Forests (RF), and more particularly on the number K of fea-
tures randomly selected at each node during the tree induction process.
It has been shown that this hyperparameter can play a significant role
on performance. However, the choice of the value of K is usually made
either by a greedy search that tests every possible value to choose the
optimal one, either by choosing a priori one of the three arbitrary values
commonly used in the literature. With this work we show that none of
those three values is always better than the others. We thus propose an
alternative to those arbitrary choices of K with a new “push-button” RF
induction method, called Forest-RK, for which K is not an hyperparam-
eter anymore. Our experimentations show that this new method is at
least as statistically accurate as the original RF method with a default
K setting.

Keywords: Classification; Classifier Ensemble; Classifier Combination;
Random Forests; Decision Trees; Bagging.

1 Introduction

Random Forest is a family of classifier ensemble methods that use randomization
to produce a diverse pool of individual classifiers, as for Bagging [1] or Random
Subspaces methods [2]. It can be defined as a generic principle of classifier com-
bination that uses L tree-structured base classifiers {h(x,Θk), k = 1, ...L} where
{Θk} is a family of independent identically distributed random vectors, and x
is an input data. The particularity of this kind of ensemble is that each deci-
sion tree is built from a random vector of parameters. A Random Forest can
be built for example by randomly sampling a feature subset for each decision
tree (as in Random Subspaces), and/or by randomly sampling a training data
subset for each decision tree (as in Bagging). Since they have been introduced in
2001, RFs have been studied in many ways, both theoretically and experimen-
tally [3,4,5,6,7,8,9,10,11]. In most of those works, it has been shown that RFs
are particularly competitive with one of the most efficient learning principles, i.e.
boosting [5,7,10]. However, the mechanisms that explain the good performance
of this type of classifier ensemble are not clearly identified and one has to admit
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that it is still a complex task for the practitioner to take full benefits of the
potential of those methods. For example considering the reference RF method
called Forest-RI, introduced by Breiman in [5] (cf. section 2), an important hy-
perparameter has been identified : the number K of features randomly selected
at each node during the tree induction process. Yet, in those research works that
have experimented this method, the value of K is arbitrarily or empirically set,
and sometimes without any theoretical nor experimental justification.

In this paper we propose an alternative to those arbitrary settings of K.
Indeed, it appears that this hyperparameter setting is crucial for accuracy in
RF induced with Forest-RI algorithm [3]. However, the choice of the value of
K is usually made either by a greedy search that tests every possible value to
choose the optimal one, either by choosing a priori one of the three arbitrary
values commonly used in the literature. With this work we show that none
of those three values is always better than the others and that none of them
consequently represent a good setting. We thus propose a new RF algorithm,
called Forest-RK, based on Forest-RI but for which the setting of K does not
play a crucial role anymore for growing accurate RF classifiers. We show that
this new method is at least as statistically accurate as the “classic” Forest-RI
algorithm with default settings.

The paper is thus organized as follows: in the following section, we detail
the Forest-RI algorithm used in our experiments; in section 3, we describe our
experimental protocol, the datasets used, and compare the results obtained with
different settings of the hyperparameter K. We finally draw some conclusions
and future works in the last section.

2 The Forest-RI Algorithm

One can see RFs as a family of methods, made of different decision tree ensemble
induction algorithms, such as the Breiman Forest-RI method often cited as the
reference algorithm in the literature [5]. In this algorithm the Bagging principle
is used with another randomization technique called Random Feature Selection.
The training step consists in building an ensemble of decision trees, each one
trained from a bootstrap sample of the original training set — i.e. applying the
Bagging principle — and with a decision tree induction method called Random
Tree. In this induction algorithm, a feature subset is randomly drawn for each
node, from which the best splitting criterion is then selected. Thus, the Forest-RI
method grows a decision tree using the following process :

– Let N be the size of the original training set. N instances are randomly
drawn with replacement, to form the bootstrap sample, which is then used
to build a tree.

– Let M be the dimensionality of the original feature space, and K a prelimi-
nary fixed parameter so that K ∈ [1,M ]. For each node of the tree, a subset
of K features is randomly drawn without replacement, among which the best
split is then selected.

– The tree is thus built to reach its maximum size. No pruning is performed.
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This process is thus led by an important hyperparameter: the number K of
randomly selected features in the splitting process. Whereas this parameter has
already shown to be critical for RF performance, no research work has been
specifically devoted to study its setting and its real influence on performance,
and only a few have empirically dealt with this issue.

In [8] for example, Guerts et al. have proposed a new method of RF induction,
called Extras-Trees for Extremely Randomized Tree Ensemble, that modifies the
Forest-RI algorithm to accentuate the randomization. Here the Random Feature
Selection is still used but modified so that the best splitting criterion selection
is one step further randomized. The authors have designed their experimental
protocol to study the influence of K on performance. Even if this method is partly
different from the Forest-RI algorithm, this work allows to draw some intuitions
on the RF behavior according to K. It highlights for example that their default
setting K =

√
M , where M stands for the dimensionality of the original feature

space, is most of times closed to the optimal setting, at least for the Extras-Trees
method and on several representative datasets. Another example is Breiman’s
work on performance according to this K parameter [5]. In these experiments,
a large number of RF has been grown on three databases of the UCI repository,
for which the test set error rate has been monitored. Actually only one of those
three experiments was really concerned by the Forest-RI algorithm, since the
two others have been run with a different induction algorithm that uses feature
combinations in the splitting criterion, instead of single features. Hence, even if
Breiman draws some tendencies [5], those experiments do not allow to conclude
on RF behavior according to the setting of K . We also noticed that in his Forest-
RI experiments, Breiman has decided to use two values of K : 1 and log2(M)+1.
While the first value is intuitively interesting since it corresponds to a decision
tree induction that selects in a fully random manner the splitting criterion among
features for each node, the second one seems to be more arbitrary or at least is
not justified.

Finally, implementation and experimentation of the Forest-RI algorithm re-
quire to fix the value of the hyperparameter K but as we have shown, there
actually does not exist any theoretical rule that can be used to fix it. As men-
tioned previously, only arbitrary default values are proposed in the literature
and nothing guarantees that these values are close to the optimal setting, as
we will show in section section 3.3. We thus propose an alternative to those
settings, with a new push-button RF induction algorithm for which K is not
an hyperparameter anymore. We describe in the following section our new algo-
rithm and compare it with the “classic” Forest-RI algorithm, through extensive
experiments on several datasets and with predefined values of K.

3 Investigating the Influence of K on Forest-RI
Performance

The purpose of this set of experiments is to compare accuracies of Forest-RI
algorithm with default settings of K on the one hand, to our new push-button
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RF algorithm in which K is not an hyperparameter anymore, on the other hand.
In this new algorithm, called Forest-RK, K still exists since Random Feature
Selection is still used, but is randomly chosen for each splitting node. Instead of
fixing the value of K so that it is identical for all the decision trees, a new value
of K is randomly chosen at each node of the trees, and used for this current
node splitting only. The new Forest-RK decision tree induction procedure can
be summarized as below:

– Let N be the size of the original training set. N instances are randomly
drawn with replacement, to form the bootstrap sample, which is then used
to build a tree.

– Let M be the dimensionality of the original feature space. Randomly set a
number K ∈ [1,M ] for each node of the tree, so that a subset of K features
is randomly drawn without replacement, among which the best split is then
selected.

– The tree is thus built to reach its maximum size. No pruning is performed.

As shown in the above algorithm, the main difference between Forest-RI and
Forest-RK lies in that K is randomly chosen for each node of the tree leading
therefore to more diverse trees in the Forest-RK than in the Forest-RI. Two
ideas have led us to this new algorithm: i) it avoids the greedy iterative test of
every possible value of K to find the best one, while being at least as accurate
as the traditional Forest-RI algorithm parametrized with default values; ii) it
is an alternative to default settings of K, since as shown in section 3.3, those
values are arbitrary and are not always the best choice. Thus the problem is
now to determine which of the two algorithms, Forest-RI or Forest-RK, will
produce more accurate classifiers when trained and tested on the same datasets.
To answer to this question, i.e. assessing which of the two algorithms performs
better, we lean on the comparison of five approximate statistical tests, compared
in [12]. In this paper, it is recommended to use McNemar’s test [13], for which it
is shown that it better suits to experimental protocols like ours. The McNemar’s
test is firstly used here to determine whether or not two sets of predictions differ
significantly. That is to say, under the null hypothesis H0, the two algorithms
should have the same error rate. Given two algorithms A and B producing two
classifiers hA and hB, the contingency table is constructed, so that it gives the
four values : n00 = # samples misclassified by both hA and hB; n01 = # samples
misclassified by hA but not by hB; n10 = # samples misclassified by hB but not
by hA and n11 = # samples misclassified by neither hA nor hB. McNemar’s
test is then based on a χ2 test for goodness-of-fit that compares the distribution
of counts expected under the null hypothesis to the observed counts. It thus
states that the statistics X2 (equation 1) can be considered as following a χ2

distribution with 1 degree of freedom.

X2 =
(|n01 − n10| − 1)2

n01 + n10
∼ χ2

1,0.05 = 3.841459 (1)

Consequently H0 is rejected, i.e. one of the two algorithms is considered to be
“better” than the other, if X2 is greater than χ2

1,0.05 = 3.841459. Finally, when
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applied on a specific testing set, three answers can be obtained through the
McNemar test :

– H0 is rejected and n01 > n10: Algorithm B produces significantly more
accurate classifiers than algorithm A.

– H0 is rejected and n01 < n10: Algorithm A produces significantly more
accurate classifiers than algorithm B.

– H0 is accepted: The two algorithms do not produce classifiers significantly
different in term of accuracy.

With such a procedure, we are able to assess if Forest-RK statistically outper-
forms or not the Forest-RI algorithm with default K parameter settings. We first
describe in the following subsection the datasets used. We then detail our experi-
mental protocol to compare the two algorithms and discuss the obtained results.

3.1 Datasets

The 10 datasets that have been used for these experimentations are described in
table 1: The first 8 datasets have been selected from the UCI repository [14]; the
two last, Twonorm and Ringnorm, are synthetic datasets designed by Breiman
[15]. Those datasets have firstly been selected because they are representative of
typical machine learning issues in terms of number of classes, of features and of
samples. They have also been chosen because they do not contain any missing
values and because the features are all numerical. All those datasets are not
preliminary divided into training and testing subsets. Thus for our experiments
we have decided to randomly split each original dataset, with two thirds of the
instances used for training, and the other third for testing. In order to make sure
that our results do not depend on this arbitrary splitting this process has been
repeated 10 times with various splittings.

Table 1. Datasets description

Dataset Size Features Classes Dataset Size Features Classes

Diabetes 768 8 2 Spambase 4610 57 2

Gamma 19020 10 2 Vehicle 946 18 4

Letter 20000 16 26 Waveform 5000 40 3

Pendigits 10992 16 10 Ringnorm 7400 20 2

Segment 2310 19 7 Twonorm 7400 20 2

3.2 Experimental Protocol

In this section our experimental protocol is described. It performs comparative
tests on the datasets detailed in table 1. For all the experiments described in
this section, the number of trees grown in the forests has been set to 100. This
choice is based on a previous experimental work presented in [3], in which we
have shown that it is a reasonable value to grow an accurate RF, and considering
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that we do not seek to reach intrinsic optimal performance. First, each dataset
has been randomly split into training and testing subsets, as explained in the
previous section. This splitting procedure has been repeated 10 times so that
10 different training sets and testing sets are thus available, each set containing
two thirds and one third of the original dataset respectively. We denote by Ti =
(Tri, T si) such a split, with i ∈ [1, 10] and where Tri and Tsi stand respectively
for the training part and the test part. Then, for each Ti, the Forest-RI algorithm
has been run with the three following default values of K: K = 1, K =

√
M

and K = log2(M) + 1; and Forest-RK has been run 50 times. By this way,
10 × 50 × 3 = 1500 comparisons between Forest-RI and Forest-RK have been
performed for each dataset. Algorithm 1 summarizes the whole experimental
protocol applied to each dataset. This procedure outputs for each dataset 3
tables of 500 McNemar test outputs, i.e. values ∈ {−1, 0, 1}, corresponding to
the three possible cases enumerated previously. Those results are presented and
discussed in the next section.

Algorithm 1. Experimental Protocol
Input: N the number of instances in the original dataset.
Input: M the number of features in the original dataset.

for i = 1 to 10 do
Randomly draw without replacement 2

3 × N of the original dataset instances to
form a training subset Tri. The remaining instances form the test subset Tsi, and
the couple (Tri, T si) is denoted Ti.
Grow three Random Forests, on the training set Tri, noted h1, h√

M and

hlog2(M)+1, according to Forest-RI algorithm with K respectively equal to 1,
√

M
and log2(M) + 1.
for j = 1 to 50 do

Grow a Random Forest, noted hRj , according to Forest-RK algorithm, on the
training set Tri.
Apply McNemar test on classifier pairs (h1, hRj ), (h√

M , hRj ) and
(hlog2(M)+1, hRj ), with the testing set Tsi. Store the results.

end for
end for

3.3 Results

Table 2 presents a synthesis of our results obtained by the experimental protocol
detailed in Algorithm 1. As mentioned above, 3 tables of 500 comparison results
are firstly obtained for each dataset. For those 3 tables, the number of occur-
rences of the three possible cases have been counted and detailed in table 2. The
first observation that can be made from this table is that, when all the results
are summed for each of the three McNemar possible answers, the second case for
which the two algorithms have shown to be statistically equivalent, is strongly in
the majority. Thus, considering all the comparisons performed between Forest-RI
and Forest-RK, the two algorithms are as accurate as each other. Then looking
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at each cell of the table the same observation can be made : for each case —
except for two of them, i.e. Letter/K = 1 and Ringnorm/K = 1 — the two
algorithms have shown to be equivalent most of the times. Hence, the McNemar
test indicates that the two algorithms are “globally” equivalent; however, as the
first and third values in each cell of the table are not always strictly null, one can
say that one of the two algorithms is sometimes better than the other. Thus, let
us consider only cases for which the McNemar test indicates that one algorithm
outperforms the other, by comparing the first and the third values in each cell of
the table: we can notice that in 19 of the 30 duels, Forest-RI outperforms Forest-
RK most of times, and in 9 of the 30 duels it is the contrary. But concerning
the Forest-RI algorithm, when looking at each dataset, it appears to be more
interesting to use K = 1 for 3 datasets (Spambase,Ringnorm,Twonorm), to use
K =

√
M for 4 datasets (Pendigits,Gamma,Letter,Segment) and to use K =

log2(M) + 1 for 3 datasets (Diabetes, Vehicle, Waveform). Finally, choosing the
best value of K in Forest-RI algorithm still remains an unsolved problem since it
depends on the intrinsic characteristics of the tested dataset. Consequently the
Forest-RK algorithm is a good alternative to Forest-RI for producing accurate
Random Forest classifiers since it provides a means to avoid the selection of the
optimal value of K while providing the same good performance in average than
those obtained with the best value of K.

Table 2. McNemar test results. In each cell the first number corresponds to cases
for which Forest-RK outperforms Forest-RI; the second number to cases for which
neither of the two algorithms outperforms the other; and the third number to cases
for which Forest-RI outperforms Forest-RK. The number in brackets represents the
corresponding value of K.

Dataset K = 1 K =
√

M K = log2(M) + 1

Diabetes 4/482/14 0/490/10 (3) 12/471/17 (4)

Gamma 3/495/2 8/473/19 (3) 6/488/6 (4)

Letter 425/75/0 1/350/149 (4) 0/374/126 (5)

Pendigits 38/467/0 4/491/5 (4) 49/451/0 (5)

Segment 142/358/0 7/490/3 (4) 6/494/0 (5)

Spambase 1/408/91 0/416/84 (8) 0/452/48 (7)

Vehicle 5/495/0 6/491/3 (4) 5/490/5 (5)

Waveform 50/450/0 1/447/52 (6) 0/440/60 (6)

Ringnorm 0/3/497 0/414/86 (4) 1/479/20 (5)

Twonorm 0/296/204 1/485/14 (4) 1/483/16 (5)

Sums 627/3034/839 20/4074/406 74/4134/292

4 Conclusions

Investigations on RF parametrization have been presented in this paper, that
have focused on the number K of features randomly selected at each node dur-
ing the tree induction process. A new push-button algorithm has been presented
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for which the setting of K is not a crucial issue anymore. Experimental com-
parisons with the reference algorithm Forest-RI, using the McNemar statistical
test of significance, have shown that this new algorithm produces classifiers that
are statistically as accurate as the Forest-RI inducted RF with default settings
of K usually found in the literature. Since the setting of K for the Forest-RI
algorithm is still an unsolved issue, it appears that Forest-RK is a good alter-
native for producing accurate classifiers. However, some issues still remain when
focusing on hyperparameter K : Is there any other value than those proposed in
the literature, that can make Forest-RI produce more accurate classifiers? How
can the optimal setting be determined? Answering to those questions would fur-
thermore be interesting for adapting this new algorithm so that it would be able
to change the setting of K to a value known to be useful to produce a more
accurate classifier.
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Abstract. This paper presents fuzzy linguistic logic programming which
is developed based on fuzzy logic programming introduced by P. Vojtáš
in order to facilitate the representation and reasoning on knowledge ex-
pressed in natural language. In fuzzy linguistic logic programming, truth
values are linguistic terms such as true, very true, more or less true,
and false taken from a hedge algebra of the truth variable, and linguistic
hedges, e.g., very, more or less, quite, and rather, which are frequently
used in natural language, can be used as unary connectives in formulae.
In order to compute the truth value of a query, we provide a computa-
tional model which directly manipulates linguistic terms. The soundness
of the computational model is proved. A fixpoint semantics of logic pro-
grams and the completeness of the computational model are discussed.

Keywords: fuzzy logic programming; hedge algebra; linguistic value;
linguistic hedge.

1 Introduction

People use words in natural language, which are inherently imprecise, vague
and qualitative in nature, to describe real world information, to analyse, to
reason, and to make decisions. Moreover, linguistic hedges (modifiers) are very
often used to state different levels of emphasis. Therefore, it is necessary to
investigate logical systems that can directly work with words and make use of
linguistic hedges since such systems will make it easier to represent and reason
on knowledge expressed in natural language.

Fuzzy logic which is derived from fuzzy sets theory, introduced by L. Zadeh,
deals with reasoning that is approximate rather than exact. In fuzzy logic, the
truth value domain is not the classical set {False, T rue} or {0, 1}, but a set of
linguistic truth values or the whole unit interval [0,1]. In fuzzy logic, linguistic
hedges play an essential role in the generation of the values of a linguistic variable
as well as in the modification of fuzzy predicates [13]. Fuzzy logic provides us with
a very powerful tool towards handling imprecision and uncertainty, which are
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very often encountered in real world information, and a capacity for representing
and reasoning on knowledge expressed in linguistic forms.

Fuzzy logic programming, introduced in [11], is a formal model of an extension
of logic programming without negation working with a truth functional fuzzy
logic in narrow sense. In fuzzy logic programming, atoms and rules, which are
many-valued implications, are graded to a certain degree in [0,1], and a wide va-
riety of many-valued connectives are allowed in formulae. A sound and complete
computational model is provided to compute the truth value of a query.

Hedge algebras, introduced in [9] by C.H. Nguyen et al., give an algebraic
characterization of linguistic hedges. Hedge algebras have been shown to have
a rich enough algebraic structure to represent linguistic domains, and based on
them, several methods of linguistic reasoning, which directly manipulate linguis-
tic terms, are developed [7,4]. Hedge algebras can also be effectively applied to
fuzzy control, and in those methods, there is no need to manipulate any sort of
membership functions at all [7,8].

We proceed as follows. Section 2 presents linguistic truth domains generated
from hedge algebras, inverse mappings of hedges, many-valued modus ponens
and connectives wrt linguistic truth domains while Section 3 presents fuzzy lin-
guistic logic programming, defines declarative and procedural semantics, proves
the soundness of the computational model, and discusses a fixpoint semantics
and the completeness of the computational model. Section 4 concludes the paper.

2 Linguistic Truth Domains

2.1 Hedge Algebras

Linguistic truth values such as True, Very True, Very More-or-less False, and so
on, can be considered to be generated from a set of generators (primary terms)
G = {False, T rue} by using hedges from a set H = {V ery,More-or-less, ...}
as unary operations. There exists a natural ordering among these values, with
a ≤ b meaning that a indicates a degree of truth less than or equal to b, e.g.,
True < V eryT rue and False < More-or-less False (a < b iff a ≤ b and a �= b).
Hence, this domain is a partially ordered set and can be described as an abstract
algebra AX = (X,G,H,≤), where X is a terms-domain, G is a set of primary
terms, H is a set of hedges, and ≤ is a semantics-based order relation on X .
Such algebras are called hedge algebras (HA) [9,10].

Hedges either increase or decrease the meaning of terms they modify, i.e.,
∀h ∈ H and ∀x ∈ X either hx ≥ x or hx ≤ x. Given two hedges h and k, it is
said that: (i) h and k are converse if ∀x ∈ X (hx ≤ x iff kx ≥ x); (ii) h and k
are compatible if ∀x ∈ X (hx ≤ x iff kx ≤ x); (iii) h modifies terms stronger or
equal to k, denoted h ≥ k, if ∀x ∈ X (hx ≤ kx ≤ x) or (x ≤ kx ≤ hx); (iv) h
is positive wrt k, i.e., h strengthens the degree of modification of k, if ∀x ∈ X
(hkx ≤ kx ≤ x) or (x ≤ kx ≤ hkx); (v) h is negative wrt k, i.e., h weakens the
degree of modification of k, if ∀x ∈ X (kx ≤ hkx ≤ x) or (x ≤ hkx ≤ kx).

For each x ∈ X , the set of all terms generated from x is denoted by H(x) =
{σx|σ ∈ H∗}, where H∗ is the set of all strings of symbols in H . There is an
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important semantic property of hedges called semantics heredity, i.e., hedges
modify the meaning of a term a bit, but mainly preserve its original meaning.
Therefore, if hx ≤ kx, then H(hx) ≤ H(kx).

Given a term x = hn...h1u, there exists an index i such that the suffix hi...h1u
of x is called a canonical representation of x wrt u, i.e., x = hihi−1...h1u and
hihi−1...h1u �= hi−1...h1u and hjx = x, for all j > i. It can be shown that each
term has one and only one canonical representation. In this paper, all expressions
of terms are assumed to be in the form of canonical representation.

Since we allow hedges to be unary connectives in formulae, there is a need
to be able to compute the truth value of a hedge-modified formula from that of
the original. To do that the notion of an inverse mapping of a hedge introduced
in [1] is used. We will show later that in some cases an inverse mapping of a
hedge is undeterminable if HAs under consideration are non-linear, i.e., there are
compatible hedges that are incomparable. Therefore, in the sequel, we only deal
with linear HAs. This is also in line with Vojtáš’s work. For a formal presentation
of general HAs, we refer the reader to [9,10,6].

2.2 Linear Symmetric Hedge Algebras

The set G of generators usually has two comparable primary terms. HAs that
have exactly two primary terms are called symmetric ones. For the truth variable,
G consists of False < True, denoted c− and c+, respectively. The set of hedges
H can be divided into two disjoint subsets: H+ = {h|hc+ > c+} = {h|hc− < c−}
and H− = {h|hc+ < c+} = {h|hc− > c−}. Clearly, any pair of hedges in each
subset H+ or H− are compatible, and every hedge in H+ is converse to every
hedge in H− and vice versa. A HA AX = (X, {c−, c+}, H,≤) is called a linear
symmetric HA if H+ and H− are linearly ordered. It can be shown that a terms-
domain X generated from a linear symmetric HA is a linearly ordered set. From
now on, if not stated otherwise, by “HA” we mean “linear symmetric HA”.

Let I /∈ H be the identity hedge, i.e., ∀x ∈ X , Ix = x. For a HA, it can be
shown that I is the least element of both sets H+ ∪ {I} and H− ∪ {I}.

Example 1. Consider a HA AX = (X, {c−, c+}, {V,M,P,Mol},≤), where V,
M, P, and Mol stand for Very, More, Probably, and More-or-less, respectively.
AX is a linear symmetric HA as follows. H is decomposed into H+ = {V,M}
and H− = {P,Mol}. In H+ ∪ {I}, we have I < M < V while in H− ∪ {I}, we
have I < P < Mol.

It is shown in [10] that if H �= ∅, and H(c+), H(c−) are infinite, we have
inf(c+) = sup(c−), sup(c+) = 1, and inf(c−) = 0. Let W = inf(c+) = sup(c−),
thus 0 < c− < W < c+ < 1. The linguistic truth domain from a HA AX =
(X, {c−, c+}, H,≤) is defined as X = X∪{0,W, 1}, where 0,W, 1 are respectively
the least, the neutral and the greatest elements of the domain.

The usual negation, conjunction, and disjunction are defined as follows. Given
x = σc, where σ ∈ H∗ and c ∈ {c+, c−}, y is the negation of x, denoted y = −x,
if y = σc′ and {c, c′} = {c+, c−}, and −0 = 1,−1 = 0,−W = W . Let x, y ∈ X ,
x ∧ y = min(x, y) and x ∨ y = max(x, y).
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Furthermore, we restrict ourselves to a class of HAs called monotonic HAs in
order to define the notion of an inverse mapping of a hedge.

2.3 Monotonic Hedge Algebras

A HA AX = (X,G,H,≤) is called a monotonic HA if each h ∈ H+(H−) is
positive wrt all k ∈ H+(H−) and negative wrt all k ∈ H−(H+). For monotonic
HAs, an extended order relation on H ∪ {I}, denoted ≤h, is defined based on
the order relations on H+ ∪ {I} and H− ∪ {I} as follows. Given h, k ∈ H ∪ {I},
h ≤h k iff: (i) h ∈ H−, k ∈ H+; or (ii) h, k ∈ H+ ∪ {I} and h ≤ k; or (iii)
h, k ∈ H− ∪ {I} and h ≥ k. We denote h <h k if h ≤h k and h �= k.

Example 2. The HA in Example 1 is also monotonic since V and M are positive
wrt V and M and negative wrt P and Mol, and P and Mol are positive wrt P
and Mol and negative wrt V and M . In addition, Mol <h P <h I <h M <h V .

The following proposition shows how to compare terms in a monotonic HA.

Proposition 1 ([1])
Given a monotonic HA AX = (X, {c+, c−}, H,≤). Let h, k ∈ H; c1, c2 ∈
{c+, c−}; σ1, σ2, δ ∈ H∗; x, y ∈ X. We have: (i) x ≤ y ⇔ −x ≥ −y; (ii)
h ≤h k ⇔ hσc+ ≤ kσc+; (iii) h ∈ H− ⇒ hσc+ ≤ σc+; (iv) h ∈ H+ ⇒ hσc+ ≥
σc+; (v) σ1c1 ≤ σ2c2 ⇔ σ1hc1 ≤ σ2hc2; (vi) σ1c1 ≤ σ2c2 ⇔ σ1δc1 ≤ σ2δc2.

2.4 Inverse Mappings of Hedges

In fuzzy logic, knowledge is usually represented in terms of pairs of a vague
sentence and its degree of truth, which is also expressed in linguistic terms. A
vague sentence can be represented by p(x, u), where x is a variable or a constant,
u is a fuzzy concept, and p(., .) is a linguistic analog of the classical predicate.
For example, the assertion “It is quite true that John is studying hard” can be
represented by a pair (study(John, hard), QuiteT rue).

According to [12], assessments “It is true that John is studying very hard” and
“It is very true that John is studying hard” can be considered to be equivalent.
Thus, hedge “Very” can be moved from the fuzzy concept to the truth value
and conversely, and this is formalised in [7] by rules of moving hedges:

(RT 1) (p(x, hu), σc) ⇒ (p(x, u), σhc)
(RT 2) (p(x, u), σhc) ⇒ (p(x, hu), σc)

However, in some cases none of the rules is applicable. For instance, given
“Very True” being the truth value of “John is young”, we can not compute the
truth value of “John is probably young”. The notion of an inverse mapping of a
hedge provides us a solution to the problem.

Definition 1 (An inverse mapping of a hedge). Consider a monotonic HA
AX = (X, {c+, c−}, H,≤) and a hedge h ∈ H. A mapping h− : X → X is called
an inverse mapping of h iff it satisfies the following conditions: (i) h−(σhc) = σc,
where c ∈ {c+, c−}, σ ∈ H∗; (ii) x ≤ y ⇒ h−(x) ≤ h−(y).
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The meaning of an inverse mapping of a hedge is that if we modify the fuzzy
concept of a vague sentence by a hedge, its truth value will be changed by the
inverse mapping of that hedge. Since 0, W, 1 are fixed points1, we have ∀h ∈ H ,
h−(0) = 0, h−(W ) = W,h−(1) = 1.

Condition (i) assures Rule RT 2 to be fulfilled, and intuitively an inverse
mapping of a hedge should be monotonic (Condition (ii)). However, with non-
monotonic HAs, we may not have an inverse mapping of a hedge that satis-
fies the two conditions simultaneously. For example, consider a HA containing
two hedges V ery ∈ H+ and Little ∈ H−. V ery is positive wrt Little, e.g.,
V eryLittleT rue < LittleT rue < True, so the HA is not a monotonic HA.
By Condition (i), we have Little−(V eryLittleT rue) = V eryT rue > True =
Little−(LittleT rue), i.e., Little− is not monotonic.

Also, with non-linear HAs, in some cases we can not determine inverse map-
pings of hedges. For example, consider a HA having two incomparable hedges,
say P (robably), A(pproximately) ∈ H−. We can see that since Ac+ and Pc+ are
incomparable, P−(Ac+) and P−(Pc+) = c+ should be incomparable too. This
is unreasonable since every truth value is comparable to c+ and c−.

An inverse mapping of a string of hedges is defined as: (hp...h1)−(δc) =
h−

p (...(h−
1 (δc))...). Thus, sentence p(x, hp...h1u) can be interpreted as p(x,

(hp...h1)u), i.e., the string of hedges is considered as a whole modifier, or as
p(x, (hp...(h1u)...)), i.e., the fuzzy concept is modified by hedges one after the
other, with the same truth value.

2.5 K-Limited Monotonic Hedge Algebras

In practice, we normally use finitely many degrees of quality or quantity to
describe real world applications which are granulated (L. Zadeh). Also, it is
reasonable to consider only finitely many truth values in order to provide a
logical system that can be implemented for computers. In fact, we later show
that with a finite truth domain we can obtain the Least Herbrand model for
a finite program after a finite number of steps. Therefore, we can define a K-
limited monotonic HA, where K is a positive integer, as a monotonic HA in
which each truth value has at most K hedges, i.e., the length of the canonical
representations of all terms wrt c ∈ G is at most K+1. For K-limited monotonic
HAs, the definition of an inverse mapping of a hedge remains unchanged.

Example 3. Consider a 2-limited monotonic HA AX=(X, {c+, c−}, H,≤), where
H+ = {V,M}, H− = {P, Mol} with Mol <h P <h I <h M <h V . The following
is an example of inverse mappings of hedges for the HA:

V −(h2h1c
+) =

⎧⎪⎪⎨
⎪⎪⎩

h2c
+ if h1 = V

PMolc+ if h1 = M,h2 ∈ H+ ∪ {I}
h2Molc+ if h1 = M,h2 ∈ H−

MolMolc+ otherwise

1 x is said to be a fixed point if ∀h ∈ H,hx = x [10].
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M−(h2h1c
+) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

h2V c
+ if h1 = V, h2 ∈ H+

MV c+ if h1 = V, h2 ∈ H− ∪ {I}
h2c

+ if h1 = M
PMolc+ if h1 = I
PMolc+ if h1 = P, h2 ∈ H+ ∪ {I}
h2Molc+ if h1 = P, h2 ∈ H−

MolMolc+ otherwise

P−(h2h1c
+) =

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

h2V c+ if h1 = V, h2 ∈ H+

MV c+ if h1 = V, h2 ∈ H− ∪ {I}
MV c+ if h1 = M or h1 = I
h2c

+ if h1 = P
PMolc+ if h1 = Mol, h2 ∈ H+ ∪ {I}
h2Molc+ if h1 = Mol, h2 ∈ H−

Mol−(h2h1c
+) =

⎧
⎪⎪⎨
⎪⎪⎩

V V c+ if h1 ∈ {V,M, I}
h2V c

+ if h1 = P, h2 ∈ H+

MV c+ if h1 = P, h2 ∈ H− ∪ {I}
h2c

+ if h1 = Mol

and k−(h2h1c
−) = −k−(h2h1c

+), obtained by replacing c+ by c−. As usual,
∀h ∈ H,h−(0) = 0, h−(W ) = W,h−(1) = 1. It can be easily verified that these
mappings satisfy the conditions (i) and (ii).

We can see that an inverse mapping of a hedge is not unique since we can build
many that satisfy the conditions. For the above example, we can define:

V −(h2h1c
+) =

{
h2c

+ if h1 = V
MolMolc+ otherwise.

This is acceptable since reasoning based on fuzzy logic is approximate, and thus
inverse mappings of hedges should be built according to applications.

2.6 Many-Valued Modus Ponens

Our logic is truth-functional, i.e., the truth value of a compound formula, built
from its components using a logical connective, is a function, which is called the
truth function of the connective, of the truth values of the components.

The computational model is developed based on many-valued modus ponens.
To guarantee the soundness of modus ponens, the truth function of the implica-
tion (called implicator) must be residual to the t-norm evaluating modus ponens
(see [2]). Precisely, let r be the truth value of an implication h← b, C a t-norm,
and ←• its residual implicator; we have:

C(b, r) ≤ h iff r ≤←• (h, b).

Recall that in many-valued logics there are several prominent sets of connectives
called �Lukasiewicz and Gödel ones. Given a linguistic truth domain X, since all
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the values are linearly ordered, we assume that they are v0 ≤ v1 ≤ ... ≤ vn,
where v0 = 0, vn = 1. The �Lukasiewicz t-norm and implicator can be defined as:

CL(vi, vj) =
{
vi+j−n if i + j − n > 0
v0 otherwise

←•
L (vj , vi) =

{
vn if i ≤ j
vn+j−i otherwise

and those of Gödel can be:

CG(vi, vj) = min(vi, vj)

←•
G (vj , vi) =

{
vn if i ≤ j
vj otherwise

We can see that t-norms are monotonic in all arguments, and implicators are
non-decreasing in the first argument and non-increasing in the second.

3 Fuzzy Linguistic Logic Programming

3.1 Language

Like [11], our language is a many sorted (typed) predicate language. Let A
denote the set of all attributes. For each sort of variables A ∈ A, there is a set
CA of constant symbols, which are names of elements of the domain of A. In
order to achieve the Least Herbrand model after a finite number of steps, we do
not allow any function symbols. Connectives can be: conjunctions ∧ (also called
Gödel conjunction with the truth function being Gödel t-norm), ∧L (�Lukasiewicz
conjunction with the truth function being �Lukasiewicz t-norm); the disjunction
∨; implications←L (�Lukasiewicz),←G (Gödel); and hedges as unary connectives.
For a connective c different from hedges, its truth function is denoted by c•, and
for a hedge connective h, its truth function is its inverse mapping h−.

A term is either a constant or a variable. An atom is of the form p(t1, ..., tn),
where p is an n-ary predicate symbol, and t1, ..., tn are terms of corresponding
attributes. A body formula is defined inductively as follows: (i) An atom is a
body formula. (ii) If F and G are body formulae, then so are ∧(F,G),∨(F,G)
and hF , where h is a hedge (here we use the prefix notation for connectives in
body formulae). A rule is a graded implication (A← B.r), where A is an atom
called rule head, B is a body formula called rule body, and r is a truth value
different from 0. (A← B) is called the logical part of the rule. A fact is a graded
atom (A.b), where A is an atom called the logical part of the fact, and b is a
truth value different from 0. A query is an atom used as a question ?A.

Definition 2 (Fuzzy linguistic logic program). A fuzzy linguistic logic pro-
gram (program, for short) is a finite set of rules and facts, where truth values
are from the linguistic truth domain of a K-limited monotonic HA, hedges used
in body formulae (if any) belong to the set of hedges of the HA, and there are no
two rules (facts) having the same logical part, but different truth values.
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We assume as usual that the underlying language of a program P is defined by
constants (if no such constant exists, we add some constant such as a to form
ground terms) and predicate symbols appearing in P , so we can now refer to
Herbrand universe of a sort A, which consists of all ground terms of A, by UA

P

and Herbrand base of P , which consists of all ground atoms, by BP (see [5]).
A program P can be represented as a partial mapping:

P : Formulae→ X \ {0}

where the domain of P , dom(P ), is finite and consists only of logical parts of
rules and facts, and X is a linguistic truth domain. The truth value of a rule
(A← B.r) is r = P (A← B), and that of a fact (A.b) is b = P (A).

Since in our logical system we just want to obtain computed answers for
queries, we do not look for 1-tautologies to extend the capabilities of the system
although we can have some due to the fact that our connectives are classical
many-valued ones (see [2]).

3.2 Declarative Semantics

Since we are working with logic programs without negation, it is reasonable to
consider only fuzzy Herbrand interpretations and models. Given a program P ,
let X be the linguistic truth domain; a fuzzy linguistic Herbrand interpretation
(interpretation, for short) f is a mapping f : BP → X. The ordering ≤ in X
can be extended to the set of interpretations as follows. We say f1 ' f2 iff
f1(A) ≤ f2(A) for all ground atoms A. Clearly, the set of all interpretations of a
program is a complete lattice under '. The least interpretation called the bottom
interpretation maps every ground atom to 0.

An interpretation f can be extended to all ground formulae, denoted f , by
using the unique homomorphic extension as follows: (i) f(A) = f(A), if A is
a ground atom; (ii) f(c(B1, B2)) = c•(f(B1), f(B2)), where B1, B2 are ground
formulae, and c is one of the binary connectives; (iii) f(hB) = h−(f(B)), where
B is a ground body formula, and h is a hedge. For non-ground formulae, since all
the formulae in our language are considered universally quantified, f is defined
as f(ϕ) = f(∀ϕ) = infϑ{f(ϕϑ)|ϕϑ is a ground instance of ϕ}, where ∀ϕ means
universal quantification of all variables with free occurrence in ϕ.

An interpretation f is a model of a program P if for all ϕ ∈ dom(P ), f(ϕ) ≥
P (ϕ). Therefore, P (ϕ) is understood as a lower bound for the truth value of ϕ.

Definition 3 (Correct answer). Given a program P , let X be the linguistic
truth domain. A pair (x; θ), where x ∈ X, and θ is a substitution, is called a
correct answer for P and ?A if for any model f of P , f(Aθ) ≥ x.

3.3 Procedural Semantics

Given a program P and a query ?A, we want to compute a lower bound for the
truth value of A under any model of P . Recall that in the theory of many-valued
modus ponens [2], given (A←i B.r) and (B.b), we have (A.Ci(b, r)), where Ci is
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the t-norm evaluating the modus ponens. Like in [11], our computational model
utilises the so-called admissible rules.

Definition 4 (Admissible rules). Admissible rules are defined as follows:

Rule 1. From ((XAmY );ϑ) infer ((XC(B, r)Y )θ;ϑθ) if: (i) Am is an atom
(called the selected atom); (ii) θ is an mgu of Am and A; (iii) (A← B.r) is a
rule in the program.
Rule 2. From (XAmY ) infer (X0Y ) (this rule is used for situations where Am

does not unify with any rule head or logical part of facts in the program).
Rule 3. (for hedges) From (XhBY ) infer (Xh−(B)Y ) if B is a non-empty body
formula.
Rule 4. From ((XAmY );ϑ) infer ((XrY )θ;ϑθ) if: (i) Am is an atom; (ii) θ is
an mgu of Am and A; (iii) (A.r) is a fact in the program.
Rule 5. If there are no more predicate symbols in the word, replace all connec-
tives ∧’s and ∨’s with ∧• and ∨•, respectively. Then, since this word contains
only some additional C’s, h−’s and truth values, evaluate it. The substitution
remains unchanged.

Note that the above rules except Rule 3 are the same as those in [11].

Definition 5 (Computed answer). Let P be a program and ?A a query. A
pair (r; θ), where r is a truth value, and θ is a substitution, is said to be a
computed answer if there is a sequence G0, ..., Gn such that: (i) G0 = (A; id);
(ii) Every Gi+1 is inferred from Gi by one of admissible rules (here we also utilise
the usual Prolog renaming of variables along derivation); (iii) Gn = (r; θ′) and
θ = θ′ restricted to variables of A. The computation is said to have length n.

Let us give an example of computations.

Example 4. Assume that our truth domain is from the 2-limited monotonic HA
described in Example 3 AX = (X, {False, T rue}, {V,M,P,Mol},≤), and we
have a knowledge base consisting of the following statements: (i) Sentence “If
a student studies very hard, and his/her university is more-or-less high-ranking,
then he/she will be a good employee” has a degree of truth “Very Probably True”;
(ii) Sentence “The university where Ann is studying is probably high-ranking”
has a degree of truth “True”; (iii) Sentence “Ann is studying hard” has a degree
of truth “More Very True”.

Let GdEm, StHd, HiraUn, and T stand for “good employee”, “study hard”,
“high-ranking university”, and “True”, respectively. Then, the knowledge base
can be represented by the following program:

(GdEm(x) ← ∧(V StHd(x), MolHiraUn(x)).V PT )
(HiraUn(Ann).PT ) (by RT 1, (PHiraUn(Ann).T ) ⇒ (HiraUn(Ann).PT ))
(StHd(Ann).MV T ).

Given a query ?GdEm(Ann), we can have the following computation (since
the query is ground, the substitution in the computed answer is the identity):

?GdEm(Ann)
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C(∧(V StHd(Ann),MolHiraUn(Ann)), V PT )

C(∧(V −(StHd(Ann)),MolHiraUn(Ann)), V PT )

C(∧(V −(StHd(Ann)),Mol−(HiraUn(Ann))), V PT )

C(∧(V −(MV T ),Mol−(HiraUn(Ann))), V PT )

C(∧(V −(MV T ),Mol−(PT )), V PT )

C(∧•(V −(MV T ),Mol−(PT )), V PT )

If we use the inverse mappings of hedges built in Example 3, �Lukasiewicz t-norm,
and take min as the truth function of the conjunction, we have: C(∧•(V −(MV T ),
Mol−(PT )), V PT ) = C(min(MT,MV T ), V PT ) = C(MT, V PT ) = PMolT .
Hence, the sentence “Ann will be a good employee” is at least “Probably More-or-
less True”. Note that if we use Gödel t-norm, we will have (GdEm(Ann).V PT ).

3.4 Soundness of the Computational Model

Theorem 1 (Soundness of the computational model). Every computed
answer for a program P and a query ?A is a correct answer.

Proof. Since inverse mappings of hedges are monotonic, the proof is similar to
that in [11].

3.5 Fixpoint Semantics and Completeness

An immediate consequence operator can be defined as follows:

Definition 6 (Immediate consequence operator). Let P be a program. The
operator TP mapping from interpretations to interpretations is defined as follows.
For every interpretation f and every ground atom A ∈ BP ,

TP (f)(A) = max{sup{Ci(f(B), r) : (A←i B.r) is a ground instance of a rule
in P}, sup{b : (A.b) is a ground instance of a fact in P}}.
It is shown in [3] that TP is continuous, and furthermore an interpretation f is a
model of a program P iff TP (f) ' f . Therefore, the Least Herbrand model of the
program P is exactly the least fixpoint of TP and can be obtained by iterating
TP from the bottom interpretation after ω iterations, where ω is the smallest
limit ordinal (apart from 0). Moreover, since the truth domain X and Herbrand
base BP are finite, the least model of the program P can be obtained after at
most O(|P ||X |) steps, where |S| denotes the cardinality of a set S. This is an
important tool for dealing with recursive programs, for which computations can
be infinite.

Theorem 2 (Completeness of the computational model). Let P be a
program and ?A a query. For every correct answer (x; θ) for P and ?A, there
exists a computed answer (r;σ) for P and ?A and a substitution γ such that
r ≥ x and θ = σγ.

The theorem can be proved based on the fixpoint semantics and extended ver-
sions of Mgu and Lifting lemmas [5] as shown in [3].



448 V.H. Le, F. Liu, and D.K. Tran

4 Conclusion

We have presented fuzzy linguistic logic programming as a result of integrating
hedge algebras and fuzzy logic programming. The main purpose of this work
is to facilitate the representation and reasoning on knowledge stated in natural
language, in which vague sentences are often given a degree of truth expressed in
linguistic terms rather than a number, and linguistic hedges are usually used to
indicate different levels of emphasis. In a fuzzy linguistic logic program, each fact
or rule is graded to a certain degree specified by a truth value from the linguistic
truth domain of a hedge algebra of the truth variable, and hedges, which are not
allowed in fuzzy logic programming, can be used as unary connectives in body
formulae. The allowance of linguistic hedges as unary connectives strictly makes
the expressive power of the language increase. To compute the truth value of a
query, we provide a computational model which directly computes with linguistic
terms. It has been shown that a knowledge base expressed in natural language
can be easily represented in our language. The soundness of the computational
model is proved. A fixpoint semantics for logic programs and the completeness
of the computational model are discussed.
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Abstract. Most of the current network traffic classification approaches employ 
single classifier method with achieving lower accuracy under small training set. 
Different from high flow accuracy, byte accuracy, as an important metric for 
network traffic classification, is usually ignored by many researchers. To ad-
dress these two problems, this paper proposes a novel classification algorithm. 
It combines ensemble learning with cost-sensitive learning, which enables the 
classification model to achieve high flow accuracy as well as byte accuracy. By 
evaluating our algorithm with the real 7-day traces collected at the edge of the 
campus network, the results show that it can averagely obtain flow accuracy of 
94% as well as byte accuracy of 81%. 

Keywords: network traffic classification; ensemble learning; cost-sensitive 
learning; byte accuracy. 

1   Introduction  

At the edge of enterprise or campus networks, usually some policies would be applied 
to guarantee the SLA (Service Level Agreement) for some special applications 
(WEB, VoIP et al). This requires the network equipments having the ability to iden-
tify the application for IP flow. Accurate classification of network traffic is an essen-
tial step for many other topics, including security, network administration, and trouble 
shooting. Therefore, traffic classification attracts a lot of research interests in the past 
few years. 

In early literatures, port-based identification approach was widely used in network 
traffic classification, as traditional applications use standard ports assigned by IANA 
(for instance, WEB traffic uses port 80 and SMTP uses port 25). However, since the 
year 2002, in order to break through firewalls and other network security equipments, 
an increasing number of network applications would no longer use the standard ports 
for communicating, while the dynamic port allocation and camouflage technology 
have been widely used. The effectiveness of port-based identification approach was 
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greatly undermined, and researches showed that it could not obtain more than 70% 
accuracy rate nowadays. 

An alternative approach is payload-based identification. It identifies network traffic 
by searching the packet payload for signatures of known applications [1,2]. This ap-
proach is very useful and employed by many commercial bandwidth management 
products [3]. However, payload-based identification has several limitations. First, this 
technology can only identify network traffic whose signatures are known as prior. 
Second, it brings great challenge to the processing and storage capacity of network 
equipment, especially in high-bandwidth environment. Third, the payload encryption 
technology, the tunnel technology and the evolution of Internet applications have 
further reduced the effectiveness of payload-based approach. 

Considering the limitations mentioned above, more and more researchers paid at-
tention to machine learning approaches using statistical flow characterizations in the 
past few years. According to Erman.J[4], there are several reasons why these ap-
proaches are recommended. First, different applications have different behaviors and 
thus exhibit different flow statistics. For example, Peer-to-Peer applications would 
have larger average packet size while IM client would have the smaller one. Second, 
although obfuscation of flow statistics is possible, it is generally difficult to imple-
ment. Third, classification based on flow statistics can benefit from a lot of work on 
flow sampling/estimation techniques. 

Recent machine approaches generally employ single classifier method. It classifies 
examples depending on one classifier’s decision; therefore, it is difficult to achieve a 
high accuracy without a large amount of training data. Second, previous works are 
mainly focused on achieving high flow accuracy. However, the high byte accuracy is 
also important for a network traffic classification system, for that in Internet the ma-
jority of the IP flows are small in bytes (“mice” flows) and only a few number of 
large flows (“elephant” flows)  hold up the majority of traffic[5] . In our own traffic 
classification experience, the top 15% largest flows account for 81% of the traffic in 
terms of bytes. One extreme situation is that although we may attain 93% flow accu-
racy, the bytes accuracy is only 60%. From this perspective, byte accuracy may play a 
much more important role than flow accuracy in network traffic classification. Note 
that, in this paper, flow accuracy refers to the number of correctly classified flows to 
the total number of flows in a trace and byte accuracy is the number of correctly clas-
sified bytes to the total number of bytes in the trace.  

In this paper, a novel machine learning algorithm for traffic classification is pro-
posed, which classifies network traffic according to application types (Web, FTP, IM, 
Game, etc.). To address the above problems, this algorithm employs two learning 
paradigms: ensemble learning and cost-sensitive learning. Ensemble learning is a 
learning paradigm that constructs a set of classifiers and then classifies new examples 
by taking a (weighted) vote of their predictions. By combining the decisions of a set 
of classifiers, ensemble learning can achieve a much better performance than the 
single classifier. Cost-sensitive learning uses the idea of cost sensitivity when measur-
ing the performance of a traffic classifier, which makes the misclassification of “ex-
pensive” traffic more costly. Cost-sensitive learning can help to improve the bytes 
accuracy rate of classification while maintaining high flow accuracy. By combining 
ensemble learning with cost-sensitive learning, our algorithm can achieve high flow 
accuracy as well as high byte accuracy. We evaluate our algorithm with one week 
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traces captured at the edge of south campus of Sun Yat-Sen University in China, and 
the results show that ensemble learning and cost-sensitive learning do help to im-
prove the performance of network traffic classification.  

The remainder of this paper is structured as follows. Section 2 presents our classi-
fication model. Section 3 describes the dataset used in this work and our experimental 
methodology. Then experimental results and analysis will be presented in section 4. 
Finally, concluding remarks and ideas for future work end this paper.  

2   Traffic Classification Model 

Given a labeled example set S = {(x1,y1), (x2,y2), …(x|s|,y|s|)}, the goal of traffic classi-
fication is to define a function y=f(x) such that each xi is assigned to one predefined 
traffic class yi. The xi values are typically vectors of the form < xi1, xi2, …, xin > with n 
features. The y values are typically drawn from a discrete set of classes {y1, y2,… ym}. 
|S| denotes the size of labeled example set S. In this paper, we would further consider 
how to distinguish unknown application types from known ones. 

Generally speaking, the accuracy rate achieved by the single classifier is limited. A 
learning algorithm can be viewed as searching a space η of hypotheses to identify 
the best hypothesis in the space. When the amount of training data available is too 
small compared to the size of the hypothesis space, the learning algorithm can not 
find the best hypotheses inη that closed to the real one. In this paper, a paradigm 
called ensemble learning is employed. By constructing an ensemble out of all of those 
classifiers, the algorithm can “average” their votes and reduce the risk of choosing the 
wrong answer. Moreover, several researches [6] show that ensemble technique can 
further improve the applicability of algorithm when classifying different data sets. 

In this paper, we consider an ensemble strategy that is similar to Bagging [7]. For 
each component classifier hi (i =1, 2,…,T), a training set with size N is resampled 
from the original training data with bootstrap sampling strategy. Each training set has 
the same size as the original training data, but some examples may not appear in it 
while others appear more than once. Then the learning system generates T classifiers 
from these training sets. When classifying a newly example x, a vote for class k is 
recorded by every component classifier for which hi(x) = k and the ensemble result 
H(x) is then the class with the majority voting. Considering that not all types of appli-
cations generating flows are known as priori and new ones may appear over time, a 
simple strategy is employed to distinguish unknown application types from known 
ones. When T classifiers examine one example x and the number of classifiers voting 
for a particular class does not meet a preset threshold θ, we believe that this example 
belongs to an unknown application. 
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Most of the currently-available algorithms for classification are designed to mini-
mize the error rate (the number of incorrect predictions made), which implicitly as-
sumes that all errors are equally costly. As described before, byte accuracy may play a 



452 H. He et al. 

more important role than flow accuracy in network traffic classification, which makes 
problem cost-sensitive. In this paper, cost-sensitive learning is employed to obtain a 
high flow accuracy rate as well as high bytes accuracy rate. 

In general, misclassification costs can be described by an cost matrix C, which 
C(i,j) indicates the cost of predicting example x to class i when in fact it belongs to 
class j. For traffic classification, the simplest way to measure the cost matrix C is 
according to the overall byte rate of each application type. Given an example x and 
the probability of each class j P(j|x), then the optimal prediction for x is the class i that 
minimizes: 

                                 ∑=
j

jiCxjPxiR ),()|()|(                                                (2) 

The conditional risk R(i|x) is the expected cost of predicting that x belongs to class i. 
The goal of cost-sensitive learning is to achieve the lowest possible overall cost. 

Current cost-sensitive learning research falls into three categories. The first is con-
cerned with making particular classifier learning cost-sensitive [8,9]. The second uses 
Bayes risk theory to assign each example to its lowest risk class [10,11], as formula 
(2) shows. The third category converts cost-sensitive learning problems to cost-
insensitive learning problems [12]. 

Table 1. The Pseudo-code of Classification Model 

Input:the training set S, the confidence 
       Threshold θ, the cost matrix C, 

the number of classifier T 
Process: 
     /** construct a ensemble classifier */ 
     for i∈{1,…,T} do 
         Si←BootstrapSample(S) 
         hi←BuildClassifier(Si) 
     end for 
     /**reassign class values to minimize expected cost*/ 
     for each example x in S do 
      for each class j do 
          ∑∑

←
i

i

i

hxjPxjP ),|(
1

1
)|(

 

          end for 
          ∑←

j
i jiCxjPclasssx ),()|(minarg '  

     end for 
/** reconstruct a ensemble classifier */ 

     for i∈{1,…,T} do 
         Si←BootstrapSample(S) 
         hi←BuildClassifier(Si) 
     end for 

 
Output:an ensemble classifier with T classifiers 
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Individually making each classification algorithm cost-sensitive is laborious, and 
often non-trivial. To make our algorithm more universal, this paper employs a strat-
egy that belongs to the last category. Specifically, we consider a strategy similar to 
MetaCost [12]. Before learning a classifier, m training sets are generated by bootstrap 
sampling from the original training set, and then m classifiers are learned from each. 
Each class’s probability for each example is estimated by the fraction of votes re-
ceived from the ensemble, and then we can use formula (2) to reassign each training 
example to the estimated optimal class. By this way, we can get a new training set 
which minimizes the overall expected cost, and we can learn a cost-sensitive classifier 
on it even if the learning algorithm is cost-insensitive. This procedure treats the classi-
fier as a black box, requiring no knowledge of its functioning or change to it. 

In this paper, a new classification approach is proposed, which extents ensemble 
learning by incorporating cost-sensitive learning. Pseudo-code for classification pro-
cedure is shown in Table 1. 

3   Datasets 

3.1   Data Collection  

To facilitate our work, several Internet traffic traces are needed for training and evalu-
ating our classification model. The traces used in our work come from the south cam-
pus network of Sun Yat-Sen University in China. The measurement equipment is 
deployed at the edge router which links to the WAN. Fig.1 shows the whole network 
measurement system used in this paper. 

 

Fig. 1. Diagram of Network Measurement 

Considering the day-pattern and week-pattern of network traffic, one week  
traces were collected. Specifically, we captured twenty-one traces between January 7-
13, 2008, on 04:00 AM, 10:00 AM and 10:00 PM of each day. Because of the  
high-bandwidth of the edge of the campus network (>200Mbps) and the limited disk 
capacity of our network measurement system, only a five-minute-long bidirectional 
network traffic is captured each time. According to statistics, over 70% traffic volume 
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belongs to the student dormitory, accordingly we use the traffic coming to or from the 
male/female dormitories’ to create and evaluate our classification model. 

3.2   Application Types and Flow Characterized Statistics 

To collect the statistical flow information necessary for the classification evaluations, 
the flows must be identified within the traces. In this paper, flow is defined as a bidi-
rectional exchange of packets between two nodes. Note that, the flows within the 
traces we selected were all hand classified. Seven types of application are identified, 
which are Web, PPLive, Xunlei, FTP, MSN, QQ and QQGame, as Table 2 shows. 
Except these 7 types, the other applications which can not be hand classified are la-
beled as Unknown. 

Table 2. Summary statistics of the datasets 

Flow Byte (MB) Application 
Type Amount Ratio  Amount Ratio 
Web 920430 50.42%  21102.44 18.59% 
PPLive 32481 1.78%  2267.30 2.00% 
Xunlei 215892 11.83%  40406.86 35.59% 
FTP 20698 1.13%  12.94 0.01% 
MSN 3356 0.18%  10.19 0.01% 
QQ 14887 0.82%  75.11 0.07% 
QQGame 1002 0.05%  35.91 0.03% 
Unknown 616681 33.78%  49621.60 43.71% 
Total 1825427 100.00%  113532.35 100.00% 

When defining flow characteristics, we consider flow features which are independ-
ent to packet payload and easy to compute. As a result, the following typical IP flow 
characteristics are taken into account. 

 Flow volume in packets and bytes 
 Flow duration and rate (bytes/duration) 
 Upload download ratio (upload bytes/download bytes) 
 Packet length (mean, standard deviation) 
 Inter-arrival time between packets (mean, standard deviation) 
 Distribution of packets (density [13], burstiness [14]) 

As each flow consists of two directions (upload and download), characteristics are 
calculated in both directions (except upload download ratio). 

4   Experimental Results and Analysis 

In order to evaluate the effectiveness of our classification model, three test scenarios 
are considered in this section: the comparison of flow accuracy rate using ensemble 
technique or not, the comparison of byte accuracy rate using cost-sensitive technique 
or not, and we would show the statistical information when applying our classification 
model to the actual network traffic classification work. 

For each data set, ten-fold cross validation is employed for evaluation. In each fold, 
training data are randomly selected from each data set, with the same size 2000. 
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When classification model is built, the entire respective data set are used for evaluat-
ing. Because of space limited, we only report the average result about data sets on 
10:00 AM.  

C4.5 Decision Tree [15] and Random 
Tree [16] classifiers are used in the ex-
periments, as the base classifier of en-
semble technique. According to Zhou 
[17], a large size of ensemble does not 
necessarily lead to better performance of 
an ensemble, the ensemble size N in our 
classification model is not supposed to be 
too large. In the experiments, the value of 
N is set to 10. The confident thresholdθ 

is set to 0.5, then a newly example is 
regarded as unknown application if the 
number of classifiers voting for a particu-
lar class does not exceed 5. To facilitate 
description, C4.5 Decision Tree and 
Random Tree are denoted by C45 and 
RTree in the following discussion. 

Fig.3 shows the flow accuracies 
achieved by each base classifier and its 
ensemble form. Overall, we find that ensemble technique does help to improve the 
flow accuracy rate of C45 and TRree. On average, the flow accuracy rate of C45 is 
improved from 89% to 93%, and the flow accuracy rate of RTree is improved from 
85% to 94%, respectively. By comparing Fig.2-a with Fig.2-b, we found that C45 
obtained a higher flow accuracy than RTree while obtaining a little bit lower ensem-
ble flow accuracy. This is because RTree can better maintain the diversity in the en-
semble learning process, which ensures any two component classifiers can still be 
diverse even if their training data are similar.  

Jan 7 Jan 8 Jan 9 Jan 10 Jan 11 Jan 12 Jan 13
0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

F
lo

w
 A

cc
ur

ac
y

 C4.5
 Ensemble C4.5

  
Jan 7 Jan 8 Jan 9 Jan 10 Jan 11 Jan 12 Jan 13

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

F
lo

w
 A

cc
ur

ac
y

 Random Tree
 Ensemble Random Tree

 

                     a) C4.5 Decision Tree                                       b) Random Tree 

Fig. 3. Flow Accuracy Comparison 
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Fig. 1. Byte Accuracy by Application 
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                        a) C4.5 Decision Tree                                     b) Random Tree 

Fig. 4. Byte Accuracy Comparison 

By introducing cost-sensitive technique into learning process, a higher byte accu-
racy rate can be achieved, as Fig.4 shows. For C45, an average byte accuracy of 80% 
can be obtained, comparing to the 69% without cost-sensitive learning. For RTree, the 
average byte accuracy is improved from 72% to 81%. Specifically, Fig.2 shows the 
byte accuracies achieved for the two most significant applications (Web, Xunlei). We 
find that both these two applications’ byte accuracies are improved via cost-sensitive 
learning. One strange phenomenon is that the Peer-to-Peer application Xunlei ob-
tained higher byte accuracy rate than the traditional application Web, because many 
current Peer-to-Peer applications disguise themselves by employing the same com-
municating port and similar payload signature as Web. In hand-classification phase, 
Web is labeled via signature-based method, and then some traffic which does not 
belong to Web is labeled as Web. This mistake of “base truth” brings interference to 
the identification of Web. 

To test the effectiveness of our classification model in real classification process, 
all traffic that belongs to male/female dormitories is classified with this model. Table 
3 shows the classification results. Compared to Table 3, more traffic can be identified. 
In hand-classification phase, 44% of bytes are regarded as unknown, but there are 
only 23% of bytes that can not be identified with our classification model. It's worth 
noting that the number of several application types such as QQGame and MSN are 
even less than hand-classification phase, this is because our cost-sensitive strategy  
 

Table 3. Results of Actual Traffic Classification in Male/Female Dormitories 

Flow Byte (MB) Application 
Type Amount Ratio  Amount Ratio 
Web 934011 51.17%  22906.59 20.18% 
PPLive 21569 1.18%  330.52 0.29% 
Xunlei 231762 12.70%  64230.63 56.57% 
FTP 18265 1.00%  4.29 0.00% 
MSN 7396 0.41%  8.26 0.01% 
QQ 15887 0.87%  53.23 0.05% 
QQGame 7471 0.41%  207.26 0.18% 
Unknown 589066 32.27%  25791.47 22.72% 
Total 1825427 100.00%  113532.25 100.00% 
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would try to increase the accuracy on the elephant flows while potentially decreasing 
the accuracy on the mice flows. Although several mice flows would be ignored, our 
classification model can obtain a better performance in general. 

5   Conclusions 

This paper mainly considered two problems when classifying network traffic: the 
accuracy rate achieved by single classifier is limited, and previous research is mainly 
focused on achieving only high flow accuracy, while byte accuracy may plays a much 
more important role than flow accuracy in network traffic classification. To address 
these problems, this paper propose a machine learning framework for classifying 
network traffic by combining ensemble learning with cost-sensitive learning. 

The aforementioned classification framework is evaluated with a set of real Inter-
net traffic traces. The results show that this method does help to achieve an improve-
ment both in flow accuracy and byte accuracy, with our experiments showing average 
accuracies of 94% in terms of flows and 81% in terms of bytes can be achieved. 
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Abstract. Intuitutionnistic fuzzy sets (ℐ℉S) are without any operations. Intuitu-
tionnistic fuzzy groups (ℐ℉G) are with a kind of operations based on intuitu-
tionnistic fuzzy relations. Their algebraic structures are simpler. In order to 
solve the problem, this paper forwards intuitutionnistic fuzzy modules (ℐ℉Ms). 
They are ℐ℉Ss with two kinds of operations based on ℐ℉ relations. This pa-
per further studies the external structure of ℐ℉Ms⎯the commutative diagram 
of homomorphism, and two internal structures of ℐ℉Ms: 1.the free ℐ℉Ms on 
the ℐ℉Rs are the ℐ℉ project modules and the direct sums of ℐ℉Ms. This pa-
per reveals more algebraic structures of ℐ℉Ss.  

1   Introduction 

Intuitutionnistic fuzzy sets (simply, ℐ℉Ss) were proposed by Atannassov in 1986 and 

1989. [1,2] There exist genuine ℐ℉Ss which are not fuzzy sets. [1] For ℐ℉S, the 

logical law of the excluded middle is not valid.[1] However ℐ℉Ss are without any 

operation. Recently, intuitutionnistic fuzzy groups (simply ℐ℉Gs) with operations 

based on ℐ℉ relations were proposed. [3-5] The algebraic systems are the elements 

with operations. So the algebraic systems of ℐ℉Rs are more complex than ℐ℉Gs. 

However there is only a kind of operation for any ℐ℉R. Therefore its algebraic struc-

ture is still simpler. It is necessary to study the ℐ℉S with two kinds of operations 

based on ℐ℉ relations. 

This paper forwards intuitutionnistic fuzzy rings (ℐ℉Rs) and intuitutionnistic 

fuzzy modules (ℐ℉Ms). They are ℐ℉Ss with two kinds of operations based on ℐ℉ 
relations. This paper further studies the external structure of ℐ℉Ms⎯the commuta-

tive diagram of homomorphism (Theorem 1), and two internal structures of ℐ ℉Ms: 

1.the free ℐ℉Ms on the ℐ℉Rs are the ℐ ℉ project modules (Theorem 2), and 2. the 

direct sums of ℐ ℉Ms ( Theorem 3).  
The difference between the related work and this paper is as follows. In the avail-

able ℐ℉Rs and ℐ℉Ms, their sets and operations are ones in classical groups. How-

ever, in this paper, the sets of ℐ℉Rs and the ℐ℉Ms are ℐ℉Ss, and their two kinds 
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of operations are based on ℐ℉ relations.  [5] This paper reveals more algebraic struc-

tures of ℐ℉Ss. 
The rest of paper is organized as follows: 2.preliminaries, 3. Intuitionnistic Fuzzy 

Rings and Modules 4. Structures of ℐ℉Ms, and 5.Conclusion. 

2   Preliminaries 

Definition 2.1 [1,2] (Intuitionistic Fuzzy Set) Let a set E be fixed. An IFS A in E is an 
object having the form 

A={<x, μA(x), ν A (x)>⏐x∈E}, 

where the functions μA(x):E→[0,1] and ν A (x) :E→[0,1] define the degree of mem-
bership and the degree of nonmembership of the element x∈E to the set A, which is a 
subset of E, respectively, and for every x∈E: 

0≤μA(x),+ν A (x) ≤1. 

Note. Obviously every fuzzy set has the form 

{<x, μA(x),1−μ A (x)>⏐x∈E}. 

Definition 2.2 [4,5] (Intuitionistic Fuzzy binary operation). Let θ∈[0,1], G be a non-
void set, and μ and ν be two non-negative mappings from G×G×G to [0,1], respec-
tively, if 

(1) ∀a, b∈G, ∃c∈G, such that μ (a, b, c)>θ  and ν(a, b, c)>θ;  
(2)∀a, b∈G, ∀c1, c2∈Y, μ(x, c1)>θ and ν(x, c1)>θ; μ(x,c2)>θ and ν(x, 

c2)<1−θ⇒c1=c2, then the vector function (μ ,ν) is called an intuitionistic Fuzzy binary 
operation , mapping denoted as <μ ,ν>.  
 
 

Definition 2.3 [9,10] (Fuzzy binary operation). Let θ∈(0,1). If mapping R: 
G×G×G→[0,1] satisfies: 

(1) ∀a, b∈G, ∃c∈G，  R(a, b, c) >θ ; 
(2) R(a, b, c1)∧ R(a, b, c2) >θ ⇒ c1=c2, 

then R is called a Fuzzy binary operation on G.  
 

From the definition 2.1 and its note, contrast the definition 2.2  with the definition 2.3, 

it is saw that if the definition 2.2 takes the form of ℐ℉S, the definition 2.2 is the same 
as the definition 2.2.Therefore, it is in accordance with the definition of genuine In-
tuitionistic Fuzzy binary operation that if μ (a, b, c)>θ1 and ν(a, b, c)>θ2, here θ1, 
θ2∈[0,1], were taken . 

Correspondent relation defines mapping. Firstly,  Intuitionistic Fuzzy relation is 
shown.  
 

Definition 2.4(Intuitionistic Fuzzy relation, ℐ℉R) Let X and Y be two nonvoid sets, 
an Intuitionistic Fuzzy set in X×Y is called an Intuitionistic Fuzzy relation from X  
to Y.  

┃ 

┃ 

┃ 

┃ 
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Note.  ℐ℉R is the form: 

{<(x, y), μ (x, y), ν (x, y)>⏐(x, y)∈X×Y}, 

where μ (x, y) >θ1 and ν(x, y) >θ2 satisfy the conditions of definition 2.1. 

ℐ℉ mapping is defined based on ℐ℉R. 
 

Definition 2.5 (Intuitionistic Fuzzy mapping). Let X and Y be two nonvoid sets, there 

is an ℐ℉R on X×Y, and ∃θ1, θ2∈[0,1]. If  

(1) ∀x∈X, ∃y∈Y, such that μ (x, y)>θ1 and ν(x, y)>θ2  
(2) ∀x∈X, ∀y1, y2∈Y, μ(x,y1)>θ1 and ν(x,y1)>θ2, μ(x,y2)>θ1 and ν(x, y2) > 
θ2⇒y1=y2,  

then the vector function (μ ,ν) is called an intuitionistic Fuzzy mapping (ℐ℉M) (μ ,ν): 

X→Y, x⊢→y, denoted as (μ ,ν)(x)=y, or for simplicity, ϕ(x)=y.  
 

In order to compare two ℐ℉Ss with each other, it is necessary to further define ℐ℉ 
mapping. 
 

Definition 2.6. If ℐ℉M (μ ,ν) satisfies that ∀ y∈Y, ∃ x∈X such that μ (x, y)>θ1, ν(x, 

y)>θ2 , then  (μ ,ν) is called ℐ℉ surjection. If ∀x1, x2∈X, ∀y∈Y, μ(x1,y)>θ1, 

ν(x1,y)>θ2, and μ(x2, y)>θ1, ν(x2, y)> θ2⇒x1=x2, then (μ ,ν) is called ℐ℉ injection. If 

(μ ,ν) is both ℐ℉ surjection and  ℐ℉ injection, then (μ ,ν) is called ℐ℉ bijection.  
 

In the following definition, if ∀x, y∈G, (x, y)∈G×G, and ∃z∈G such that (μ ,ν)(x, 

y)=z then it is a ℐ℉ relation fro m (x, y)∈G×G to z∈G.  ℐ℉ Binary operation is 
shown. below  
 

Definition 2.7 [4,5 9-11](ℐ℉ Binary operation). Let G be a nonvoid set, and ℐ℉ M, 
(μ ν): G×G×G→ [0,1], respectively. If  

(1)∀x, y ∈G, ∃z∈G, such that μ (x, y, z)>θ1 and ν(x, y, z) >θ2; 
(2) ∀x, y∈G, ∀z1, z2∈G, μ(x, y, z1) >θ1 , ν(x, y, z1)> θ2; and μ(x, y, z2) >θ1, ν(x, y, 

z2)>θ2⇒ z1=z2, then the vector function (μ ,ν) is called an ℐ℉ binary operation on G. 

Denote (x○y)(z)≜<μ(x, y, z) ,ν (x, y, z)>, here‘○’ is called the ℐ℉ binary operator.   
┃ 

 

If the operation between two elements is indirect, and can be established by another 
element, it is the composition operation as follows. 
 

Definition 2.8. The ℐ℉ composition operation between elements in G is defined as 
follows: 

((x○y) ○z)(a) 

=<∨b∈G(μ(x,y,b)∧μ(b,z,a)), ∧c∈G(ν(x,y,c)∨ν(c,z,a))> ≜<*μ, *ν > 
(x○(y ○z))(a) 

            =<∨b∈G(μ(y,z,b)∧μ(x,b,a)), ∧c∈G (ν(x,y,c)∨ν(x,c,a))> ≜<μ*, ν* >        ┃ 

┃ 

┃ 
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The next definition shows ℐ℉ group. 
 

Definition 2.9 [1,2,4,5](ℐ℉ group) Let G be a nonvoid set. If 

(1) ((x○y)○z)(a1)= <*μ, *ν>, (x○(y○z))(a2)=<μ*, ν*>, *μ, μ*>θ1, 
*ν, ν*>θ2⇒ a1=a2， ’ 

○’ is called to satisfy the   association law; 
(2) ∀x∈G, ∃e∈G, (e○x)(x) =<μ(e, x, x), ν(e, x, x)>, (x○e)(x) =<μ(x, e, x), ν(x, e, 
x)>, μ(•, •, •)>θ1, ν(•, •, •)>θ2, e is called an identity element; 
(3) ∀x∈G, ∃y∈G, (x○y)(e)=<μ(x, y, e), ν(x, y, e)> , (y○x)(e)=< μ(y, x, e), ν(y, x, e)>, 
μ(•, •, •)>θ1, ν(•, •, •)>θ2, y is called an inverse element of x, and denoted as x−1 ; 
 

then G is called a  ℐ℉ group.  
 

In order to study ℐ℉Gs by means of subset, ℐ℉ subgroup is defined in the next  
definition.  
 

Definition 2.10[1,2,4,5] (ℐ℉ subgroup) If the nonempty subset H of ℐ℉ group G is a 

ℐ℉G about the operation’○’, then H is called a ℐ℉ subgroup of G，denoted by H<G.  
┃ 

 

In order to sort ℐ℉Gs by means of ℐ℉ subgroup, it is necessary to define coset and 

ℐ℉ equivalent relation as follows. 
 

Definition 2.11. [1,2,4,5]Suppose that H is an ℐ℉ subgroup of  ℐ℉G，x, z∈G，define 

(xH)(z)=<∨h∈H μ(x, h, z),∧h∈H ν(x, h, z)>   
(Hx)(z)=<∨h∈H μ(h, x, z),∧h∈H ν(h, x, z)> 

xH and Hx are called the ℐ℉ left coset and the ℐ℉ right coset of H in x, respectively.  

┃ 

3   Intuitionistic Fuzzy Rings and Modules 

Definition 3.1. Let R be a nonvoid set. If 

(1) R is additive Abel group about a binary operation called addition; 
(2) the another binary operation called the multiplication on R is defined, the multi-
plication satisfies the combination  

((a○b)○c)(z)=(a○(b ○c))(z) , 

and the left and right distributive laws:  

(a○(b+c))(z)= (a○b+a○c(z), 

where a, b, c, z∈R, then R is called Intuitionistic Fuzzy Rings (ℐ℉Rs). 

If the multiplication of ℐ ℉-ring satisfies commutative law, i.e., 

 a○b=b○a,  a, b∈R 

then R is called  the  ℐ ℉ commutative ring. 

┃ 
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If there is an identity in the multiplication of R, i.e., then ∀a∈R, 1○a=a○1=a, then 

R is called ℐ℉R with an identity.  
 

Definition 3.2. Let R be an ℐ℉R， and M be an   additive Abel ℐ℉G. If there exists 

ℐ℉-mapping R×M→M ,(a,x)↦ax，where ax is the image of (a,x), which satisfies 
（1） a(x+y)=ax+ay,  a∈R, x, y∈M; 
（2） (a+b)x=ax+bx,  a, b∈R, x∈M; 
（3） (a○b)x=a○(bx), a, b∈R, x∈M; 
（4） 1x=x, x∈M, 1∈R is the identity of multiplication， then M is called an In-

tuitionistic Fuzzy Module (ℐ ℉M) on ℐ ℉R .  
 

Definition 3.3. Let N be the nonvoid set and R be the ℐ ℉R. If 

(1)N is the ℐ ℉ additive subgroup; 
(2)for any a∈R, x∈N， ax∈N. 

then N is called the ℐ ℉ submodule.  

{0} and M themselves are the ℐ ℉- submodules of M, they are the trival ℐ ℉- sub-

modules. Except them, the ℐ ℉M without any true ℐ ℉- submodule is called the ℐ 
℉- simple submodule. 
 

Definition 3.4. Let x1,…, xn∈M and R is the ℐ ℉-ring， then，N={Σi=1
n aixi|ai∈R, 

1≤i≤n} is the ℐ ℉-finite generating submodule of M. If M=N， then  M is the ℐ ℉-
finite generating module and {x1,…, xn} are the generators of M.  
 

Definition 3.5. Let R is the ℐ ℉-ring. If the ℐ ℉-finite generators are free which 
mean  

r1x1+…+rsxs=0∈M, r1,…, rs∈R iff r1=…=rs=0, 

where 0 is the identity of ℐ ℉-module, then M is called  ℐ ℉M, and the generators 
are called the base.  
 

Definition 3.6. For the two ℐ ℉Ms M and M’， if there exists ℐ ℉-mapping 
ϕ： M→M’ such that 

(1) ϕ(x+y)= ϕ(x)+ ϕ(y), x,y∈M; 
(2) ϕ(ax)=aϕ(x), a∈R, x∈M, 

then ϕ is called the homomorphism of ℐ ℉Ms from M to M’. The set of all the 

homomorphisms of ℐ ℉Ms denoted as HomR(M,M’).  
 

Definition 3.7. Let ϕ be the homomorphism of ℐ ℉-modules. Taking for the ℐ  
℉-mapping of sets, if ϕ is the injection, the surjection and the bijection, then ϕ is 

called the monomorphism, the epimorphism and the isomorphism of ℐ ℉-modules, 
respectively. 
 

┃ 

┃

┃ 

┃ 

┃ 

┃

┃
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Definition 3.8. If S and A are sets and S⊂A， then ℐ ℉-mapping 1A|S： S→A is called 
the inclusion mapping from S to A.  

4   Structures of ℐ ℉Ms 

The relation between the homomorphism of ℐ ℉-modules is the external structure of 

ℐ ℉Ms. For the homomorphism from the ℐ ℉Ms with base to any ℐ ℉ Ms, it is 

certain to find such the third ℐ ℉M as to build the commutative diagram of homo-
morphism. This is the theorem 1.  

Theorem 1. Let R be the ℐ ℉R and M be the ℐ ℉ M. The proposition (1) derives the 
proposition (2): 

(1) there is ℐ ℉-base of M; 

(2)there exists a nonvoid set X and the ℐ ℉-mapping ξ: X→M，which posseses 

the property that for any ℐ ℉M and ℐ ℉-mapping f: X→A, there is the unique 

homomorphism of ℐ ℉Ms f ： M→A， such that f ξ=f. 
 

Proof 

Let X be the base of ℐ ℉M. Then ξ： X→M is the the inclusion mapping. If u∈M, 
then X spans M If.  

u=  ∑i=1
nrixi(ri∈R, xi ∈X) 

And 
u=def  ∑i=1

nsixi(si∈R, xi ∈X), 
then 

 ∑i=1
n (xi−si)xi=0，  

From the independence of the base. ∀i, xi=si  the ℐ ℉-mapping can be defined as 

f ： M→A， ( ) ( )∑∑
==

=⎟
⎠

⎞
⎜
⎝

⎛=
n

i
ii

n

i
ii xfrxrfuf

11

 

And ff =ξ . It is necessary to test and verify that f  is the homomorphism of ℐ 

℉-modules. In fact, X spans M, therefore every homomorphism of ℐ ℉-modules, 
M→A, is uniquely determined by its action on X. If g: M→A is the homomorphism 

of ℐ ℉-modules and gξ=f, then ∀x∈X, 

g(x)=g(ξ (x))=f(x)= ( )xf  , 

so as to g= f , that is, f  is unique.  
 

The ℐ℉project module is important in indicating the internal structure of ℐ ℉Ms and 

the commutative diagram of homomorphism of ℐ℉Ms.   

┃

┃
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Definition 4.1 (ℐ℉ project modules). Let P be the homomorphism of ℐ ℉Ms. If ∀ 

the epimorphism of ℐ ℉ Ms ε: B↠C and the homomorphism of ℐ℉Ms γ: P→C, 

there exists the homomorphism of ℐ ℉Ms β: P→B such that ε•β=γ, then P is called 

the ℐ ℉ project module.  
 

The relation between the free ℐ ℉Ms and the ℐ ℉- project modules is as follows. 

Theorem 2. The free ℐ ℉M on the ℐ ℉R is the ℐ ℉ project module. 
 

Proof 

Suppose that there is the homomorphism diagram of ℐ ℉Ms, where ε is the epimor-

phism of ℐ ℉Ms and M is the free ℐ℉M on the set X. Therefore, ι： X→M. 

∀x∈X,γ(ι(x)) ∈C. ∵ε is the epimorphism of ℐ ℉-modules, ∴for γ(ι(x)) ∈C, there must 

exist ax∈A such that ε(ax)= γ(ι(x)). Because M is the free ℐ ℉M, ℐ ℉-mapping X→A, 

x↦ ax induces the homomorphism diagram of ℐ ℉Ms β:M→A such that  ∀x∈X, 

β(ι(x))= ax, ε•β•ι(x)= ε(ax)= γ•ι(x)，  

therefore ε•β• ι＝γ•ι:X→B is the epimorphism. ∵ M is the free ℐ℉M, therefore 

ι： X→M. ∀x∈X,γ(ι(x)) ∈C. Because ε is the ℐ ℉-epimorphism, for γ(ι(x)) ∈C, 

there must be ax∈A such that ε(ax)= γ(ι(x)).∵M is ℐ ℉-free module, ∴ℐ ℉-mapping 

X→A, x↦ ax induces the homomorphism of ℐ ℉-modules.β:M→A such ∀ x∈X, 
β(ι(x))= ax, as that  

ε•β•ι(x)= ε(ax)= γ•ι(x), 

therefore 

ε•β• ι＝γ•ι:X→B. 

From the uniqueness of the theorem1, it is obtained that ε•β=γ.Therefore M is the 
project module.  
 

Definition 4.2. Let N be the ℐ ℉-submodule of ℐ ℉M M, specify the action of ℐ 

℉R on ℐ ℉-quotient group M/N as follows: 
r(x+N)=rx+M, ∀ r∈R, x∈M, 

then M/N is called the quotient module of M about the ℐ ℉-submodule N.  
 

The direct sum of ℐ℉M is the important structural property. They are discussed  
below. 

Definition 4.3. Let N and P be the ℐ ℉-submodule of the ℐ ℉M M such that 
（1） M=N+P；  

（2） N∩P={0}，0 is the identity of the addition of ℐ ℉Ms, 

then M is called the direct sum of N and P，denoted as M=N⊕P.  

┃

┃

┃

┃
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Which ℐ℉M does include the ℐ℉-project module? Are equivalent the ℐ℉-project 
module and the commutative diagram?3The answer is seen below. 
 

Theorem 3. For ℐ ℉-finite generating module P, the following propositions are 
equivalent: 

(1)P is the ℐ ℉-project module; 

(2)In the homomorphism diagram of ℐ ℉M, for ε :B↠C there is the epimorphism 

of Abel ℐ ℉Ms 

ε*: HomR(P,B) → HomR(P,C), 

where ε*(β)=ε•β,β∈ HomR(P,B); 

(3)If ε:B↠P is the epimorphism of ℐ℉Ms, then there exists the homomorphism 

diagram of ℐ ℉Ms such β:P→B that ε•β=1P; 
(4)If P≌B/A where A=kerε, then P is the term of the direct sum; 

(5)P is the term of the direct sum of some ℐ ℉-finite generating module. 
Proof 
(1)⇒(2) 

From the definition of ℐ ℉-project module, and the epimorphism of ℐ ℉Ms 

ε:B↠C, for any the homomorphism of ℐ ℉Ms γ： P→C， there must exist the homo-

morphism of ℐ ℉Ms β： P→B, therefore it is determined that ε*: HomR(P,B) → 
HomR(P,C). 

(2) ⇒ (3) 

Known that the epimorphism of ℐ ℉Ms, ε:B↠C. From (2), ε* is the epimor-

phism of ℐ ℉Ms. Take C=P. Then for the homomorphism (P→P)∈ HomR(P,P), there 
exists the homomorphism(P→B)∈HomR(P,B) such that HomR(P,B) → HomR(P,P). 

Specially, IP∈ HomR(P,P). For IP， there is （ P→B）  such that （ P→B） ↦ IP. 
(3) ⇒ (4) 

(a)Let ε:B↠P be the epimorphism of ℐ ℉Ms. From（ 3） , there must be the 

homomorphism of ℐ ℉Ms β： P→B such that ε•β=1P. P’≜Imβ⊂B. ε•β=1P⇒ε(P’)=P. 
kerε={0}⊂P. Now, for β： P→P’， and from（ 3） ， ε•β=1P⇒P→P’→P，∴β•ε=1P’, 

 ⇔ P’ ≌P.∵ε:P’ →P is the isomorphism of ℐ ℉Ms，∴kerε={0}⊂P’. On the other 

hand, from the homomorphism theorem of ℐ ℉G[5], kerε=A，∴P’∩A={0}. 
(b)Let b∈B, then b∈B/A. Known that under ε,P≌B/A，∴ε(b) ∈A. And known that 

ε： P’ →P is the isomorphism of ℐ ℉Ms.，∴∃x∈P’ such that ε(b)=ε(x), thus a= 
b-x∈kerε, that is b=a+x, Therefore B=P’ ⊕A, P  is the term of the direct sum of B. 

(4) ⇒(5) 
∵P≌M/A, ∴P is the term of the direct sum of M. 
 (5) ⇒(1) 

Let V=P⊕K. Considering that the epimorphism of ℐ ℉Ms π:V↠P, (p,k) ↦ p 

and the monomorphism of ℐ ℉Ms ι:P↣V, p↦ (p,0),  where p∈P, k∈K. Obviously, 
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π•ι=1P. From the theorem 2， the free ℐ ℉M is the ℐ℉ project module., there is the 

homomorphism of ℐ ℉M β’:M→B such that 

ε•β’=γ•π.Let β=β’ •ι:P→B, 

then 

ε•β=ε•(β’ •ι)=(ε•β’) •ι)=(γ•π) •ι=γ•(π •ι)=γ1P=γ.┃  

5   Conclusions 

This paper forwards Intuitutionistic Fuzzy Rings (ℐ℉Rs) and Intuitutionistic Fuzzy 

Modules (ℐ℉Ms). They are ℐ℉Ss with two kinds of operations based on ℐ℉ rela-

tions. This paper further studies the external structure of ℐ℉Ms⎯the commutative 

diagram of homomorphism (Theorem 1), and two internal structures of ℐ ℉Ms: 1.the 

free ℐ℉Ms on the ℐ℉Rs are the ℐ ℉ project modules (Theorem 2), and 2. the direct 

sums of ℐ ℉Ms ( Theorem 3). This paper enriches the structure of ℐ℉Ss.  
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Optimization of Ni-MH Battery Fast Charging in Electric 
Vehicles Using Dynamic Data Mining and ANFIS 

Guifang Guo, Peng Xu, Zhifeng Bai, Shiqiong Zhou,  
Gang Xu, and Binggang Cao 

School of Mechanical Engineering, Xi’an Jiaotong University, Xi’an 710049 China 

Abstract. Fast and efficient charging of Ni-MH battery is a problem which is 
difficult and often expensive to solve using conventional techniques. This study 
proposes a method that the integrated data mining algorithm and the Adaptive 
Network Fuzzy Inference Systems (ANFIS) for discovering the fast charging 
more efficiently and presenting it more concisely. Because the battery charging 
is a highly dynamic process, dynamic data mining technique is used for extract-
ing of control rules for effective and fast battery process. The ideal fast charg-
ing current has been obtained. The result indicates that the integrated method of 
adaptive charging current has effectively improved charging efficiency and 
avoided overcharge and overheating. 

Keywords: fast charging; data mining; adaptive network fuzzy inference sys-
tems (ANFIS). 

1   Introduction 

To reduce environmental pollution and to reduce vehicles’ fuel consumption, electric 
vehicles (EVs) may be the optimal way. Ni-MH battery is widely favorable used in 
EVs, largely because of better recharge ability with almost no memory effect, good 
cycle life and its high specific energy. Therefore, fast charging of Ni-MH battery is a 
key technology for EVs industry. That is, fast charge remains a real challenge for the 
Ni-MH traction battery in EVs. Unlike conventional constant current or constant 
voltage, the fast intelligent charger should monitor the battery parameters continu-
ously, and alter charge current as frequently as required to prevent overcharging, to 
prevent exceeding temperature limits, and so on.  

Fast charging presents certain merits for all types of the traction batteries. One ob-
vious reason is: the shorter the recharge time, the more convenience the EVs opera-
tion. Therefore, the development of effective charge control algorithms not only can 
reduce charging time, increase energy efficiency but also can improve the market 
acceptance of EVs. Therefore, searching for an appropriate fast charging control 
model is essential for Ni-MH battery.  

As well known, the battery charging process is a highly dynamic nonlinear process, 
so the fast charging process couldn’t efficiently be managed. The problem of fast charg-
ing has been studied extensively in the literature [1-4]. But little progress has been made 
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in creating of intelligent control system of battery fast charging that provides the fea-
tures of adaptability and the flexible nature and learning from experiments [5]. 

To design the required fast intelligent charger, there is a need for extraction of effi-
cient rule base. The rule base should be flexible and should be adjusted on-line during 
the life of the battery. Data mining technique is known as “knowledge discovery in 
databases” [6] which can extract the charging rules from the large databases, espe-
cially when the charging logic is to be continuously changed during the life of the 
battery. Moreover, the highly dynamic chemical processes in battery would require 
application of ANFIS proven to be more efficient. 

Therefore, in this study a integrated dynamic data mining and ANFIS model has 
been presented. ANFIS trained by genetic algorithms which generate a fuzzy rule 
base to control battery fast charging process.  

2   ANFIS and Data Mining 

2.1   ANFIS Theory 

The general structure of ANFIS with two inputs x  and y  and one output z is shown 

in Fig.1. Assume a rule base with two fuzzy if-then rules as follows: 

Rule 1: If x  is 1A  and y is 1B  then 1111 ryqxpz ++= ; 

Rule 2: If x  is 2A  and y is 2B  then 2222 ryqxpz ++= . 

where 1A , 2A  and 1B , 2B  are fuzzy sets of input premise variables x  and y  re-

spectively; 111 ,, rqp  and 222 ,, rqp  are parameters of the consequent. The final 

output of network is as follows: 

1 2
1 2 1 1 2 2

1 2 1 2

w w
z f f w f w f

w w w w
= + = +

+ +
                                                         (1) 

    
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
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Fig. 1. ANFIS structure 
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2.2   Data Mining  

Data mining is the process of discovering meaningful patterns in huge databases. It is 
also an application that can provide significant competitive advantages for making the 
right decision [7-8]. The rule extraction is one of the major forms of data mining. 

As it is crucial in ANFIS to have the number of fuzzy rules as minimum as possi-
ble, a subtractive clustering method [9] is used whose parameters would control the 
number of fuzzy rules. In subtractive clustering, the potential of each data point to be 
a cluster center is estimated and the points with high potential values are selected as 

candidates for cluster centers. Taking k  data points kx , k =1, 2,……, n , each of 

which is a d  dimensional vector, the potential of kx  to be a cluster center may be 

estimated as below: 

∑ ∑
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where kP is the potential of k th data point and ir  is the cluster radius associated 

with i th dimension of the point. After determining the potential value of each data 
point, the point with the highest potential is selected as the first cluster center. As-

sume 1cx  is that point and ∗
1P  is its potential value. Then, the potential value of each 

data point kx  is reduced by using the following equation: 
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where kP′  is the reduced potential value of the k th data point and η is a parameter 

called as squash factor, which is multiplied by radius values to determine the 
neighboring clusters within which the existence of other cluster centers are discour-
aged. The acceptance level of data points with potential values between the upper and 
lower thresholds depends on the relative distance equation as follows: 

1
1

min ≥+ ∗

∗

P

P
d k                                                      (4) 

where mind  is the nearest distance between the candidate cluster center. 

2.3   Integrated ANFIS and Data Mining 

The integrated ANFIS and data mining model proposed in this study are optimized 
using a Genetic algorithm (GA). So, the mapping input values to desired outputs are 
optimized by GA-ANFIS method proposed to get the total prediction error of the final 
model minimized. 
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3   Experimental Results 

The Ni-MH battery used in the investigation is of nominal 85 Ah Ni-MH modules, 
giving a nominal voltage of 12V. 

The main requirement for fast charging is minimal charging time without abuse to 
the battery. Generally, we first discharged the module at C/3 rate to the desired state 
of charge (SOC), and then recharged it in different charge regimes. 
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Fig. 2. Correlation between charge current and charged capacity 
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Fig. 3. Voltage vs. charge time in various two-step constant current charging regimes 



472 G. Guo et al. 

The charge test protocols included constant current (CC) and multistage constant 
current (MCC) charging regimes and following the USABC Electric Vehicle Battery 
Test Procedures Manual [10] — fast charge tests procedure.  

In all charge tests, the module voltage, temperature and charge input were monitored. 
In CC charge, we can apply different charging currents as control input with values 
ranging from 0A to 85A. Fig.2 shows the correlation between charged capacity and 
charge current. The charged capacity and charge current profiles depict the optimum  
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Fig. 4. Time vs. charge time in various two-step constant current charging regimes 
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Fig. 5. Voltage vs. charge input in various constant current charging regimes 
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charge current is about 0.1C in CC charge regimes. MCC charging consists of two CC 
steps, which starts with a high CC charging for a certain time, followed by a low cc 
charging. The comparison of voltage and temperature are shown in Fig.3 and Fig.4. The 
correlation of voltage and charge input is shown in Fig.5 in fast charging tests. 

As it is mentioned above, there is no available formal mathematical model of the 
battery under the charging process. We propose the integrated ANFIS and dynamic 
data mining model can most efficiently be managed. In the fast charge tests, we found 
that the primary con trolling parameters are the voltage and temperature. Therefore, 
the input signals, voltage(△V), differential of temperature (dT/dt), are fuzzified to 
respective fuzzy terms used in the rules. The controller performs fuzzy inference and 
determines fuzzy values of control signal. The defuzzified fuzzy control signal, repre-
senting the value of current (I) is then applied to the battery.  The profile of single 
input variable vs. output variable and the input vs. output view surface are shown in 
Fig.6 and Fig.7, respectively.  Fig.8 shows the training error.  
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The discussion above suggests that a optimal charging control for Ni-MH should 
use relatively low current in the beginning and near the end of charging. Moreover, 

If △V is High and dT/dt is Low, then I=1.5C, namely, start with the fast charging; 
If △V is Low and dT/dt is Low, then I=0.1C, namely, end with fast charging. 
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4   Conclusion 

In this study we use the dynamic data mining technique on the basis ANFIS to extract 
fuzzy rules for the Ni-MH battery fast intelligent charging controller. The results 
show that the suggested approach gives charging efficiency and avoided overcharge and 
overheating. Moreover, a low charging rate be desired for charging the initial for 10% capacity. 
This proposed approach which can be widely used for unknown systems and creating 
self-adaptable intelligent controllers is general and can be extended to design control-
lers for quickly charging different battery types. 
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Abstract. In this paper, we have proposed a new adaptive fuzzy control  
algorithm and the regulation problem based on Takagi-Sugeno fuzzy model. 
The regulation problem for the uncertain SISO nonlinear system is solved by 
the proposed algorithm. Using the advanced stability theory, the stability of the 
state, the control gain and the parameter choosing considering the approxima-
tion error due to the fuzzy modeling is proved. Some numerical examples are 
presented to verify the effectiveness of the proposed methods.  

1   Introduction 

Since Mamdani has applied fuzzy control to a steam engine, many successful applica-
tions have been reported [1]-[4]. In the early stage of fuzzy control, fuzzy control was 
a direct method for controlling a system without the need of a mathematical model, in 
contrast to the classical control which is an indirect method with a mathematical mod-
el. However, the stability analysis of the indirect or 'model-free' method is difficult 
and apt to yield a very conservative result. For this reason, the latest fuzzy control 
researches have been focused on the indirect fuzzy control method. In the indirect 
fuzzy control method, the fuzzy system is used to estimate and approximate the plant 
dynamics. For mathematical simplicity of analysis, singleton fuzzy system or Takagi-
Sugeno fuzzy model is frequently used [5]. Theoretically, the fuzzy system can ex-
actly approximate the dynamics of a class of nonlinear plants with the large or infinite 
number of rules. However, in the practical situations of limited number of rules and 
incorrect approximation, uncertainties are inevitably produced. To overcome the ef-
fect of uncertainties on stability, the various adaptive fuzzy control algorithms are 
proposed [6]-[15]. Most of the existing adaptive fuzzy control algorithms are based on 
the feedback linearization method [9]-[15]. However, the feedback linearization 
method can not be applied to the plant with the singularity in the inverse dynamics. 
The adaptive fuzzy control algorithms based on the feedback linearization method 
need the infinite control input, when the state is at singularity of the inverse dynamics 
or the parameter approximation error diverges to infinity. To avoid the need of the 
infinite control input, the existing feedback linearization based methods require the 
assumption that the state is away from the singularity and the projection algorithm 
which prevents the parameter approximation error from diverging to infinity.  
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In this paper, we have proposed the indirect adaptive fuzzy state feedback regulator 
using Takagi-Sugeno fuzzy model. The proposed method is less sensitive to singular-
ity than the adaptive fuzzy control algorithms based on the feedback linearization 
method. And it can guarantee the boundedness of the state and the parameter ap-
proximation error directly in the face of the bounded approximation error and external 
disturbance and we have also proved that the system state converges to equilibrium.  

2   Problem Formulation 

Consider the regulation problem of the following n -th order nonlinear SISO system.  

                                 ( ) ( ) ( ) ( )x xnx f g u d t= + +                                               (1) 

where f and g are unknown (uncertain) but bounded continuous nonlinear functions 

and ( )d t denotes the external disturbance which is unknown but bounded in magni-

tude. Also, u  denotes the control input. Let nTn Rxxx ∈= − ],,,[ )1(L&x be the state 

vector of the system which is assumed to be available.   
In this paper, well-known Takagi-Sugeno fuzzy model is used to identify the un-

known nonlinear system (1). Takagi-Sugeno fuzzy model is available in IF-THEN 
form (2) or Input-Output form (3).  
plant rule i : 
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By defining the parameter vectors θa  and θb as  

1 2[ ]θ a a aT T T T nr
a r R= ∈L  and 1 2[ ]θ T r

b rb b b R= ∈L , 

Input-Output form (3) can be expressed by the following equivalent equations.  

                                   ( ) ˆ ˆ( ) ( ) ( )x θ x θn
a bx f g u d t= + +                               (4-1)  

                                       
1

ˆ ( ) ( )x θ θ ξ x a x
r

T T
a a a i i

i
f h

=
= = ∑                                (4-2)  

                                         
1

ˆ ( ) ( )x θ θ ξ x
r

T
b b b i i

i
g h b u

=
= = ∑                                 (4-3)  

where, 

1 2 1 2[ ( ) ( ) ( ) ] , [ ( ) ( ) ( )]T T T T nr T r
a r b rh h h R h h h R= ∈ = ∈ξ x x x x x x  ξ x x xL L  
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3   Indirect Adaptive Fuzzy State Feedback Regulator 

First, we define the optimal parameter vectors as  

      * ˆarg min sup ( ) ( )
θ x

θ x θ x
nr n

a
a a

R R

f f
∈ ∈

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
                                 (5-1)     

                          * ˆarg min sup ( ) ( )
θ x

θ x θ x
r n

b
b b

R R

g g
∈ ∈

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
                                 (5-2)  

where, * * * * * * * *
1 2 1 2[ ] , [ ]
T T T T nr T r

a r b rR b b b R= ∈ = ∈θ a a a  θL L  

Thus *ˆ ( )x θaf and *ˆ ( )x θbg are the optimal approximators of ( )xf and ( )xg , re-

spectively, among all the fuzzy systems in the form of (4-2) and (4-3). Considering 
uncertainties, the uncertain system (1) can be represented by the optimal approxima-
tions as in the following equations.  

             ( ) ( ) ( ) ( )x xnx f g u d t= + +                                         (6-1)  

                 * *

1

ˆ( ) ( ) ( ) ( ) ( )x x θ a x x a x a x
r

T T T
a i i

i
f f t h t

=
= + Δ = + Δ∑                  (6-2)  

                            * *
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i

g g b t h b u b t
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where ( )a nt RΔ ∈ and ( )b t RΔ ∈ denote the time-varying uncertainties which are 

assumed to be bounded by some known aΔ and bΔ as follows.  

1 2[ ]a T n
na a a R +Δ = Δ Δ Δ ∈L , ( )j ja t aΔ ≤ Δ  , for all j  

b R+Δ ∈ , ( )b t bΔ ≤ Δ  

Also, the external disturbance is assumed to be bounded by some known d .  

( )

d R

d t d

+∈
≤

 

To regulate the uncertain system (6-1) - (6-3), we propose the following indirect 
adaptive fuzzy state feedback regulator (7-1) - (7-4).  

  k xTu =                                                        (7-1)  

       ˆ ( , , , , )k ΛΓ x k a P xi ib t= − %& %                                  (7-2)  

                                     1 ( )a x x P w xT T T
i ihα=&                                         (7-3)  

                                           2 ( )x x P w k xT T
i ib hα=                                        (7-4)  

where,  
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i) ai% and ib% are the parameter approximation errors defined as 

*a a ai i i= −% , *
i i ib b b= −%  for all i , respectively.  

ii) k nR∈ is the adaptive state feedback gain vector.Λ  is any n n× symmetric posi-

tive  definite adaptation gain matrix. 1α and 2α are the positive adaptation gain con-

stants.  
iii) P is the n n×  symmetric positive definite solution of the Lyapunov equa-

tion  A P + PA = -QT , with Q any symmetric positive definite matrix.  

 In this paper, A is chosen to satisfy that  
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  is any Hurwitz matrix ,  A n nR ×∈  

iv) [0 0 1]w T nR= ∈L .  

v) ˆ ( , , , , )Γ x k ai ib t%%  is a n n×  matrix which can be computed as (8-1) and (8-2).  

                          ˆ ˆ( , , , , )Γ x k a r wT
i ib t =%% ,    r̂ nR∈                            (8-1)  
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In (8-2), a is the transpose vector of the last row of A . That is,  

1 2 3[ ]a T n
na a a a R= ∈L . 

Also, R and S are the diagonal matrixes defined as follows.  
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sgn in (9-1) and (9-2) is the sign function:  
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Substituted in (6-1) - (6-3), the adaptive control laws (7-1) - (7-4) give the following 
closed loop dynamic equation.  

( , , )x Ax Γ x k kT t= +&                                       (10-1)  

ˆ ( , , , , )k ΛΓ x k a P xi ib t= − %& %                                  (10-2) 

                                     1 ( )a x x P w xT T T
i ihα= −&%                                     (10-3) 

                                          2 ( )x x P wk xT T
i ib hα= −&%                                     (10-4) 

Where a ai i= −&% & , i ib b= −&%  .  

( , , )Γ x k t is a n n× matrix which can be computed as (11-1) and (11-2).  

( , , ) ,T nt R= ∈Γ x k r w r                                             (11-1) 
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Theorem 1: For the above closed loop dynamic equation (10-1) - (10-4),  

If  , 0P w wnn nnp p= >                             (12)  

is satisfied, then the following statements hold.  

(a) the equilibrium point ( , , , )x k a 0i ib =%% is uniformly stable.  

(b) , , ,x k ai ib%% are uniformly bounded 0 0 0, ( ) , ( ) ,x kn pt t t R t R∀ ≥ ∀ ∈ ∀ ∈  

0 0( ) , ( )a n
i it R b t R∀ ∈ ∀ ∈%% . 

(c) 0 0lim ( ) 0 , ( ) , ( ) ,n p

t
t t R t R

→∞
= ∀ ∈ ∀ ∈x x k 0 0( ) , ( )a n

i it R b t R∀ ∈ ∀ ∈%%  

From Theorem 1, we can conclude that the proposed adaptive fuzzy control algo-
rithm can regulate the uncertain nonlinear system with the bounded control input and 
the parameter approximation error.  

4   Example 

Consider the problem of balancing and swing-up of an inverted pendulum on a cart. 
The equations of motion for the pendulum are [17].  
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2

11
2
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td
xlmal

uxaxlxmaxg
tdgfx

xx
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−

−−=++=

=

xx&

&

    (13)  

where Txx ][ 21=x ; 1x  denotes the angle (in radians) of the pendulum from the 

vertical, and 2x  is the angular velocity. 2/8.9 smg =  is the gravity constant , m is the 

mass of the pendulum, M is the mass of the cart , l2  is the length of the pendulum, 
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u is the control force applied to the cart (in Newtons). )(td is the external disturbance 

and 
Mm

a
+

= 1
. We choose kgMkgm 0.8,0.2 == , ml 0.12 =  in the simulation. 

For the convenience of simulation, the external disturbance )(td  is assumed to be a 

square wave with the amplitude 0.05±  and the period 2π .  
As a model for the pendulum, we use the following Takagi-Sugeno fuzzy model with 
two rules. Membership functions are shown in Fig. 1.  

2 1

1: 0

1
a xT

Rule IF x is about

THEN x b u= ⋅ +&
 

22 2

2 : ( )
2 2

a xT

Rule IF x is about x

THEN x b u

π π± <

= ⋅ +&

 

 

Fig. 1. Membership function 

In this simulation, the time-varying approximation errors are assumed to be 
bounded as follows  

2
1 2[ ] [3 0]a T Ta a R +Δ = Δ Δ = ∈ , ( )j ja t aΔ ≤ Δ  , 1, 2j =  

0.1b R+Δ = ∈   , ( )b t bΔ ≤ Δ                                     (14) 

To show the validity of the above assumption, we suppose that ( )xf and ( )xg  are 

known and ( ) 0d t = in the system. Then, applying the optimization technique in (5-1) 

and (5-2), the optimal parameter vectors can be obtained as  
* * * 4

1 2

* * * 2
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θ a a

θ

T T T
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T
b

R

b b R

= ∈
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where, [ ] [ ]* * * *
1 2 1 217.29 0 , 9.35 0 , 0.18 , 0.01a aT T

b b= = = − = − . 

With these results, since ( )xf - *ˆ ( ) ( )x θ a xT
af t= Δ  and ( )xg - *ˆ ( )x θbg

 
( )b t= Δ from (6-1) and (6-2), it can be easily verified that the time varying uncertain-

ties are bounded.  For the system, computer simulation is performed by applying the 
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proposed algorithm. The conditions used in the computer simulation are summarized 
as follows.  

0 0

1 2

1 2

1 2

( ) [2 0] , ( ) [ 25 25] ,

[15 0] , [10 0] ,

0.1 , 0.01 ,

0.1 0 0 1 1 0
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0 0.1 1 2 0 1
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x k

a a

Λ A P

T T

T T

t t

b b

α α

= = − −

= =
= − = −

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
= =

 

Fig. 2. (a) and (b) show the simulation results of the state variable 1x and the con-

trol input u .  From these figures, we can conclude that the proposed algorithm can 
achieve a regulation problems for the uncertain nonlinear system with the bounded 
control input and the parameter approximation error successfully.  

  
(a) state variable 1x  (b) control input u  

Fig. 2. Simulation results 

5   Conclusion 

A new adaptive fuzzy control method is proposed to regulate the uncertain SISO 
nonlinear system. The proposed method has the dynamic state feedback structure with 
the adaptive fuzzy system identification. The proposed method can guarantee not only 
the local stability but also the global stability. Also, the proposed method can guaran-
tee the boundedness of both the control input and the parameter approximation error 
directly without the additional projection algorithm.  
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Abstract. A method is presented for three-level image segmentation through 
maximizing the fuzzy partition entropy of two-dimensional histogram. Two 
groups, each including three member functions, namely Z-function, ∏-function 
and S-function, are used for fuzzy division of two-dimensional histogram to get 
nine fuzzy sets. And the nine fuzzy sets are classified to three parts, correspond-
ing to dark, gray and white part of the image, respectively, while a fuzzy parti-
tion is obtained for the two-dimensional space. Then a fuzzy partition entropy is 
defined based on multi-dimensional fuzzy partition and entropy theory. The pa-
rameters of the six membership functions can be determined by maximizing 
fuzzy partition entropy of two-dimensional histogram and the procedure for 
finding the optimal combination of all the fuzzy parameters is implemented by 
quantum genetic algorithm with an appropriate coding method. The experiment 
results show that the proposed method gives better performance than one-
dimensional three-level thresholding method under noise case. 

Keywords: Image segmentation; Fuzzy partition; Quantum genetic algorithm. 

1   Introduction 

The goal of image segmentation is to extract meaningful objects from an input image. 
Image segmentation, with wide recognized significance, is one of the most difficult 
low-level image analysis tasks. All the subsequent tasks, including feature extraction, 
model matching and object recognition rely heavily on the quality of the image seg-
mentation process. Using fuzzy set to image segmentation is a main way. There have 
been numerous applications of fuzzy entropies in image segmentation. Cheng et al. 
[1] proposed fuzzy homogeneity vectors to handle the grayness and spatial uncertain-
ties among pixels, and to perform multilevel thresholding. Zhao et al. [2] presented an 
entropy function by the fuzzy c-partition (FP) and the probability partition (PP), and 
applied to three-level image segmentation. Tao et al. [3] also showed a 1-D three-
level thresholding method through maximizing the fuzzy entropy with the fuzzy  
region represented by three member functions of Z-function and ∏-function and  
S-function, which got better performances than Zhao’s method. Jing et al. [4] gave a 
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method for image segmentation through maximizing the fuzzy partition entropy of 2-
D histogram, which presented herein performs better than some classical threshold 
selection methods for two-level image segmentation.  

In this paper, a three-level image segmentation method is put forward based on 
fuzzy partition of 2-D histogram combined with multi-dimensional fuzzy partition 
entropy. Two groups, each including three member functions, namely Z-function, 
∏-function and S-function, are used for fuzzy division of 2-D histogram to get 
nine fuzzy subsets. Then the nine fuzzy subsets are classified to three parts, corre-
sponding to dark, gray and white part of the image, respectively, while a fuzzy 
partition is obtained for a sample space. Then, a new fuzzy partition entropy of  
2-D histogram is presented. The parameters of the six membership functions can 
be determined by maximizing the fuzzy partition entropy. For finding the optimal 
combination of all the fuzzy parameters, the choice of optimization algorithm is 
an important step to solve the problem. Quantum genetic algorithm (QGA) [5] is 
the product of quantum computing combined with genetic algorithm (GA) [6], 
which adopts the multi-state gene qubit coding and quantum rotation gate strategy 
irrelative to the tasks, utilizes dynamic adjusting rotation angle mechanism, mak-
ing the algorithm more adaptable and efficient. Therefore, we use QGA to auto-
matically select an optimal combination of the parameters with fuzzy partition 
entropy as fitness function. Experiments show that our method can obtain better 
segmentation results than Tao’s method. 

2   Multi-dimensional Fuzzy Partition Entropy 

2.1   Fuzzy Partition Entropy  

Let ( , , )E pΩ be a probability space in which Ω  is the sample space. ( )E P⊂ Ω  is 

the σ –field of Borel sets in Ω  and p: E→[0,1] is a probability measure over Ω . let 

( )A F∈ Ω%  be a fuzzy set in ( , , )E pΩ , whose membership function is Aμ  

( : [0,1])A Eμ → . The probability of a fuzzy event A%  is defined by ( )p A =%  

( )A dpω
Ω∫ % . Let A% , B%  be fuzzy sets in probability space ( , , )E pΩ , the conditional 

probability of A%  given B%  is: ( | ) ( ) / ( )p A B p AB p B=% %% % %  [4], [7]. 

Let 1 2{ , , , } p
nX X X X R= ⊂L . kX = 1 2( , , , )T p

k k knX X X R⊂L  are eigenvectors, 

where kjX  is the j-th eigenvector. X  is divided into c fuzzy sets iC% , which is a fuzzy 

partition of 1 2{ , , , } p
nX X X X R= ⊂L , where 

1
1

c

iki
μ

=
=∑ , kX X∀ ∈ , 2 c n≤ ≤  and 

ikμ =  ( )i kXμ [0,1]∈  is the membership function of iC%  [8]. Let 1 2{ , , }cP A A A= % % %L  

be a fuzzy partition on pX R⊂ , B%  be an fuzzy event in the probability space 

( , , )X E p . The conditional probability of fuzzy partition P  given B%  is: 



486 H.-Y. Yu and J.-L. Fan 

1

( | ) ( | ) log ( | )
C

i i
i

H P B p A B p A B
=

= −∑ % %% % %
1

( ) / ( ) log( ( ) / ( ))
C

i i
i

p A B p B p A B p B
=

= −∑ % %% % % %  . (1) 

Let 1 2{ , , }nQ Q Q Q= L  be a natural fuzzy partition, 1 2{ , , , }cP A A A= % % %L  be a fuzzy 

partition of 1 2{ , , , } p
nX X X X R= ⊂L , the entropy of fuzzy partition P  is [4]: 

1

( ) ( | )
C

i
i

H P H Q A
=

=∑ %
1 1

( ) / ( ) log( ( ) / ( ))
C n

j i i j i i
i j

p Q A p A p Q A p A
= =

= −∑∑ % % % %  . (2) 

2.2   Multi-dimensional Fuzzy Partition 

Introducing partial order ≤  in [0,1]n , X Y≤  if and only if i ix y≤ ( 1, , )i n= L  for 

arbitrary , [0,1]nX Y ∈ . Then introduce three transforms , ,i i ijp q σ  : [0,1] [0,1]n n→ as:  

( ) (1, ,1, ,1, ,1),i ip X x= L L ( ) (0, ,0, ,0, ,0),i iq X x= L L

1( ) ( , , , , , )ij ij i j nX x x x xσ σ= L L L 1 1 1 1 1( , , , , , , , , , )i j i j i j nx x x x x x x x− + − += L L L  . 
(3) 

Let the mapping : [0,1] [0,1]n n
nT →  be an n-dimensional quasitriangular norm [4]. If 

nT  satisfies the conditions: (0, ,0) 0nT =L , (1, ,1) 1nT =L , ( ( )) ( )n ij nT X T Xσ = and 

X Y≤ ( ) ( )n nT X T Y⇒ ≤ , 1 2 1( ( ), , , )n n n nT T X x x+ −L 1 1( , , , ( ))n n nT x x T Y−= L  for arbitrary 

1 2{ , , }nX x x x= L , 2 1{ , }n nY x x −= L . If the n-dimensional quasitriangular norm nT  

satisfies ( ( ))n i iT p X x= , nT  is a n-dimensional triangular norm. The following map-

ping of [0,1]n  to [0,1]   is a n-dimensional triangular norm:  

1

: ( )
n

i
i

X X x
=

=∏ ∏ ∏a  . (4) 

Definition 1. If 1 2, , , nA A A% % %L  are the fuzzy sets on 1 2, , , nX X XL  respectively and 

uncorrelated, 
1 21 2

1 2 1 2( ( ), ( ), , ( )) /( , , , )
nn

n n nA A AX X X
T x x x x x xμ μ μ

× × ×∫ % % %
L

L L , the direct 

product of 1 2, , nA A A% % %L , noted as 1 2 nA A A× × ×% % %L , is a fuzzy set on 1 2 nX X X× × ×L , 

and 
1 2

1 2( , , , )
n

nA A A
x x xμ × × ×% % %L

L  =
1 2

1 2( ( ), ( ), , ( ))
n

n nA A A
T x x xμ μ μ% % %L , where ( )Tn

 is a 

n-dimensional triangular norm [4].  

Theorem 1. Let 
1 2

{ , , , }
i

i i i i
cP A A A= % % %L  be a fuzzy partition on iX =

1 2
{ , , , }

i

i i i
mx x xL  

R⊂ ( 1,2, , )i n= L and 1,2, ,i j n∀ ≠ = L , 
i

i
tA% and 

j

j
tA% are uncorrelated ( 1,2,it = L  , ;ic  

1, 2, , ),j jt c= L then
1 2

1 2 1 2{
n

n n
t t tP P P A A A× × × = × × ×% % %L L 1,2, , ,i it c= L | 1,2,i = , }nL    

is a fuzzy partition on 1 2 n nX X X R× × × ⊂L  under ,∏  where the member- ship func-

tion of  
1 2

1 2

n

n
t t tA A A× × ×% % %L  is 

1
( )

i

n i i
ti

A x
=∏ %  [4]. 
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3   The Proposed Algorithm for Three-Level Image Segmentation  

Let image have L gray levels {0,1, , 1}xG L= −L  and the average gray kh  in the s s×  

neighborhood also have L gray levels {0,1, , 1}yG L= −L . The 2-D histogram  

( , ) ,ijh i j h=  where i is the gray level value and j is the average gray value in the s s×  

neighborhood, and 0 , 1i j L≤ ≤ − . Let x yG GΩ = × , the probability of the pixel (i, j)  

({[ , ] })T
i jp i j h= . Let the image be composed of three parts, namely dark part D% , 

gray part M%  and white part B% . Membership function 1 1 1( ; , , )d k a b cμ  of D%  com-

posed of pixels with low gray levels is a Z-function [3]; membership function 

1 1 1 2 2 2( ; , , ; , , )m k a b c a b cμ  of M%  composed of pixels with medium gray levels is a ∏-

function [3]; membership function 2 2 2( ; , , )b k a b cμ  of B%  composed of pixels with 

high gray levels is a S-function [3],  with  conditions 1 1 1 2 2 2a b c a b c≤ ≤ ≤ ≤ ≤ , where 

k is the gray level in Q. The parameters 1 1 1 2 2 2, , , , ,a b c a b c  control the shapes of the 

membership functions, and satisfy 1 1 1( ; , , )d k a b cμ  1 1 1 2 2 2( ; , , ; , , )m k a b c a b cμ+ ( ;b kμ+  

2 2 2, , ) 1a b c =  . { , , }D M B% % %  is a fuzzy partition of 1-D space xG , as shown in Fig. 1(a).  
 

 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 1. (a) Fuzzy partition of 1-D; (b) Fuzzy partition of 2-D histogram 

Fig. 1(b) shows a fuzzy partition of 2-D space. The membership functions 

1( ; ,dx i aμ 1 1, )b c , ( ;mx iμ 1 1, ,a b 1,c 2 2 2, , )a b c , ( ;bx iμ 2 ,a 2 2, )b c  and ( ;dy jμ  3 3, ,a b 3 )c , 

3 3 3( ; , , ,my j a b cμ 4 4 4, , )a b c , 4( ; ,by j aμ  4 ,b 4 )c  with the same form as 1 1( ; , ,d k a bμ 1)c , 

1 1 1 2 2 2( ; , , , , , )m k a b c a b cμ ，  2 2 2( ; , , )b k a b cμ , respectively, are used to get a correspond-

ing fuzzy partition of xG  and yG , where i  and j  are independent free variables. The 

parameters 1 1 1 2 2 2 3 3 3 4 4 4( , , ; , , ; , , ; , , )a b c a b c a b c a b c  control the shapes of the six mem-

bership function, with conditions 1 1 1 2 2 2a b c a b c≤ ≤ ≤ ≤ ≤ and 3 3a b≤   
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3 4 4 4c a b c≤ ≤ ≤ ≤ . Then nine fuzzy sets of the sample space x yG GΩ = × are  

obtained. Each set is the intersection set of the six membership functions of xG and 

yG , as shown in Fig. 1(b): the thick real line region 11Φ , the thick dotted line region 

12Φ , the fine dotted line 13Φ , and the other six regions 21 22 23 31 32 33, , , , ,Φ Φ Φ Φ Φ Φ  

obtained in the same way. It is easy to get the proof that 11 12 13 21{ , , , ,Φ Φ Φ Φ 22 ,Φ  

23 31 32 33, , , }Φ Φ Φ Φ  is a fuzzy partition of the sample space x yG GΩ = ×  based on the 

Theorem 1. Based on Definition 1, with the triangular norm ∏  in formula (4), the 
membership functions of the nine fuzzy sets are given as:  

11 11( ) ( ) ( , )dx dyi j i jμ μ μ μΦ = = , 
12 12( ) ( ) ( , )dx myi j i jμ μ μ μΦ = = ,

13 13( ) ( ) ( , )dx byi j i jμ μ μ μΦ = = , 

21 21( ) ( ) ( , )mx dyi j i jμ μ μ μΦ = = ,
22 22( ) ( ) ( , )mx myi j i jμ μ μ μΦ = = ,

23 23( ) ( ) ( , )mx byi j i jμ μ μ μΦ = = , 

31 31( ) ( ) ( , )bx dyi j i jμ μ μ μΦ = = ,
32 32( ) ( ) ( , )bx myi j i jμ μ μ μΦ = = ,

33 33( ) ( ) ( , )bx byi j i jμ μ μ μΦ = =  . 

(5) 

Let D% = 11Φ , M% = 12 21 22Φ ∪ Φ ∪ Φ , 13 23 31 32 33B = Φ ∪ Φ ∪ Φ ∪ Φ ∪ Φ% . The mem-

bership functions of the fuzzy sets D% , M% , B%  are as following:  

11( , ) ( , )
D

i j i jμ μ=%  , 12 21 22( , ) ( , ) ( , ) ( , )
M

i j i j i j i jμ μ μ μ= + +%  , 

13 23 31 32 33( , ) ( , ) ( , ) ( , ) ( , ) ( , )
B

i j i j i j i j i j i jμ μ μ μ μ μ= + + + +%  . 
(6) 

{ , , }P D M B= % % %  is a fuzzy partition of the sample space x yG GΩ = ×  based on 

Theorem 1. Construct a sequence of sets , {[ , ] }, , 0,1, , 1T
i jQ i j i j L= = −L . 

Q = 00 ( 1)( 1){ , , }L LQ Q − −L  is a natural fuzzy partition on x yG GΩ = × . Based on the 

formula (1), the conditional entropy of the natural fuzzy partition  Q  given D%  is: 

1 1
, ,

0 0

( ) ( )
( | ) log

( ) ( )

L L
i j i j

i j

p Q D p Q D
H Q D

p D p D

− −

= =

= −∑∑
% %

%
% %

1 1
, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jD D

i j

i j h i j h

p D p D

μ μ− −

= =

= −∑∑ % %

% %
 . (7) 

The conditional entropy of the natural fuzzy partition Q  given M%  is: 

1 1
, ,

0 0

( ) ( )
( | ) log

( ) ( )

L L
i j i j

i j

p Q M p Q M
H Q M

p M p M

− −

= =

= −∑∑
% %

%
% %

1 1
, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jM M

i j

i j h i j h

p M p M

μ μ− −

= =

= −∑∑ % %

% %
 . (8) 

The conditional entropy of the natural fuzzy partition Q  given B%  is: 

1 1
, ,

0 0

( ) ( )
( | ) log

( ) ( )

L L
i j i j

i j

p Q B p Q B
H Q B

p B p B

− −

= =

= −∑∑
% %

%
% %

1 1
, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jD D

i j

i j h i j h

p B p B

μ μ− −

= =

= −∑∑ % %

% %
 . (9) 

where 
1 1

,
0 0

( ) ( , )
L L

i jD
i j

p D i j hμ
− −

= =

= −∑∑ %
% , 

1 1

,
0 0

( ) ( , )
L L

i jM
i j

p M i j hμ
− −

= =

=−∑∑ %
% , ( )p B =%  

1 1

,
0 0

( , )
L L

i jB
i j

i j hμ
− −

= =

−∑∑ % . 

Based on (1), (7), (8), (9), the entropy of fuzzy partition P  is：  
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( ) ( | ) ( | ) ( | )H P H Q D H Q M H Q B= + +% % %
1 1

, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jD D

i j

i j h i j h

p D p D

μ μ− −

= =

⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
∑∑ % %

% %
 

1 1
, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jM M

i j

i j h i j h

p M p M

μ μ− −

= =

⎡ ⎤
− ⎢ ⎥

⎣ ⎦
∑∑ % %

% %

1 1
, ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i jB B

i j

i j h i j h

p B p B

μ μ− −

= =

⎡ ⎤
− ⎢ ⎥

⎣ ⎦
∑∑ % %

% %
 . 

(10) 

The regions far away from the diagonal line in the 2-D histogram can be neglected 
which represent the noise of the image and always have little probability. Therefore, 
we can get the simplified formula:  

( ) ( | ) ( | ) ( | )H P H Q D H Q M H Q B= + +% % %
1 1

11 , 11 ,

0 0

( , ) ( , )
log

( ) ( )

L L
i j i j

i j

i j h i j h

p D p D

μ μ− −

= =

⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
∑∑ % %

 

1 1 1 1
22 , 22 , 33 , 33 ,

0 0 0 0

( , ) ( , ) ( , ) ( , )
log log

( ) ( ) ( ) ( )

L L L L
i j i j i j i j

i j i j

i j h i j h i j h i j h

p M p M p B p B

μ μ μ μ− − − −

= = = =

⎡ ⎤ ⎡ ⎤
− −⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑∑ ∑∑% % % %

 . 

(11) 

( | )H Q D% , ( | )H Q M% , ( | )H Q B%  can be regarded as the information measure of the 

dark, gray and white part of the image, respectively. The formula (11) can be regarded 
as the overall information measure of the image based on the fuzzy partition 

{ , , }P D M B= % % % . The algorithm is aimed at searching for maximum information based 

on a fuzzy partition, namely searching for an optimal combination of 12 parameters 

1 1 1 2 2 2 3 3 3 4 4 4( , , ; , , ; , , ; , , )a b c a b c a b c a b c  so that the total fuzzy entropy ( )H P  in formula 

(11) has the maximum value. Then the pixels can be classified based on the maximum 
membership principle: if ( , ) 0.5

D
i jμ ≥% , the pixel ( , )i j  is classified to the dark part 

D% , the shadow region in top left corner of the 2-D histogram as shown in Fig.1(b) ; if 

( , ) 0.5
B

i jμ ≥% , the pixel ( , )i j  is classified to the white part B% , the shadow region in 

lower right corner of the 2-D histogram as shown in Fig. 1(b) ; otherwise classified to 

M% . Because of the large number of possible combinations of the 12 parameters in a 
multi-dimensional fuzzy partition, it is not practical to compute each possible value. 
QGA can be used to find the optimal combination. 

4   Parameter Optimization by QGA 

In this section, we will briefly state the principle of QGA and explain how to use 
QGA to find a combination of the 12 membership parameters such that ( )H P has the 

maximum value. 

4.1   Coding Method and Quantum Gate of QGA 

The basic unit of information in quantum computation is the qubit [5]. A qubit is a 
two-level quantum system and it can be represented by a unit vector of a two dimen-
sional Hilbert space( , ):| 〉Ψ = α |0〉 + β |1〉 ,   2 2| | | | 1α β+ = , where we 

denote the basis states with |0〉  and |1〉 , adopting the ket notation for quantum state 
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vectors. 2| |α  and 2| |β represent the probability of the basic state 0 and 1 of the sys-

tem respectively. A qubit chromosome p of the length k is defined in formula (13), 

which can represent 2k  probable states. 

1 2

1 2

k

k

p
α α α
β β β
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

L

L
 . (12) 

Qubit chromosome is updated by some appropriate quantum gate ( )U θ [5], which 

is defined as: 

cos( ) sin( )
( )

sin( ) cos( )
i i

i
i i

U
θ θ

θ
θ θ

−⎡ ⎤
= ⎢ ⎥
⎣ ⎦

, 1, 2, ,i k= L  . (13) 

The quantum gate is updated by [ ] [ ]( )
T T

i i i i iUα β θ α β′ ′ = , where ( ,i iα β )is the 

i-th qubit, iθ  is the rotation angle. A general updating strategy is used in this paper, 

where the rotation angle selection strategy is referred to [5]. The updating strategy is 
to compare the fitness ( )ig x  of the current measured value of the individual ix  with 

the present evolutionary aim's fitness ( )ig b  of the current optimal individual ib . 

If ( ) ( )i ig x g b> , then adjust the qubit of the corresponding bit ( )i ix b≠  to make the 

probability amplitude evolve toward the direction benefiting the appearance of ix . On 

the contrary, if ( ) ( )i ig x g b< , then adjust the qubit of the corresponding bit to make 

the probability amplitude evolve toward the direction benefiting the appearance of ib .  

4.2   The Structure of QGA 

(1) Initialize colony ( )Q s : ( )Q s = 1 2{ , ,s sp p L  }s
np are initialized to 

1 1
( , )

2 2
[5], 

where n is the size of population and , ( 1,2, , )s
jp j n= L  represents the j-th solution in 

the s-th generation in the colony with the length k of the qubits; (2) Make ( )P s  by 

measuring ( )Q s  states: generate a random number r between 0 and 1. If 2| |s
ir α> , 

the measuring result is 1; otherwise 0; (3) Evaluate ( )P s  and store the best individual 

among ( )P s  and its fitness; (4) Update ( )Q s  using quantum gates, get son colony 

( 1)Q s + ; 1s s= +  and turn to (3). The preset evolutional generation T is used 

as iteration stopping criterion in this paper. 

4.3   Initial Setup of QGA by Experiments 

Instead of searching blindly, an effective searching scheme is generated using the 
necessary condition to make the entropy function ( )H P  in formula (11) arrive at the 

maximum value. The first step is to encode the parameters 1 1 1 2 2 2, , ; , , ;a b c a b c  
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3 3 3, , ;a b c 4 4 4, ,a b c  into an alphabet string, notice that have to following the increasing 

order 1 1 1 2 2 20 255a b c a b c≤ ≤ ≤ ≤ ≤ ≤ ≤  and 3 3 3 40 a b c a≤ ≤ ≤ ≤ 4b≤ ≤ 4 255c ≤ , 

referring to the fuzzy membership functions [3]. Here we use a mathematical process-
ing method [3]: 

1
1 1c c= , 1 1

1 1 1*( / 255)b c b= , 1 1
1 1 1*( / 255)a b a= , 

1 1 1
2 1 1 2(255 )*( / 255)a c c a= + − , 1 1 1

2 2 2 2(255 )*( / 255),b a a b= + −
1 1 1
2 2 2 2(255 )*( / 255)c b b c= + −  . 

(14) 

Then the condition 1 1 1 1 1 1
1 1 1 2 2 20 255a b c a b c≤ ≤ ≤ ≤ ≤ ≤ ≤  is satisfied. And the other six 

parameters are processed in the same way to satisfy the condition 
1 1 1 1 1 1
3 3 3 4 4 40 255a b c a b c≤ ≤ ≤ ≤ ≤ ≤ ≤ .  

The parameters of QGA are set as following by experiments on a test image: the 
dimension of the parameters D=12, the length of qubit string k=12×8=96, the size of 
population n=30, and the maximal generation number T=70. We choose the entropy 
function in formula (11) as the fitness function.  

5   Experimental Results  

The proposed algorithm has been tested using a gray image and we compared our 
results with that using Tao’s method in Fig. 2. Fig. 2(a) shows the gray scale pills 
image with size 448×646. Gaussian noise with the mean value 0 and the variance 
0.002 is injected into the image. Simulation experiments are worked on PC with Mat-
lab7, Pentium processor 1.6GHz CPU and 1G memory.  

Fig. 2(b) shows the three-level segmentation result using Tao’s method with time 
9.32(s), while the parameters of QGA are set as following: D=6, k=48, n=30, T=100. 
The optimal combination of the membership parameters ( 1 1 1, , ;a b c 2 2, ,a b 2c ) = (0, 2, 

128, 132, 145, 248), while the thresholds are (38, 171). The correspondent shapes of 
the membership functions are shown in Fig. 2(d). Fig. 2(c) shows the experiment 
result with the proposed method by QGA with time 53.12(s). The optimal combina-
tion ( 1 1 1 2 2 2, , ; , ,a b c a b c , 3 3 3 4 4 4, , ; , ,a b c a b c ) = (18, 30, 64, 91, 122, 134, 20, 27, 83, 119, 

120, 125). Fig. 2(e) shows the corresponding 6 shapes of the membership functions 
and its fuzzy partition of the 2-D histogram. Comparing the thresholded images of 
Fig. 2(b), (c), one can observe better visual effect using the proposed method than that 
using Tao’s method for three-level image segmentation. Using a uniformity meas-
urement [9], an image quality evaluation criterion, the value of Tao’s method is 
0.7315 and the value of our method is 0.7971, which means that our method has rela-
tively better segmentation effect. Theoretically, the image is segmented to three parts, 
corresponding to three gibbous areas (the shadow regions in Fig. 1(b)), which are 
enclosed by straight line segments and high order hyperbolic curves. The regions 
enclosed by high order hyperbolic curves are located in diagonal direction, which are 
the key regions to distinguish the three parts. Thus, our method can get good segmen-
tation effect. 

 



492 H.-Y. Yu and J.-L. Fan 

     

           (a)                                                 (b)                                              (c) 
 
 

  
 

                                            
                 (d)                                                           (e)                                                            (f) 

Fig. 2. (a) Gray scale pills image; (b) Result image using Tao’s method; (c) Result image using 
the proposed method; (d) Member function plot using Tao’s method; (e) Membership function 
plot and its fuzzy partition of the 2-D histogram using the proposed method; (f) Comparison 
diagram of the convergence curves of QGA (real line) and GA (dotted line) 

In the same time, in order to evaluate the performances of the QGA, we use GA [6] 
to search the optimal combinations of the 12 parameters for the same test image. The 
corresponding parameters D, k, n, T and fitness function of GA are the same as QGA. 
Other parameters of GA are set as following: the probability of crossover Pc=0.5, the 
probability of mutation Pm=0.01. Fig. 2(f) shows the convergence curves of the fuzzy 
partition entropy with QGA and GA by 10 times average method. The curve of the 
fitness of QGA displays a fast convergence speed than GA with the same evaluation 
generations. And the fitness of QGA converges to 22.1780, comparing to 21.9849 of 
GA, with the maximal generation number T=1000. It shows that QGA is more effec-
tive to solve the optimization problem than GA. 

6   Conclusions 

In this paper we present a three-level image segmentation method based on multi-
dimensional fuzzy partition and fuzzy entropy theory. We define a new fuzzy entropy 
based on a new fuzzy partition of 2-D histogram. The image is segmented to three 

 

0 100 200 300
16

18

20

22

24

 Evaluation generation: T

F
itn

es
s

 
 
0  50  100   150   200  250 

1 

0.5 

0 

mμ
 

bμdμ  

0   50    100   150   200   250 1    0.5   0 
dyμ

myμ

byμ

D
μ %

B
μ %

M
μ %

dxμ mxμ bxμ
1

0.5

0

0

50

100

150

200

250



 Three-Level Image Segmentation Based on Maximum Fuzzy Partition Entropy 493 

parts, including dark, gray and white part, which are represented by a group of fuzzy 

sets { , , }P D M B= % % % . There are 12 parameters in those member functions, determining 

the attributes of the fuzzy region of the image. The fuzzy region is found by an opti-
mization method (QGA) based on the maximum fuzzy entropy principle, with appro-
priate coding method to avoid useless chromosome. The experiment results show that 
our proposed method can get better image segmentation effect than Tao’s method. 
However, it is time consuming for the search of the best sets of the 12 parameters. So 
the next job can be done for this problem.  
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Abstract. This paper employs a hybrid particle swarm optimization using 
optimal foraging theory (PSOOFT) for multilayer feed-forward neural network 
(MFNN) training. Three benchmark classification problems: Iris, New-
thyroid and Glass are conducted to measure the performance of PSOOFT 
based MFNN. The simulation results are also compared with obtained using 
back Propagation (BP), genetic algorithm (GA) and standard PSO (SPSO) 
approaches to demonstrate the effectiveness and efficiency of PSOOFT. 

Keywords: Hybrid particle swarm optimization; neural network; training.  

1   Introduction 

Artificial neural networks (ANNs), and in particular, multi-layer feed-forward neural 
networks (multi-layer perceptron networks), have been widely applied in different 
fields. It was claimed that a MFNN can be trained with non-linear transfers to 
approximate and accurately generalize virtually any smooth, measurable function 
whilst taking no prior assumptions concerning the data distribution [1].  The most 
popular algorithm for training MFNNs is error back propagation (BP). Due to BP 
algorithm is based on the gradient information of an objective function, it possesses 
the disadvantages of slowly convergence speed and easy entrapment in a local 
minima. Currently, the rising of heuristic algorithms such as simulated annealing 
(SA), genetic algorithm (GA) and evolutionary strategy (ES) has inspired as new 
resources to train MFNNs. 

Particle swarm optimization (PSO) is a relatively new heuristic algorithm 
developed by Eberhart and Kennedy in 1995 [2, 3]. As PSO possesses the characters 
of easy implementation, simple realization and rapid convergence capability, it has 
been utilized widely in many areas, including training neural networks [4].  Although 
PSO has a fast convergence speed and can find a fairly good solutions at the 
beginning of search process , it may has great chance to be trapped in a local minima 
and fails to converge to a global optimum at the end of the search process. To 
overcome this problem, various attempts have been made to improve the performance 
of basic PSO, such as tuning the parameters in the velocity and position update 
                                                           
* Corresponding authors. 
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equations of PSO[5, 6, 7], designing different population topologies [8, 9, 10, 11], 
combining PSO with other search techniques  [12, 13] and incorporating bio-inspired 
mechanisms into the basic PSO[14, 15]. 

Nature always presents us with a wide variety of simple biological models which 
have the bonus effect of increasing our knowledge of how to design more powerful 
intelligent algorithm. Because the underlying idea of PSO is to mirror the social 
behavior of a flock of birds during the search of food, it is natural to think that if 
some biological models in optimal foraging theory can be employed to improve the 
performance of SPSO. Based on the research of OFT, we introduce two biological-
inspired mechanisms in OFT to improve the performance of original PSO, and this 
proposed method is named PSOOFT[16]. The first mechanism is based on an 
analogy with reproduction in nature and aims to enhance the ability of convergence 
rate. The second mechanism is based on a patch choice scheme found in animal 
groups, where the particles (birds) are attracted to the position of the best particle 
with a predefined probability and simultaneously migrate to other palace in the 
searcher domain with another predefined probability. Experiments on five 
benchmark functions demonstrated PSOOFT is superior to SPSO in both solution 
quality and convergence rate. 

The motivation of this paper is to apply PSOOFT as a new learning algorithm to 
train a MFNN instead of traditional BP algorithm. PSOOFT will be used to train the 
MFNN weights (bias) for three benchmark classification problems. For evaluating the 
performance of the proposed method, GA and BP algorithm will be used to tackle the 
same problem to illustrate the effectiveness and competitiveness of PSOOFT.  

The remainder of the paper is organized as follows. Section 2 presents the standard 
PSO. The PSOOFT algorithm is introduced in section 3. Section 4 presents the 
experimental settings and experimental results. Finally, in section 5 we summarize 
our conclusions and future works. 

2   Review of Standard PSO (SPSO) 

In PSO, the potential solutions, called particles, fly in a D-dimension search space 
with a velocity that is dynamically adjusted according to its own experience and that 
of its neighbors. The thi  particle is represented as ( , ,... ),1 2x x x xi iDi i= where 

[ , ], [1, ], ,x l u d D l uid d d d d∈ ∈ are the lower and upper bounds for the 

thd dimension, respectively. The velocity for particle i  is represented as 

( , ,..., ),1 2v v v vi iDi i=  which is clamped to a maximum velocity vector .maxv  The best 

previous position of the thi  particle is recorded and represented as 

( , , ..., ),1 2P P P Pi iDi i= which is also called .pbest  The index of the best particle 

among all the particles in the population is represented by the symbol ,g  and Pg  is 

called .gbest  At each iteration step t , the particles are manipulated according to the 

following equations:  
( 1) ( ) ( ( )) ( ( ))1 1 2 2v t w v t R c P x t R c P x tgi i i i i+ = × + − + −  (1) 
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,x x vid id id= +  (2) 

where w is inertia weight; 1c  and 2c  are acceleration constants; and ,1 2R R are 

random vectors with components uniformly distributed in [0, 1].  

3   A Novel PSO Based on Optimal Foraging Theory 

Foraging theory [17] is based on the assumption that animals search for and obtain 
nutrients in a way that maximizes their energy intake E  per unit time T  spent forag-
ing. Hence they try to maximize a function like / .E T Inspired the research of foraging 
theory, we found that two aspects of OFT is suitable to be incorporated into the SPSO 
model.  

A. Reproduction  
The birds incorporate some kind of pressure towards successful behavior, that is, 
birds that reach valleys must have some kind of reproductive reward, by generating 
more offspring-or by simply having a higher probability of generating offspring in 
each time step (suppose that the swarm is requested to find the lower values of one 
complex function). 

After a given time step NR , a reproduction step is taken. Suppose that the 
population size is S . Let / 2SR S= be the number of population members who have 
had sufficient nutrients so that they will reproduce.  

This reproduction procedure is performed as follow. The birds in the population 
are sorted in ascending order and divided into healthy part and unhealthy part, where 
the SR  birds with relatively lower fitness value are regarded as healthy one and  the 
rest SR birds with higher fitness value the are unhealthy; Then the SR  unhealthy birds 
die and the other SR healthiest birds each split into two young birds. It should be 
stressed that the personal best information associated with each of the birds is 
remained unchanged. 

B. Patch Choice  
To better understand how the patch choice model is incorporated in PSO, consider the 
following scenario: a group of birds are randomly searching food in an area. There are 
some pieces of food in the area being searched and only one piece of food is with 
more nutrients.  

Suppose that X is the position of a bird and ( )F X DX R∈ represents how much 

nutrients substances it get. Hence pbest can be regarded as the previous position of 

the pieces of food searched by the birds and gbest  is the position where the best 

nutrients patch has been found. In each iteration time, the top SR  healthy birds among 
the swarms search for the nearest resource within neighborhood of their previous best 
positions with probability PC , and migrate to other palace in the searcher domain 
with probability1 PC− . 
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Because the underlying concept of chaotic local search [18] is similar to the bird’s 
local search scheme, it was adopted to mimic the implement of the bird’s local search 
around the neighborhood of the patches.  

The overall procedure of PSOOFT is shown in Table 1. 

Table 1. The pseudo code for PSOOFT 

Initialize step: randomly initialize the position and velocity of each particle  
Set : 0k =  

While (the termination conditions are not met) 
FOR (each particle i  in the swarm) 

Calculate fitness: calculate the fitness value of current particle: ( )iF X  

Update pbest  and :gbest compare the fitness value of pbest  with ( )iF X . If 

( )iF X is better than pbest , then set the pbest to the current position iX ; 

Further more, if ( )iF X is better that gbest , the reset gbest to the current 

index in particle array 
Update the velocity and positions: calculate velocities iV and position iX using 

Eq.1.and Eq.2, respectively 
Limit the velocity: If maxiV V> then max .iV V= If miniV V< then miniV V=  

Reproduce particles:  If ( , ) 0Mod k Nr == , sort particles fitness value in 

order. The SR particle with higher values die and the other SR particle with the 
best value split (and the copies that are made are placed at the same location as 
their parent). 
Select Patch:  If   rand PC< , chaotic local search is performed, Otherwise 
migrate to other palace in the searcher domain 

END FOR 
Set : 1k k= +   

END WHILE 

4   Experimental Studies 

In order to demonstrate the performance of the PSOOFT, it is applied to the training 
of multilayer feed-forward neural networks (MFNNs) for classification problems. The 
performance of the PSOOFT is also compared with that obtained using BP, GA and 
SPSO training. 

4.1   Training MFNNs Using PSOOFT Algorithm 

Upon adopting PSOOFT to train a MFNN, two key problems must be resolved, 
namely encoding the MFNN and designing the fitness function. For a three-layer 
MFNN, the free parameters to be coded include weights and biases, which can be 
defined as a one-dimensional matrix, i.e., 
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,

( ) ( ) ( ) ( )

1 2 ,1 2 ,1 2 ,1 2

IH HO H Ow w b b

I H H O H O× ×

⎧ ⎫
⎪ ⎪
⎨ ⎬
⎪ ⎪
⎩ ⎭

 

where I, H and O is the number of neurons in input layer, hidden layer and output 

layer respectively. ( )IHw  is a vector of the weights between input layer and hidden 

layer. ( )HO
w  is a vector of the weights between hidden layer and output layer. ( )H

b  

represents a vector of the biases of  the hidden layer. ( )O
b  represents a vector of the 

biases of the output layer. The size of the matrix can be represented by 
.D I H H O H O= × + × + +  

In particular, each particle in PSOOFT contains a set of weights and biases of 
MFNN. The dimension of each particle is same as the size of the above matrix, i.e. D. 
The MFNN is trained using PSOOFT by moving the particles among the weight space 
to minimize the mean-squared error (MSE): 

,
# 21 1 ( )# 1 1

patterns O
M SE d yO kppatterns p K kp

 (3) 

where dkp is the k-th node of desired output and ykp  is the -thk  network output. 

4.2   Numerical Examples 

Three benchmark classification problems, i.e., Iris, New-thyroid and Glass are used 
for testing. The data sets for those three problems can be obtained from the UCI 
repository. The network configurations are listed in Table 2. 

Table 2. Network configuration 

Problem Architecture  #weights 
Iris 4-3-3 27 
New-thyroid 5-4-3 39 
Glass 9-8-7 143 

The SPSO and PSOOFT parameters were set to the values
1 2 2c c= = , and a 

linearly inertia weight starting at 0.9 and ending at 0.4 was used. The maximum 
velocity of each particle was set to be half the length of the search space in one 
dimension. In addition, for PSOOFT the parameter , ,NR PC K  are set as 20, 0.8, 

1000，  respectively. In GA, the population size is set as 40, the parameters of 
crossover probability 0.4Pc =  and the mutation probability 0.1Pm =  is used.  In BP, the 

learning rate η  and the momentum α are set as 0.3 and 0.9, respectively.  In each  
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experiment, each data set was randomly divided into two parts: 2/3 as training set and 
1/3 as test set. All results reported below are the averages computed over 10 runs.  

Table 3 shows the experimental results averaged 10 runs of the four algorithms. 
Where Train Correct and Test Correct are the correct rate of classification and 
generalization averaged 10 runs for the training and test sets, respectively. MSEt and 
MSEg refer to mean square error averaged 10 runs on the training and test set, 
respectively. It should be note that the BP-based MFNN is evolved for 3000 
generations repeated for 10 runs.  

Among the four types of methods, PSOOFT achieves the highest classified 
accuracy in the test part, which demonstrates that the results found by PSOOFT are 
more stable than that of other methods. The averaged best-so-far MSE (training or 
test)value over 10 runs generated by PSOOFT are smaller than those generated by any 
other approaches, which clearly demonstrates the competitiveness of PSOOFT with 
BP, GA and SPSO.  

Table 3. Performance comparisons using different training algorithms 

Data set  Algorithm Train Correct Test Correct MSEt MSEg 

BP 0.9550 0.9224 0.0516 0.0591 

GA 0.9332 0.9132 0.0138 0.0186 
PSO 0.9712 0.9628 0.0103 0.0274 

 
 

Iris 

PSOOFT 0.9926 0.9731 0.0099 0.0154 
BP 0.9148 0.7214 0.1823 0.1954 
GA 0.9135 0.8356 0.0144 0.0169 
PSO 0.9642 0.9421 0.0098 0.0252 

 
New-
thyroid 

 PSOOFT 0.9831 0.9568 0.0079 0.0166 
BP 0.6896 0.6142 0.1585 0.1185 
GA 0.7356 0.6241 0.1526 0.1492 
PSO 0.8086 0.6857 0.1248 0.1425 

 
Glass 

 

PSOOFT 0.8623 0.7136 0.0542 0.0716 

5   Conclusions 

In this paper, a hybrid particle swarm optimization PSOOFT has been used to train 
the weights and biases of a multi-layer feed-forward neural network. Application 
examples on three benchmark classification problems are conducted to measure the 
performance of the proposed method. The simulation results have been compared 
with those obtained by BP, GA and SPSO training, which demonstrated the 
effectiveness of the PSOOFT in terms of accuracy and robustness of the results.  
However, this is only the first step in applying PSOOFT for neural network training.  

In our future work, PSOOFT algorithm will be used to train other neural networks 
including radial basis function networks, recurrent neural networks and fuzzy neural 
networks.  
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Abstract. A multi-robot cooperation strategy based on a modified ant colony 
algorithm (ACA) is proposed. It enables the multi-robot system to search for the 
odor sources, which exist in the indoor environment, by imitating the forage 
behavior of the ant society. The modification of ACA includes new definitions 
of pheromone and heuristic function. And two extra search modes, local  
traversal search and global random search are added to improve the search  
performance of the robot system. A verification procedure is introduced into the 
iteration process to localize multiple odor sources. Simulation results have 
showed that the modified algorithm can effectively enable the robots to ap-
proach and determine the odor sources quickly and accurately. 

Keywords: Ant colony algorithm; Multi-robot cooperation; Odor source local-
ization. 

1   Introduction 

Recent years there is an increasing demand to inspect the leakages of hazardous 
chemicals in many fields, for examples, environmental engineering, survivor rescue 
and dangerous goods detection. As a result, the problem of odor tracking and odor 
source localization via using mobile robot system has become the research hotspot. 

Typical strategies and methods designed for odor tracking and localization include 
imitation of animal behavior [1,2], logical determination [3], plume tracking [4], arti-
ficial neural network [5], probability estimation [6] and multiple robots cooperation 
[7,8]. A.T. Hayes et al. [7] presented an investigation of odor localization by groups 
of autonomous mobile robots using principles of Swarm Intelligence (SI), a computa-
tional and behavioral metaphor for solving distributed problems that takes its inspira-
tion from biological examples provided by social insects. R.A. Russell et al. [9]  
developed a robot system for odor tracking that mimics the ant colony behavior by 
detecting the remnant gas trail on the ground. 

The ant colony algorithm (ACA), which was proposed by Dorigo in early 1990s 
[10,11], is a rapidly developing bionic optimization algorithm that imitates the SI 
behavior of the ant society. Until now, ACA has been successfully used in solving 
many problems, such as path planning, task assignment, production schedule, func-
tion optimization and multi-robot cooperation strategy [14]. Ding et al. [12] proposed 
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a multi-robot cooperation algorithm based on ACA by introducing a key concept 
called “stigmergy” of the ant society. The algorithm can organize different numbers of 
robots to cooperate on a task according to the task difficulty. Meng et al. [13] pre-
sented an improved ACA that combined with genetic algorithm to solve the mobile 
robot odor localization problem. Simulation results show that the robots can asymp-
totically approach and finally determine the odor source. 

The odor source localization is essentially a target searching problem in odor 
space. The exact position of the odor source is unknown at the beginning for all  
robots. Hence it’s important to design and select proper strategies for robots to coop-
erate, search and determine the target. Inspired by the ants’ forage behavior, a multi-
robot cooperation strategy based on modified ACA is proposed here. The details 
about the modified ACA are presented in section 2. Then section 3 gives the simula-
tion results. At the end are the conclusions and a brief outlook for the research. 

2   The Modified Ant Colony Algorithm 

The modified ACA includes three stages, which are local traversal search, global 
search and pheromone update. Additionally, an odor source verification procedure 
runs per certain intervals, so that the robots can search and determine multiple odor 
sources quickly. Here, we define the robot which detected the maximal gas concentra-
tion value at the current iteration as the best robot, and accordingly the worst robot 
detected the minimal concentration value. Note that the best robot and the worst robot 
correspond to different robot individuals according to the robots’ detected gas concen-
tration values during the iteration cycle. 

2.1   Local Traversal Search 

The local area is a circle with a radius of d. Fig.1 shows the defined local area and 
traversal path. Each robot starts from its current position and visits the four orienta-
tion points showed in Fig.1. The robot detects and logs the gas concentration at every 
position it stays. After all the five positions (including the original position) were 
visited, the robot compares the logged gas concentration values and returns to the 
location with the maximal concentration. Then the local search is finished. 

 

Fig. 1. Local area and traversal sequence of local search 
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2.2   Global Search 

There are two search modes in the global search stage, random search and probability 
search. After all the robots have finished local search, they communicate with each 
other about the coordinate and concentration information. Then each robot selects one 
of the two global modes based on the received information. 

Globally Random Search. In order to find the odor source quickly and prevent the 
system from getting into local optimum, the robot i will move to a stochastic location 
in the defined environment if the following conditions are satisfied: 

( ) ( ) ( ) ( )max minthrC    or   1,2, ,iC t C t C t i m< = =  (1) 

where thrC  represents the odor concentration threshold; ( )i
C t  is the concentration of 

the location where robot i stays; ( )maxC t  and ( )minC t  are the maximal and minimal 

concentration of the m locations, respectively. If ( )max thrC t C<  is true, it means that 

there is still no robot gets close enough to the odor source area and all the robots 
should go on random searching. If ( ) ( )mini

C t C t=  is satisfied, the robot i will be con-

sidered as the worst robot, and it goes randomly in order to check that if there is a 
higher concentration area, preventing the robots to be stagnant in a local optimal zone. 

Globally Probability Search. If the robot i does not satisfy the condition (1), it will 
do global search based on the following probability: 

( ) ( ) ( )

( ) ( )
1

k ik

ik m

k ik
k

t t
p t

t t

α β

α β

τ η

τ η
=

=

∑
 

(2) 

where ( )k
tτ  denotes the pheromone of the robot k. In our simulation, pheromone is 

not distributed on the path; instead it is a value indicating each robot's attraction. 

( )ik tη  is the heuristic of the robot k to the robot i. α and β are parameters that deter-

mine the weightiness of ( )k
tτ  and ( )ik tη . The heuristic ( )ik tη  is expressed as: 

( )
( ) ( )

( )

ik ik

i

C t D t

ik C t

e k i
t

e k i
η

⎧ ≠⎪= ⎨
=⎪⎩

i

 (3) 

where ( ) ( ) ( )ik k iC t C t C t= − ; ( )ikD t  is the distance between the robot i and k . 

The robot k to which the robot i moves closer is based on the maximal probabil-
ity ( )ikp t . The step length is defined as follows: 

( )ikstep R D t= i  (4) 

where R is a random number with range from 0 to 1 . 
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2.3   Pheromone Updating Rule 

When all the robots have finished global search, each robot will do pheromone up-
date. If n (n < m) robots move towards the robot i in the global probability search 
stage and their concentration is improved, the pheromone of the robot i will be up-
dated as follows: 

( ) ( ) ( ) ( )
1

1 1
n

i i k
k

t t C tτ ρ τ
=

+ = − +∑i  (5) 

where ρ  represents the pheromone evaporation factor with range from 0 to 1. 

2.4   Odor Source Verification Procedure 

The maximal iteration is defined as maxI . When the detected highest concentration 

value exceeds the threshold thrC  for the first time, the odor source verification proce-

dure is activated and will be implemented for every T iterations (we define T as veri-
fication cycle). If the locations of the maximal concentrations during the verification 
cycle T focus on a limited area, and the average value of the maximal concentrations 
is larger than the verification threshold avrθ , then a new odor source is found and its 

coordinate equals to the average value of the locations of the maximal concentrations. 
After the localization of a new odor source is done, all the robots will be distrib-

uted randomly in the defined environment and continue to search for the next odor 
source. The localized odor source is tagged so that it will not be verified again. The 
simulation process will be terminated after the maxI  iteration cycle is finished. 

3   Simulation Results and Analysis 

To simplify simulation, the following assumptions are made: 

− The robot is thought as a point without mass and size; 
− The robot can determine its own position; 
− The robot can exactly know (measure) the odor concentration after it arrives at a 

position; 
− Every mobile robot can communicate with other robots; 
− The gas/odor sensors’ response and recovery delays and communication delays are 

neglected. 

We use Matlab 7.1 software to do the simulation research. A 100 by 100 pixels 2D 
plan is created to simulate a 10m by 10m indoor environment with a 1m by 1m en-
trance area at the top left corner. The initial location of each robot is distributed ran-
domly in the entrance area. To facilitate the simulation research, the gas concentration 
value of each location within the environment is expressed by the following exponen-
tial model: 
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Fig. 2. 3D and 2D concentration maps for a single odor source 

    
       (a) Searching route of robots            (b) Varying values of concentration 

Fig. 3. Searching routes of robots and varying values of concentration without specifying Cthr 

( ) ( ) ( )2 22, 1 exp 1C x y Q x x y⎡ ⎤= − − − +⎣ ⎦  (6) 

where C(x,y) represents the concentration value of the location (x,y); Q is a parameter 
that determines the source strength. In our simulation, m = 5, d = 0.5, thrC  = 0.5,  

α = 1, β = 10, ρ = 0.2, maxI = 50, avrθ = 1. 

Firstly, we set a single odor source in the simulation environment to validate the 
importance of thrC  and local search. Fig.2 shows the concentration map of the odor 

source corresponding to the above exponential model with Q = 1.5 . The strongest 
concentration point, i.e. the location of the odor source, is located at the point (11,15). 

Fig.3(a) shows that without specifying thrC , the robots just swarm together and 

move laggardly during the whole iteration time. The reason why such phenomena 
happen is that without specifying thrC , only the worst robot can move randomly with 

a long distance, and the another robots just move step by step with a short step length.  
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(a) without local search                          (b) with local search 

Fig. 4. Comparison of searching routes of robots with different local search strategy 

 

Fig. 5. 3D and 2D concentration maps for two odor sources 

Further more, all robots set out collectively from the limited entrance, if they can’t 
move randomly at the beginning, the robots have to go along with each other and it’s 
hard to avoid intervolving. Fig.3(b) shows that it takes a long time for the robots to 
arrive at the source point without specifying thrC . 

Fig.4 compares the searching routes of robots between two search modes. Fig.4(a) 
shows that without local search stage, the robots move disorderedly at the starting 
area and take a long time to locate the odor source. By contrast, the routes of robots 
with local search stage showed in Fig.4(b) are much more ordered, and obviously the 
robots can find the odor source in shorter time. In addition, it’s interesting to see that 
a robot in Fig.4(b) do not move toward the odor source and keep away from another 
robots. This robot should be the worst robot, and it just moves randomly in the de-
fined environment to find whether there is a new odor source somewhere. 

Finally, in order to test the performance of the robot system for multiple odor 
sources localization, we add a new odor source corresponding to the exponential 
model (6) with Q = 2.2 to the simulation environment. The new source is located at 
the point (85,81). Fig.5 shows the concentration maps of the two odor sources. 



508 Y. Zou and D. Luo 

 

Fig. 6. Distribution maps of robots while searching two sources 

            
      (a) Concentration map                    (b) The distribution map of the best robot 

Fig. 7. Concentration map and the distribution map of the best robot 

Fig.6 gives the robots’ distribution maps from the underway stage to the odor 
source verification stage. The robots start moving from the entrance area and gradu-
ally disperse.  The robots succeed to find the first odor source after 10 iterations and 
the second one after 50 iterations. Similarly, during the verification stage, there al-
ways have a robot, i.e. the worst robot, keep searching randomly. 

We can find from Fig.7 that during the time between the first and the second odor 
source verification, the locations of the best robot converge near the first verified 
source for two times. The reason is that the concentration strength of the first source 
is higher than the second one. So after the first verification, the robots would still 
move towards the verified source with higher probability. Note that the random distri-
bution of the robots after source verification could affect the result greatly. If a robot 
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move to the adjacent area of the second source luckily after the random distribution, 
the verification of the second source will be completed soon. 

4   Conclusions 

In this paper, a multi-robot cooperation method for odor source localization based on 
a modified ant colony algorithm is proposed. Simulation results show that the local 
traversal search and the globally random search can effectively accelerate the search-
ing speed. The modified algorithm inspired by the swarm intelligence of ants’ society 
can successfully find the odor sources exist in the defined environment by using only 
gas/odor sensors. In the future work, we will try to use and design different concentra-
tion models, local search methods and source verification rules to optimize the per-
formance of the robot system. 
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Abstract. A new problem-solving method for multi-agent systems and
computer networks is proposed, which transforms the problem-solving
process into the parallel solitary wave propagation process in non-linear
space.1 This paper discusses the basic principle of the solitary wave
method and proves its properties theoretically. Due to the paper length
limitation, the algorithm based on solitary waves and simulations are
given in other related papers. The theoretical analysis and practical ex-
periments show the advantages of the proposed method in terms of the
high-degree parallelism, the suitability for complex environment, and the
powerful processing ability.

Keywords: solitary wave; multi-agent systems; task allocation and re-
source assignment; bandwidth allocation; parallel optimization.

1 Introduction

The optimization of the network resource allocation is of great importance for en-
hancing the network throughput and improving the network performance. Since
the ATM network is to support multiple classes of traffic (e.g. video, audio, and
data) with widely different characteristics and Quality of Service (QoS) require-
ments, one of the major challenges is to guarantee the promised QoS for all the
admitted users, while maximizing the resource utilization through dynamically
allocating appropriate resources (e.g. bandwidth, buffers). The bandwidth allo-
cation problem in networks is NP-complete [1]. Many algorithms and evaluation
criteria for the bandwidth allocation have been proposed so far [2]-[11], which
are based on quite different strategies, such as maximizing an aggregate utility
function of users, minimizing the overhead of data transmission, maximizing the
average priority or average reliability of traffic, and so forth. Some very interest-
ing duality models are proposed in [12]-[14], by which the network’s optimization
problem may be solved by a primal parallel algorithm for allotted rates, and a
dual parallel algorithm for shadow prices or congestion signals. F. Kelly et al
model the problem of rate control for the Internet as a problem of maximizing
1 This work was supported by the National Natural Science Foundation of China under

Grant No.60575040 and No.60473044.

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 510–517, 2008.
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the aggregate utility of users, which could be further decomposed into separate
subproblems for the network and for the individual users, resulting in a duality
algorithm [12]-[14] that can be carried out in parallel.

As for the optimization problem about the task allocation and resource assign-
ment in multi-agent systems (MAS), it is necessary to determine the cooperative
members previously and to form the coalition among many agents before exe-
cuting the given tasks. The symbolic logic methods currently used in MAS are
basically serial or small-scale parallel, with very high computational complexity.
Generally, all the agents in MAS are regarded either to be selfish since each of
them only pursues its own maximal utility, ignoring the global benefit of the sys-
tem; or to be unselfish due to their concern only about the whole outcome of the
system, without regard for personal payoff. But these are just two extreme cases.
Moreover just simple social behaviors, such as cooperation and competition, bi-
lateral and conscious interactions, are considered by most methods currently
used in MAS [16 ]-[18 ].

This paper is devoted to a new approach to problem-solving in MAS and
CN, which is based on the solitary wave propagation (SWP) process in non-
linear space. The proposed approach has many advantages over other methods in
terms of the high-degree parallelism and the suitability for complex environment.
This paper focuses on the theoretical analysis of the solitary wave method. The
algorithms and simulations for the parallel optimization are moved in other
related papers due to the paper length limitation.

2 Basic Principle of Solitary Wave Mechanism

The solitary wave has both particle and wave properties, and is a universal
phenomenon in nature and physics. Particularly, its energy is concentrated in
a relatively smaller region, and its waveform and/or wave speed could recover,
called as elastic dissemination, when the waves interact mutually. For the parallel
optimization of task allocation and resource assignment in MAS and CN, this
paper proposes a special kind of solitary wave which propagates concurrently in
nonlinear media as follows. The propagation paths and speeds all depend on the
competition results between waves. Only the competition winner wave along a
hyper-edge can continually propagate further, whereas the loser wave along a
hyper-edge is deprived of propagating forwards unless the wave along the hyper-
edge becomes a winner again in the competition turn that follows. There are no
interference between waves confluent to the same wave node and no reflection
from either wave node or hyper-edge. The waveform remains rectangular without
any distortion due to dispersion or diffusion. The wave amplitude decreases in
inverse proportion to the propagation distance. The wave speed can change with
the received wave amplitude and introduced heuristic knowledge.

For a bottom-up implicit AND/OR graph G(N, E), the set of all the input
hyper-edges of node n ∈ N is denoted by Ω(n) = {Ln1 , · · · ,Lnk

}, where the i-th
input hyper-edge Lni = {〈m1

ni
, n〉, · · · , 〈mp

ni
, n〉}, and 〈m1

ni
, n〉, · · · , 〈mp

ni
, n〉 ∈

E, i ∈ {1, · · · , k}; The set of nodes, Ni(n) = {m1
ni

, · · · , mp
ni
}, is called the i-th

input hyper-node of node n. Thus the input hyper-edge Lni is also described
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as the edge from the input hyper-node Ni(n) to node n, i.e. Lni = 〈Ni(n), n〉.
In the graph G(N, E), a wave source node that represents a primitive solvable
subproblem for the given original problem may gush out the wave with constant
amplitude a. Whereas a wave source node that represents a primitive unsolvable
subproblem for the given original problem doesn’t generate any wave.

The set of all the discovered output edges of node n by the time t is denoted
Qt(n) = {〈n, n1〉, · · · , 〈n, nq〉}, where n1, · · · , nq ∈ N . The j-th hyper-path
Pj(n) = L ∼ n of node n represents the j-th hyper-edge route from wave sources
via hyper-edge L ∈ Ω(n) to node n, where, for any node ni in Pj(n), only one
input hyper-edge of node ni belongs to Pj(n).

Definition 1. The amplitude attenuation δ(L ∼ n, t) for waves to pass hyper-
path P(n) = L ∼ n and to arrive at node n at time t is defined by

δ(L ∼ n, t) =
∑

m, 〈m,n〉∈L, L′∼m ∈ P(n)[ δ(L′ ∼ m, t) + β d(m, n) ], (1)

where d(m, n) represents the cost or distance of edge 〈m, n〉, and β is a positive
proportional coefficient. If n is a wave source, then δ(L ∼ n, t) = 0 at any t.

Definition 2. The wave amplitude along the hyper-path P(n) = L ∼ n of node
n is equal to

α(L ∼ n, t) =
{

a− δ(L ∼ n, t) * 0, if λ > 0,
0, otherwise,

(2)

where
λ =

∑
m, 〈m,n〉∈L, L′∼m ∈ P(n)[α(L′ ∼ m, t)− β d(m, n)]− (p− 1) a, (3)

and p is the number of edges in the hyper-edge L.

Definition 3. When waves arrive along the hyper-path P(m) = L′ ∼ m up to
node m at time t(P(m)), where 〈m, n〉 ∈ L, L′ ∼ m ∈ P(n), the refraction
wave propagates along 〈m, n〉 to node n after time t(P(m)) at the following speed

VP(m)(m ∼ n, t) =
{

v0 d(m, n)/∂(t) if ∂(t) > 0,
0, if ∂(t) ≤ 0,

(4)

∂(t) = β d(m, n) + hm(n)− v0 t(P(m)) + δ(P∗
t (m), t), (5)

where v0 is a positive constant; hm(n) is the heuristic cost or distance estimated
for hereafter propagation from node m via node n to a wave sink ℵ. If node n
is a wave sink, then hm(n) = 0. δ(P∗

t (m), t) is the smallest attenuation among
the waves that arrive at node m along all the hyper-paths, ∀i,Pi(m) ∈ Ω(m), of
node m until time t, that is
δ(P∗

t (m), t) = mini δ(Pi(m), t) = mink, 〈k,m〉∈L, L∈Ω(m)[δ(P∗
t (k), t) + β d(k, m)].

Definition 4. The time period T (P(n)) for the wave to pass through a hyper-
path P(n) = L ∼ n of node n up to node n is defined by

T (P(n)) = Σm, 〈m,,〉∈L, P(m)∈P(n)[ T (P(m)) + T (m ∼ n)], (6)
where T (m ∼ n) is the period for the wave from P(m) to propagate from node
m to node n.
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Lemma 1. Assume that the waves propagate at the speed given by Eq.(4) and
Eq.(5), and δ(P∗

t (m), t) doesn’t change with the time t ≥ t(P(m)), then the
period for the wave to pass through the hyper-path P(m) and the edge 〈m, n〉 to
node n is equal to the period for the wave to pass through the optimal hyper-path
P∗(m) and the edge 〈m, n〉 to node n, where 〈m, n〉 ∈ L,L ∈ Ω(n).

Proof. Because δ(P∗
t (m), t) still remains constant after T (P(m)), by (4) and (5),

∂(t) remains unchanged and the wave from P(m) will refract at a constant speed
along 〈m, n〉 at t ≥ t(P(m)), whereby

T (m ∼ n) = d(m, n)/VP(m)(m ∼ n, t)
= [δ(P∗

t (m), t) + β d(m, n) + hm(n)]/v0 − t(P(m)),
T (P) = T (P(m)) + T (m ∼ n) = [δ(P∗

t (m), t) + β d(m, n) + hm(n)]/v0. (7)
Let P∗

t(P(m))(m) be the optimal hyper-path to node m among all the hyper-
paths discovered until t(P(m)). Since t(P∗

t(P(m))(m)) ≤ t(P(m)), the hyper-
path with the minimum δ value must be P∗

t(P(m))(m) during t(P∗
t(P(m))(m)) ≤

t ≤ t(P(m)). Thus δ(P∗
t (m), t) also doesn’t change after t(P∗

t(P(m))(m)), namely
Eq.(7) holds true for P∗

t(P(m))(m). Therefore

T (P(n)) = T (P∗
t(P(m))(m)) + T (m ∼ n).

Lemma 2. Assume that the conditions for Lemma 1 hold true, then the period
for waves to propagate along the hyper-path P(n) = L ∼ n up to node n is equal
to that for waves to propagate along the optimal hyper-path up to the input nodes
of hyper-edge L and then to pass via L up to n.

Proof. By Eqs.(6) and (7), for the hyper-edge L ∈ Ω(n) we have
T (P(n)) =

∑
m,〈m,n〉∈L[δ(P∗

t (m), t) + β d(m, n)+hm(n)]/v0

=
∑

m,〈m,n〉∈L[δ(P∗
t (m), t) + β d(m, n) + h(n)]/v0 (8)

where h(n) =
∑

m,〈m,n〉∈Lhm(n).

Lemma 3. Assume that the wave amplitudes conform to Eq.(2) and the con-
ditions for Lemma 1 hold true. If t∗(m) ≥ t∗(n), then all the hyper-paths that
contain edge 〈m, n〉 are not optimal to node n, where t∗(m) is the earliest time
for waves to arrive at node m.

Proof. By t∗(n) = minP(n){T (P(n))} and Lemma 2, t∗(n) is equal to the time
period for waves to propagate along the optimal hyper-path P∗(n) to node n.
Thus by t∗(m) ≥ t∗(n), it may be derived that

t∗(n) = T (P∗(n)) = T (P∗
t (n)) = T (P∗

t∗(n)(n))

=
∑

k,〈k,n〉∈L,L∈P∗(n)[ δ(Pt∗(k)(k), t∗(k)) + β d(k, n)+hk(n) ]/v0

=
∑

k,〈k,n〉∈L,L∈P∗(n)[ t∗(k) + T (k ∼ n) ] ≤ t∗(m) < t∗(m) + T (m ∼ n).

Therefore, any hyper-edge that includes the node m and the edge 〈m, n〉 doesn’t
belong to the optimal hyper-path P∗(n) for node n.
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Lemma 4. Assume that the wave amplitudes conform to Eq.(2) and the con-
ditions for Lemma 1 hold true. If δ(P∗

t (m), t) never changes for ∀ m when
t ≥ t∗(m), then the wave with the maximum amplitude will arrive earliest at
the time t∗(n) = [ δ(P∗

t∗(n)(n), t∗(n)) + h(n) ]/v0, where 〈m, n〉 ∈ L,L ∈ Ω(n).

Proof. By the assumption δ(P∗
t (m), t ≥ t∗m) = δ(Pt∗

m
(m), t∗(m)) ≡ c(m), where

c(m) is a constant related to node m, and by Eq.(8), we have
t(n) = T (P(n)) =

∑
〈m,n〉∈L[δ(P∗

t (m), t ≥ t∗(m)) + β d(m, n)]/v0 + h(n)/v0

=
∑

〈m,n〉∈L[c(m) + β d(m, n)]/v0 + h(n)/v0, and

δ(P∗
t (n), t ≥ t∗(n)) = minP(n){δ(P(n), t ≥ t∗(n))}

= minL∈Ω(n){
∑

〈m,n〉∈L[ δ(P∗
t (m), t ≥ t∗(n)) + β d(v, u) ]}.

By Lemma 3, only the case t∗(m) < t∗(n) needs considering, and therefore
δ(P∗

t (n), t ≥ t∗(n)) = minL∈Ω(n){
∑

〈m,n〉∈L[δ(P∗
t (m), t > t∗(m))+βd(m, n)]}

= minL∈Ω(n){
∑

〈m,n〉∈L[c(m) + β d(m, n)]}
= minL∈Ω(n)[v0T (P(n))− h(n)] = v0t

∗(n)− h(n),
which implies that δ(P∗

t (n), t) is also unchanged for t ≥ t∗(n). Moreover, we
obtain

t∗(n) = [δ(P∗(n), t ≥ t∗(n)) + h(n)]/v0 = [δ(P∗
t∗(n)(n), t∗(n)) + h(n)]/v0,

and the minimum attenuation wave, i.e. the maximum amplitude wave, arrives
at n at the time t∗u earliest.

Lemma 5. Assume that the wave amplitude and the wave speed conform to
Eq.(2) and Eq.(4), respectively. When t ≥ t∗(m), it is true that δ(P∗

t (m), t)
doesn’t change with the time for any node m.

Proof. At first, we define the maximum intermediate node number ξ(m) of node
m in a hyper-path Pt(m) as follows: If node m is a wave source, then ξ(m) = 0;
If maxh,〈h,m〉∈L,L∈P(m){ ξ(h) } = k, then ξ(m) = k + 1.

By induction for ξ(m), if ξ(m) = 0, it is obvious that δ(P∗
t (m), t) = 0 for

t ≥ 0 and the Lemma holds true. If ξ(m) = 1, then any ancestor node h of m is
a wave source, therefore

δ(P∗
t (m), t) = minL∈Ω(m){

∑
h,〈h,m〉∈L,L∈P(m)[δ(P∗

t (h), t) + βd(h, m)] }
= minL∈Ω(m)

∑
h,〈h,m〉∈L,L∈P(m) βd(v, u)

is unchanged with time and the Lemma is true for ξ(m) = 1. By the induction
assumption for ξ(m) = k, one needs proving that the Lemma also holds true for
ξ(m) = k + 1. For ξ(m) = k + 1 ≥ 2, the set ω(m) of the father nodes of node
m may be divided into two subsets, ω1(m) and ω2(m), such that if h ∈ ω(m)
and t∗(h) < t∗(m) then h ∈ ω1(m), otherwise h ∈ ω2(m). By the induction
assumption about ξ(m) ≤ k and by Lemma 3, it is sure that δ(P∗

t (h), t ≥
t∗(h)) = c(h) is a constant. Moreover,
δ(P∗

t (m), t ≥ t∗(m))=minL, L∈Ω(m){
∑

〈h,m〉∈L[δ(P∗
t (h), t ≥ t∗(h))+β d(h, m)]}

= minL, L∈Ω(m){
∑

〈h,m〉∈L,h∈ω1(m)[c(h) + β d(h, m)]}.
Therefore δ(P∗

t (m), t ≥ t∗(m)) remains unchanged with time, and the conclusion
holds for ξ(m) = k + 1.
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Theorem 1. Assume that the wave amplitude and the wave speed conform to
Eq.(2) and Eq.(4), respectively. Then the wave that propagates along the hyper-
path P∗(n) with the minimum attenuation, i.e. with the maximum amplitude,
will arrive at node n earliest, and the arrival time is equal to

t∗(n) = [ δ(P∗(n), t ≥ t∗(n)) + h(n) ]/v0.

Proof. It is straightforward from Lemma 3, 4 and 5.

Theorem 2. Suppose that waves propagate along P(m) and P∗(m) to node m
at time t(m) and t∗(m), respectively, and t(m)− t∗(m) < [ β d(m, n) + hm(n)−
h(m) ]/v0. Then the waves along hyper-paths, P∗(m) and P∗(m), may arrive at
the next node n at the same time.

Proof. By Lemma 4 and Theorem 1, we have
t∗(m) = [ δ(P∗(m), t ≥ t∗(m)) + h(m) ]/v0.

Then by the assumption t(m)− t∗(m) < [ β d(m, n)+hm(n)−h(m) ]/v0, it may
be derived that

β d(m, n) + hm(n) − v0 t(m) + δ(P∗(m), t ≥ t∗(m)) > 0, namely by Eq.(5)
there is ∂(t ≥ t∗(m)) > 0. Furthermore, by Definition 3 and Lemma 1, we have
T (P(m) ∼ n) = [ δ(P∗(m), t ≥ t∗(m)+β d(m, n)+hm(n)]/v0 = T (P∗(m) ∼ n),
which implies that the wave along hyper-paths, P∗(m) and P∗(m), may arrive
at the next node n at the same time.

On the other hand, if t(m) − t∗(m) ≥ [ β d(m, n) + hm(n) − h(m) ]/v0, then
we have ∂(t ≥ t∗(m)) ≤ 0 and VP(m)(m ∼ n, t ≥ t(P(m)) = 0, which means the
wave from P(m) fails to propagate along m ∼ n.

Theorem 3. If the heuristic value hm(n) is selected so that [hm(n) −
h(m)]/d(m, n) is a constant, then the solitary wave propagates at an identical
speed along any edge of an infinite implicit AND/OR graph.

Proof. By Theorem 1, we have v0t
∗(m) = δ(P∗(m), t ≥ t∗(m)) + hm(n). Thus

VP(m)(m ∼ n, t ≥ t∗(m))
= v0 d(m, n)/[ βd(v, u) + hm(n)− v0 t∗(m) + δ(P∗(m), t ≥ t∗(m)) ]

= v0 d(m, n)/[ β d(m, n) + hm(n)− h(m)] = v0/(β + c)
is a positive constant. That is, the wave propagation speed long any edge is
identical.

Theorem 4. The time period spent in finding the optimal solution is indepen-
dent of selected heuristic values for the same non-object wave node.

Proof. The optimal solution to search an implicit AND/OR graph means that the
optimal hyper-path from wave source nodes up to wave sink nodes. Note that,
for any wave sink node n, we have h(u) ≡ 0. Hence, by Theorem 1, we have the
time t∗(n) = [ δ(P∗

t (n), t ≥ t∗(n)) + h(n) ]/v0 = δ(P∗
t (n), t ≥ t∗(n))/v0 for wave

sink node n. Here δ(P∗
t (n), t ≥ t∗(n)) has nothing to do with the heuristic value

h(m) of any intermediate non-object wave node m.

Theorem 5. The larger the heuristic values, the less the complexity of wave
nodes required for finding out the optimal solution.
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Proof. Let the set of nodes via which waves have passed by time t be N (t),
and h1(n) ≤ h2(n) for wave node n. By Theorem 1, t∗1(n) = [δ(P∗

t (n), t ≥
t∗1(n)) + h1(n)]/v0 and t∗2(n) = [δ(P∗

t (n), t ≥ t∗2(n)) + h2(n)]/v0 hold true.
Because δ(P∗

t (n), t ≥ t∗1(n)) = δ(P∗
t (n), t ≥ t∗2(n)), and they are the wave

amplitude attenuation along the optimal hyper-path, so that they are irrelative
to h(n). Hence we have t∗1(n) − h1(n) = t∗2(n) − h2(n). Since h1(n) ≤ h2(n), it
leads to t∗2(n) ≥ t∗1(n), which implies the waves with h2(n) can’t propagate so
fast as the waves with h1(n) can. Moreover, according to Theorem 3, irrespective
of h1(n) or h2(n), the waves spend the same time in finding the optimal hyper-
path, whereby N2(t) ⊆ N1(t).

Theorem 6. The existential optimal hyper-path of an infinite implicit AND/OR
graph may be obtained by using the solitary wave mechanism Eq.(2) and Eq.(4).

Proof. By Theorem 1 through Theorem 5, the waves along the optimal hyper-
path of a node always propagate at the node earlier than along non-optimal
hyper-path of the node. Therefore, as long as there is an object node in a finite
distance, even though for an infinite cycle graph, the optimal solution with the
shortest distance or cost may be found in a finite time period.

Theorem 7. For an infinite implicit AND/OR graph, the proposed solitary
wave mechanism has the time complexity O(L) to find the existential optimal
solution, where L is the cost or distance of the optimal hyper-path.

Proof. By Theorem 1, the wave reaches a wave sink node n at time t∗(n) which
is directly proportional to L.

3 Conclusions

The proposed solitary wave approach and the algorithm may be effectively used
in the task allocation and resource assignment in multi-agent systems and com-
puter networks. The solitary wave model is essentially different from searching
a general implicit AND/OR graph corresponding to state space. By the solitary
wave model, the hyper-edges are dynamically constructed, and the back-tracking
and two phases (top-down and bottom-up ) are not necessary, so that it is possi-
ble to handle the stochastic behaviors in MAS and CN. The theoretical analysis
and practical experiments show the advantages of the proposed method in terms
of the high-degree parallelism, the suitability for complex environment, and the
powerful processing ability.
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Abstract. Inspired by the behavior of the honeybees’ collecting pollen, Bee 
Collecting Pollen Algorithm (BCPA) is proposed in this paper. This is a novel 
global convergence searching algorithm. It simulates the behavior of the honey-
bees’ collecting pollen and describes the swarm intelligent. The experiment for 
TSP shows that the improve algorithm is more efficient. 

Keywords: Honeybee, collect pollen, swarm intelligent, honey resource, global 
convergence. 

1   Introduction 

Swarm intelligence has gained increasingly high interest among the researchers from 
different areas, like, science, commerce and engineering over the last few years. It is 
particularly suitable to apply methods inspired by swarm intelligence to various opti-
mization problems, especially if the space to be explored is large and complex. 

Swarm Intelligence is an emerging field of artificial intelligence. It is concerned 
with modeling of social interactions between social beings, primarily ants, birds and, 
in the recent time, bees. This approach utilizes simple and flexible agents that form a 
collective intelligent as a group. This is an alternate approach to traditional intelli-
gence models, exhibiting features of autonomy, emergence, robustness and self-
organization. Several examples of artificial models inspired by interactions of social 
organisms are: Particle swarm optimization (PSO) methods, a population based sto-
chastic optimization technique developed in 1995, by Eberhard and Kennedy [1].It is 
inspired by flocking behavior of the birds searching for food. Although PSO methods 
share many common attributes with GA, such as stochastic nature, population of 
solution candidates, PSO methods, unlike GA use a kind of cooperation between 
particles to drive the search process. PSO methods have no evolutionary operators 
like crossover and mutation. Each particle keeps track of its own best solution, and 
the best solution found so far by the swarm. It means the particles posses own and 
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collective memory, and are able to communicate. The difference between global best 
and personal best is used to direct particles in search space. Another model of swarm-
based approaches to optimization is Ant Colony Optimization (ACO), where the 
search process is inspired by the collective behavior of trail deposit and follow-up, 
observed by real ant colonies. A colony of simple (trial of pheromones) and thus pro-
poses solution to a problem, based on their collective experience. Ant colony algo-
rithms as evolutionary optimization algorithms were first proposed by Dorigo (1992) 
[2] as a multagent approach to different combinatorial optimization problems like 
traveling sales man problem and the quadratic assignment problem. Although, the 
first result were not very encouraging, it initiated the interest among research commu-
nity, and since then, several algorithms have been proposed, some of them showing 
very convincing results. 

A Classical Traveling Salesman Problem (TSP) has been an interesting problem. 
Given a number of nudes and their distances of each other, an optimal travel route is 
to be calculated so that starting from a node and visit every other node only once with 
the total distance covered minimized. As a special optimization problem ,there are 
many people have been do much work on it, i.e. Neural Network , Potential Fields, 
Genetic algorithms, Particles Swarm Optimization methods and other. Optimization 
methods can generally be classified into two distinct groups: direct search and gradi-
ent based search. Gradient based search techniques require derivative information of 
the function and constraints, while direct search methods use only objective function 
and constraint values. Since derivative information is not used, these methods gener-
ally require large number of iterations for convergence, but are at the other hand ap-
plicable to very broad problem space. However, TSP is inherently a NP hard problem 
with no easy solution.  

The behavior of honey-bees shows many features like cooperation and communi-
cation, so honey-bees have aroused great interests in modeling intelligent behavior 
these years [3]-[19],but these algorithms are most mechanism by the marriage in bee. 
This paper describes a novel approach that uses the honey bees foraging model to 
solve the problem. Experimental results comparing the proposed honey bee colony 
approach with existing approaches such as ant colony and Genetic Algorithm (GA) 
will be presented. 

This paper first describes how honey bee colonies deploy forager bees to collect 
nectar amongst diverse flower patches. The mapping of Traveling salesman problem 
to honey bee’s forager deployment is given. Subsequently, the implementation details 
are discussed in section 3. This is then followed by a comparative study on the per-
formance of the honey bee approach on benchmark problems in section4. The paper 
finally ends with conclusions and future works in Section 5. 

2   Honey Bee Colony 

Colonies of social insects such as ants and bees have instinct ability known as swarm 
intelligence. This highly organized behavior enables the colonies of insects to solve 
problems beyond capability of individual members by functioning collectively and 
interacting primitively amongst members of the group. In a honey bee colony for 
example, this behavior allows honey bees to explore the environment in search of 
flower patches (food sources) and then indicate the food source to the other bees of 
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the colony when they return to the hive. Such a colony is characterized by self organi-
zation, adaptiveness and robustness. 

Seeley (1995) proposed a behavioral model of self organization for a colony of honey 
bees. In the model, foraging bees visiting flower patches return to the hive with nectar as 
well as a profitability rating of respective patches. The collected nectar provides feedback 
on the current status of nectar flow into the hive. The profitability rating is a function of 
nectar quality, nectar bounty and distance from the hive. The feedback sets a response 
threshold for an enlisting signal which is known as waggle dance, the length of which is 
dependent on both the response threshold and the profitability rating. The waggle dance is 
performed on the dance floor where individual foragers can observe. The foragers can 
randomly select a dance to observe and follow from which they can learn the location of 
the flower patch and leave the hive to forage. This self organized model enables propor-
tionate feedback on goodness of food sources [14]. 

3   Bee Collecting Pollen Algorithm 

This section details algorithms to perform TSP inspired by the behavior of honey bee 
colony. The challenge is to adapt the self-organization behavior of the colony for 
solving TSP. There are two major characteristics of the bee colony in searching for 
food sources: waggle dance and forage (or nectar exploration).We will discuss in 
separate sub-sections on how we map these characteristics of a bee colony to TSP. 

3.1   Waggle Dance 

A forager f i on return to the hive from nectar exploration will attempt with probabil-

ity p  to perform waggle dance on the dance floor with duration AD d i= , where 

d i  changes with profitability rating while A denotes waggle dance scaling factor. 

Further, it will also attempt with probability r i to observe and follow a randomly 

selected dance. The probability r i  is dynamic and also changes with profitability 

rating. If a forager chooses to follow a selected dance, it will use the ‘path’ taken by 
the forager performing the dance to guide its direction for flower patches. We term 
the path as ‘preferred path’. The path for a forager is a series of landmarks from a 
source (hive) to a destination (nectar). For TSP, the profitability rating should be 

related to the objective function, which in our case, is make span. Let Pf i  denote the 

profitability rating for a forager, it is given by:   

C
Pf

ii
max

1=  (1) 

where, Ci
max  = make span of the schedule generated by a forager f i .The bee col-

ony’s average profitability rating, f colonyP   is given by: 

∑
1=

max

11
=

n

j jcolony C
f

n
P  (2) 
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where, n = number of waggle dance at time t (we only consider those bees that dance 

when computing profitability rating); C j
max  = make span of the schedule generated 

by a forager f j  performing waggle dance. The dance duration, d i  is given by: 

f

f
d

colony

i
i

P

P
=  (3) 

The probability r i of following a path is adjusted according the profitability ratings 

of a forager and the colony based on the lookup table 1 (adopted from Nakrani and 
Tovey 2004). Essentially, a forager is more likely to randomly observe and follow a 
waggle dance on the dance floor if its profitability rating is low as compared to the 
colony’s. 

Table 1. Look up Table for Adjusting Probability of Following a Waggle Dance 

Profitability Rating r i  

ff colonyi PP 9.0<  0.60 

fff colonyicolony PPP 95.09.0 <≤  0.20 

fff colonyicolony PPP 15.195.0 <≤  0.02 

ff icolony PP ≤15.1  0.00 

3.2   Forage (Nectar Exploration) 

For foraging algorithm, a population of l foragers is defined in the colony. These 
foragers cyclically construct solutions to the TSP. The foragers move along branches 
from one node to another node in the disjunctive graph and so construct paths repre-
senting solutions. A forager must visit every node once and only once in the graph, 
starting from initial node (i.e. source) and finishing at final node (i.e. sink), so as to 
construct a complete solution. When a forager is at a specific node, it can only move 
to next node that is defined in a list of presently allowed nodes, imposed by prece-
dence constraints of operations. A forager chooses the next node from the list accord-
ing to the state transition rule: 

∑
∈

⋅

⋅
=

nodesallowedj

ij
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d
t

P

ij
ij

ij
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α

ρ

ρ  
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where, ρ ij = rating of the edge between nodei  and node j ; d ij = heuristic distance 

between nodei  and node j ; Pij = probability to branch from nodei  and node j ; 

The rating ρ ij  of the edge (directed) between nodei  and node j  is given by: 
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where,α = value assigned to the preferred path, (α < 1.0); k = number of allowed 
nodes; m  = number of preferred path, m  = 1 or 0; Based on the expression, it should 
be noted that for the first nectar exploration expedition by the foragers, ρ ij

will be 

assigned the same value for all allowed nodes (since m = 0).The parameters α and 
β  tune the relative importance in probability of the ‘weight’ in edges found in the 

preferred path versus the heuristic distance. According to this rule, edges that are 
found in the preferred path and that are shorter will have a higher probability to be 
chosen for the solution. The heuristic distance is the processing time of the operation 
associated with node j . When a forager completes a full path, the edges it has trav-

eled and the make span of the resulting solution will be kept for the waggle dance 
when it returns to the hive. 

3.3   The Disturbance from the Environment 

There are many factors from the environment that influenced the bee’s collect pollen. 
Meanwhile, when the best value keep on very little change, the algorithm should has 
gotten stuck in a local optimum to a certain degree. So there is a certain control in the 
algorithm. The bee’s position will be changed by itself, given by added a random 
number. 

3.4   The Death 

A honey bee has only 6 weeks life. And in order to avoid premature, to stimulate the 
circle of individual turn the old and new and to reinforce the exploitation, a new 
population of bees will be introduced in each generation which could extend the 
search area in the algorithm. 

3.5   The Bulletin 

The Bulletin is used to record the best choice of all the bees. Each bee which has 
changed the position will compare with the bulletin. If the change one is better than 
the bulletin, the bulletin will be correct. This way can lead to the global search. 

3.6   The Ending of the Algorithm 

As an iterative algorithm, a good guideline of ending is needed. The max generation 
of 5 thousand is used to control the circle in the improved algorithm. 

3.7   Algorithmic Framework 

A combination of forage and waggle dance algorithms constitutes one cycle (or itera-
tion) in this evolutionary computation approach. This computation will run for a  
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specific number of iterations N max . The best solution during the iteration process 

will be presented as final schedule at the end of run. The algorithmic framework of 
the scheduling algorithm is presented in Algorithm 1. 

 
Algorithm 1. Algorithmic framework for TSP 

for  i = 1 to N max  

for  j = 1 to l 
Forage 
Save best solution 
Waggle dance 

if change little 
new population 

end if  
end for 
end for 

4    Simulation 

To test the global convergence searching performance of the algorithm, we use the 
TSP. Here TSP based on the data from TSPLIB is GA algorithm respectively. The 
results are showed by Figure 1 to Figure 4. 

 

Fig. 1. Path optimization process of eil 51         Fig. 2. Solving path of eil 51 nodes 

 (the best value as far is 426, our result is 434.3195) 

Since the improved algorithm has great randomness, every parameter will be estab-
lished by many times trial.By the experiment of NP hard problem TSP, improvement 
of the convergence rate has been greatly changed. Lower than 1 thousand generations, 
the improved algorithm will reach the global convergence point and the CPU time is 
less. 
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Fig. 3. Path optimization process of st70      Fig. 4. Solving path of st70 nodes 

(the best value is 675, our result is 695. 4688)       

5   Conclusions 

A novel global convergence searching algorithm based on self-organization of honey 
bee colony has been implemented for solving TSP. It is found that the performance of 
the algorithm is comparable to ant colony algorithms, but gaps behind the efficient 
tabu search heuristics. Since the bee algorithm is our first implementation, we believe 
there is much room for improvement. We intend to test the bee algorithms on TSP. 
One of the works we intend to pursue is to deploy the algorithms in a distributed 
computing environment using software agents. Prior work has already been carried 
out using agents in symbiotic simulation of semiconductor assembly and test opera-
tion (Low et. al. 2005). In comparison to ant colony algorithms, it will be relatively 
easier to treat each bee forager as an agent in the bee colony algorithms since the 
issue of share state in maintaining a global pheromone table in ant algorithms does 
not occur. 
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Abstract. The central problem in training a radial basis function neural network 
(RBFNN) is the selection of hidden layer neurons, which includes the selection 
of the center and width of those neurons. In this paper, we propose an enhanced 
swarm intelligence clustering (ESIC) method to select hidden layer neurons, 
and then, training a cosine RBFNN base on gradient descent learning process. 
Also, the new method is applied for intrusion detection. Experimental results 
show that the average DR and FPR of our ESIC-based RBFNN detection classi-
fier maintained a better performance than BP, SVM and OLS RBF. 

Keywords: swarm intelligence, clustering, radial basis function neural network, 
intrusion detection, classifier. 

1   Introduction 

The relationship between the performance of RBFNNs and their size motivated the 
development of network construction and/or pruning procedures for autonomously 
selecting the number of RBFs [1]. The problems of determining the number, shapes, 
and locations of the RBFs are essentially related to and interact with each other. Solv-
ing these problems simultaneously was attempted by developing a multi-objective 
evolutionary algorithm [2]. In this paper, we focus on new clustering method based on 
Swarm Intelligence Clustering (SIC) [3, 4] and applied it to the construction of the 
hidden layer of RBFN. 

The rest of the paper is organized as follows. In Section 2, our enhanced swarm in-
telligence clustering (ESIC) algorithm is developed to get candidate hidden neurons, 
and the ESIC-based cosine RBF neural network training process is presented. Ex-
periment results are reported in Section 3 and some conclusions are also provided 
towards the end. 

2   ESIC-Based RBFNN 

Because the activated function of RBF network is local, the nearer the input sample 
closes to the center of the kernel function, the greater output value the hidden node 
produces. Therefore, it is very important to choose an accurate the center of the kernel 
function for improving the efficiency of RBF network. 
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2.1   Choosing the Center of the Radial Basis Function of RBFNN Using ESIC 

This paper presents a self-adaptive clustering algorithm to determine the center of the 
radial basis function based on our enhanced swarm intelligence clustering (ESIC) 
algorithm.  

Def.1. Swarm similarity is the integrated similarity of a data object with other data 
objects within its neighborhood. 

A basic formula of measuring the swarm similarity is showed as formula (1). 
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Where Neigh(r) denotes the local region, it is usually a rounded area with a radius 
r, d(oi, oj) denotes the distance of data object oi with oj in the space of attributes. The 
parameter β is defined as swarm similarity coefficient. 

Def.2. Probability conversion function is a function of f(oi) that converts the swarm 
similarity of a data object into picking-up or dropping probability for a simple agent. 

The picking-up probability and the dropping probability are given by:: 
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Where α is a plus constant and can speed up the algorithm convergence if it is de-
creased [5].  

The ESIC algorithm is described as follows: 

Input: sample modes X  
Output: the candidate hidden neurons H (clusters), k is the pattern clustering number, 

jc  ( 1, 2,...,j k= ) is the clustering center.  

1) Initialize β , ant-number, maximum iterative times n, α , and other parameters. 
2) Project the data objects on a plane at random, i.e. randomly give a pair of coor-

dinate (x, y) to each data object. 
3) Give each ant initial objects, initial state of each ant is unloaded. 
4) for i =1,2 ...... n //while not satisfying stop criteria 

        for j =1,2 ...... ant-number 
a) Compute f(oi) within a local region with radius r by formula (1). 
b) If the ant is unloaded, compute Pp by formula (2). Compare Pp with a ran-

dom probability Pr, if Pp < Pr, the ant does not pick up this object, another 
data object is randomly given the ant, else the ant pick up this object, the 
state of the ant is changed to loaded. 
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c) If the ant is loaded, compute Pd by formula (3). Compare Pd with Pr, if Pd 
> Pr, the ant drops the object, the pair of coordinate of the ant is given to 
the object, the state of the ant is changed to unloaded, another data object 
is randomly given the ant, else the ant continue moving loaded with the 
object. 

5) for i =1, 2 ... ...pattern-num //for all patterns 
a) If an object is isolated, that is the number of its neighbor is less than a giv-

en constant, than label it as an outlier. 
b) Else label this pattern a cluster serial number; recursively label the same se-

rial number to those patterns whose distance to this pattern is smaller than a 
short distance dist. i.e. collect the patterns belong to a same cluster on the 
agent-work plane. 

c) Serial number serial-num++. 
6) Compute the cluster means of the serial-num clusters as initial cluster centers. 
7) Repeat 

a) (Re)Assign each pattern to the cluster to which the pattern is the most simi-
lar, based on the mean value of the patterns in the cluster. 

b) Update the cluster means, i.e. calculate the mean value of the patterns for 
each cluster. 

8) Until no change. 

2.2   Training Cosine RBFNN 

After choosing the center of the RBFs, we can employ gradient descent learning 
process to training a cosine RBFNN and remove some redundant neurons. 

Consider an RBFNN with inputs from mR , c RBFs and K output units. Let 
m

j Rv ∈  be the prototype that is center of the j th RBF and T
ci2i1i ]w,...,w,[w=iw be 

the vector containing the weights that connect the i th output unit to the RBFs. Define 
the sets }{ ivV =  and }{ jwW =  and let also  }{ iaA =  be a set of free parameters 

associated with the RBFs. An RBFNN is defined as the function nm RRN →:  that 

maps mR∈x  to );,,( xAWVN , such that: 

∏ ∑
=

+−=
i

c

j
ijjij wvgwfAWVN ))(();,,(

1
0

2
xx . (4) 

Where )1/(1)( xexf −+=  used in this paper, jg  is represents the response of the 

RBF centered at the prototype jv . Using this notation, the response of the i th output 

unit to the input kx  is: 

∏ ∑
=

+==
i

c

j
ikjijkki wgwfxNy )()(

1
0,,

~
. (5) 
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Where k,jg  represents the response of the RBF centered at the prototype jv  to the 

input vector kx . Unlike the traditional RBFNN using the exponential functions, in 

this paper, we using a cosine function [5] for k,jg  is: 

2122
)( /

jjkjk,i avx/ag +−= . (6) 

Cosine RBFNNs can be trained by the original learning algorithm, which was de-
veloped by using “stochastic” gradient descent to minimize: 

~
2

,,
1

1 / 2 ( ) , 1, 2 , . . . ,
n

k i ki k
i

E y y k M
=

= − =∑ . (7) 

For sufficiently small values of the learning rate, sequential minimization of kE , 

leads to a minimum of the total error ∑ =
=

m

k kEE
1

. After an example ),( kk yx  is 

presented to the RBFNN, the new estimate kiw ,  of each weight vector iw , is obtained 

by incrementing its current estimate by the amount kiwki Ew ∇−=Δ β, , where  ξ  is 

the learning rate. 

~~

, , 1 , , 1 , , (1- )( )
~

i k i k i k i k i k i,ki k iki,kw w w w g y y - yyξ− −= +Δ = + . 
(8) 

The new estimate k,ja  of each reference distance ja , can be obtained by incre-

menting its current estimate by the amount as , /j k k ja E aξΔ = − ∂ ∂ . 

,
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ξ ε
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= + Δ = + −

= −∑
. (9) 

According to (6), the j th cosine RBF can be eliminated during the training process 
if its reference distance ja approaches zero. 

2.3   ESIC-Based RBFNN Classifier 

ESIC-based RBFNN classifier includes training and testing processes can be shown 
as Fig. 1. 

We can get new algorithm to training RBF classifier which uses ESIC algorithm to 
get the candidate hidden neurons firstly, and then, training the neural network base on 
gradient descent learning process descried in this section. 
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Fig. 1. ESIC-based RBFNN classifier 

3   Experiment 

The data for our experiments was prepared by the 1998 DARPA intrusion detection 
evaluation program by MIT Lincoln Labs [6]. The dataset contains 24 attack types 
that could be classified into four main categories attack types fall into four main cate-
gories: DoS, R2L, U2R and Probe. 

Several different kinds of classification methods are compared with our ESIC-
based RBFNN classifier on DARPA. In the experiment, we compare our approach 
with the traditional OLS RBF classifier, SVM (Support Vector Machines) classifier 
and BP neural network classifier. 

Five testing data sets (TDS1-TDS5) are set up to perform the algorithm. Each data 
set contains 6,000 instances (consisted of 1% to 1.5% intrusion instances and 98.5% 
to 99% normal instances), all of which are selected at random from the normal data 
set and abnormal data set respectively. Fig. 2 shows attacks number in the data sets. 

 

Fig. 2. Attacks number in the data sets 
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To evaluate the algorithm we are interested in two major indicators of perform-
ance: DR (Detection Rate) and FPR (False Positive Rate).  

Table 1. Experimental results for ESIC-based RBFNN classifier 

β (Swarm Similarity 
Coefficient  for ESIC) 

Initial RDFs 
Count 

Final RDFs 
Count 

DR ( ％) FPR( ％) 

0.85 92 61 97.13 0.39 
0.80 91 61 97.15 0.37 
0.75 87 58 97.59 0.28 
0.70 85 55 97.56 0.24 
0.65 81 54 97.77 0.24 
0.60 74 53 98.21 0.20 
0.55 69 52 98.17 0.19 
0.50 64 52 98.36 0.17 
0.45 60 52 98.45 0.18 
0.40 55 51 98.77 0.15 
0.35 52 50 98.83 0.13 
0.30 50 47 99.01 0.10 
0.25 47 46 99.12 0.09 
0.20 46 45 99.34 0.08 

The BP algorithm were trained with hn  hidden neurons, hn  was varied from 10 to 

50, and the maximum training cycles is 5,000. The width parameter of radial function 
is the most important to the OLS RBF classifier; it varied from 1 and 4 in the paper 
and the maximum RBFs is 100. In SVM classifier experiment, the kernel function is 

( , ) ( 1)dK u v u v= + , where d is the order of the kernel function, the value of d is 

bigger and the performance of SVM classifier is higher, so we adjust d from 1 to 5 
(interval is 1). For the ESIC-based RBFNN classifier, the learning rate used for updat-
ing the output weights and prototypes of the cosine RBFNNs was 0.01ξ = , the  

swarm similarity coefficient β from 0.85 to 0.20 (interval is 0.05), the other parame-
ters are set as follows: ant-number = 10, r = 12, α = 10, n = 60×1000. The experi-
mental results for ESIC-based RBFNN classifier are reported in Table 1. 

The results from the table 1 shows that, in despite of the variant of swarm similar-
ity coefficient influence the number of the original RBFNNs, this classifier keeps a 
good performance that the average DR is higher than 98.24% and the FPR is lower 
than 0.21%. Also it is showed that the false positive is slight down with swarm simi-
larity coefficient become smaller, and it means that ESIC could find the better proto-
types for the dataset with a longer training process. 

According to testing results, we found that, the BP network and the SVM have the 
better results than ESIC-based RBFNN at the most time for DR (BP is higher than 
98.57% and SVM is higher than 98.97%). However, the network structure of BP 
neural network is difficult to be determined for the higher dimensional pattern classi-
fication problems and cannot be proved to converge well. Also it found that the 
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Table 2. Experimental results for BP classifier 

hidden neurons hn  DR (％) FPR (％) 

10 98.02 0.51 
20 98.10 0.43  
30 98.13 0.38 
35 98.19 0.37 
40 99.18 0.33 
45 99.21 0.29 
50 99.20 0.30 

Table 3. Experimental results for SVM classifier 

d (the order of the kernel function) DR (％) FPR (％) 

1 98.48 0.40 
2 99.10 0.33  
3 99.23 0.26 
4 99.41 0.12 
5 98.63 0.34 

Table 4. Experimental results for OLS RBF classifier 

δ (width parameter for OLS RBF) DR (％) FPR (％) 

1.0 85.74 0.26 
1.5 85.89 0.37  
2.0 87.11 0.61 
2.5 91.22 0.82 
3.0 92.34 0.72 
3.5 94.72 0.77 
4.0 96.05 0.80 

detection rate of ESIC-based RBFNN classifier is increased obviously than the tradi-
tional RBF network classifier. The FPR is lower also lower than BP (lower than 
0.37%), SVM (lower than 0.29%), and OLS RBF (lower than 0.62%). 

4   Conclusions 

This paper propose an enhanced swam intelligence clustering-based RBF neural net-
work classifier, which contains two main stages: employing ESIC to find the candi-
date hidden neurons; and then use some removing criterion to delete the redundant 
neurons and adjusting the weight between hidden neurons and output units. Experi-
mental results indicate that our ESIC-based RBFNN classifier has the best detection 
ability for the network intrusion detection when compared with other conventional 
classifiers for our tested pattern classification problems. 
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Application of the Particle Filter for Simple

Gesture Recognition

Yang Weon Lee

Department of Information and Communication Engineering, Honam University,
Seobongdong, Gwangsangu, Gwangju, 506-714, South Korea

Abstract. This paper describes a gesture recognition algorithm based
on the particle filters, namely CONDENSATION. The particle filter is
more efficient than any other tracking algorithm because the tracking
mechanism follows Bayesian estimation rule of conditional probability
propagation.

1 Introduction

In this paper, we focused into the development of human gesture recognition
using particle filter. Particle filter[1] is based on the Bayesian conditional prob-
ability such as prior distribution and posterior distribution. First of all, we ex-
panded the existing algorithm[2] to derive the CONDENSATION-based particle
filter for human gesture recognition. Also, we adopt the two hand motion model
to confirm the algorithm performance such as leftover and paddle. The overall
scheme for the gesture recognition system is shown in Figure1.

Digital Camcoder

Image 
Acquisition

People
Detection Fragmentation

Masking

DB

Hand &Head 
Tracking

Tracjecory
interpolation

Gesture 
Recognition

Behavior 
Control

MATLAB Preprocessing Block

Particle Filter Block

Fig. 1. Overall operation block diagram of recognition system

2 Condensation Algorithm

2.1 Condensation Algorithm

The particle filter approach to track motion, also known as the condensation
algorithm [1] and Monte Carlo localisation, uses a large number of particles to

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 534–540, 2008.
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explore the state space. Each particle represents a hypothesised target location
in state space. Initially the particles are uniformly randomly distributed across
the state space, and each subsequent frame the algorithm cycles through the
steps as follows:

1. Deterministic drift: particles are moved according to a deterministic motion
model (a damped constant velocity motion model was used).

2. Update probability density function (PDF): Determine the probability for
every new particle location.

3. Resample particles: 90with replacement, such that the probability of choos-
ing a particular sample is equal to the PDF at that point; the remaining
10throughout the state space.

4. Diffuse particles: particles are moved a small distance in state space under
Brownian motion.

This results in particles congregating in regions of high probability and dis-
persing from other regions, thus the particle density indicates the most likely
target states. See [3] for a comprehensive discussion of this method. The key
strengths of the particle filter approach to localisation and tracking are its scala-
bility (computational requirement varies linearly with the number of particles),
and its ability to deal with multiple hypotheses (and thus more readily recover
from tracking errors). However, the particle filter was applied here for several
additional reasons:

– it provides an efficient means of searching for a target in a multi-dimensional
state space.

– reduces the search problem to a verification problem, ie. is a given hypothesis
face-like according to the sensor information?

– allows fusion of cues running at different frequencies.

2.2 Application of Condensation for the Gesture Recognition

In order to apply the Condensation Algorithm to gesture recognition, we extend
the methods described by Black and Jepson [2]. Specifically, a state at time t is
described as a parameter vector: st = (μ, φi, αi, ρi) where: μ is the integer index
of the predictive model, φi indicates the current position in the model, αi refers
to an amplitudal scaling factor and ρi is a scale factor in the time dimension. Note
that i indicates which hand’s motion trajectory this φ∗, α∗, or ρ∗ refers to left and
right hand where i ∈ {l, r}. My models contain data about the motion trajectory
of both the left hand and the right hand; by allowing two sets of parameters, I
allow the motion trajectory of the left hand to be scaled and shifted separately
from the motion trajectory of the right hand (so, for example,φl refers to the
current position in the model for the left hand’s trajectory, while φr refers to
the position in the model for the right hand’s trajectory). In summary, there are
7 parameters that describe each state.
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Initialization. The sample set is initialized with N samples distributed over
possible starting states and each assigned a weight of 1

N . Specifically, the initial
parameters are picked uniformly according to:

μ ∈ [1, μmax]

φi =
1−√

y
√
y

, y ∈ [0, 1] (1)

αi = [αmin, αmax]
ρi ∈ [ρmin, ρmax]

Prediction. In the prediction step, each parameter of a randomly sampled st

is used to st+1determine based on the parameters of that particular st . Each
old state,st , is randomly chosen from the sample set, based on the weight of
each sample. That is, the weight of each sample determines the probability of its
being chosen. This is done efficiently by creating a cumulative probability table,
choosing a uniform random number on [0, 1], and then using binary search to
pull out a sample (see Isard and Blake for details[1]). The following equations
are used to choose the new state :

μt+1 = μt

φi
t+1 = φi

t + ρi
t + N(σφ) (2)

αi
t+1 = αi

t + N(σα)

ρt+1 = ρi
t + N(σρ)

where N(σ∗) refers to a number chosen randomly according to the normal dis-
tribution with standard deviation σ∗ . This adds an element of uncertainty to
each prediction, which keeps the sample set diffuse enough to deal with noisy
data. For a given drawn sample, predictions are generated until all of the pa-
rameters are within the accepted range. If, after, a set number of attempts it is
still impossible to generate a valid prediction, a new sample is created according
to the initialization procedure above.

Updating. After the Prediction step above, there exists a new set of N pre-
dicted samples which need to be assigned weights. The weight of each sample is
a measure of its likelihood given the observed data Zt = (zt, zt1 , · · · ). We define
Zt,i = (zt,i, z(t−1),i, · · · ) as a sequence of observations for the ith coefficient over
time; specifically, let Z(t,1), Z(t,2), Z(t,3).Z(t,4) be the sequence of observations of
the horizontal velocity of the left hand, the vertical velocity of the left hand, the
horizontal velocity of the right hand, and the vertical velocity of the right hand
respectively. Extending Black and Jepson [2], we then calculate the weight by
the following equation:

p(zt|st) =
4∏

i=1

p(Zt,i|st) (3)
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where p(zt,i|st) = 1√
2π
exp

−
∑ω−1

j=0 (z(t−j),i−α∗mμ
(φ−ρ∗j),i)

2

2(ω−1) and where ω is the size
of a temporal window that spans back in time. Note that φ∗, α∗ and ρ∗ refer
to the appropriate parameters of the model for the blob in question and that
α∗m

(μ)
(φ∗−ρ∗j),i refers to the value given to the ith coefficient of the model μ

interpolated at time φ∗ − ρ∗j and scaled by α∗ .

3 Gesture Model and Image Preprocessing

We adopt the two gesture model to verify the proposed particle filter. As shown
in Figure 2, gesture 1 means leftover and gesture 2 means paddle.

Right hand Starting PointLeft hand Starting Point

End

Right handLeft hand

End

A. Gesture 1 B. Gesture 2

Fig. 2. Two gesture model

3.1 Raw Image Preprocessing

The image sequences were filmed using a Sony DCR Camcoder. They were man-
ually aligned and then converted into sequences of TIFs to be processed in MAT-
LAB. Each TIF was 320x240 pixels, 24bit color. The lighting and background
in each sequence is held constant; the background is not cluttered. The focus of
my project was not to solve the tracking problem, hence I wanted the hands to
be relatively easy to track. I collected 7 film sequences of each sign(see Figure 3.

Fig. 3. Gesture Images of the Two Models

3.2 Skin Extraction

In order to segment out skin-colored pixels, we used the color segment routine we
developed in MATLAB. Every image in every each sequence was divided into the
following regions: skin, background, clothes, and outliers. First of all, we set up the
mask using the gaussian distribution based on mean and covariance value which
is stored in the database. Then we segment the images into four section above
mentioned regions. So, we get the the segment of skin as shown in Figure 4.
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Origianal Image Skin Segment

Background Segment Clothes Segment

Fig. 4. Output of Segmentation

3.3 Finding Skin-Colored Blobs

We then calculated the centroid of the three largest skin colored ’blobs’ in each
image. Blobs were calculated by processing the skin pixel mask generated in the
previous step. A blob is defined to be a connected region of 1’s in the mask. Find-
ing blobs turned out to be a bit more difficult than we had originally thought.
Our first implementation was a straightforward recursive algorithm which scans
the top down from left to right until it comes across a skin pixel which has yet
to be assigned to a blob. It then recursively checks each of that pixel’s neighbors
to see if they too are skin pixels. If they are, it assigns them to the same blob
and recurses. On such large images, this quickly led to stack overflow and huge
inefficiency in MATLAB.

3.4 Calculating the Blobs’ Motion Trajectories over Time

At this point, tracking the trajectories of the blobs over time was fairly simple.
For a given video sequence, we made a list of the position of the centroid for
each of the 3 largest blobs in each frame. Then, we examined the first frame in
the sequence and determined which centroid was farthest to the left and which
was farthest to the right. The one on the left corresponds to the right hand of
signer, the one to the right corresponds to the left hand of the signer. Then, for
each successive frame, we simply determined which centroid was closest to each
of the previous left centroid and called this the new left centroid; we did the
same for the blob on the right. Once the two blobs were labelled, we calculated
the horizontal and vertical velocity of both blobs across the two frames using
[(change in position)/time]. We recorded these values for each sequential frame
pair in the sequence. The example of the tracking is shown in Figure 5.
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Fig. 5. Tracking result using centroid calculation

Fig. 6. Velocity of Model I

3.5 Creating the Motion Models

We then created models of the hand motions involved in each sign. Specifically,
for each frame in the sign, we used 5 training instances to calculate the average
horizontal and vertical velocities of both hands in that particular frame. The
following graphs show the models derived for both signs(see Figure 6:

4 Experimental Results

To test the proposed particle filter scheme, we used two gesture model which is
shown in Figure 2 in this paper. The coefficient of particle filter are μmax = 2,
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Fig. 7. The Tracking process of particle filter for the model 1(From left to right, top
to down)

αmin = 0.5, αmax = 1.5, ρmin = 0.5, ρmax = 1.5 to maintain the 50Also, the
other parameters are settled by σφ = σα = σρ = 0.1. The variable of ω equation
3 is 10.

5 Conclusions

In this paper, we have developed the particle filter for the gesture recognition.
This scheme is important in providing a computationally feasible alternative to
classify the gesture in real time. We have proved that given an image, particle
filter scheme classify the gesture in real time.
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Abstract. Bacterial Foraging Optimization (BFO) is a novel optimization algo-
rithm based on the foraging behavior of E. coli bacteria. This paper presents a 
variation on the original BFO algorithm, called Cooperative Bacterial Foraging 
Optimization (CBFO), which significantly improve the convergence speed, ac-
curacy and robustness of original BFO in solving complex optimization prob-
lems. This is achieved by applying two cooperative approaches to the BFO, 
namely the serial heterogeneous cooperation on the implicit space decomposi-
tion level and the serial heterogeneous cooperation on the hybrid space decom-
position level. Four widely-used benchmark functions have been implemented 
to test the proposed algorithm, and the results show remarked improvement in 
performance over the original BFO. 

Keywords: Bacterial Foraging Optimization; Cooperative Bacterial Foraging 
Optimization; Implicit space decomposition; Explicit space decomposition. 

1   Introduction 

In recent years, bacterial foraging behaviors (i.e. bacterial chemotaxis), as a rich source 
of potential engineering applications and computational model, have attracted more and 
more attentions. A few models have been developed to mimic the bacterial foraging 
behaviors and been applied for solving practical problems [1, 2, 3]. Among them, Bacte-
rial Foraging Optimization (BFO) is a population-based numerical optimization  
algorithm in the literature. Currently, BFO has been applied successfully to some engi-
neering problems, such as optimal control [4], harmonic estimation [5], transmission 
loss reduction [6] and machine learning [7], etc. However, experimentation with com-
plex and multimodal benchmark functions reveal that the BFO algorithm possesses a 
poor convergence behavior compared to other nature-inspired algorithms and its per-
formance also heavily decreases with the growth of the search space dimensionality. 

It should be noted that even the most successful nature-inspired optimization tech-
niques (e.g. Genetic Algorithm (GA) [8] and Particle Swarm Optimization (PSO) [9]) 
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are also sensitive to the increase of the problem complexity and dimensionality, due 
to their stochastic nature. Cooperative search is one of the solutions to this problem 
that have been extensively studied in the past decade [12, 13]. The basic approach 
involves having more than one search module running and exchanging information 
among each other in order to explore the search space more efficiently and reach 
better solutions [10]. In order to improve the BFO’s performance on complex optimi-
zation problems, this paper applies cooperative search technique to the BFO and pre-
sents the Cooperative Bacterial Foraging Optimization (CBFO) algorithm. In order to 
evaluate the performance of the CBFO, extensive studies based on a set of 4 widely-
used benchmark functions have been carried out. For comparison purposes, we also 
implemented the original BFO, the standard PSO and the simple real-coded GA on 
these functions respectively. The simulation results are encouraging: the CBFO algo-
rithm shows remarked performance improvement over the original BFO. 

The rest of the paper is organized as follows. Our Cooperative Bacterial Optimiza-
tion algorithm will be introduced and its implementation details will be described in 
Section 2. Section 3 tests the algorithms on the benchmark functions, and gives out 
the results. Finally, section 4 outlines the conclusions. 

2   Cooperative Bacterial Foraging Optimization 

This work proposes two variants of Cooperative Bacterial Foraging Algorithm, 
namely CBFO-S and CBFO-H. According to the taxonomies on cooperation search 
algorithms in [10], they can be classified into the serial heterogeneous cooperation on 
the implicit space decomposition level and the serial heterogeneous cooperation on 
the hybrid space decomposition level respectively. 

2.1   The CBFO-S Algorithm 

As indicate in [3], the bacterium with a large run-length unit parameter has the explor-
ing ability, while the bacterium with a relatively small run-length unit parameter has 
the exploiting skill. This inspired us to divide the foraging procedure of artificial 
bacteria colony into multiple phases, and each phase occupies a portion of generations 
and characterized by the different value of run-length unit parameter C. 

In CBFO-S, different BFO algorithms (with different run-length unit parameters) 
execute in sequential phases. The output of each BFO (the best positions found by 
each bacterium in each phase) supplies as an input to the algorithm in the next phase. 
In the initial phase, the bacteria colony search the whole solution space with a large C, 
which permit the bacteria to locate promising regions and avoid trapped in local op-
tima. Each bacterium records all its visited positions in this phase and the position 
with the highest fitness value is considered as a promising solution candidate. When 
entrance into the next phase, the bacteria colony is reinitialized with relatively small 
C from these promising solution candidates and start exploiting the promising regions 
(the neighborhoods of these candidates) until the needed criteria for switching to the 
next phase is reached. Then a bacteria colony is reinitialized again with even smaller 
C to fine-tune the best-so-far solutions found in the foregoing phase. Hence, the 
CBFO-S algorithm can be classified into the serial heterogeneous cooperation on the 
implicit space decomposition level. 
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Table 1. Pseudocode for CBFO-S 

INITIALIZE: the position and the associated run-length unit Cinitial of the bacteria colony; 
For (each phase k = 1 : Np) 

For (each chemotactic step t = 1 : Nc) 
For (each bacterium i = 1 : S) 
Calculate the fitness Ji(t, k) of ith bacterium; 
TUMBLE: Generate a random vector Δ, where each element belongs to [-1, 

1]. Move the bacterium i in the direction of Δ/ TΔ Δ  by a unit 
walk of size C(k). Then calculate the new fitness Ji(t+1, k) of bac-
terium i; 

Set flag = 0; 
RUN: While (flag < Ns) 

If (Ji(t+1, k) < Ji(t, k)) 
Take another unit walk in the same direction; 
Calculate the new fitness as Ji(t+1, k); 
flag = flag + 1; 

End if 
End while 

End for 
REPRODUCTION: The S/2 bacteria with the worst fitness die and the other S/2 

bacteria with the best fitness split; 
ELIMINATION & DISPERSAL: With probability ped, eliminate and disperse 

each bacterium; 
End for 
REINITIALIZE: bacteria positions from the potential candidate positions 

found by each bacterium in the phase k. 
EVOLUTION: Evolution is added to run-length unit by: 

C(k+1) = C(k)/α;      // α is user-defined constant. 
End for 

The pseudocode of CBFO-S is described in Table 1, where Np indicates the number 
of evolutionary phases, Nc represents the number of chemotactic steps in a bacte-
rium’s life time, S is the bacteria colony size and Ns is the maximum number of steps 
in the process of Run. We also embed the reproduction, elimination and dispersal 
processes into each chemotactic step. This can speed up the algorithm convergence 
rate significantly. 

2.2   The CBFO-H Algorithm 

The CBFO-H Algorithm consists of two search stages working in a serial manner. 
The first stage, which applied the BFO model with a large run-length unit parameter 
CL, run for a number of iterations then pass the best found solutions to the next stage.  

The second stage reinitializes the bacteria colony in these best-so-far positions with 
a smaller run-length unit parameter CS. and applies the explicit space decomposition 
cooperative approach to the BFO. This approach relies on splitting the search space 
(n-dimensional vector) into n/2 subspaces (which is 2-dimensional vector), where 
each subspace is searched by a separate bacteria colony. The overall solution is the 
 



544 H. Chen et al. 

Table 2.  Pseudocode for CBFO-H 

Stage 1: the BFO algorithm 
INITIALIZE: the position and the associated run-length unit CL of the bacteria colony; 

For (each chemotactic step t = 1 :
1s

cN ) 

For (each bacterium i = 1 : S) 
TUMBLE; 
RUN; 
REPRODUCTION; 
ELIMINATION & DISPERSAL; 

End for 
End for 
PASS the best found solutions of each bacterium to stage 2; 

Stage 2: the multi-colony cooperative BFO algorithm using explicit space decomposition  
REINITIALIZE: bacteria positions from the best found solutions and the associate 

run-length unit CS. 
SPLIT the whole population into n/2 separate colonies of 2-D vectors; 

For (each chemotactic step t = 1 :
2s

cN ) 

For (each colony j = 1 : n/2) 
For (each bacterium i = 1 : S) 

TUMBLE; 
RUN; 
REPRODUCTION; 
ELIMINATION & DISPERSAL; 

End for 
UPDATE the best bacterium replace the jth component of the overall solution; 

End for 
EVOLUTION: Evolution is added to run-length unit by: 

If ( t mod β= 0)        // β is user-defined constant. 
C(t+1) = C(t)/α;      // α is user-defined constant. 

End if 
End for 

vector combining the best bacterium of each colony. This algorithm works by sequen-
tially traverse the colonies: to evolve all the bacteria in colony j, the other n/2-1 com-
ponents in the overall solution are kept constant (with their values set to the global 
best bacteria from the other n/2-1 colonies); then the jth colony evolves and replace 
the jth component of the overall solution by its best bacterium. 

The pseudocode of CBFO-H is described in Table 2, where 1s

cN  and 2s

cN  represent 

the number of chemotactic steps in stage 1 and 2 respectively. 

3   Experiments 

3.1   Benchmark Functions 

The set of benchmark functions contains four functions that are commonly used in 
evolutionary computation literature [11] to show solution quality and convergence 
rate. The formulas of these functions are listed below.  
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1. Sphere function 

2
1

1

( )
n

i
i

f x x
=

=∑                                  [ 5.12,5.12]x∈ −  (1) 

2. Rosenbrock function 

2 2 2
2 1

1

( ) 100 ( ) (1 )
n

i i i
i

f x x x x+
=

= × − + −∑                 [ 2.048,2.048]x∈ −  (2) 

3. Rastrigrin function 

2
3

1

( ) ( 10cos(2 ) 10
n

i i
i

f x x xπ
=

= − +∑                  [ 5.12,5.12]x∈ −  (3) 

4. Griewank function 

2
4

1 1

1
( ) cos( ) 1

4000

nn
i

i
i i

x
f x x

i= =

= − +∑ ∏                  [ 600,600]x∈ −  (4) 

3.2   Parameter Settings for the Involved Algorithms 

Experiment was conducted to compare four algorithms, namely the original BFO, the pro-
posed CBFO-H, the real-coded GA and the PSO with inertia weight on the four benchmark 
functions with 10 dimensions. The parameters setting for BFO, and CBFO-H are summa-

rized in Table 3. The parameters Nre and Ned of BFO and 2s

cN of CBFO-H can be adjusted to 

change the total chemotactic steps of each algorithm on each benchmark function. 
The PSO algorithm we used is the standard one (i.e. the global version with inertia 

weight). The parameters were given by the default setting of [11]: the acceleration 
factors c1 and c2 were both 2.0; and a decaying inertia weight ω starting at 0.9 and 
ending at 0.4 was used. The population size was set at 50 for the PSO algorithm. 

The GA algorithm we executed is a real-coded Genetic Algorithm with intermediate 
crossover and Gaussian mutation. The population of the GA is 100 and all the control 
parameters, e.g. mutation rate and crossover rate, etc., were set to be the same of [14]. 

Table 3. Parameters of the BFO algorithms 

Type BFO CBFO-H
S 50 50
Nc 100
Ns 4 4
C 10-3 R
Ped 0.1 0.1

10
CL 10-2 R
CS 10-4 R

1s

cN 200
100
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Table 4. Comparison among CBFO-H, BFO, PSO and GA on 10-D problems 

10D BFO CBFO-H PSO GA 
Mean 19.6331 0 0 0.0118 f1 
Std 5.4090 0 0 0.0094 

Mean 12.0991 1.4813e-007 0.7294 8.6634 f2 
Std 9.5047 4.6694e-008 1.4964 0.5557 

Mean 36.3513 0.0111 10.8450 4.9512 f3 
Std 10.5818 0.0257 4.5956 1.1516 

Mean 99.7775 0.2702 62.9737 0.3439 f4 
Std 24.8497 0.0846 12.2581 0.1538 

3.3   Results for the 10-D Problems 

This experiment was conducted on 10-D problems to compare the proposed CBFO-H 
algorithm with the original BFO, real-coded GA and Particle Swarm Optimization. 
This experiment runs 30 times respectively for each algorithm on each benchmark 
function. The total numbers of chemotactic steps (or iterations) were set to be 1000 

for Sphere (Nre = 5 and Ned = 2 for BFO; 2s

cN = 800 for CBFO-H), 3000 for Rosenbrock 
 

0 100 200 300 400 500 600 700 800 900 1000
-14

-12

-10

-8

-6

-4

-2

0

2

Chemotactic Steps/Iterations

F
itn

e
ss

 (
lo

g
)

 

 

BFO
CBFO-H
PSO
GA

 
(a) 

0 500 1000 1500 2000 2500 3000
-8

-6

-4

-2

0

2

4

6

8

Chemotactic Steps/Iterations

F
itn

e
ss

 (
lo

g
)

 

 

BFO
CBFO-H
PSO
GA

 
(b) 

0 200 400 600 800 1000 1200 1400 1600 1800 2000
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

Chemotactic Steps/Iterations

F
itn

e
ss

 (
lo

g
)

 

 

BFO
CBFO-H
PSO
GA

 
(c) 

0 200 400 600 800 1000 1200 1400 1600 1800 2000
-1

-0.5

0

0.5

1

1.5

2

2.5

Chemotactic Steps/Iterations

F
itn

e
ss

 (
lo

g
)

 

 

BFO
CBFO-H
PSO
GA

 
(d) 

Fig. 1. Convergence results of CBFO-H, BFO, PSO and GA on 10-D benchmark functions. (a) 
Sphere; (b) Rosenbrock; (c) Rastrigrin; (d) Griewank. 
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(Nre = 5 and Ned = 6 for BFO; 2s

cN = 2800 for CBFO-H) and 2000 for Rastrigrin and 

Griewank (Nre = 5 and Ned = 4 for BFO; 2s

cN = 1800 for CBFO-H). Table 4 lists the 

experimental results (i.e., the mean and standard deviations of the function values 
found in 30 runs) for each algorithm on functions f1 ~ f4. If the average optimum value 
is less than 10-10, it is shown as 0 in the table. Fig. 4 shows the search progresses of 
the average values found by all algorithms over 30 runs for functions f1 ~ f4.  

From the results, CBFO-H surpasses all other algorithms on functions f1 ~ f4. This 
significant improvement is due to the ability of BFO (with large run-length unit) to 
locate promising regions in stage 1, as well as the fine-grained search property of 
explicit space decomposition in stage 2, both of which are combined in our proposed 
algorithm. 

4   Conclusions 

This paper applied the cooperative approaches to the Bacterial Foraging Optimization 
(BFO) and proposed the Cooperative Bacterial Foraging Optimization (CBFO) model 
with two variants, namely CBFO-S and CBFO-H, which can be classified into the 
serial heterogeneous cooperation on the implicit space decomposition level and the 
serial heterogeneous cooperation on the hybrid space decomposition level 
respectively. These cooperative approaches used here resulted in a significant 
improvement in the performance of the Bacterial Foraging Optimization algorithm in 
terms of convergence speed, accuracy and robustness. 

Four widely used benchmark functions have been used to test the CBFO-H algorithm 
in comparison with the original BFO, the stand PSO and the real-coded GA. The 
simulation results are encouraging: the CBFO-H are definitely better than the original 
BFO for all the test functions and appears to be comparable with the PSO and GA. 

There are ways to improve our proposed algorithms. The further research efforts 
should focus on the tuning of the user-defined parameters for CBFO algorithms based 
on extensive evaluation on many benchmark functions and real-world problems. 
Moreover, the self-adaptive mechanisms for the parameters of CBFO may be worthy 
to undertake to obtain some additional improvements (e.g. which can remove the need 
of specifying a particular parameter setting of CBFO for a particular problem). 
 
Acknowledgments. This work was supported by the National 863 plans projects of 
China under Grant 2006AA04A124 and the National 863 plans projects of China 
under Grant 2006AA04A117. 
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Crossbar Composite Spring-Nets to Optimize

Multi-Agent Systems and Computer Networks
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Abstract. Elastic nets (EN) have been effectively used in the traveling
salesman problem (TSP), the prediction problem of protein structure,
and so on.1 Nevertheless the limitations of the EN theory and its ar-
chitecture seriously prevent the EN approach from the application for
problem-solving of multi-agent systems (MAS) and computer networks
(CN). This paper presents a crossbar composite spring-nets (CCSN) ap-
proach to MAS and CN, which transforms the optimization problem
of MAS and CN into the evolutionary dynamics of crossbar composite
spring nets. The CCSN approach is essentially different from EN and has
many advantages over EN in terms of the problem-solving performance
and the suitability for complex environment in MAS and CN.

Keywords: elastic nets; crossbar composite spring nets, artificial intel-
ligence, multi-agent system, distributed problem solving.

1 Introduction

Basically there are two problem-solving categories for multi-agent systems (MAS)
and computer networks (CN): one is concerned with how to increase the global
outcome of the system through the cooperation among individual agents/entities
regardless of their personal payoffs; and another is that each agent/entity tries
to autonomously and rationally increase its own personal utility with no com-
mon goal, no global control strategy, and even no overall consistent information.
In other words, all agents in MAS and CN are regarded either to be unselfish
or selfish. Most of coordination approaches [1]-[5] to MAS and CN are based on
symbolic logic, and only have lower-degree parallelism. Furthermore they only
take into account the simple, bilateral, aware, and conscious interactions among
agents/entities, such as cooperation and competition. But both selfish agents and
unselfish agents should be considered for problem-solving in MAS and CN. More-
over, the different agents may exhibit the different degree of autonomy and ra-
tionality in the sense of the intention strength for the global benefit or individual
utility. More complicated, unilateral, unaware, and even unconscious interactions
among agents/entities also should be considered for MAS and CN.

1 This work was supported by the National Natural Science Foundation of China under
Grant No.60575040 and No.60473044.

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 549–557, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The elastic nets (EN) algorithms [5]-[13] are used for global optimization
problems, such as traveling salesman problem, the prediction problem of protein
structure from amino acid sequences, and modeling problem of visual procession
and track recognition. On the other hand, however, the current EN approaches
to problem-solving have many limitations and shortcomings. The nodes in EN
algorithms possess the fixed positions, and have no direct interaction among
them. The EN only has a single-loop homogeneous elastic band with uniform
coarseness everywhere. Moreover, the EN elongates gradually only by the at-
tractive forces, without repelling force and other anisoelastic forces. The above
mentioned limitations seriously prevent the EN algorithms from applying to
multi-agent systems and computer networks.

This paper presents a crossbar composite spring-nets (CCSN) approach to
MAS and CN, which is entirely different from the EN with respect to theory
and architecture. But the traditional EN may be regarded as the simplest case
of CCSN. The CCSN approach overcomes many limitations of EN and has many
advantages over EN in terms of the problem-solving performance and the suit-
ability for complex environment in MAS and CN.

2 Crossbar Composite Spring Nets for MAS and CN

The task allocation and resource assignment in MAS and CN may be formalized
by a matrix Λ, as shown in Table 1. There are a finite set A = {A1, · · · , An} of
n service agents, and a finite set T = {Ti, · · · , Tm} of m task agents, with each
service agent Ai having a resource capacity vector ri = [ rik(t) ]1×h, and each
task agent Tj requiring a resource vector dj = [ djk(t) ]1×h and being able to
afford payoff cj . At the time t, the service agent Ai provides the task agent Tj

with a resource vector aij = [ aijk(t) ]1×h, and the task agent Tj offers a payoff
vector pij = [ pijk(t) ]1×h for a unit resource vector to the service agent Ai.

Table 1. The representation matrix Λ of task allocation and resource assignment in
multi-agent systems and computer networks

�����������
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.

.

.
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.

.
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A1
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.
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.
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a11, p11

T1

· · ·

· · ·

· · ·

· · ·

anj, pnj

.

.

.

aij, pij

.

.

.

a1j, p1j

Tj

· · ·

· · ·

· · ·

· · ·

anm, pnm

.

.

.

aim, pim

.

.

.

a1m, p1m

Tm

The optimal matrix Λ for MAS and CN should minimize an appropriately de-
fined energy function under the following circumstances: There may be a variety
of social coordinations among service agents and among task agents, including
unilateral, unaware behavior; Distinct agents may have different autonomy and
rationality in the context of the concern about its personal profit or the whole
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(b) Horizontal composite spring net (c) Vertical composite spring net

(A circle button represents an agent node; Black square with hollow circumference
represents the gravitational field; A solid line, broken line and dash line represent a
compression spring, extension spring and unilateral spring, respectively. The thickness
of a line represents the strength of the spring force.)

Fig. 1. The architecture of a crossbar composite spring net for task allocation and
resource assignment in MAS (n=10, m=7)

utility of the system; According to the market economy regularity, a service agent
and a task agent may adjust its service strategy and payoff strategy, respectively.

The physical model of crossbar composite spring nets for distributed problem
solving in MAS and CN is illustrated in Fig.1. All the service agent nodes and
task agent nodes lie in a horizontal composite spring net and a vertical com-
posite spring net, respectively. Service agent nodes and task agent nodes are
evenly distributed at an even radian along a horizontal circle and vertical circle,
respectively. For simplicity, suppose that each node only moves along a radial
orbit. Although there is no direct connection between the horizontal and verti-
cal spring nets, but they implicitly interact with each other through the market
mechanism.

Springs among nodes in the horizontal spring net or vertical spring net rep-
resent the social interactions among the corresponding service agents or task
agents, respectively. The strength and force-deformation property of a spring
depend upon the intensity and type of social interaction. We can make use of
an appropriate composite spring to easily represent many kinds of the social



552 D. Shuai

interactions based on mind-reading among agents, including the competition,
cooperation, enticement, deception, avoidance, exploitation, coalition, reciproca-
tion, interference, collaboration, habituation, compromise, preference, etc. The
spring force asymmetrically acting on two ends of a spring can describe uni-
lateral interactions, such as enticement, avoidance, exploitation, deception etc.,
which is different from the spring widely used in mechanics where the force of a
spring must act equally on its two ends. Moreover, we can easily design a spring
that has the time-varying non-linear force-deformation property to outline the
more complicated social interaction among autonomous agents if necessary. In
the simplest case, for example, an extension spring can represent by using its
pulling force the competition between two agents; and a compression spring can
describe by using its pushing force the cooperation between two agents, with the
force strength reflecting the interaction intensity.

Each agent node is exerted simultaneously by the gravitational field of the
circumference that surrounds the agent node, and by the forces that represent the
interactions with other agent nodes in the same spring net. The radial distance
between a node and the circumference represents the personal utility of the
corresponding agent, i.e., the profit of a service agent or the charge of a task
agent, under the current situation of MAS. It turns out that, in order to maximize
the personal utility of an agent, the corresponding agent node in a composite
spring net will try to move as near as possible to the circumference that surrounds
the agent node.

3 Evolution of Crossbar Composite Spring Nets

For the service agent Ai ∈ A and task agent Tj ∈ T , their personal energy
functions, fi and gj, are defined respectively by

fi = exp [ −
m∑

j=1

aijpT
ij ]; gj = 1− exp [ −

n∑
i=1

aijpT
ij ], (1)

where fi and gj are represented by the radial distance from the corresponding
agent node to the circumference in the spring net where the agent node lies.

The potential energy functions, EG and FG, of the horizontal and vertical
gravitational field are defined respectively by:

EG = k2 ln
n∑

i=1,Ai∈A
exp[f2

i /2k2] ; FG = k′2 ln
m∑

j=1,Tj∈T
exp [ g2

j /2k′2 ], (2)

where 0 ≤ k, k′ < 1.
The aggregate energy functions, Jh and Jv, of the horizontal and vertical

spring net are defined respectively by:

Jh = α
n∑

i=1

fi + β1

n∑
i=1

‖
m∑

j=1

aij − ri ‖2 +β2

m∑
j=1

‖
n∑

i=1

aij − dj ‖2, (3)

Jv = α′
m∑

j=1

gj − β
m∑

j=1

[cj −
n∑

i=1

aijpT
ij ], (4)

where α, β1, β2 and α′, β are positive constant.
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The interactive potential energy functions between two service agent nodes
and between two task agent nodes are denoted respectively as follows: At the
time t, the interaction of Ai with respect to Aj gives rise to interactive poten-
tial energy Ei

ij(fi, fj) for Ai and Ej
ij(fi, fj) for Aj , respectively. Similarly, The

interaction of Ti with respect to Tj yields interactive potential energy F i
ij(gi, gj)

for Ti and F j
ij(gi, gj) for Tj, respectively. Generally, Ei

ij(fi, fj) and Ej
ij(fi, fj)

may be a time-varying non-linear function of fi and fj . In general, Ei
ij(fi, fj)

and Ej
ij(fi, fj) depend on the kind and strength of the interaction of Aj with

respect to Ai. There may be Ei
ij(fi, fj) �= Ej

ij(fi, fj), Ei
ij(fi, fj) �= Ei

ji(fj , fi),
and Ej

ij(fi, fj) �= Ej
ji(fj , fi). Particularly, the unilateral interaction of Ai with

respect to Aj can give rise to Ei
ij(fi, fj) = 0 or Ej

ij(fi, fj) = 0. For exam-
ple, the enticement or deception behavior of Ai with respect to Aj will cause
Ei

ij(fi, fj) = 0 and Ej
ij(fi, fj) > 0; the avoidance or forbearance behavior of Ai

with respect to Aj will cause Ei
ij(fi, fj) > 0 and Ej

ij(fi, fj) = 0. For competition,
both will be positive; and for cooperation negative.

In summary, the agent nodes, Ai and Tj , may move along their own radial or-
bit under the influence of the personal energy, the aggregate energy, the potential
energy, and the interactive potential energy.

Upon the intension degree for the above factors, distinct agent nodes may
exhibit different degree of autonomy and personality. The agent Ai will change
its resource assignment vector aij(t) by

,aij = −τij
∂fi

∂aij
− λij

∂EG

∂aij
− ρij

dJh

daij
− ζij

∂
n�

q=1
Eiq

∂aij
(5)

where τij , λij , ρij , ζij are all the non-negative coefficients less than 1; and
Eiq = Ei

iq(fi, fq) + Ei
qi(fq, fi). We therefore obtain the radial velocity of service

agent node Ai along its radial orbit by

vi = dfi

dt =
m∑

j=1

∂fi

∂aij

daT
ij

dt = −fi

m∑
j=1

daij

dt pT
ij ≈ −fi

m∑
j=1

,aijpT
ij . (6)

The task agent Tj will change its payoff vector pij by

,pij = −τ ′
ij

∂gj

∂pij
− λ′

ij
∂FG

∂pij
− ρ′ij

dJv

dpij
− ζ′ij

∂
m�

q=1
Fiq

∂pij
(7)

where λ′
ij , τ ′

ij , ρ′ij , ζ′ij are all the non-negative coefficients less than 1; and
Fjq = F j

jq(gj, gq) + F j
qj(gq, gj). We therefore obtain the radial velocity of task

agent node Tj along its radial orbit by

v′j = dgj

dt =
n∑

i=1

∂gj

∂pij

dpT
ij

dt = (1 − gj)
n∑

i=1

dpij

dt aT
ij ≈ (1− gi)

n∑
i=1

,pijaT
ij . (8)

In what follows we give properties related to the horizontal composite spring
net and vertical composite spring net, for the page length the detailed proofs
omitted.
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Lemma 1. In the horizontal spring net ( resp. the vertical spring net), if k
(resp. k′) is very small, the decrease of the potential energy EG ( resp. FG)
of gravitational field will result in the increase of the minimal profit of service
agents ( resp. the decrease of the maximal payoff of task agents ).

Lemma 2. The behavior of the service agent node Ai ( resp. the task agent
node Tj) that is related to the second term of Eq.(5) ( resp. Eq.(7)) always
brings about the increase of the minimal personal profit of service agents ( resp.
the decrease of the maximal personal payoff of task agents ), with the intensity
being directly proportional to the coefficient λij ( resp. λ′

ij).

Theorem 1. The behavior of the service agent node Ai ( resp. task agent node
Tj) caused by the first and second terms of Eq.(5) ( resp. Eq.(7)) always results
in the increase of its own personal profit ( resp. the decrease of its own personal
payoff ), with the intensity being directly proportional to (λijωifi + τij) ( resp.
( λ′

ijω
′
igi + τ ′

ij )).

Theorem 2. The behavior of the service agent node Ai ( resp. task agent node
Tj) caused by the third term of Eq.(5) ( resp. Eq.(7)) increases the global profit
of service agents ( resp. decrease the global charge of task agents ), with the
intensity being directly proportional to ρij ( resp. ρ′ij).

Theorem 3. The behavior of service agent node Ai ( resp., task agent node
Tj) caused by the fourth term of Eq.(5) ( resp. Eq.(7)) decreases the interactive
potential energy, with the intensity being proportional to ζij ( resp. ζ′ij).

Theorem 4. The evolutionary process of the horizontal spring net described
by the Eq.(5), (6) ( resp. vertical spring net, by Eq.(7), (8)) can realize the
distributed problem solving in MAS in the context that distinct service agent
( resp. task agent ) may have different autonomy and personality with respect
to the personal profit, aggregate profit ( resp. personal payoff, aggregate payoff )
and social interactions.

4 Simulations and Conclusions

During theprocess ofproblemsolving, the evolutionary trajectories of service agent
nodes in the horizontal composite spring net and task agent nodes in the vertical
composite spring net are illustrated in Fig.2. The influence of autonomy and per-
sonality (selfishness) of agents on the performance of MAS is shown in Fig.3.

We conclude as follows. The crossbar composite spring nets approach to dis-
tributed problem-solving in MAS and CN is essentially different from the con-
ventional elastic net. The proposed CCSN approach is featured as follows:

• very high parallelism and real-time computational performance;
• An agent or entity in MAS and CN is regarded neither as being fully selfish

nor as being fully unselfish. In this sense, distinct agents can exhibit quite
different autonomous degrees.

• A variety of complicated social interactions among agents can be taken into
account in the process of problem-solving.
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t1 = 1 t1 = 75 t1 = 150

(a) The trajectories of service agent nodes in the horizontal spring net.

(the number of service agent nodes :100 )

t1 = 1 t1 = 24 t1 = 75

(b) The trajectories of task agent nodes in the vertical spring net.

(the number of task agent nodes :50 )

Problem Class: the whole resources possibly supplied by service agents are more than whole demands

practically required by task agents. The number of service agents : 100; The number of task agents :

50. Parameters:k = 0.8, k′ = 0.8, α = 1, β1 = 0.1, β2 = 0.1, α′ = 1, β = 0.1, Z = 150, zh = 0.001,

zv = 0.001; and λij , λ′
ij , τij , τ ′

ij , ρij , ρ′
ij , ζij , ζ′

ij , uij , u′
ij , vij , v′

ij are at random within [0,1].

Fig. 2. The trajectories of nodes in crossbar composite spring nets

• The social interactions among agents can take place randomly, emergently
and concurrently.

• The microscopic characterization of an individual agent can be combined
with the macroscopic property of MAS and CN.
The proposed CCSN approach also overcomes many limitations of the tra-
ditional elastic net in the following senses:

• The agent nodes can move at a certain velocity under the resultant forces;
• There exist the various complicated social interactions between agents.
• The composite springs have much more flexibility than the uniform isotropic

band of the traditional elastic net.
• The spring net elongates gradually under various kinds of forces, rather than

only under elastic forces.
• The conventional elastic net can be regarded as a simplest case of the crossbar

composite spring net, which has the fixed agents (i.e., the cities for TSP ),
uniform width of elastic band, and single loop of net form.

• The time-varying property of an agent can be considered.
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Results Comparison
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Agents care for both global profits and their own profits

Jvalue = Jh+Jv . Parameters:k = 0.8, k′ = 0.8, α = 1, β1 = 0.1, β2 = 0.1, α′ = 1, β = 0.1, Z = 200,

zh = 0.1, zv = 0.1; and λij , λ′
ij , τij, τ ′

ij , ρij , ρ′
ij , ζij , ζ′

ij , uij , u′
ij , vij , v′

ij are at random within

[0,1]; The number of problems: more than 100; This figure shows the results of 3 typical problems;

Fig. 3. The performance comparisons with respect to different selfish degree of agents,
by using the crossbar composite spring net for the task allocation and resource assign-
ment in MAS
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Abstract. A novel method is presented for formation control of a group
of autonomous mobile robots using parametric and implicit descriptions
of the desired formation. Shape formation is controlled by using poten-
tial fields generated from Implicit Polynomial (IP) representations and
the control for keeping the desired shape is designed using Elliptical
Fourier Descriptors (EFD). Coordination of the robots is modeled by
linear springs between each robot and its nearest two neighbors. This
approach offers more flexibility in the formation shape and scales well
to different swarm sizes and to heterogeneous systems. The method is
simulated on robot groups with different sizes to form various formation
shapes.

Keywords: Shape Formation; Robot Coordination; Autonomous Mobile
Robots.

1 Introduction

The role of the autonomous robots in our lives is increasing in many fields.
There are many applications that a group of multiple robots can achieve much
better than a single robot. There has been significant research on groups of au-
tonomous mobile robots which can be used for applications including tasks such
as exploration [1], surveillance [2], search and rescue [3], mapping of unknown or
partially known environments [4], distributed manipulation [5], and transporta-
tion of large objects [6]. An important issue in these tasks is the flexibility in
the definition of the working area of robots.

This paper introduces a shape formation method which is highly flexible for
various tasks. The robots are initially positioned randomly in a defined area.
The aim is to make the robots to form and keep a desired shape. During this
formation, the robots are also desired to coordinate among themselves to avoid
collisions and keep the desired distance between each other.

Our proposed method is based on a parametric description of the desired for-
mation by using elliptic Fourier descriptors (EFD) and its implicit polynomial
(IP) representation [7]. Implicit polynomial description of the curve is used to

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 558–565, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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define an algebraic distance between each robot and the desired curve in the
first phase in which robots are attracted to form the desired shape. The para-
metric description is used for trajectory tracking in the second phase in which
the robots are controlled to keep the formation. Besides these controls, a coor-
dination control to keep the desired distances between the neighboring robots is
also introduced. In this work, each mobile robot is modeled as a point particle.

The main advantage of this approach over other approaches is its flexibility on
the desired curve. The desired curve can be any reasonable closed curve. Some
other methods are rigid in formation constraints [8][9]. Another advantage of our
method is that it offers more flexibility on the number of robots in the group
and the heterogeneousness of the swarms compared to other methods such as
[10][11].

The presented method is simulated in Matlab. The simulation program is
written to be modular so that the simulations can be done with any desired
number of robots and with any desired closed curve. The performance of the
proposed method has been verified by simulations with different sizes of the
swarms.

Organization of this paper is as follows: Representation of the free-form curves
is presented in Section 2. Designing a control for shape formation, keeping the for-
mation and coordination of robots are presented in Section 3. Section 4 presents
the simulation results and discussions. Conclusions are presented in Section 5.

2 Parametric and Implicit Representation of Formation

It is known that closed-bounded curves can be represented by elliptic Fourier
descriptors (EFD) [12]. The elliptic Fourier description of a closed curve is given
as follows:

x(t) = ao +
n∑

k=1

(ak cos kt + bk sin kt) . (1)

y(t) = co +
n∑

k=1

(ck cos kt + dk sin kt) . (2)

In this equation, n is a positive number which represents the number of the
harmonics used to represent the closed curve. As it is well-known, the efficiency
of the representation increases with increasing number of harmonics. On the
other hand, the computational cost increases with the number of the harmon-
ics. Therefore, an optimal decision on the number of the harmonics should be
made when modeling a complex curve by considering both the efficiency in the
description and the computational cost.

The desired formation shape can be represented both by a parametric function
using elliptic Fourier descriptors and by an implicit function, F (x, y) = 0, ob-
tained through the implicitization of EFDs using the method detailed in [7]. The
implicit function is good for producing potential functions to be used for forma-
tion shaping and the parametric function is employed for keeping the formation.
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The representation of implicit curve has the form F (x, y) =
∑

0≤i+j≤d aijx
iyj =

0 where aij are the coefficients and d is the degree of the polynomial respectively.
As detailed in [7], the resulting implicit curve has degree d = 2n where n is the
number of harmonics used in the parametric representation of the curve.

3 Control of Mobile Robots

In this study, the robots are modeled as point particles. The kinematic model
for the ith robot is as follows:

(
ẋi

ẏi

)
=
(
ui

total

vi
total

)
. (3)

where ẋi and ẏi are the velocities of the particle in the x and y directions re-

spectively with respect to the world coordinate frame. In this control,
(
ui

total

vi
total

)

is obtained by the sum of the control components designed for the formation
control and coordination control, namely

(
ui

total

vi
total

)
=
(
ui

formation

vi
formation

)
+
(
ui

coord

vi
coord

)
. (4)

where
(
ui

formation

vi
formation

)
is formation component of the control. The design of this

formation component changes with respect to the phase of the formation, if the
robots are in the phase to form the desired shape or to keep the formation.(
ui

coord

vi
coord

)
is the coordination component of the control.

3.1 Formation Control Using Implicit Polynomial Potential
Functions

Initially, robots are randomly positioned in the defined area and the aim is to
form the desired formation shape. For the design of the formation component
of control input, the implicit polynomial representation of the curve is used.
The position error function between the ith robot and the curve is given by the
algebraic distance to the curve using the implicit equation as

ei
form = F (xi, yi) . (5)

where ei
form is the position error with respect to the desired curve defined for

ith robot and xi and xi are the x and y position of the robot with respect to
the world coordinate frame. The control will be designed to force the error to
decrease exponentially as

ėi
form = −λei

form . (6)
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where λ is a positive number. Substituting ei
form = F (xi, yi) into the equation

above yields
Ḟ (xi, yi) = −λF (xi, yi) . (7)

Using chain rule of differentiation, we have

Fx(xi, yi)ẋi + Fy(xi, yi)ẏi = −λF (xi, yi) . (8)

which can be rewritten as

(
Fx(xi, yi) Fy(xi, yi)

)( ẋi

ẏi

)
= −λF (xi, yi) . (9)

Taking the kinematic model of the robots into account, the optimal formation
control can be determined using pseudo inverse, namely

(
ui

formation

vi
formation

)
= −λ 1

||∇F (xi, yi)| |2
F (xi, yi)

(
Fx(xi, yi)
Fy(xi, yi)

)
. (10)

3.2 Keeping Formation Using Elliptic Fourier Descriptors

After the robots reach the desired formation, a new control is designed to keep
the robots in the desired formation. In the design of this control component, the
parametric representation of the desired formation is used. The error function
for this phase is defined as

ei
form =

(
x∗i (t)
y∗i (t)

)
−
(
xi(t)
yi(t)

)
. (11)

⇒ ėi
form =

(
ẋ∗i (t)
ẏ∗i (t)

)
−
(
ẋi(t)
ẏi(t)

)
=
(
ẋ∗i (t)
ẏ∗i (t)

)
−
(
ui

formation

vi
formation

)
. (12)

where x∗i (t) and y∗i (t) are the desired positions and xi(t) and yi(t) are the actual
positions.

The control is designed to make the error decrease exponentially, namely:

ėi
form = −λei

form . (13)

which yields (
ui

formation

vi
formation

)
= λei

form +
(
ẋ∗i (ti)
ẏ∗i (ti)

)
. (14)

3.3 Coordination Control

The robots are appointed to be in coordination besides the shape formation task.
The aim of this coordination is to avoid collisions and keep a desired distance
between each robot and its neighbors. The control input of a robot for this
coordination is modeled as the sum of forces of linear springs between this robot
and its two nearest neighbors as in Figure 1.
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Fig. 1. Modeling of coordination control

The spring is proposed to have a normal length which is equal to the desired
distance. The spring produces a force linearly proportional to the difference
between the actual distance and the desired distance between the robots. The
force of the spring is on the direction of the vector from the ith robot to its
neighbor as below:
(
ui

coord

vi
coord

)
= k(ddesired− dip

actual)
(
xi − xp

yi − yp

)
+ k(ddesired− diq

actual)
(
xi − xq

yi − yq

)
.

(15)
where k is an adaptable spring constant; the spring constant is different when the
robot is in shape formation or keeping formation phases. p and q are the indices
for the robots that are the nearest two neighbors of ith robot. dip

actual and diq
actual

are the actual distances of the robot i from the robots p and q respectively.
(xp, yp) and (xq , yq) are the x and y position coordinates of the robots p and q
with respect to the world coordinate frame.

4 Simulation Results and Discussions

The simulations are performed in Matlab. The program is written to be modular
so that the simulations can be carried out with any desired number of robots.
Two different simulations will be presented. First one is a simulation of a single
robot to see the efficiency of the proposed formation control. The second one is
done with 5 and 6 robots on two different desired patterns to see the success of
the control in both formation and coordination.

In simulations, parameters are chosen to be λ = 3, kShapeFormation = 2,
kKeepFormation = 1 and ddesired = 0.1.

4.1 Simulation Results for a Single Robot

In the first simulation, the proposed method is applied on a single robot. Desired
pattern is represented by a Fourier descriptor function using 7 harmonics and
an implicit polynomial with a degree of 14 using the methods of Section 2. The
initial position of the robot is: x = 2.5, y = −2. The route of the robot can be
seen in Figure 2.
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Fig. 2. Route of mobile robot

It is clearly seen that the method is successful to enable the robot to reach
the desired formation curve and moves on it.

4.2 Simulation Results for 5 and 6 Robots

In this simulation, the proposed method is applied on a group of 5 and 6 robots,
respectively. The desired pattern for 5 robots is an ellipse generated by a Fourier
descriptor with 1 harmonic and a corresponding implicit polynomial of degree
2. Ellipse formation is shown in Figure 3. The desired pattern for 6 robots is a
more complicated star shape represented by 7 harmonics and a corresponding
implicit polynomial of degree 14. Formation results are depicted in Figure 4.
Examination of these figures reveals the fact that although the initial positions
of the robots are far away from the desired formation curve, proposed method
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Fig. 3. Desired formation (ellipse) with 5 robots
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Fig. 4. Desired formation (star shape) with 6 robots

enables robots to achieve and maintain the desired formation while keeping good
coordination with each other.

5 Conclusions

We have now presented a novel method for a group of mobile robots to form
arbitrary desired shapes using parametric and implicit descriptions of the for-
mation. Proposed method introduces flexibility on the desired shape and it can
scale well to different swarm sizes.

We are planning to work on possible extensions of this workwith non-holonomic
finite size robots and implement them on actual robots.
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Abstract. In this paper, an improved particle swarm optimization algorithm is 
proposed to train the fuzzy support vector machine (FSVM) for pattern multi-
classification. In the improved algorithm, the particles studies not only from it-
self and the best one but also from the mean value of some other particles. In 
addition, adaptive mutation was introduced to reduce the rate of premature con-
vergence. The experimental results on MNIST character recognition show that 
the improved algorithm is feasible and effective for FSVM training. 

1   Introduction 

Support Vector Machines (SVMs) [1,2,3] have played a key role in broad classes of 
problems arising in various fields. In the conventional SVMs for pattern classifica-
tion, an n-class problem is converted into n two-class problems. However, there exist 
unclassifiable regions in this case. To resolve this problem, Inoue et al. proposed the 
fuzzy support vector machine (FSVM) [4], in which the truncated polyhedral pyrami-
dal membership functions was introduced to resolve unclassifiable regions. 

Training a SVM requires solving a quadratic (QP) problem in a number of coeffi-
cients equal to the number of training examples. For a very large datasets, the standard 
numeric techniques for QP become infeasible. The practical techniques decompose the 
problem into the manageable subproblems over part of the data or, in the limit, perform 
iterative pairwise or component-wise optimization. A disadvantage of these techniques 
is that they may give an approximate solution, and may require many passes through the 
dataset to reach a reasonable level of convergence. 

Particle Swarm Optimization (PSO) [5][6] is a swarm intelligent optimization me-
thod proposed by Kennedy and Eberhart. PSO introduces stochastic and multipoint 
searching and can find solution quickly in high dimension space. Using PSO to train 
SVM has been put forward recently, and this is really a novel tentative. Paquet et al 
presented the linear particle swarm optimization (LPSO) for linearly constrained 
problem [7], and applied this new algorithm for training SVM [8]. But the basic LPSO 
is not effective enough, especially in the aspect of premature convergence. 

In this paper, a new improved LPSO named ILPSO is introduced for FSVM train-
ing.  In ILPSO, a new particle’s learning method is proposed and adaptive mutation is 
considered to break away from the local optimum. Experimental results on MNIST 
character recognition indicate the efficiency of the algorithm. 
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2   Fuzzy Support Vector Machines (FSVM) 

2.1   Two-Class SVM 

Traditionally, a SVM is a learning machine for two class classification problems, and 

learns from a set of example vectors ix , and their associated classes iy , i.e. 

1 1
{( , ), ..., ( , )} { 1}N

n n
x y x y R⊂ × ±  (1) 

The algorithm aims to find support vectors and their corresponding coefficients to 
construct an optimal separating surface by the use of kernel functions in high dimension 
feature space. However, the nature of construct the optimal surface is to resolve a con-
strained quadratic programming problem for an optimal decision boundary function: 

1

( ) sgn ( , )
n

i i i
i

f x y K x x bα
=

⎛ ⎞= +⎜ ⎟
⎝ ⎠
∑  (2) 

where ( , )K ⋅ ⋅   is the kernel function and n  is the number of the training set. The 

value b is a threshold. The coefficients α is the optimal solution of the quadratic 
programming problem: 
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1 , 1

n

i 1

1
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i i j i j i j

i i j

i i
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Max Q y y K x x

st y i n

st C i n

α α α α

α

α

= =

=

= −

= =

≤ ≤ =

∑ ∑

∑  
(3) 

where C is a punishment factor, which controls the balance of training error rate and 
the complexity of the model. It is easy to prove that the solution of this optimal prob-

lem only has part of nonzero iα , which are corresponding to support vectors. Only 

support vectors affect the result of classifications. 

2.2   Fuzzy SVM 

In the conventional SVMs for pattern classification, an n-class problem is converted 
into n  two-class problems. For the ith two-class problem we determine the optimal 
decision function ( )if x so that class i is separated from the remaining classes. In 

classification, a datum x is classified into class i  only when ( ) 0if >x . In this archi-

tecture, the datum is unclassifiable if the values of more than two decision functions 
are positive or all the values are negative, as shown in Fig. 1. To overcome this prob-
lem, Noue et al. proposed the fuzzy SVM (FSVM) [4], in which one-dimensional 
membership function ( )ijm x on the directions orthogonal to the optimal separat-

ing ( ) 0if x =  is defined as follows. 



568 Y. Li, B. Bai, and Y. Zhang 

1. For i j=  

1 ( ) 1
( )

( )
i

ii
i

f
m

f otherwise

>⎧
= ⎨
⎩

x
x

x
 (4) 

2. For i j≠  

1 ( ) 1
( )

( )
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i
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m
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x
x

x
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The shape of the membership function is shown to be a truncated polyhedral pyra-
mid [4].   

Class i

Class k

( ) 0jf x

Class j

( ) 0kf x

( ) 0if x

 

Fig. 1.  Unclassifiable region by the two-class formulation 

Class k

Class i

Class j

 

Fig. 2. Class boundary with membership functions 

Then the membership function of x  using the minimum operator for 
( )ijm x ( 1, , )j n= …  

1, ,
( ) min ( )i ijj n

m m
=

=x x
…

 (6) 

Now an unknown datum x  is classified into the class 
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1, ,
arg max ( )i

i n
m

=
x

…
 (7) 

Thus, the unclassified region shown in Fig. 1 is resolved as shown in Fig. 2. 

3   LPSO for Linear Equation Constrained Problem 

3.1   Basic PSO 

The basic PSO is as follows. The candidate solution of the problem is called a parti-
cle. Each particle has a corresponding position and velocity, denoted as 

1 2( , , , )i i i inP P P P= …  and 1 2( , , , )i i i inv v v v= … ( 1, 2 ,i m= … ) respectively. where 

m is the number of particles and n  is the dimension of the solution. Each particle 
also has a fitness value decided by decision function. PSO uses (8) and (9) to update 
the particle’s velocity and position during evolution. 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )
, , , , ,1 1 1 2* ( )  ( )t t t t t t t t t

i j i j i j i j j i jj jv w v c r pbest p c r pg p+ = + − + −  (8) 

( 1) ( ) ( 1)
, , ,
t t t

i j i j i jp p v+ += +  (9) 

where t  is the current generation, w  is the inertia weight, 1c  and 2c  are coefficients, 

where 1 2 2.05c c= = , and 1 jr , 2 jr are evenly distributed random number in  [0,1] , 

which embodies the stochastic nature of the algorithm. 

1 2( , , , )i i i inpbest pbest pbest pbest=  is the best solution found by particle i  whe-

reas 1 2( , , , )npg pg pg pg=  is the best found by the whole population up to now. 

A PSO algorithm with constriction factor [9] has been put forward, which uses the 
following formula to replace above-mentioned formula (8). 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )
, , , , ,1 1 1 2[ ( )  ( )]t t t t t t t t

i j i j i j i j j i jj jKv v c r pbest p c r pg p+ = + − + −  (10) 

where K is called constriction factor. It has been concluded that using constriction 
factor while limiting the maximum velocity to the dynamic range of the position vari-
able on each dimension is a better approach. So the PSO with constriction factor is 
adopted in this paper. 

3.2   LPSO for Linear Equation Constrained Problem 

Since the basic PSO can’t be used to solve the optimization with constrains, a new 
LPSO algorithm for solving optimization problem with linear equation constraint is 
presented in [7]. In LPSO, particles update their velocity using the under-mentioned 
formula. 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 2( ) ( )t t t t t t t t t

i i i i iv w v c r pbest p c r pg p+ = ⋅ + − + −  (11) 
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where the same random number 1r  and 
2r  are adopted to update each component of 

the velocity vector, the particle’s velocity is set to be zero firstly and the initial posi-
tion must satisfy the linear equation constrains , ,l n lAP b A R b R×= ∈ ∈ . 

The LPSO algorithm is summarized below. 

1) Initialize. Initialize the particles such that the velocity 
i

V  of each particle meets 

0iV =  and the position iP  meets 
iAP b= .  

2) Evaluate. Calculate fitness value of all particles firstly. And then compare the 

personal best of each particle to its current value, and set ipbest to the better one. Set 

the global best pg to the position of the particle with the best ipbest  within the 

swarm. 
3) Update. Update the velocity and position of each particle according to equation 

(11) and (9). 
4) Check. While maximum iterations or minimum error rate is attained, stop the 

evolutions. 

4   ILPSO for FSVM Training 

4.1   ILPSO 

Although PSO finds good solutions much faster than any other evolutionary algo-
rithms, it usually cannot improve the quality of solutions as the number of iterations 
increases and it suffers from premature convergence when strongly multi-modal prob-
lems are being optimized. One of the main reasons is that all particles converge to a 
single point as the speed of the particles is decreased with time, thus forcing them to 
converge to the global best point found so far, which is not guaranteed even to be a 
local minimum[10]. So we present the following improvements for LPSO to avoid the 
premature convergence of the swarm. 

1) A new learning method is introduced. The particles not only study from itself 
and the best one but also from the mean value of some other particles at the beginning 
with bigger probability, and tend to the best one of the whole population in the later 
for the sake of convergence property. 

2) A new adaptive mutation is introduced. Calculate the variance of the popula-

tion’s fitness 2σ  firstly [11]. 

2 2

1

1
( )

n
i

i

avgf f

n f
σ

=

−
= ∑  (12) 

where 
i

f  is the fitness value of particle i , avgf is the average fitness value of the 

population currently. f is unitary factor that controls the range of 2σ , where 

max{max{| |},1}
i avg

f f f= − . 
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And then calculate mutation probability m
p [11]: 

2 2,

0,
m

dp
k

others

σ σ
=
⎧ <
⎨
⎩

 (13) 

where k  is a number in [0.1,0.3] , and 2
dσ  can be determined according to different 

actual problems. 
If the probability of mutation is big enough, the position of some particles will be 

initialed newly. 

4.2   ILPSO for Two-Class SVM Training 

From the mathematical model of SVM, we can learn that the variables need to be 
optimized are the coefficients of support vectors, so the particle can be coded as 

1 2(  ,  , ,  )nP α α α=  and the fitness function is selected as 

1 , 1

1
( ) ( , )

2

n n

i i j i j i j
i i j

f P y y K x xα α α
= =

= −∑ ∑  (14) 

The steps using ILPSO to train two-class SVM are as follows: 

1) Initializing all of the particles. According to the LPSO algorithm, the velocity of 
the particles is set to zero; the position is generated randomly with the range of [0, ]C , 

and then adjusted to the box 
n

i 1

0i iyα
=

=∑ . Set the iteration number to zero. 

2) For each particle, executing the following operations:  

i. Calculating the fitness value of each particle and updating the pbest
i
.  

ii. Generating a random number r and calculating / _tR t Max Gen= . If r R
t

> , 

then using  

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 2[ ( ) ( )]t t t t t t t t

i i i i i iv K v c r pbest p c r pavg p+ = + − + −  (15) 

to update the velocity of the particle; otherwise, formula (12) 
( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1 1 1 2[ ( ) ( )]t t t t t t t t

i i i i iKv v c r pbest p c r pg p+ = + − + −  (16) 

is adopted. Above-mentioned 
i

pavg  is the mean value of 1/5 particles produced ran-

domly. For any component _ min
ij

v velocity< or _ max
ij

v velocity> , letting it fol-

low into [velocity_min,velocity_max]  newly.  

iii. Updating the particle’s position with formula (9). 

For any component 0
ij

p < or ij
p C> , letting it follow into [0, ]C  newly, and 

then using the same method as in initialization to tune up the other coefficients to 
satisfy the linear equation constraint. 
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iv. Computing the value of pg . 

3) Calculating the fitness of the population according to the formula (12) and the 
probability of mutation according to formula (13).  

4) Generating a random number r. If m
r p< [10], choosing 1/5 particles(barring the 

best one) for mutation——initial the particle’s position newly. Otherwise, go to step 5). 
5) The current iteration number is set to 1t + . If _t Max Gen> , then pg is the so-

lution of the problem; otherwise, return to step 2) and repeat the above procedure again. 

4.3   ILPSO for FSVM Training 

Based on the above ILPSO for two-class SVM, we present the following FSVM train-
ing algorithm (ILPSO_FSVM) for pattern multi-classification. 

1. Apply ILPSO to train i th ( 1,2i n= … ) two-class SVM classifier, and obtain 

the optimal separating function ( )if x . 

2. For x , if ( ) 0if >x is satisfied for only one class, the input is classified into 

the class. Otherwise, go to step 2. 
3. If ( ) 0if >x  is satisfied for more than one class i , classify the datum into the 

class with the maximum ( )if x . Otherwise, go to step3. 

4. If ( ) 0if ≤x is satisfied for all the classed, classify the datum into the class with 

the minimum absolute value of ( )if x . 

5   Experimental Results 

In this section, the FSVM training algorithm based on ILPSO (ILPSO_FSVM) was 
tested on the MNIST dataset. The MNIST dataset is a database of optical characters, 
and consists of a 10-class training set of 60,000 handwritten digits. Each digit is a 28 
by 28 pixel gray-level image, equivalent to a 784-dimensional input vector. Each 
pixel corresponds to an integer value in the range of 0 (white) and 255 (black).  

Our method ILPSO_FSVM is compared with QP_FSVM, LPSO_FSVM and 
ILPSO_FSVM. The kernel functions of SVM in the experiment are all selected as 
 

Table 1. Statistic testing results by different methods 

Methods Recognition number Recognition rate 
QP-FSVM / / 

best 9390 93.9% 
LPSO-FSVM        

                          
mean 9365.5   93.7% 

best 9418 94.2% 
ILPSO-FSVM       

                          
mean 9387.3  93.9% 
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Gaussian kernel function 
2

| |
( ) exp( )

2

i
X X

K X
σ
−

= − . In QP_FSVM, the parameters are 

selected as 100, 0.5C σ= = . In LPSO_FSVM and ILPSO_FSVM, the parametersare 

selected as 2.5, 0.5C σ= = . In addition, the number of particles is 50. Other pa-

rameters are selected as 
1 2 2 .0 5c c= = , 0.73K = , 0.3k = , 2 0.2dσ = , 

velocity_min=-4 , velocity_max=4 . 

Table 1 shows the experimental results of the NMIST database recognition by 
QP_FSVM, and by LPSO_FSVM and ILPSO_FSVM over 20 runs respectively, 
where  “ ⁄  ” sign denotes that the system runs out of memory which causes the com-
putation impossible. Obviously, ILPSO_FSVM has higher recognition rate than 
LPSO_FSVM. 

6   Conclusion 

This paper presents an improved LPSO algorithm for FSVM training. In the new 
algorithm, the adaptive mutation mechanism is introduced and the particle studies not 
only from itself and the best one but also from the mean value of some other particles 
with certain probability. The experiments on MNIST dataset classification show that 
the FSVM trained by the new algorithm can reach high recognizable rate. 
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Handling Multiobjective Problems with a Novel

Interactive Multi-Swarm PSO

Yujia Wang and Yupu Yang
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P.R. China

Abstract. In this paper, an interactive multi-swarm PSO is proposed
to handle the multiobjective optimization problems (MOPs). The pref-
erence relation of the objectives is specified during the optimization
process. The selective pressure in the main swarm is improved by the
preference information from the assistant swarm. The simulation results
indicate that the proposed algorithm attains better performance of con-
vergence and diversity.

1 Introduction

Particle swarm optimization (PSO) is a swarm intelligent technique inspired by
the birds flock [1]. PSO has been found very efficient in solving the MOPs, and
several multiobjective particle swarm optimization (MOPSO) algorithms have
been proposed recently [2]. However, these techniques assume that all objectives
are quantifiable, well-defined, and their relative importance remains constant. In
other words, the preference of user is not considered in these techniques.

Interactive optimization is based on the idea of using human knowledge and
intuition during the optimization process [3]. The expert knowledge is brought
together with computational techniques by means of interactive optimization.
PSO is suitable for interactive optimization because the gradient information is
not used in the search process [4].

In this paper, an interactive multi-swarm PSO is proposed to handle MOPs, in
which the prior preference of the user is considered. The selective pressure in the
main swarm is improved by the preference information. A novel equation of updat-
ing velocity is introduced, in which the preference information from the assistant
swarm is added. Thus, the preference of user is reflected in the search process.

The remainder of this paper is organized as follows. Section 2 describes the
structure of PSO and gives the concept of multiobjective optimization. The
details of the proposed algorithm are introduced in Section 3. In Section 4,
five test functions are used to testify the proposed algorithm, and experimental
results are also discussed. Conclusion is drawn in Section 5.

2 PSO and Multiobjective Optimization

2.1 Particle Swarm Optimization

PSO is based on a simplified social model [1, 5] that is closely tied to swarm
theory. Each particle has a position defined as x = (x1, x2, . . . , xD) and a velocity

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 575–582, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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defined as v = (v1, v2, . . . , vD) in the variable space. In generation t + 1, the
velocity and position of the particle are updated as follows:

vj,t+1 = ωvj,t + c1r1(xpbest − xj,t) + c2r2(xgbest − xj,t) (1)
xj,t+1 = xj,t + vj,t+1 (2)

where j = 1, . . . , D is the dimension of particle; ω is the inertia weight, which
influences the balance between global and local exploration abilities of the par-
ticle [6]; c1 and c2 are acceleration coefficients; r1 and r2 are random values in
the range [0, 1]; xpbest is the personal best of particle in the generation t; xgbest

is the global best of population in the generation t. The performance of each
particle is measured according to a pre-defined fitness function which is related
to the problem concerned.

2.2 Multiobjective Optimization and the Notion of Dominance

Assuming simultaneously minimize m objectives, a multiobjective optimization
problem can be described as follows:

min y = f(x) = (f1(x), f2(x), . . . , fm(x))

where x = (x1, . . . , xn) ∈ X is an n-dimensional decision variable vector, and X
is the decision variable space; and y = (y1, . . . , ym) ∈ Y where Y is the objective
space. Each objective depends on the decision vector x.

A decision vector u ∈ X is said to strictly dominate another decision vector
v ∈ X, denoted by u ≺ v, if and only if (iff) ∀i ∈ {1, . . . , m} : fi(u) ≤ fi(v) and
∃j ∈ {1, . . . , m} : fj(u) < fj(v).

A decision vector x ∈ X is said to be Pareto optimal with respect to X iff
there is no other decision vector that dominates x in X. The set of all Pareto
optimal solutions in the decision variable space is called as Pareto optimal set.
The corresponding set of objective vector is called as Pareto optimal front.

3 An Interactive Multi-swarm PSO

3.1 Classifying Objectives and the Preference Weight Value

In the design of a multiobjective problem, only a limited amount of well dis-
tributed solutions are needed by the user according to the preference. However,
the majority of MOPSO algorithms [2] assume that all objectives are equally
important without considering the user’s preference. To reflect the preference
of user, a method to classify the objectives is introduced firstly, which is based
on the Pareto principle but where the relative importance of objectives can be
specified according to the preference of user.

Preference relation [7, 8] can be used to estimate of the relative importance
of objectives in an MOP. For every two objectives, the user is asked to specify a
relation as shown in Table 1. Given a preference relation, two objectives can be
evaluated using the following valuation function v:
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– if a � b then v(a) = α and v(b) = β;
– if a ≺ b then v(a) = γ and v(b) = δ;
– if a ≈ b then v(a) = v(b) = ε.

Considering the meaning of the relations, it can further be assumed that α <
γ < ε = 1/2 < δ < β. It is also assumed that α + β = γ + δ = 1.

Table 1. Relation and Expression

relation ≈ ≺ �
intended meaning is equally important is less important is much less important

Assuming optimization m objectives, the preference weight value for each
objective can be computed when the preference relation is given according to
the user’s need. Firstly, for the objectives with equivalence relation, construct
the equivalence classes {Ci|1 ≤ i ≤ k} and choose one element gi from each class
Ci to build up set G = {g1, . . . , gk}, where k ≤ m. Secondly, identify a relation
matrix R with size k × k. The elements of R are set as follows:

– if gi � gj , then R(i, j) = α, R(j, i) = β;
– if gi ≺ gj , then R(i, j) = γ, R(j, i) = δ;
– if gi ≈ gj , then R(j, j) = ε, R(j, i) = ε.

Finally, for each gi ∈ G, compute weight value as follows:

w(gi) =
SL(gi, R)∑

gj∈G SL(gj , R)
(3)

where SL(·) is the leaving score [7] which can be computed as follows:

SL(gi, R) =
∑
j �=i

R(i, j). (4)

Thus the preference weight value for each objective can be attained according
to the preference of user.

3.2 Main Swarm and Assistant Swarm

A structure of multi-swarm as shown in Fig. 1 is used to handle the MOPs. The
population is composed of a main swarm and several assistant swarms. Each
objective is optimized by a corresponding assistant swarm and all objectives are
optimized simultaneously in the main swarm. The information from assistant
swarms is added to the main swarm, which indicates the preference of user.

In order to achieve “information selection”, the prior preference of user is con-
sidered to deal with the objective functions. The details of information selection
are presented as follows:

– Identify the relation matrix R according to the preference of user;
– Compute the leaving score SL(·) according to the relation matrix R;
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Information
selection Main swarm

Assistant swarm 1
objective function 1

objective function m
Assistant swarm m

Fig. 1. The structure of multi-swarm PSO

– Use SL(·) to compute the preference weight value according to equation (3) for
each objective;

– Assign the preference weight values to the assistant swarms;
– Use the roulette wheel selection to identify which assistant swarm’s information is

added to the main swarm.

To transfer the information from an assistant swarm to the main swarm, the
velocity updating equation for each particle in the main swarm is changed as
follows:

vj,t+1 = ωvj,t + c1r1(xpbest −xj,t)+ c2r2(xgbest −xj,t)+ c3r3(xagbest −xj,t) (5)

where c3 is an acceleration coefficient like c1 and c2; r3 is a random value in
the range [0, 1]; xagbest is the best solution found so far by the selected assistant
swarm.

The transferred direction of information is multidirectional in the subpopu-
lation because there is interaction between all subpopulations [9,10]. But in the
proposed method, the information is only transferred from assistant swarm to
main swarm and the direction is unidirectional as shown in Fig. 1.

3.3 Optimization Process

The external archive is used to store the historical nondominated solutions found
by the main swarm in this study. The iteration will be terminated if the number
of iterations is equal to the maximum number of iterations. Thus, the optimiza-
tion process can be described as follows:

1. Initialize all multi-swarms including the main swarm and assistant swarms;
2. Initialize the external archive;
3. Assign the preference weight value to each assistant swarm according to the

preference of user as shown in section 3.2;
4. Evaluate each particle in all swarms;
5. Identify nondominated solutions in the main swarm and store the positions

of nondominated solutions in the external archive;
6. Identify xgbest from the external archive;
7. Identify the global best solution in each assistant swarm;
8. Identify xagbest by roulette wheel selection according to the preference weight

values of assistant swarms;
9. Update the velocities and positions of particles in the main swarm according

to equation (5) and (2);
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10. Update the personal best positions of particles in the main swarm according
to the Pareto dominance;

11. Update the velocities and positions of particles in the assistant swarms ac-
cording to equation (1) and (2).

12. If the number of iterations is less than the maximum number of iterations,
return to (4).

4 Experimental Results and Discussions

4.1 Test Functions and Performance Metrics

In order to demonstrate the effectiveness of the proposed algorithm, five stan-
dard test functions are used in this study. Four of these test functions (ZDT1,
ZDT2, ZDT3 and ZDT6) have two objectives, while the other one test function
is DTLZ7 which has four objectives. These functions are representative of the
benchmarks commonly used in the multiobjective optimization literature.

The performance of the proposed algorithm is evaluated by two functionally
metrics. One is the generational distance (GD) [11], the other is the spacing
(SP) [12]. GD evaluates the convergence of the nondominated solutions gener-
ated by the algorithm to the true Pareto front, and its value GD = 0 indicates
that all solutions are on the true Pareto front. SP evaluates the range variance
of neighboring solutions on the known Pareto front, and its value SP = 0 sug-
gests that all solutions on the Pareto front currently available are equidistantly
spaced.

4.2 Parameters Selection

Acceleration coefficient values of c1, c2 and c3 are set to be 1.5, 2.5 and 0.7 respec-
tively in the proposed algorithm. The inertia weight ω is adjusted dynamically
throughout the optimization [13], and its value is reduced as

ωt+1 = ωtfω (6)

where fω is a constant between 0 and 1. Smaller fω value would result in a
more dramatic reduction in ω, which would in turn result in a more local search.
In this paper, fω = 0.975 is used, which makes the algorithm have a suitably
global search characteristic. The ω value is initialized to 1.4. The population
size, the external archive size, the number of iterations and the number of runs
are summarized in Table 2.

In order to compute the relation matrix and leaving score SL(·), suppose that
α = 0.05, β = 0.95, γ = 0.35, δ = 0.65, and ε = 0.5. The relative importance

Table 2. Population size, external archive size, number of iterations and number of
runs for each test function in this study

Population size for main swarm 80 Population size for each assistant swarm 80
External archive size 80 Number of iterations 200
Number of runs 300
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of the objectives is specified. For test functions with two objectives, suppose
that the first objective is less important than the second objective, i.e., y1 ≺ y2.
For test functions with four objectives, suppose that the relative important is
y2 / y1, y3 ≺ y1, y1 ≺ y4 and y2 / y3.

4.3 Experimental Results and Discussions

The proposed algorithm is compared with MOPSO [14] and MOPSO-CD [15].
For MOPSO and MOPSO-CD, the parameters are set as suggested in [14] and
[15], respectively. The results are reported in terms of the mean and standard
deviation of the performance measures.

Table 3. Mean and standard deviation of values for GD

Algorithm ZDT1 ZDT2 ZDT3 ZDT6 DTLZ7 ZDT1 ZDT2 ZDT3 ZDT6 DTLZ7

mean standard deviation
Our Algorithm 8.4E−05 1.1E−07 8.2E−06 1.1E−07 1.2E−02 2.6E−04 4.6E−07 2.2E−05 4.2E−07 3.2E−04

MOPSO 2.5E−02 4.0E−03 7.3E−03 6.9E−03 1.8E−02 2.3E−03 6.0E−03 4.8E−04 1.0E−02 8.4E−02
MOPSO-CD 1.0E−02 1.1E−02 1.3E−02 2.8E−02 1.9E−02 3.4E−03 4.9E−05 1.5E−04 1.5E−03 8.5E−04

It can be clearly seen from Table 3, that the values of GD indicate that
the proposed algorithm has obtained the best convergence for all test functions
compared with MOPSO and MOPSO-CD. For DTLZ7, its Pareto front is the
intersection of a straight line and a hyperplane, so it is difficult to converge
to the Pareto front. However, it is worth noting that the value GD of DTLZ7
generated by the proposed algorithm is improved when the number of objectives
is four. The selective pressure of particles in the main swarm is increased while
xagbest is added to the optimization process, thus the exploration of the proposed
algorithm is improved.

Table 4. Mean and standard deviation of value for SP

Algorithm ZDT1 ZDT2 ZDT3 ZDT6 DTLZ7 ZDT1 ZDT2 ZDT3 ZDT6 DTLZ7

mean standard deviation
Our Algorithm 3.2E−03 3.8E−04 4.2E−03 8.8E−04 1.3E−02 7.3E−03 3.4E−04 1.4E−03 5.7E−04 1.9E−02

MOPSO 1.1E−02 1.0E−02 2.3E−02 2.4E−03 8.4E−02 6.8E−03 8.4E−03 4.8E−04 9.5E−04 2.8E−02
MOPSO-CD 1.6E−02 1.0E−02 1.6E−02 2.8E−02 4.8E−02 3.3E−03 3.4E−03 4.3E−03 5.7E−04 6.3E−02

Table 4 presents the mean and standard deviation values of SP for three
MOPSO algorithms on five test functions. The SP values indicate that the so-
lutions generated by the proposed algorithm obtain better distribution than the
other two algorithms for all test functions. The Pareto front of ZDT3 is a nonuni-
form distribution, so it can be used to investigate the ability of an algorithm to
maintain a good distribution. From the result of ZDT3 in Table 4, it can be seen
that the performance of distribution is improved by the proposed algorithm. In
order to demonstrate the distribution of the solutions on the final Pareto front,
the nondominated fronts generated by the three algorithms are shown in Fig. 2
for ZDT1, ZDT2, ZDT3 and ZDT6.
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Fig. 2. Final Pareto fronts generated by the proposed algorithm, MOPSO and
MOPSO-CD on test functions (a)ZDT1, (b)ZDT2, (c)ZDT3 and (d)ZDT6

5 Conclusion

An interactive multi-swarm PSO is presented to handle the multiobjective opti-
mization problems in this paper, which considers the preference of decision maker
and uses the multi-swarm as the assistant swarms to help search optimal solu-
tions. The convergence and diversity are improved when the information from
assistant swarm is added to the main swarm. The velocity updating equation is
changed, which makes the algorithm attain a good balance between the explo-
ration and exploitation. The interactive multi-swarm PSO is compared with the
other two MOPSO algorithms. The results confirm that the proposed algorithm
attains better convergence to the Pareto fronts for all test functions. At the same
time, it is also more effective in maintaining the diversity of solutions.
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Abstract. This paper presents a novel explicit exploration information exchange 
mechanism for niche technique. In this framework, the whole population is di-
vided into many sub-populations. The different sub-population communicates 
with each other. One sub-population exploration area does not be explored by 
others. Based on this framework, a multi-sub-swarm particle swarm optimization 
(MSSPSO) algorithm is implemented to test the thought. Five benchmark multi-
modal functions are used as test functions. The experimental results show that the 
proposed method has a stronger adaptive ability and a better performance for mul-
timodal functions with respect to other niche techniques.  

1   Introduction 

The niche technique is a method that can make a population-based stochastic optimi-
zation algorithm to find multiple optimal solutions. According to its realization, the 
niche techniques can be classified sequential and parallel methods. In spite of 
Mahfound [1] had pointed out that the parallel niche technique is generally faster than 
the sequential one. Nevertheless, the sequential niche technique [2] does not allow 
one sub-population to explore a space searched by another sub-population, and this 
provides a good mechanism for information exchange. This exploration information 
exchange mechanism for the sequential niche technique still has its unique advan-
tages. On the contrast, the parallel techniques [3]-[5] usually use some methods to 
avoid all individuals of the population converging to one optimum. In general, a com-
plicated multimodal problem does not need to find all optima (including local and 
global optima). In this situation, those individuals converging in low peaks actually 
do not work for the optimization problem.  

Recently, the niche particle swarm optimization attracts most researchers’ atten-
tion. Niching particle swarm optimization proposed by R. Brits et al is the first 
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niche PSO technique [6]. It is the major drawback that the algorithm still need spec-
ify niche radius and other parameters in advance. In this paper, based on the pro-
posed framework, we implement a multi-sub-swarm particle swarm optimization 
(MSSPSO) algorithm.  

This paper is organized as follows. In section 2, we shall give some analysis to 
current niche techniques and propose a basic framework for explicit exploration 
information exchange. The related works will be presented in section 3. And in 
section 4, we will present the algorithm according to the proposed model. Section 
5 will give the experimental results for a set of benchmark test functions. Section 
6 draws some conclusions. 

2   Basic Explicit Exploration Information Exchange Framework 

In this paper, we propose a novel explicit exploration information exchange mecha-
nism for niche technique. This mechanism can be applied into any population-based 
stochastic optimization algorithm. The basic explicit exploration information ex-
change framework can be described as follows: a population-based stochastic optimi-
zation algorithm is divided into many sub-populations, and each sub-population will 
explore one optimum for a multimodal problem. To accomplish this goal, firstly, the 
niche must be identified by sub-population. One sub-population must know which 
niche they exploring.  Secondly, multi-sub-populations must exchange their explora-
tion information explicitly, an effective information exchange will make one sub-
population does not explore the niche belong to the others.  

However, two problems will arise in this framework: how to exchange exploration 
information between different sub-population and how to identify an area (or niche)? 
We make some methods to implement this framework in this paper. In some sense, 
multimodal optimization can be viewed as a special constrained optimization prob-
lem. It is no necessary for a sub-population to explore a niche that had already been 
searched by another. Therefore, the penalty function [8] from the constrained optimi-
zation problem is introduced in multimodal optimization. This penalty will make the 
invader obliged to explore other niche. So, the penalty function used here can be 
viewed as an explicit exploration information exchange. 

Then we must solve the next problem: How to identify a niche? In recent years, 
some researchers pay more attention to niche identification techniques (NIT) [9]. 
NIT can be used here to identify a niche. This paper uses a simple NIT: hill valley 
function. Besides, particle swarm optimization was used to implement the 
algorithm.  

3   Hill Valley Function and Particle Swarm Optimization 

The determination of the niche radius is generally a hard work existing in most niche 
methods. Ursem’s hill valley function is the first method proposed in the literature [9] 
to identify the niche, which can be described as follow: 

 



 The Explicit Exploration Information Exchange Mechanism for Niche Technique 585 

Hill_valley(ip,iq,samples) 

minfit=min(fitness(ip),fitness(iq)) 

for j=1 to samples.length 

Calculate point iinterior on the line between the points ip and iq 

  If (minfit> fitness(iinterior)) 

     return 1 

end if 

end for 

return 0 

Fig. 1. Pseudo code of the hill valley function 

where ip and iq are any two points in search space. Fig.2. just shows one dimensional 
function case. In fact, it can be easily extended to the case including arbitrary dimen-
sions. With this function, the algorithm is able to determine whether ip and iq are to 
belong to one hill or not.  

The samples array is generally used to calculate the interior points where the hill 
valley function computes the fitness of these samples. The points iinterior can be calcu-
lated as: 

][)(int jsamplesiiii pqperior •−+=  (1) 

where j is jth entry in the array. The upper boundary of j is the length of the samples, 
which is very important for the hill valley function. We refer to the length as sample 
rate (SR). 

 

Fig. 2. The scheme for hill valley function 

Particle swarm optimization (PSO) is a population-based stochastic search algo-
rithm. The algorithm was firstly developed by Dr. Eberhart and Dr. Kennedy in 1995 
[10], inspired by social behavior of bird flocking or fish schooling. The equations for 
the manipulation of the swarm can be written as: 

)(*()2*2)(*()1*1* idgdidididid XPrandCXPrandCVWV −+−+=  (2) 
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ididid VXX +=  (3) 

where i = 1,2,…N, W is called as inertia weight. C1 and C2 are positive constants, 
referred to as cognitive and social parameters, rand1 (*) and rand2 (*) are random 
numbers, respectively, uniformly distributed in [0..1]. The ith particle of the swarm 
can be represented by the D dimensional vector Xid, and the best particle in the 
swarm denoted by the index g, the best previous position of the ith particle is recorded 
and represented as Pid and the velocity of the ith particle is as Vid. 

3   Multi-Sub-Swarm Particle Swarm Optimization Algorithm 
(MSSPSO) 

In this paper, we use PSO to implement the framework proposed before.  A multi-
sub-swarm is employed to detect multi-solutions simultaneously, where every sub-
swarm detects one solution. Considering that the most influential particle of a swarm 
is the globally best one, this work only uses the globally best particle of each sub-
swarm to compete with each other.  If two global best particles of different sub-swarm 
locate the same niche, we will compare their fitness, the larger is declared as the win-
ner. The winner will own a marking niche, while the loser will be re-initialized in 
order to explore a new area. 

In this work, we adopt the framework proposed before to solve the problem. The 
PSO algorithm actually has two influencing factors for a particle to move: the global 
best position of the swarm, and its private best position remembered from earlier. If 
we shift these two factors of a particle, then we can alter its tracking. In this paper, the 
algorithm does not directly change these two factors. On the contrary, the algorithm 
makes these particles lose their influence in their own sub-swarm. This is achieved by 
decreasing the fitness of a particle that invades another marking niche.  

In this paper, we only use the simple penalty function. The modified fitness func-
tion of a particle that invades another niche must satisfy the following equation: 
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In equation 4, xn
i represent the ith particle of nth sub-swarm. Xk

best represent the best 
particle in kth sub-swarm. k is not equal n. p(xn

i) is penalty function, is constant in this 
paper. 

The multi-sub-swarm niche PSO algorithm can be described as follows. The multi-
sub-swarm was launched simultaneously. The niche in which the best particle of each 
sub-swarm is located is marked as that sub-swarm’s territory. The marking territory 
can be shifted, with the best particle moving to another niche. When two different 
sub-swarms occupy the same niche, the best particle of each sub-swarm competes 
with each other. The loser will be re-initialized. The basic algorithm can be described 
as follows: 
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Algorithm Multi-sub-swarm niche PSO algorithm 
Create and initialize N sub-swarm of PSO algorithm 
Repeat 

For each sub-swarm, 
If the best particle of different sub-swarms are located in the same niche 

Compare their fitness: the smaller is marked as loser, the larger marked as 
winner 

Else 
Mark the sub-swarm as winner 

End if 
Next 
Reinitialize the loser sub-swarm; mark the winner’s niche 
For every particle and remembered particle position of each sub-swarm 

If the particle invades another marked niche 
Use equation 4 to decrease the fitness of the particle 

End if 
Next 

Train each sub-swarm as original PSO algorithm 
Until all sub-swarms converge or stopping condition is met 

Fig. 3. Pseudo code of Multi-Sub-Swarm algorithm 

The algorithm uses the hill valley function to determine whether two particles belong 
to one niche.  

4   Experimental Results 

In order to evaluate the effectiveness and the correctness of the method proposed in 
Section 3, a series of benchmark multimodal functions with different complexities are 
chosen. The optima of these functions are well understood. 

The set of functions we have used in our experiment comprises seven functions, 
whose fitness landscapes exhibit an increasing complexity. Test functions F1-F5 were 
used by Beasley et al. [2]. These functions are defined as follows: 
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Assume that Functions F1 to F4 are investigated in the range of [0, 1]. Function F5, 
the modified Himmelblau function, has 4 equal maxima with the value equal to 200, 
The range of x and y is in between [-6, +6]. 

The Performance Criteria for niching algorithm is listed below: 

Maximum Peak Ratio: The maximum peak ratio is the sum of the fitness of the local 
optima identified by the niche technique divided by the sum of the fitness of the actual 
optima of a multimodal problem [4]. The maximum peak ratio can be defined as follows: 

∑

∑
=

=

=
N

i
i

p

i
i

ratio

f

f
Peak

1

1

 
(10) 

where p is the number of identified peaks, N is the total number of peaks, and fi is the 
fitness of the ith peak. 

Accuracy: The accuracy measures the closeness of the fittest solutions from all sub-
swarms to all the known optima [9 ]. The definition is shown below: 
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where |opt| gives the number of known global optima. Fit(optj) is the fitness of jth 
optimum. Fit(foundj) is the nearest particle. 

Compared with the original PSO algorithm, only two extra parameters of our algo-
rithm need to be tuned. The first is the sample array. The sample rate is set 2 and the 
sample array is defined as [0.01,0.09]. The other extra parameter is the number of 
sub-swarms. In general, we set this equal to the number of optima of the multimodal 
function. Other experimental parameters are similar to ordinary PSO algorithm. We 
assume that the inertia weight is from 0.9 to 0.4, C1 and C2 are set to 2.0, and Vmax is 
set to the maximum range Xmax. In addition, we let the maximum number of iterations 
be 100. In particular, for each functions used, 30 experiments are done with the same 
population size of each sub-swarm, and take the average result. 

Five benchmark test multimodal functions were used to test the proposed algo-
rithm and three other niche algorithms were used to compare their performance. 
These algorithms include restricted tournament selection (RTS)[5], Niching PSO 
 algorithm [6] and adaptive niching PSO (ANPSO) [7]. In these experiments, the 
number of particles of each niche algorithm is set equal total particles used in 
MSSPSO for fair comparison. The population size of each other niche algorithm is set 
30 for function F1-F5 respectively. The sub-swarms number of MSSPSO used in 
these experiments is set equal the number of optima and the population size of each 
sub-swarm is set 6, for function F1-F5. 

Figure 5 (a)-(e) show the accuracy to corresponding function with the generation. 
Table 1 show maximum peak ratio and final accuracy of each algorithm. From Figure 
5 and Table 1, we can see that the final accuracy of MSSPSO is much better than 
other niche algorithms. Besides, because of the explore information exchange, the 
population size of MSSPSO can be reduced hugely and the performance does not fall 
too many.  
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Fig. 4. a-e, The accuracy-generation for function F1-F5 

Table 1. Maximum peak ratio and final accuracy 

Test 
Function 

Niche  
Algorithm 

Maximum 
Peak Ratio 

Final Accuracy 

MSSPSO 1 3.9968e-016 
Niching PSO 1 5.4194e-006 
SNPSO 1 1.3323e-016 

F1 

RTS 1 1.9027e-006 
MSSPSO 1 0.00060347 
Niching PSO 0.6231 0.13421 
SNPSO 1 0.00060347 

F2 

RTS 1 0.008623 

MSSPSO 1 3.9968e-016 

Niching PSO 1 8.3827e-005 
SNPSO 1 2.6645e-016 F3 

RTS 1 0.022015 

MSSPSO 1 0.00052526 
Niching PSO 0.5863 0.25517 
SNPSO 1 0.00052526 

F4 

RTS 1 0.00037573 
MSSPSO 1 7.1054e-015 
Niching PSO 1 0.10893 
SNPSO 0.9632 5.2808 

F5 

RTS 0.9991 0.34258 
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5   Conclusions and Future Works 

This paper has presented an explicit exploration information exchange framework for 
niche technique. Based on this framework, we implemented a novel multi-sub-swarm 
PSO (MSSPSO) algorithm. Five benchmark multimodal functions were used as test 
functions. The experimental results show that the proposed method has a good per-
formance and strong adaptive ability.  

Of course, this is only a preliminary work. The proposed framework still needs fur-
ther expansion. The hill valley function used in this paper is very simple, how to 
analyze the topology of an optimization problem is the next research focus. Moreover, 
how to apply the constrained optimization technique to multimodal optimization is 
need further research. Especially, how to choose an appropriate penalty function for 
proposed framework. 
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Abstract. Mixed model assembly lines (MMAL) sequencing problem is a typi-
cal NP-hard problem. It’s important to search for an optimal sequence to maxi-
mize the efficiency of production lines. Therefore this work proposes a new 
mathematic programming model for measuring the efficiency of MMAL. A 
modified ant colony algorithm (MACA) is developed to determine a sequence 
which optimizes the objective function with elitist strategy. The experimental 
results indicate the applicability of the proposed objective function and avail-
ability of the algorithm in solving this problem. 

Keywords: Mixed Model Assembly Line (MMAL), sequencing; ant colony 
algorithm, elitist strategy. 

1   Introduction 

MMAL play a key role in Just in Time (JIT) based production environment. MMAL 
sequencing is recognized as an important work to improve the utilizing efficiency of 
production line. During the last four decades, MMAL optimal objectives have been 
translated into different goals, two goals of which are the original ones. Dar-El and 
Cucuy proposed GOAL 1 to minimize idle time of conveyers [1]. Xiaobo ,Zhou et al. 
delivered GOAL 2 to keep the constant usage of every part [2]. GOAL 2 has been 
applied to the real production environment of Toyota automobile assembly line and 
approved to support the Just in Time concept in Toyota production system [3]. Other 
goals are extension of the former two goals. For example, Dar-El advanced the goal 
of minimizing throughput time by reducing the time wasted on waiting for the jobs 
[4], which is obviously the extension of GOAL 1. Kubiak presented the objective to 
keep the constant rate of every model fed into the assembly line [5]. In fact, models 
mentioned in this example are parts of the finished product, so this goal is just a 
branch of GOAL 2. 

The rest of this work will focus on the objective of maximizing the efficiency of 
assembly lines, which is obtained by integrating GOAL1 and GOAL2 together via 
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adding time element, and for which modified an ant colony algorithm has been pro-
posed to obtain improved solutions.  

The organization of this paper is as follows. Section 1 is a brief review on the mixed 
model sequencing problem and an introduction of the related research background. In 
section 2, a mathematical programming model for the MMAL sequencing problem with 
new objective is presented in details. In section 3, the ant colony algorithm with elitist 
strategy is proposed to solve the sequencing problem. Section 4 discusses the experi-
mental result of the proposed approaches. Finally, the conclusions are made. 

2   MMAL Sequencing Problem 

Mixed model assembly line sequencing problem is a complex combinatorial optimize 
problem. One theme that addressed in some of the former approaches is that the 
mixed model sequencing problem is to feed a group of models repetitively. This paper 
defines a group of models as the collection of different models which are to be as-
sembled concurrently and use the parts interchangeably [6].  

Here gives the definition of notations: 

{1,..., }M M=   set of models; 

{1,..., }K K=   set of workstations on the assembly line; 

mktp     total processing time of model ( )m M∈ on sta-

tion ( )k K∈ ; 

{1,..., }P P=   set of parts on the assembly line; 

{1,..., }N N=    set of the units; 

1{ ,..., }MD D D=    the demand amount of different models; 

{ (1),..., ( )}Nπ π π=  ( ) ( )n n Nπ ∈  is the n th unit in the sequence 

π . 

mpkb  is the requirement for part ( )p P∈  for assem-

bling model m  one unit at workstation ( )k K∈ ; 
In former literatures the ideal usage rate of every part is defined as the requirement 

for part ( )p P∈  per unit feeding into the assembly line in formulation (1). 

mpk
N

p

b

N
α =

∑
 (1) 

This paper considers an assembly line with multiple workstations and certain proc-
ess time, the ideal consuming rate is defined as follow, 

mpk
N

pk
N

b

NT
α =

∑
 (2) 

Where: NT  is the time span for the process of the entire N unit. 
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The objective of this paper is to find a sequence which minimizes                        

2
1, ,

1 1 1 1

( ) min ( )
N M K P

pk mpk n p k nm
n m k p

G t nt b xα β −
= = = =

= − −∑∑∑∑  (3) 

Where: 

1, ,n p kβ − is the amount of part ( )p P∈  used in workstation ( )k K∈  for the for-

mer 1n −  units; 

{0,1}nmx ∈ , 1, if the model ( )m M∈  is at the position ( )n N∈ , 0 otherwise.  

The objective function Eq. (3) is differ from the traditional GOAL2 with character-
istic of adding time factor to the ideal consuming rate, this paper is aimed to minimize 
the objective function so as to obtain a sequence which maximizes the efficiency. 

3   Modified ant Colony Algorithm  

Ant Colony Optimization (ACO) algorithm is an artificial intelligence based meta-
heuristic algorithms with splendid performance in solving combinatorial optimize 
problems, including Traveling Salesman Problem (TSP) in [7], Quadratic Assignment 
Problem in [8], and Vehicle Routing Problem in [9], et al. MMAL sequencing is one 
of the typical complex combinational optimization problems. Therefore the ACO 
algorithm is introduced to the core problem of MMAL sequencing. In the following, a 
special search model is illustrated and the MACA is presented at the same time.  

3.1   A Graph Model for MMAL Sequencing 

The MMAL sequencing problem can be described as an undirected graph ( , )G V E= , 

where { , 1, 2, , }V start Unit Unit end= is the nodes set in the graph G  (Fig. 1), 

and { , }
ij

E e i j V= ∈ is the arc set connect different nodes in V . Unit i  stands for 
 

 

Fig. 1. The undirected graph G gives two different paths from the start point to the end point 
with dashed lines and dotted dash lines 
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different product models. The two nodes named start  and end  are the virtual nodes 
of beginning and end-point in MMAL sequencing. Sequencing different product 
models is seemed as the ants find the best tour route to cover all the nodes (units) 
which minimize the proposed objective function of (1). Fig. 1 gives two different 
routes from the start point to the end point with dashed lines and dotted dash lines. 

3.2   Ant Colony Algorithm with Elitist Strategy 

In the following, a special MACA algorithm with elitist strategy is designed to exploit 
optimization sequence for MMAL is introduced.   

1) Create ants: the amount of ants is M, each ant searches for a feasible path pass 

through all the nodes in the graph G. 

a) Starting point: start , end point: end  

b) Initial pheromone > 0, but very small 

2) Find solutions. The ants choose the next point of unit n N∈  according to the 
state transfer possibility formula (4):  

allowed nodes

( ) ( )
( )

( ) ( )
j

a b
ij ij

i
a b

ij ij
j

t t
P t

t t

τ η
τ η

∈

=
∑  (4) 

Where ,i j  are the notation of different units, ( )ij tτ  is the quality of pheromone at 

time t , ( )
ij

tη  is the heuristic value at time t , here ( ) 1/ij ijt tη = , ,a b are constant 

representing the important degree of pheromone quantity and heuristic value.  
3) Check if all the points are covered or not, if yes evaluate the sequences (paths) 

with the objective function (3), otherwise back to 2); 
4) Update pheromone trail using elitist strategy. According to the evaluation result 

the special ant which finds the shortest path (i.e. best evaluation result) in its itera-
tion is defined as elitist ant. To make sure that the shortest path obtains more attrac-
tive than the other paths, the elitist ant should place more pheromone on the way 
back then others. The pheromone update formula is defined in below:  

*( 1) (1 ) ( )ij ij ij ijt tτ ρ τ τ τ+ = − + Δ + Δ
 

(5) 

Where：   
1

m
k

ij ij
k

τ τ
=

Δ = Δ∑ .   

( , )

0

k
kij

Q
if the ant k use the path i j

L

otherwise

τ
⎧
⎪Δ = ⎨
⎪⎩

        

                    
. 
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* *
( , )

0
ij

Q
if edge i j is part of the shortest path

L
otherwise

σ
τ

⎧
⎪Δ = ⎨
⎪⎩

i  

                      . 

Where 
*
ijτΔ  is the extra pheromone added to edge ( , )i j , σ  is the amount of the 

elitist ant, *L  denotes the evaluate result of optimal solution. 

6) Until the terminal station satisfied, back to 2) 

4   Experimental Results 

Suppose there are 3 workstations {1, 2, 3}K = within the assembly line producing three 

product models { , , }A B C . The detailed processing information for each operation is 

listed in Table 1.1 in the format: s t a t i o n n u m b e r ( p r o c e s s i n g t i m e ,  
the amount of needed part) . In the following, a set of MMAL sequencing instances 
have been employed to do the test in table 2. The number of feasible solutions for each 
problem is given in the forth column synchronously. Goal chasing algorithm and the 
basic ACO algorithm are applied to compare with MACA approach. 

Table 1. The detailed processing information for product models 

model 1 2 3 4 5 
A 1 (1,2) 0 2(4,1) 0 3 (2,3) 
B 1(2,2) 1(2,4) 2(3,1) 0 3(2,4) 
C 0 1(3,7) 2(1,8) 2(3,3) 3(1,1) 

Table 2. Problem sets 

problem n D No. of feasible solutions 
1 9 （ ， ， ）4 3 2  1260 
2 10 （ ， ， ）5 3 2  2520 
3 10 （ ， ， ）4 4 2  3150 
4 11 （ ， ， ）6 3 2  4620 
5 12 （ ， ， ）6 4 2  13860 

In MACA the parameters have been set to: 2, 3, 0.2, 100a b Qρ= = = = . 
Table 3 shows the performance of three algorithms mentioned above. Comparing 

with the other two algorithms, the numbers of better solution obtained by MACA are 
3, 3 and 2, the proportions are 60%, and 60% respectively. 

Table 3. The optimal solution of different algorithms 

No. Goal Chasing ACO MACA 

 Min Sequence Min Sequence Min Sequence 
1 25.2 BACABACBA 25.2 ABCABCABA 20.5 ABCABACBA 
2 24.1 ABCAABACBA 24.1 ABCAABACBA 24.1 ABCAABACBA 
3 29.7 BACABABCAB 29.3 BACABABCAB 27.3 ABCABABCAB 
4 33.1 ABCAABACAAB 30.9 CABAABACABA 24.3 ABACABACABA 
5 29.6 ABACBAABACBA 29.6 ABACBAABACBA 29.6 ABACBAABACBA 
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As expected MACA algorithm is able to search for solutions much better than the 
other algorithms. This is confirmed the availability of improvements in MACA by 
integrating elitist strategy to the pheromone refreshing process. This strategy 
strengthened the attractive of the best route by awarding elitist route extra pheromone, 
therefore to MACA can avoid stagnation caused by equal distribution of the phero-
mone. By means of building a MACA algorithm particularly for MMAL sequencing, 
the results verify that the performance of MACA is significantly better than the other 
two algorithms. 

5   Conclusions 

In this paper, a new objective function for MMAL is formulated to measure the effi-
ciency with consideration of both total circle time and consuming rate of every part. 
And a modified ant colony algorithm is proposed as a perfect way to solve this kind 
of combinatorial optimal problem. The test results indicate the applicability of the 
proposed objective function and availability of the algorithm in solving those prob-
lems. Directions for further research will concentrate on the proof-test of the proposed 
approaches in more practical cases, i.e. considering about more complicated situa-
tions, for example, each operation may fix on amount of different parts. 
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Abstract. In this paper what we study is twofold. Firstly a new weighted
support vector machine(WSVM) is introduced, in which different roles of
samples are considered. It better processes the singularity in the sample
than SVM. Secondly based on grid search and the solution path algorithm,
a new algorithm is given to quickly find the optimum parameters. Numer-
ical results show the effectiveness and the stability of the algorithm.

Keywords: WSVM, singularity, regression, parameters optimization.

1 Introduction

SVM is based on SRM (Structural Risk Minimization). Through the kernel tech-
nology, SVM can easily transform nonlinear problem in sample-space to linear
problem in high-space. It uses the similarity among the samples in high-space
to find a hyperplane with largest margin that can correctly separate the sample.
Regression problems can be processed like classification problems because the
regression problem solved by SVM is a special classification problem[1].

Following formula is very important for SRM[2]

R(f) ≤ Remf(f) +

√
h(ln(2l/h) + l)− ln η

4

l
. (1)

In this formula, R(f) is the expected risk, Remf(f) is the empirical risk, the
second term on the right of (1) is the confidence interval, h is the VC dimen-
sion of the fitted functional space, and l is the number of training samples.
SRM is different from ERM (Empirical Risk Minimization) which only mini-
mizes Remf(f). Minimizing Remf(f) can fit the sample well while easily lead to
over-fitting and minimizing the confidence interval can decrease the test risk.
Over-fitting problem can be avoided when the two targets are minimized at the
same time. When h increases, the confidence interval increases but the Remf(f)
is decreases, so we can get a good model by choosing a reasonable h. There have
been many results in theory and application about SVM since it was proposed by
� The project is supported by NSF of China(10471109) .
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N.Vapnik in 1990s, such as in the pattern recognition, signal processing(Vapnik,
Golowich,& Smola,1996), time series prediction(Muller et al.,1997), and neural
decoding(Shpigelman, Crammer, Paz, Vaadia,& Singer,2004)and so on. It has
been a popular topic in recent years.

WSVM performs better than ε-SVM because the different roles of the samples
are considered. But generally in the sample-space the Euclidean distance between
training samples and test samples is chosen as the weight of WSVM. It takes
very long CPU time because it has to train again in order to forecast a new test
sample.

According to the above discussion, a new weight is introduced in this article.
It inherits the advantage of general WSVM and only needs short CPU time.
As is well known, the performance of SVM depends on the parameters, but it
is difficult to choose suitable parameters for different problems. Much work has
been done for this, such as [1], [4]. In order to finish this work we will introduce
an algorithm which is proved fast and effective through numerical tests.

2 Weighted Support Vectors Machine

Consider

min
w,ξ,ξ∗

1
2
wT · w + C

l∑
i=1

wi(ξi + ξ∗i ), (2)

s.t f(xi)− yi ≤ ξi + ε, ξi > 0, i = 1 · · · l,
yi − f(xi) ≤ ξ∗i + ε, ξ∗i > 0, i = 1 · · · l,

where f(x) =< w,ϕ(x) > +b . We solve the following dual problem of (2) instead
of directly solving (2)

min
a,a∗

w(a, a∗) =
1
2

l∑
i,j=1

(ai − a∗i )(aj − a∗j )K(xi, xj)

+ε

l∑
i=1

(ai + a∗i )−
l∑

i=1

(ai − a∗i )yi (3)

s.t
l∑

i=1

(ai − a∗i ) = 0, 0 ≤ ai, a
∗
i ≤ C ∗ wi, i = 1 · · · l,

where wi is the weight for the ith sample, 0 ≤ wi ≤ 1. Good fitting function
can be got by choosing appropriate functional space. But when there are some
singularities in the training sample or when there is noise with heteroscedasticity,
for example, the noise adding to the first section of samples is N(0, 0.8), the noise
for the remaining samples is N(0, 0.1), the standard ε−SVM can’t get reasonable
fitted function, but WSVM can. The numerical test shows that WSVM can
powerfully decrease the effect of the singularity, see examples in section 4 .
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Here the weight of WSVM is taken as follows[3]:

ei = |yi − f(xi)|, yi is the true value, f(xi) is the fitting value ,

e1i =
{

0 if ei ≤ η
ei

η if ei > η
, wi =

{
1 if e1i = 0

1

1+(e1i)
1

p−1
if e1i �= 0 , (4)

where η, p are prefixed positive constants. The new weight doesn’t relate to
the test samples, so it consumes shorter CPU time than general WSVM does.
Table 1 in section 4 shows this WSVM is superior to ε-SVM when there are
some singularities in the training samples. But there should be a premise if this
WSVM performs well. The premise is that the number of the singularities of the
two sides of function curve should be similar, and the distance of singularities
of the two sides to the function curve should be similar, or the fitted curve
will direct towards one side with more and larger singularities. This makes the
algorithm short of bad generalization. Table 2 in section 4 shows this fact.

Based on the above discussion, this article propose a new type weight to
overcome the above shortcoming but inherite the advantage of above WSVM.
The new weight is as follows:
(1) Set

E+ = {xi|yi − f(xi) > η},
E− = {xi|yi − f(xi) < −η},
Ec = {xi||yi − f(xi)| ≤ η}.

(2)

sum+ =
l+∑
i=1

(yi − f(xi))2 + α, xi ∈ E+,

sum− =
l−∑
i=1

(yi − f(xi))2 + α, xi ∈ E−.

(3)

wi =

⎧
⎪⎪⎨
⎪⎪⎩

( |E−|+1
|E−|+|E+|+2 )p1 ∗ ( 1

sum+ )p2 ∗ 1

1+(
|yi−f(xi)|

η )p3
xi ∈ E+

1 xi ∈ Ec

( |E+|+1
|E−|+|E+|+2 )p1 ∗ ( 1

sum− )p2 ∗ 1

1+(
|yi−f(xi)|

η )p3
xi ∈ E−

(5)

where α, η, p1, p2, p3 are prefixed positive constants, and |E+|, |E−| means the
number of elements in the corresponding space. The deviation of singularities of
two sides of the functional curve is considered in this new weight. Table 1 and 2
displays that WSVM using weight in (5) has advantage over WSVM using weight
in (4). Numerical result shows that WSVM introduced in (5) is less sensitive to
C, that is of the better stability. Following WSVM using weight in (4) is called
WSVM and WSVM using weight in (5) our WSVM for short.
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3 Parameter Optimization

As in any other smoothing problem, it is critical to choose the regularization
parameter C in order to get a good fitted model that performs well on future
data(i.e.,small generalization error). Numerical test shows RBF is good kernel
when solving nonlinear regression problems by WSVM. RBF is as follows:

K(x, xi) = exp(
|x− xi|2

2σ2
)

where σ2 is a parameter that plays an important role in the generalization ability
of the algorithm.

Now parameters C,σ2,ε need to be optimized in WSVM regression. Three
ways: cross-validate, grid search and solution path, were used for parameter
optimization. The defect of cross-validate is time-consuming, that of grid search
artificially choosing the interval which the grid is in and the search step. In order
to overcome the above defects a new algorithm using GCV standard is improved
in this article. GCV is good at avoiding over-fitting. We compare GCV with other
standard here, and the results in Fig.1-2 show that GCV is a better standard
than the others.

In WSVM, ε can be easily chosen, so there is no discussion for it in this
article. We only focus on the selection of C and σ2. The algorithm for parameter
optimization is the integration of fast solution path and grid search.

3.1 Use Fast Solution Path to Choose Interval

Gunter and Zhu[4] deeply discussed SVM and proposed a new algorithm, which
is called solution path algorithm to find satisfying parameters of SVM. It com-
puted the entire solution path of the SVR, then chose the optimal parameter
that minimized GCV, see [4] for details. We did many numerical tests using
this algorithm, and found some shortcomings. Following is our improvement of
solution path:

(1) Initialization. It does not need to start from λ = + ∝ because the algo-
rithm bad fits training sample in this case. Choosing a small λ such as λ = e4 is
reasonable, then decrease λ until df is more than 4. The solution path algorithm
proceeds from here.

(2) At every updating step the algorithm in [4] chose the largest λ that caused
an event . Numerical tests show the algorithm takes too long CPU time for too
small change of λ. In this article, we choose the middle value of λ between
the largest λ and the smallest λ causing an event. Numerical test displays this
improvement is effective and the final λ is reasonable.

(3) Set

GCV =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

l∑
i=1

(yi−f(xi))
2

1−df/l if df �= l

l ∗
l∑

i=1

(yi − f(xi))2 if df = l

(6)
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where df is the number of the samples that happen to be on the border of the ε
pipeline[1]. After running the above improved solution path we can get an initial
parameter, then we use following grid search to further optimize it.

3.2 Use Grid Search to Choose Optimal Parameter

Through observing many numerical tests, we find that σ2 doesn’t relate to C.
The fitting trend is similar when C is fixed while σ2 changes, so this article uses
an algorithm as follows:

Algorithm 1
Initialize GCV, C

σ2loop
Standard ε-SVM;(or WSVM)
Calculate the standard(for example GCV);

σ2 loop end
Choose σ2 that minimizes the standard. The chosen σ2 is used in the following
steps.
C loop

Standard ε-SVM;(or WSVM)
Calculate the standard(for example GCV);;

C loop end
Choose C that minimizes standard.

The usual standards are as follows:

(1) ERM(Empirical Risk Minimization ). It means 1
l

l∑
i=1

(yi− f(xi)), xi is the

training sample. Using ERM will lead to over-fitting easily.
(2)Cross-validate. This algorithm divides the sample into several parts. Every

time it chooses one part as the test samples and the remaining as the training
samples, then it trains and computes the test error using the training fitted
function. The sum of the test error is got after some loop steps. It is a time-
consuming algorithm.

(3) GCV(General Cross Validate). GCV standard shows the sparsity of SVM
again. When it has reached required fitting accuracy to some extent, the less
support vector the result has, the stronger the generalization ability the fitting
function is.

Algorithm 1 take shorter CPU time than double cycle[5]. And more reasonable
parameters can be found using Algorithm 1 when we start algorithm with small C.

4 Numerical Results

First, the samples generated from simulating are discussed to test our algorithms.
Then trial samples are considered to validate the robustness of the algorithms.
We runs all algorithms on plat of matlab 6.5.
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Fig. 1. Over-fitting happens using ERM standard

Fig. 2. Using GCV standard can avoids over-fitting

Example 1. Consider piecewise function

f(x) =
{

10 ∗ x + x2 x ≤ 0
4.5 ∗ sin(x) x > 0,

We take RBF as the kernel of SVM. Parameters σ2 and C are chosen using
algorithm in section 3. Numerical results are summarized in Fig 1, and Fig 2.

Example 2. The function is y = sinc(x), kernel is RBF,σ2 = 0.7. First we
choose 27 equally spaced points in (−π, π), then we add 10 to y(3) and y(27)
respectively and -10 to y(10) and y(17) respectively. Above points are training
samples. we choose 27 other equally spaced points as test samples. Part of the

results is displayed in Table 1 . All values in Table 1 are the test error
t∑

i=1

(yi −

f(xi))2, xi is the test sample. From the numerical results, we know that our
WSVM is obviously better than WSVM. Our WSVM is more insensitive to C
than WSVM, namely it is of better robustness.

Example 3. Function and test samples are the same as Example 2. Its training
samples are as follows: First 27 equally spaced points in (−π, π) are created; sec-
ondly a variable is added to y(3); thirdly other two variables are subtracted from
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Table 1. Test error of example 2 using different algorithm

Order C Error of SVM Error of WSVM Error of our WSVM

1 1 0.00097582 0.00026476 0.00026537
2 5 0.024066 0.0050019 0.00050373
3 9 0.078103 0.00064415 0.00065245
4 13 0.14867 0.00082422 0.00084527
6 17 0.2012 0.00092923 0.00016678
8 25 0.5825 0.00086831 0.00015604
9 67 4.3413 0.012685 0.00011882
10 69 4.6071 0.032469 0.00011756
11 71 4.8809 0.064327 0.00011645
12 73 5.1635 0.19959 0.00011549

mean 1.7525 0.0091 2.2085e−4

Fig. 3. Compare the result got by different methods for example 3

Fig. 4. Numerical results for structural vibration of cylinder shell

y(10) and y(27) respectively. The three variables are random variables larger
than 10. There is deviation of singularities of two side of the function curve in
these samples. Numerical results show that WSVM performs poorly. Its result
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Table 2. Test error of example 3 using different algorithm

Order C Error of SVM Error of WSVM Error of our WSVM
1 1 5.3848e-005 0.07364 2.805e-005
2 1.5 0.00051058 0.07363 1.9763e-005
3 2 0.001446 0.082065 1.7623e-005
4 2.5 0.0028877 0.082063 1.3348e-005
5 3 0.0047962 0.082061 9.7466e-006
6 3.5 0.0071848 0.082061 8.5384e-006

mean 0.0028 0.0793 1.6178e−5

directs towards the one side with more and larger singularities. In this case our
WSVM is obviously advantaged,see Fig.3 and Table 2.

Example 4. Considering practical trial data which generated from structural
vibration of cylinder shell,we implement regression analysis using our WSVM
algorithm. The numerical results are shown in Fig.4.

Numerical tests show that our WSVM is robust, effective and can be widely
applied to engineering problems.
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Abstract. Spike sorting is a prerequisite technique for neural coding and decod-
ing research. So far many manual and automatic spike sorting approaches have
been proposed, however this issue is still a challenge due to high time consump-
tion of human or unreliability of machine. In this study, a semi-supervised spike
sorting framework was proposed, in which three clustering or learning compo-
nents, i.e. self-organizing map (SOM), manifold learning and affinity propaga-
tion clustering (APC) work cooperatively. The SOM serves as the technique for
data reduction, as well as the visualization of cluster structure, which enabled
the operator’s ”supervised” intervention. The manifold learning technique de-
scribes the intrinsic structure underlain by SOM grid, and yields the similarity
matrix as output. The affinity propagation clustering takes as input the yielded
similarity matrix, followed by the human’s guidance, and outputs the reasonable
clustering result. The advantage of our framework is the efficient combination of
traditional and novel approaches, wherein the semi-supervised intervention is em-
bedded appropriately to guide the clustering process. The practical experiments’
results show that the proposed approach performed very well.

Keywords: Semi-supervised Clustering, Spike Sorting, Self-organizing Map,
Manifold Learning; Affinity Propagation.

1 Introduction

In the last few decades, researchers have been trying to reveal the correlation between
human intelligence and the underlying neural mechanism within our brain. A feasible
way is to record the event potential of the large-scale neuronal ensembles followed by
analyzing the pattern within the potential serials. Now the technique of multi-channel
electrodes allows for the simultaneous recording of many neurons, and makes it pos-
sible to analyze the spike pattern of each recorded neuron [1]. Generally, the widely
used extracellular recording techniques record many neurons around the microelec-
trode simultaneously, thus the action potential recorded by a single microelectrode may
contain several neurons’ activities. Obviously the isolation and identification of a single
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neuron’s signal from the mixed ones, the process that is referred to as spike sorting (or
spike classification), is the prerequisite of investigating information processing mecha-
nisms within the nervous system [2].

Generally the procedure of spike sorting is divided into three stages [3]: (1) Spike
detection. (2) Feature extraction. (3) Clustering of the spikes in a specific feature space.
In this stage, the spikes having the similar features were partitioned as a group repre-
senting a putative neuron.

Due to the massive data and high dimension feature space to be processed, the manual
spike sorting is time-consuming. Thus, many literatures proposed using the automatic
spike sorting algorithm so as to make the process faster and more objective [2,3,4].
However, most of the automatic methods are based on the priori assumption about the
distribution of data, such as Gaussian distribution, or t-distribution. Unfortunately, this
priori assumption cannot accurately capture the data’s statistical characteristics, espe-
cially when the Signal-Noise-Ratio (SNR) is low. The violation of supposed distribution
will bias most automatic clustering algorithms, and lead to unreliable results. Therefore
many laboratories prefer to cluster this kind of data manually. Nevertheless, besides
the drawback of time-consuming, the manual operation is subjective and information-
limited. First, different operators may give different results, which cannot be evaluated
by quantification. Some experts may give a perfect sorting result, but most operators
can’t. Second, people can only view the samples from at most three-dimension feature
space although many features are available. Therefore the information loss is inevitable.
Sometimes, the clusters are distinct in high dimension space, but are overlapping in the
low dimension space. Instead, the computer algorithm can work in the high dimension
feature space so that more information is considered. In order to integrate the advantages
of automatic and manual method, some researchers proposed using semi-automatic al-
gorithms [5], which employ the human intervention in the automatic algorithm. The
human intervention might be used as pre-process or post-process of the computer algo-
rithms. However, in these algorithms, the human knowledge and computer algorithms
were mutually independent. In many cases, either the human pre-process intervention
biases the algorithm or the algorithm biases the post-process might be encountered.

In the last decade, the semi-supervised learning algorithms have been much devel-
oped so as to address the challenge of the limitation of automatic methods, most of
which employed human knowledge in order to guide the automatic algorithms [6]. The
key factors of performing an effective semi-supervised method include how the human
interventions are employed reliably, and how the knowledge instructs the automatic al-
gorithms. Therefore the semi-supervised method must be designed carefully so as to in-
tegrate the human intervention naturally, rather than simply pre-process or post-process.
In this article, we proposed a semi-supervised spike sorting framework, wherein the hu-
man decisions depended on the visual intermediate results reflecting the distribution of
high dimension data. Subsequently, the clustering algorithm was carried out according
to the human guideline. In addition, our contribution involves proposing the manifold
learning algorithm to describe the structure of SOM grid, whose output is transferred to
a proper clustering method referred to as affinity propagation clustering (APC). At the
meanwhile, the feature of data reduction of SOM decreases the time-complexity and
space-complexity of APC.
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The outline of this paper is introduced as follows. We first introduced three compo-
nents constituting our sorting framework. Next we gave two experiments, in which the
procedures and results of the proposed method were illustrated. We concluded this study
by discussing the experimental results and the characteristics of our semi-supervised
clustering framework.

2 Method

As mentioned above, our semi-supervised spike sorting framework consisted of three
components, i.e. self-organizing map [7], the geodesic distance matrix calculated by
shortest path algorithm [8], and affinity propagation clustering algorithm [9]. At first,
a competitive neural network model called self-organizing map is performed upon the
selective high dimension feature space. The output of this phase is only the rough visu-
alization of the feature space, including the clusters’ structure and dense information.
The operators select a candidate exemplar for each cluster according to this visualiza-
tion result, followed by performing geodesic distance based affinity propagation clus-
tering that outputs the final classification results. The flowchart of our framework is
shown in fig. 1. In the following, these three components will be discussed in detail.

data set

vectors Manifold
Learning

similarity matrix Affinity
Propagation
Clustering

SOM

Operator
Ud-matrix offer exemplers

neurons grid

Fig. 1. The flowchart of the proposed semi-supervised spike sporting framework

2.1 Self-Organizing Map

SOM is an unsupervised neural network model, which is a natural visualization and
clustering tool. Generally, the output of the SOM is not the final clustering result of
original data. In other word, the SOM only outputs the intermediate result describ-
ing the cluster structure embedded in the feature space. Although there are literatures
proposing post-processing methods for clustering the outputs of SOM, some intrinsic
drawbacks still exist, which will be discussed in Section 4. We will also introduce a new
clustering algorithm and discuss its efficiency in this study later. The mechanism of the
visualization of the SOM will be discussed firstly.

SOM has the feature of preserving the distribution and topology information within
the feature space. After adaptive learning from samples, the neurons within the grid
are embedded into the feature space, wherein more neurons are arranged in the region
with many samples (dense region), and few neurons are arranged in region with few
samples (sparse region). We take the distribution of weight vectors after learning as an
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input space of SOM, while the original 2-D grid as an output space. Now the input
space preserves the cluster structure of feature space. To extract this information into
the output space that can be viewed directly by human, some candidate visualization
mapping methods are options. Here we will employ Ud-Matrix, the variant of the popu-
lar U-Matrix method [10,11,12], to address the problem.The size of Ud-Matrix is equal
to the size of output grid. In Ud-Matrix each element represents the dense information
of the region around the corresponding neuron. The smaller value the element takes,
the denser the region is, and vice versa. If we use the gray color to denote the different
values of elements within the Ud-Matrix, the cluster structure within the feature space
can be viewed directly.

2.2 Geodesic Distance

Generally, the input space of SOM preserves not only the distribution information, but
also the topology structure. It means that the neurons connected in the output space
must be the close ones in input space; in contrast, the neurons having long neighboring
distance in the output space must be the far ones, even though the Euclidean distance
between them may be small. In other words, the input space of SOM has a manifold
structure. This suggests that the trained neurons cannot be partitioned simply based
on Euclidean distance metric, while it is the common process in the traditional post-
processing methods of SOM [12,13].

In order to handle manifold structure in the machine learning framework, in recent
years many manifold learning algorithms have been proposed [8]. Among them, a con-
structive method referred to as ISOMAP [8] employs the concept of geodesic distance
instead of Euclidean distance aiming at describing the low dimension manifold more
appropriately. The geodesic distance between two samples is defined as the shortest
path distance in the k-nearest neighbors connecting network. Here the k-nearest neigh-
bors network means that each sample connects with its k-nearest neighbors so that
the shortest path algorithm from graph theory can be carried out upon this connective
graph. In case high dimension data having low dimensionality, the geodesic distance
outperforms the Euclidean distance no matter what clustering algorithms are performed
subsequently [8].

In this study, we employed the geodesic distance metric to describe the topology
information preserved within the manifold structure of SOM grid. But the difference
between its original version and ours is that we do not need k-nearest neighbors any
more, since the SOM grid is a neural network that has been connected itself. Thus the
geodesic distance is naturally an appropriate measurement for describing the SOM grid.

2.3 Affinity Propagation

Now the neurons representing the cluster structure of feature space have been outputted
from the SOM algorithm, which are waiting to be partitioned. After employing the
geodesic distance metric, the information within the SOM grid have been stored in the
pair-wise geodesic distance matrix. Thus, it is time to perform the clustering algorithm.
Here we choose the affinity propagation clustering algorithm to address the problem
due to its efficiency and prominent clustering property. Generally the APC algorithm
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works upon a similarity matrix describing the pair-wise similarity within the data set,
no matter what similarity metric is. This feature, which is not supported by most other
clustering algorithms, enables APC algorithm to handle the geodesic distance matrix
(here the similarity is the negative of geodesic distance) offered by manifold learning.
The APC algorithm is described briefly in the following.

The APC algorithm takes as input a similarity matrix s(i, k), indicating how well the
point with index k is suited to be the exemplar for point i. The algorithm runs iteratively
as the messages passing between data points. There are two kinds of messages passed
in the procedure so as to generate some ideal exemplars. These two messages are ”re-
sponsibility” (r(i, k)) and ”availability” (a(i, k)) respectively. After initialization and
getting input from similarity matrix, the messages exchang among points are imple-
mented by updating of ”responsibility” and ”reliability” matrices. After some iteration,
the ideal exemplar and the corresponding partition emerges gradually when a(i, k) and
r(i, k) matrixes tend to be stable.

The affinity propagation clustering has been proved to work well in some fields [9];
however there are still some drawbacks when it is utilized in practice.

Like k-means algorithm, the first two challenges are how to set the number of clus-
ters and how to choose the better initial exemplars. In our proposed framework, the
visualization result generated by SOM is natural prior information for clustering. In
our study, the APC algorithm will be guided by human intervention, wherein the ini-
tial exemplars are selected by operators depending on the observation of the Ud-Matrix
plot. The human knowledge, which is based on the intermediate result calculated by
machine, is used to guide the clustering algorithm. Furthermore, the human knowledge
is integrated in machine algorithm, rather than is used in pre-process or post-process of
machine. That is why our framework is named ”semi-supervised”.

The second drawback accompanied with APC algorithm is the high space complex-
ity. As we know, the APC algorithm works upon the similarity matrix, whose space
complexity is O(N2). Thus, it is unpractical to calculate the original spike data set di-
rectly. Fortunately, the SOM algorithm is also a data compression technique. The size
of data could be reduced to the square root scale of the original one after the SOM pro-
cessing. For example, the data with the size of ten thousand may reduced to the neurons
with the size of hundred. Now that the APC algorithm is performed upon the similarity
matrix of neurons other than the spikes themselves, obviously the space complexity is
linear with the spikes size.

2.4 Overview of the Proposed Framework

Now let’s summarize our framework by discussing the role of each component in the
framework, which is referred to their contributions and benefits.

– First, the SOM offers the contributions of adaptive learning, data visualization
and data reduction, wherein the adaptive learning preserves the distribution and
topology information of feature space; data visualization is helpful to human inter-
vention; data reduction enable the efficiency of geodesic distance and APC. Con-
cerning the benefits, due to the fact that the structure underlying the SOM grid is
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manifold, the geodesic distance is employed to describe this special structure in the
proposed framework.

– Second, other than the contribution of geodesic distance, the computation of this
kind of distance has the drawback of space complexity. However, with the assis-
tance of data reduction accompanied with SOM, the drawback has been overcomed,
which will be discussed further in Section 4.

– Third, most clustering algorithm cannot take as input the similarity matrix. For-
tunately the APC has the predominance of handling the similarity matrix, even
though the matrix is not symmetrical. Moreover, the APC is the advanced version
of k-means and as time efficient as k-means. But the bottleneck of APC is the pa-
rameters setting. In the proposed framework, the problem is addressed by human
instruction, which is derived from SOM observation.

In summary, the components composing the framework work interdependently,
wherein one’s disadvantage is compensated by another’s advantage. What’s more, in
this designed framework, the human knowledge is employed reliably to guide the pro-
cedure of machine algorithm.

3 Experiments

3.1 Experiment on High SNR Data

This experiment is on a real data recorded from the tetrode recording [14]. In this data
set the diversity of recorded signals among different neurons is obvious, wherein the
diversity is mainly represented in different electrodes. That is, the amplitude recorded
from four electrodes may vary dramatically for various neurons. Although plenty of fea-
tures extracted from these four electrodes would be the candidates to make up the fea-
ture space, we tended to use the first three principal components (which cover more than
80% variances) from each electron, which constitute a 12-dimensional feature space de-
scribing this data set.

Fig. 2(a) shows the intermediate result from the SOM. From this Ud-Matrix visual-
ization plot, some latent clusters within the high-dimension feature space are disclosed.
This plot consists of ordered neurons that describe the clusters and edges in term of
dense information. Dark color denoting short distance means clusters, while light color
means edges among clusters. From fig. 2(a) three main clusters (putative neurons) were
found (the small cluster in the center was ignored; see Section 4 for the more details).
Although this observable partition is a qualitative result, it will be transformed to the
quantitative one after APC algorithm. More than an intermediate result, this observable
plot is consulted by operator so as to guide the subsequent clustering properly. In this
case, the neurons marked with red pluses are chosen to be the most possible centroids
of putative clusters. Fig. 2(b) shows the classification result of the SOM neurons parti-
tioned by APC. Note that the results are consistent with the qualitative results showed
in fig. 2(a).

After cutting the SOM neurons, the final partition of original spike can be obtained
by assigning the original data points to different classes, depending on the class label
of the BMU neuron that the point belongs to. Fig. 3 shows the corresponding means
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(a) (b)

Fig. 2. The gray plot of Ud-matrix and the SOM+APC classification result. (a) denotes the Ud-
matrix, arrows point out the candidate centroids for putative clusters chosen by operator, (b) is
the neurons partitioned by APC, and the Arabia numbers denote the label of each class.
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Fig. 3. The means and standard variances of the corresponding classes. Black solid line denotes
the mean, green dashed line denotes the value of mean ± standard variance, respectively.

and standard variances for each cluster in fig. 2(b). Note that the means among vari-
ous clusters is obviously different, which suggests that each cluster represents different
neurons. In addition, the variance of the same mean is small, which indicates that the
cluster is so compact that no more clusters can be divided from these clusters.
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(a) (b)

Fig. 4. The gray plot of Ud-matrix and the SOM+APC classification result. (a) denotes the Ud-
matrix, arrows point out the candidate centroids for putative clusters chosen by operator, (b) is
the neurons partitioned by APC. The Arabia numbers denote class label.

3.2 Experiment on Low SNR Data

This experiment is on another real data recorded from the tetrode recording. Due to the
low SNR, the diversity of the recorded signals among different neurons is less obvious
than the one in Section 3.1. The main diversity among various clusters is contributed by
the different waveforms in the same electrode. In this more difficult case, we will see
that different neurons still can be found by our method.

In this experiment, the SNR is lower than the one of the last experiment, so the first
5 principal components from each electron were chosen as feature set so as to cover
near 80% variances. These features constitute a 20-dimensional feature space, whose
cluster structure was extracted by the SOM and shown in form of gray plot in fig. 4(a).
In this visualization plot, different operators may have various decisions on how many
latent clusters the plot represents. How to select the reasonable candidate centriods
rests with the operator, and whether the decision is correct or not can be reflected by the
coming clustering results. Therefore, our method is flexible for human intervention and
the performance is observable. Here we tried to divide these SOM neurons into four
clusters, whose centroids were marked with pluses in fig. 4(a). The subsequent APC
algorithm partitions the neurons into four parts as shown in fig. 4(a). Similar to the last
experiment, we can find that the clustering result is consistent with the visualization
plot, indicating the reasonability of the APC algorithm.

The same post-processing as the last experiment is performed upon the results of
APC; consequently the means and standard variances of the corresponding classes are
shown in fig. 5. From these plots, we can see that the classes are obviously different
except class 1 and class 3, whose diversity is not obvious. The reason for it may be
found in fig. 4, where Class 1 is a small cluster and close to Class 3. In this situation,
some operators may tend to combine these two classes. Because the mergence of the
final classes is reasonable, either to merger or to separate is laid on the operator’s inde-
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Fig. 5. The means and standard variances of corresponding classes. Solid lines denote the means;
dashed lines denote the values of mean ± standard variance. The differences between Class 1 and
Class 3 are not obvious, so some operators may tend to merger them into one class.

pendently decision for obtaining their optimal result. Thus, based on the flexibility of
our framework, the human knowledge can be utilized sufficiently.

4 Discussion

So far, although many methods have been proposed to cluster the neurons of SOM
grid, such as the k-means, hierarchical clustering, and the methods imposing the con-
straint of connection relation, these methods do not reflect the manifold structure un-
derlain by the trained grid. These SOM based post-processing clustering algorithms
frequently yield clusters including non-neighboring neurons [12,13].The SOM grid is a
two-dimensionality manifold structure intrinsically, therefore it is obvious that the tra-
ditional clustering algorithms can work well only when the manifold learning idea is
employed. The basic idea for manifold learning is that the intrinsic structure cannot be
measured by Euclidean distance metric, in the case that the high dimension vectors are
high correlative due to the intrinsic low dimension structure.

The basic technique for choosing a proper ”preference” for APC algorithm is running
the algorithm several times initialized by assigning random ”preference” for each point,
till a best criterion is obtained. However, this non-guide process not only is time con-
suming but also returns a local optimum frequently. When priori information is avail-
able, the setting of parameters would be more reasonable by employing priori human
knowledge. What’s more, the selection of candidate centroids is robust, which means
that the choice of near points as initial exemplar give the same clustering result.
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In addition, there are many candidate features for spike sorting. The dense based
SOM+APC method can use many possible features, and to choose which subset de-
pends on the operator. Although the features used in our study is the general PCA,
more discriminative features in specific case can be chosen. Based on the visualization
plot from SOM, the human intervention is considerable and flexible. In order to guide
the APC algorithm, the operator not only choose the proper candidate centroids, but
also decide a specific cluster either should be ignored or should be considered as a real
cluster. For example, in the experiment of Section 3.1, we tended to ignore a very small
cluster located in center; while in the experiment of Section 3.2, we tended to consider
the cluster 1 as a real class.

5 Conclusions

In this paper, we proposed a semi-supervised spike sorting framework, in which some
advanced techniques were constructed to work cooperatively. Since the manual method
for spike sorting is limited by invisibility of high-dimension data and time-consuming
process, while the automatic methods are unreliable, we managed to make full use of
the advantages of both human and machine. Fortunately, the human knowledge and
some advanced machine learning techniques are integrated seamlessly in our frame-
work. In the method and experiments section, we introduced our proposed method in
details, whose effect has been illustrated to be efficient in the experiments of real data.
In addition, we also discussed the reasons why they can work interdependently, and
why the human intervention can be employed easily and reasonably. Based on these
effective combination and human intervention, our framework performed well.
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Abstract. In the information society today computer networks are an indispen-
sable part of people’s life. Network traffic prediction is important to network 
planning, performance evaluation and network management directly. A variety 
of machine learning models such as artificial neural networks (ANN) and sup-
port vector machine (SVM) have been applied in traffic prediction. In this pa-
per, a novel network traffic one-step-ahead prediction technique is proposed 
based on a state-of-the-art learning model called minimax probability machine 
(MPM). The predictive performance is tested on traffic data of Ethernet, ex-
perimental results show that the predictions of MPM match the actual traffics 
accurately and the proposed methods can increases the computational effi-
ciency. Furthermore, we compare the MPM-based prediction technique with the 
SVM-based techniques. The results show that the predictive performance of 
MPM is competitive with SVM. 

Keywords: Network Traffic; Minimax Probability Machine; Support Vector 
Machine; Prediction. 

1   Introduction 

Today computer networks are an indispensable part of people’s life. network traffic 
prediction is of significant interest in many domains, including congestion control, 
admission control and network bandwidth allocation. In high-speed network such as 
asynchronous transfer mode (ATM), the bandwidth can be allocated based on the 
accurate traffic prediction, thus ensuring Quality of Service(QoS) of the users and 
accomplishing the preventive congestion control [1]. Traffic prediction requires accu-
rate modeling techniques which can capture the statistical characteristics of actual 
traffic [2]. The traditional linear model cannot capture the property of uncertainty and 
time-variance about network traffic [3]. In order to improve prediction performance, 
nonlinear models such as artificial neural networks (ANN) [4] and Markov modulated 
Poisson process (MMPP) models [5] are introduced to capture the real traffic charac-
teristic. However, these models suffer from problems like the existence of local min-
ima or the choice of model structure. Recently, support vector machines (SVM), a 
new kernel function and modeling technique, has been applied for network traffic 
prediction [1]. 
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Within the machine learning community, there has been a good deal of excitement 
about the use of minimax probability machine (MPM) model for regression and pre-
diction in recent years [6][7]. Compared to SVM, MPM pays more attention to the 
typical rather than the boundary samples [8]. It is in some sense similar to the rele-
vance vector machine proposed in Tipping [9]. Furthermore, the MPM is related to 
vicinal risk minimization [10], in which SVM were improved using the covariance of 
the classes to push the hyperplane away from the samples that belong to the class with 
the largest covariance matrix. 

Since the MPM presents many merits, it has been suggested in various applications 
[11]. However, little attention has been paid to apply MPM to the prediction of net-
work traffic. It is value for us to investigate the problem of whether a good perform-
ance could be obtained if we apply MPM to the traffic prediction. In this paper, a 
novel MPM-based network traffic one-step-ahead prediction technique is proposed 
and tested on traffic data of Ethernet. Experiments result illustrated that the MPM can 
capture the uncertainty and time-variance about network traffic. Its predictive per-
formance is comparable to SVM. 

The layout of the paper is as follows, we formulate the problem of network traffic 
prediction in the next section. Following that, a novel MPM model for network traffic 
prediction is introduced in Sec. 3. Experiments are reported in Sec. 4 and some con-
clusions are summarized in the end. 

2   Network Traffic Prediction 

Network traffic presents the number of packets per unit time. The traffic data can be 
seen as a time series ( )s n  varied with the time n . We could predict the future traffic 

level by constructing a prediction model which takes into account the past observa-
tions. To be more specific, assume that exists a smooth map : df R R→  such that 

( ) ( ) ( ) ( )1 , 2 , ,s n f s n s n s n d= − − −⎡ ⎤⎣ ⎦L  ,                         (1) 

If the map f  were known, the value of series s  at n  is uniquely determined by its 

d  values in the past. So the prediction task can be achieved by estimating the map f . 

For simplicity of notation, we define the scalar ( )nt s n≡ and the d -dimensional 

vector ( ) ( ) ( )( )1 , 2 , ,
T

n s n s n s n d≡ − − −x L  in such a way that Eq.(1) can be written 

simply as  

          ( )n nt f= x  .                                          (2) 

In order to estimate f , a training samples set 
ND  with capability N  can be con-

structed as follows: ( ){ }, | 1, ,d
N n nD t R R n N= ∈ × =x L .   

3   Minimax Probability Machine for Network Traffic Prediction 

Given the training samples set
ND , the MPM would like to estimate ( )f x  by finding 

a model that maximizes the minimum probability of being ε±  accurate 
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( )( )max min P f t ε⎡ ⎤− ≤⎣ ⎦x                                      (3) 

Assume the function ( )f x  has the form of  

( ) ( ) ( ) ( ) ( ) ( ) ( )
r

dd
r

T bxwxwxwbf ++++=+= L2211xwx                (4) 

Where ( ) ( ) ( )( )Tdwww ,,, 21 L=w . MPM formulates the Eq. (3) as a binary classifica-

tion problem to determine the parameters w  and rb . 

The MPM turns each training sample ( ),i itx  for 1, ,i N= L  into two class of 

1d +  dimensional vectors ix%  or iy% . The formal is labeled as class x% , and the latter 

one as class y% . 

( ) ( ) ( ) ( )( )Td
iiii

T
iii xxxtt ,,,,,~ 21 Lεε ++= ＝xx  , Ni ,,2,1 L=                (5) 

( ) ( ) ( ) ( )( )Td
iiii

T
iii xxxtt ,,,,,~ 21 Lεε −−= ＝xy ,  Ni ,,2,1 L=                (6) 

The above defined artificial classification problem could be solved by any binary 
classifier. In this paper, we focus on using MPM for classification (MPMC) [8] as the 
underlying classifier for the problem defined by (5) and (6). Assume the boundary 
obtained by the MPMC is  

bT =ua                                                                     (7) 
Where  

( )( ) ( ) ( ) ( ) ( )( )TdT xxxff ,,,,, 21 Lxxxu ==                (8) 

The parameters ( ) ( ) ( ) ( )( )Tdd aaaa 121 ,,,, += La  and b  in Eq. (7) can be determined by 

following constrained optimization problem 

( )1/ 2 1/ 2

2 2
min +xx yyw

R a R a% % % %                                                 (9) 

  ..ts     ( ) 1T − =x ya μ μ% %                  

where 
xμ %
, 

yμ %
, 

xxR % %
, and 

yyR % %
 satisfy ( )~ ,x xxx μ R% % %% ,and ( )~ ,y yyy μ R% % %% . In addition, the 

Ref. [8] gave a kernelized version of the optimization problem (9) by mapping the 
samples into a high-dimensional feature space.  

The boundary (7) obtained by the MPMC turns directly into the prediction function 
one wants to estimate. That is to say, once the parameters a  and b  have been deter-
mined; we use the classification boundary to predict the output ( )f x  for a new in-

put x . When substituting expression (8) in (7), we obtain 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) bxaxaxafa dd =++++ +123121 Lx          (10) 

The Eq. (10) can be reformulated as 

( )
( )

( )
( )

( )

( )
( )

( )

( )
( )

( )11

1
2

1

3
1

1

2

a

b
x

a

a
x

a

a
x

a

a
f d

d

+−−−−=
+

Lx                             (11) 
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Compared the Eq. (11) to Eq. (4), it is derived  
( ) ( ) ( )iii aaw /1+−=   , 1, 2, ,i d= L                                 (12) 

                                         ( )1/ abbr =  

4   Experiments 

Here we use the Ethernet network traffic as real traffic series for prediction. And the 
Ethernet is collected at Bellcore Morristown Research and Engineering Center. The 
example presents the number of packets per unit time. And they are aggregated at 
different timescales of 1 and 5 seconds. In this paper we only consider the timescales 
of 1 second.  

Before prediction, two different types of traffic data are normalized to the interval 
[0, 1]. After that, we construct 120 samples for training and 100 for testing candidate 
models. Mean square error (MSE) and prediction error (PE) are used as performance 
measures in prediction. Their definitions are 

( ) ( ) 2

1

1 NT

n
n

MSE s n f
NT =

= −⎡ ⎤⎣ ⎦∑ x , ( ) ( ) ( )nPE n s n f= − x ,              (13) 

where NT  is the number of test samples, ( )s ⋅  is the actual series and ( )f ⋅  is the 

prediction.  
The kernel functions for MPM and SVM are both based on Gaussian kernel, that is 

( ) ( )2 2, exp /n nK σ= − −u u u u                                         (14) 

Where the kernel parameter σ  is determined by a simple cross-validation technique. 
For the MPM model, the parameter ε  is set for 0.4. For the SVM, the regularization 

factor is set for 310 , and the insensitive loss parameter is set for 0.02. For simplicity, 
the dimension parameter d  is fixed as 3.  

Fig.1 show samples of the prediction results in graphical form. The actual values of 
traffic (at timescale 1 second) are shown as solid line, the corresponding predicted 
values are superimposed on the actual values as dotted line and dashed line respec-
tively. As it can be seen from the figures, we find the predictions of MPM match the 
actual traffics accurately.  

In the experiment we acquire that the training time of SVM is 26.7 seconds, and it 
cost only 1.3 seconds for MPM. So the proposed methods can increases the computa-
tional efficiency. 

To analyze the effect of the parameter d  on the predictive performance, we 
change the value of d  from 3 to 5 and 8. The predictive performance is quantified by 
the MSE and is shown in Table 1. We can see from the table that the performance of 
MPM and SVM is comparable. The results also show that the parameter d  has a 
significant effect on the performance. In addition, we notice that for each model, 
using a larger d  in prediction usually gives a smaller MSE. However, the prediction 
speed would reduce significantly when the parameter d  is too large. 
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Fig. 1. The actual and predicted values of Ethernet traffic. The upper graph shows traffic (solid 
line), the prediction using MPM (dotted line) and SVM (dashed line). The lower graph shows 
the prediction error curves of two models.  

Table 1. Prediction performance on traffics expressed in terms of mean square error (MSE) 

Models d  MSE  (×10-3) Ethernet 

3 5.706 
5 0.392 MPM 
8 0.412 
3 5.554 
5 0.380 SVM 
8 0.386 

5   Conclusions  

To avoid the drawbacks of traditional learning models for network traffic prediction, a 
novel MPM-based traffic one-step-ahead prediction technique is proposed in this 
paper. The prediction performance is tested on traffic data of Ethernet. The experi-
ments demonstrate that the proposed technique attains satisfactory performance in 
prediction accuracy and the predictive performance of MPM is competitive with 
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SVM. Therefore, the proposed technique can be used for congestion control in high-
speed network, to meet the user QoS requirements.  
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Abstract. The effect of aging varies in different facial regions. The significance 
of regions’ age related changes also differs in each age range. In this paper,  
an efficient subset is selected from all possible rectangle regions in the face  
image to form a global ensemble on the whole age range. Age range-based  
selective ensembles are also formed in a similar way. Based on those selective 
ensembles, a two-step selective region ensemble method is proposed for age es-
timation. In this framework, the first step is using the global ensemble to give a 
prediction of possible age range. The second step is to use the ensemble on the 
predicted age range to make a final estimation. Experiments show that using se-
lective region ensemble can improve age estimation performance, and age 
range-based selective region ensemble is even superior to the global ensemble.  

Keywords: region selection; selective ensemble; facial image; age estimation; 
age range. 

1   Introduction 

Human face is a prolific information source conveys significant information including 
identity, emotion, gender, age, etc. Among these, age is one of the basic attributes 
crucial to human communication. People at different age differ in aesthetics, linguis-
tics, consumption habit and have different requirements. This makes Age Specific 
human computer interaction in large demand. 

The effect of aging varies in facial regions. Some regions exhibit more identity in-
formation while others exhibit more age related information. Moreover, the signifi-
cance of facial regions’ age related changes are different at each age range. Thus, 
using more significant ageing related regions in different age groups can emphasize 
aging information and reduce the influence of other variations including the identity 
difference. 

In this paper, we first propose an automatic image region selection algorithm for 
facial age estimation. Based on this selection algorithm, a two-step framework for 
facial age estimation is proposed. In this framework, the first step is the coarse age 
estimation. In this step we ensemble the selected regions in the whole age range to 
give a coarse estimation of the facial age, this estimation predicts possible age range 
of that face. The second step is a finer estimation using the ensemble of the significant 
regions in the predicted age range to give a final estimation of the age. 
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The rest of this paper is organized as follows. In Section 2, the related work is 
briefly reviewed. In Section 3, the selection algorithm is introduced. The two-step 
frame work of age estimation is introduced in Section 4. In Section 5 experiments are 
reported. Finally conclusions are presented in section 5. 

2   Related Work 

Although having vast potential applications, age estimation problem is still underde-
veloped. Apart from a large amount of literatures in aging synthesis and rendering, 
there are relatively few publications concerning age estimation. 

Existing facial age estimation methods can be divided into 3 categories [12]: an-
thropometric model, aging pattern subspace methods, and aging function methods. 

Anthropometric model was first proposed by Kwon and Lobo [6] to handle the fa-
cial age estimation problem. Based on geometric ratios and skin wrinkle analysis, 
they classified input face images into one of the three groups: babies, young adults 
and senior adults. Also in this category, the research of Horng et al.[4] and Hayashi et 
al.[3] proposed approaches using different geometric ratios, wrinkle analysis and 
classification methods to solve the problem. 

The aging function method is the first continues age estimation method. It was 
proposed by Lanitis[8]. In their work, a polynomial function called aging function is 
proposed to model the relationship between the parametric description of the face 
images and the ages: ( )age f b= , where b   is the model parameters and ( )f ⋅ is the 

polynomial aging function. 
The aging pattern subspace (AGES) model was proposed by Geng [11] to handle 

highly incomplete data due to the difficulty in data collection. AGES learned a sub-
space to model the aging pattern, which was defined as a sequence of personal aging 
face images. The ageing pattern of a test face image was determined by the projection 
in the subspace that can best reconstruct the face image and the age was indicated by 
the position of the image in that aging pattern. 

Few researches have been done on using different facial part for age estimation. 
Some similar work was done in face recognition research. Brunelli and Poggio [1] 
used four masks respectively to get the eyes, nose, mouth and the whole face for face 
recognition. They claimed that local features could be better than global ones. Pent-
land et al. [9] used eigeneyes, eigennoses and eigenmouths for face recognition. They 
indicated that the eigenfeatures alone were sufficient in achieving a comparable result 
to that of eigenface, and the combination of eigenface and eigenfeatures could achieve 
better performance. Geng and Zhou [10] proposed an automatic region selection 
method for face recognition method. In their work all possible regions in the face 
image were regarded as a kind of feature, and based on the error-ambiguity decompo-
sition, their search method was proposed to select regions that were accurate and 
diverse. 

Lanitis [7] performed automatic age estimation experiments using four different 
facial regions: the whole face (including the hairline), the whole internal face, the 
upper part of the face and the lower parts of the face. According to his result, the 
internal part of the face and in particular the area around the eyes proved to be the 
most significant for the task of automatic age estimation. 



624 S. Ben, G. Su, and Y. Wu 

3   Face Region Selection for Age Estimation  

The significance of age estimation is different in facial regions. Using the facial  
parts where aging information is emphasized can result in more accurate estimations. 
Although Lanitis [7] compared the significance of the four facial regions in age esti-
mation, this is a very rough division. The most suitable size of the regions remains 
unknown. 

To avoid the unstable factor in region selection, an automatic algorithm is pro-
posed to select the best combination of regions from all the rectangle regions in the 
face image. 

As mentioned in reference [10], multi-region age estimation methods can also be 
viewed as special ensemble learning process, i.e. each region can be used to train a 
weak estimator, and then an ensemble is built from the weak estimators. According to 
Krogh and Vedelsby [5], the generalization error of an ensemble is E E A= − , 
where E  and A are the average generalization error and average ambiguity of com-
ponent estimators respectively. Therefore, to get a strong ensemble, the component 
estimators should be accurate and diverse. 

The number of possible rectangle regions, denoted by L, would be very huge even 
the image is small. But most of the L regions are either with poor estimation perform-
ance or too similar to others. Enlightened by Zhou’s GASEN algorithm [13], we first 
use the genetic algorithm to select a possible subset from all the rectangle regions in 
face image. The pre-selection algorithm is shown in Table 1. In this method, weighted 
averaging is used to ensemble all the regions. The pre-selection problem can be 
solved by an optimization problem which minimize the generalization of the selective 

ensemble of the regions: ( )
1

arg min
L

i i j j
w j i

w w f x age∗

=

⎛ ⎞⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎜⎝ ⎠
∑ ∑ , where ( )if ⋅  is the 

estimator of the ith  region, iw  is its weight in the ensemble and 
1

1
L

ii
w

=
=∑ . Ran-

dom weights are first assigned to each region. Then genetic algorithm is used to 

 
Table 1. The Pre-Selection Algorithm 

Given : Training set T. Validation set V 

The rectangle region set of the face image { }, 1, 2, ,iR R i L= = , 

       An possible subset of N region should be selected from R , 

1. Train a estimator based on each region tR ( 1, 2, ,N L= ), using the training set T. 

2. Generate a population of the regions’ weight vectors  

3. Evolve the population where the fitness function of a weighted vector is ( ) ˆ1/ V
wg w E= . 

4. w∗ = the evolved best weighting vector 

5. Choose the N possible regions { }1 2, , , NPR PR PR corresponding to the N largest 

weights 

Output: { }1 2, , , NPR PR PR PR= is the pre-selected subset. 
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evolve those weights. The evolved weights can be regard as a measure of the regions’ 
significance in the ensemble. N regions with the largest weights are selected for fur-
ther processing. 

A validation data set is used to evaluate the goodness of the individuals in the evolv-

ing population. Let ( )ˆ ( )V
w

validation

E f x yα α
α∈

= −∑  denote the estimated generalization 

error of the ensemble corresponding to weighting vector w  on validation set V, where 

( ) ( )
1

L

i i
i

f x w f x
=

=∑  is the weighted ensemble of all regions. It’s obvious that the 

smaller ˆV
wE  is, the better w  is. So ( ) ˆ1/ V

wg w E= is used as the fitness function. 

Table 2. The Region Selection Algorithm 

Given: Training set T, validation set V 

      the pre-selected possible region subset { }1 2, , , NPR PR PR PR=  

1. Train a estimator based on each region iPR  ( 1, 2, ,N L= ), using the training set T. 

Use this estimator on all validation images, and get the mean absolute error imae  

2. Sort iPR  according to ascending order of imae .Get the ordered region sequence: 

1 2, , ,i i iNPR PR PR . 

3. Set { }1iS PR=  and { }2 , ,i iNT PR PR= , smae  = the MAE of region 1iPR . 

4. selection procedure: 
for 1: Maximun Iteration Numbert =  

Forward inclusion: 
4.1 For each region jPR  in T ,form the ensemble of regions jS PR∪ : 

( )
j

j
S PR

f f x S PRα
α∈ ∪

= ∪∑ . Calculate its MAE on V, denote by jt .  

4.2  Find the largest jt , denoted by lt , and its corresponding added region lR .  

4.3 If lt smae<= , lS S R= ∪ , lT T R= , and lsmae t=  

          Else goto 5 
Backward exclusion: 

4.4 if 2S ≤ , goto 4, else goto 4.5 

4.5 For each region jPR  in T , form the ensemble of regions jS PR : 

( )
j

j
S PR

f f x S PRα
α∈

= ∑ . Calculate its MAE on V, denote by  jt . 

4.6 Find the largest jt , denoted by lt , and its corresponding region lR .  

4.7 If lt smae<= , lS S R= , lT T R= ∪ , and lsmae t=  

Else goto 4 
5. end selection 

Output: the selected region are in S , and the ensemble is ( )
S

f f x Sα
α∈

=∑  
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When the possible region subset PR  is selected, we use the algorithm as shown in 
Table 2 to select m regions to form an efficient ensemble for age estimation. In this 
procedure, a forward-inclusion and back-exclusion strategy is used. In each iteration, 
a region that can mostly improve the age estimation performance is selected, and the 
worst region that would damage the performance is excluded. Finally the ensemble is 
built from regions in S  by averaging the weak estimators. 

4   Two-Step Age Estimation Based on Selective Region Ensemble 

The aging effect is various in different facial regions. Facial organs would mature at 
different ages, and their significant age related variation would appear at different ages. 
For example, postural wrinkles in forehead usually appear early in one’s late 20s while 
gravitational wrinkles around cheekbones usually appear after one’s 40s. For each age 
range, we can use the most significant regions to estimate age. From this view of point, 
a two-step framework is proposed in this section to use the diversity of organs’ aging. 
In this framework, we first predict an individual’s possible age range , and then use the 
significant face regions in that age range to make an estimation of age. 

The most important problem here is how to define the age ranges. Age ranges are 
used to be defined as exclusive divisions of the whole age range. For example, 20 to 
29 can be defined as an age range while 30 to 39 is another. The division is usually 
subjectively determined, but in fact the aging modes may be very different from 20 to 
29. That is, the regions efficient for age 20 may unnecessarily still efficient for 29. 
Considering this uncertainty, a range is defined for each age a  in our method. For age 

a , its age range is defined as [ ]( ) ,Range a a R a R= − + , R is its radius here. To se-

lect a proper R , both the changeability of aging modes and the prediction error in the 
first step should be considered. After that, a range based ensemble is then formed 
using the algorithm in Table 2. 

Now, our new framework is consisted of two steps: The first step is possible age 
range prediction. The region selection algorithm in Table 2 is run on the whole age 
range, and a global ensemble is built from the selected regions. A possible age 0â is 

estimated by this global ensemble, and the age range is 0ˆ( )Range a . The second step is 

using the selected region ensemble in the predicted age range to make a final estimation.  

5   Experiments 

5.1   Face Database 

Our OAPFD (One Age Per-Person Face Database) Age Database is used for the  
experiments. 

The database contains 865 high-resolution face images from 865 different Chinese 
male subjects, i.e. each subject has only one image. The subjects’ age ranges from 23 
to 60, most of the ages have 25 examples per age. Since the face images are all frontal 
images of Asian males, taken indoors, with neutral expressions, the variations in pose,  
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Fig. 1. Typical images from the OAPFD Age Database 

illumination, expression and makeup is limited. Typical samples of the database are 
shown in Fig 1. 

5.2   Methodology 

The Appearance Model [2] is used here as a face feature extractor. The shape of a 
face image is represented by 110 landmark points, and its texture is represented by 
aligning each image to the mean shape of the training set. An example of the shape 
and texture of a image is shown in Fig 2. We do PCA to the shapes and textures re-
spectively to get eigenspaces for shape and texture.  

Aging function is used in our experiment. Since only one face image exists for 
each subject, the Global Aging Function [8] is used to indicate the relationship be-
tween the face features and the age. 

Lanitis [8] empirically selected the quadratic function since it offered the best al-
ternative of the performance and computation. But their experiments were based on 
FG-NET Aging Database, most of whose ages were ranged from 0 to 35. One prob-
lem is whether it’s still holds for other age ranges? 

We have performed an experimental evaluation to assess the linear and quadratic aging 
functions. The results are shown in Table 3. The results demonstrate that, quadratic func-
tion is not better than the linear ones on our OAPFD database with the age range from 23 
to 60. For its simplicity, the linear aging function will be used in our experiments. 

 

Fig. 2. Shape and Texture of a Face Image (From right to left: face image, shape image, texture 
image) 
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Table 3. Comparison between the Linear and Quadric Function 

 Linear Function Quadric Function 
Mean Absolute Error (years) 5.23 5.44 
Standard Deviation (years) 0.3716 0.3712 

We use mean absolute error, abbreviating as MAE, to measure the average per-
formance of the age estimators. Also a cumulative score at error level a  [11] is used 
to measure the accuracy at each error level, it’s calculated by: 

( ) 100%e aCumScore a M M≤= ×  (1) 

Where e aM ≤  is the number of test images with absolute error no higher than a , M is 

the number of test images. The cumulative score is an indicator of the age estimators’ 
accuracy at error level a . Bigger cumulative scores at lower error levels indicates 
better age estimation performance. 

For convenience of comparison, we defined a random estimation error. Without 
loss of generality, for every image in the test set, the random estimation of its age is 
assumed as 40. So the corresponding random estimation error is 

test set

40 9.6RandomError ageα
α∈

= − =∑  in our OAPFD Database. 

5.3   The Effect of Shapes in Age Estimation 

Intuitively, age related shape variation would be subtle in our OAPFD Database since 
all the subjects are adults whose skeleton growth is matured. To confirm this assump-
tion, only the shape information is used to estimate age. Its MAE is 12.43, which is 
even worse than random estimation. It indicates that, shapes here exhibits more iden-
tity information rather than age information. 

In the following experiments, only the shape normalized textures will be used to 
avoid the negative effects of personalized face shapes. 

5.4   Two-Step Framework for Age Estimation 

In the training step of this experiment, 15 images of each age are randomly chosen as 
training set and the others are used as validation set. In the test step, the validation set 
is added into the training set, while the same number of image is chosen as test set 
from the original training set. We perform 10 runs and their results are averaged for 
region selection. The parameter N of Algorithm 1 is set to 350 in this experiment.  

Global Ensemble of Selected Regions 
In this experiment, the region selection algorithm in table 2 is used to get a global 
ensemble of regions on the whole age range, and the ensemble is then used on test set 
to estimate ages. The first 4 selected regions are shown in Fig 3. The age estimation 
results are shown in Table 4 and Fig 5. The MAE and cumulative score of the global 
ensemble are both superior than Lanitis’ global linear aging function method using  
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internal face region. It can be seen from Fig 3 that the internal face ( the face region 
from brow to mouth ) is the most efficient region for age estimation, and age-sensitive 
local regions: the region near the middle axis, the eye region, etc. are also selected. 
The result is in good agreement with our intuition.  

Age Range-based Selective Region Ensemble  
We firstly verified the intuition that in different age ranges the most significantly 
changed regions are different. Aging changes facial appearance, on the other hand, a 
particular face appearance indicates its corresponding age. From this point of view, 
the age estimation ability can reflect the region’s significance of age-related variation. 
The regions have best age estimate performance at age 25,35,45 and 55 are listed in 
Fig 4. From this figure we can see, when getting older, more localized regions act. 
This might because facial aging is not significant in younger ages, when getting older, 
more folds and wrinkles appear in local regions, such as eye regions and nasolabial 
fold. So, local regions become more efficient in older ages. Also, we can see that the 
best region at age 45 is similar to the second region in global ensemble, this may 
partly explain the reason why region ensemble works: multiple regions efficient at 
different ages are add to the ensemble to compromise in the final estimation. 

Two-step Age estimation 
In this experiment, the two-step age estimation framework is used: the global ensem-
ble is used to give a prediction of age range, and then the ensemble on that age range 
is used to give the final estimation. The results are compared in Table 4, and their 
cumulative score are shown in Fig 5. The internal face region here is the face region 
from upper brow to lower lips, which has the best age estimation performance in all 
regions. A global aging function is trained on that region and used as a baseline for 
comparison. Both MAE and cumulative score reveals that using selective region en-
semble can improve age estimation performance, and age range-based selective re-
gion ensemble is superior than the global ensemble. It also gets a higher cumulative 
score at lower absolute error levels. 

 

Fig. 3. First Four Regions Selected in Global Ensemble 
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Fig. 4. Regions with best age estimation performance at age 25,35,45 and 55 
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Fig. 5. Cumulative Score of the Age estimation Methods 

Table 4. MAE of Internal Face Region, Global Ensemble and The Two-Step Method 

 Internal Face Region Global Ensemble The two-step Method 
MAE 4.354 4.065 3.949 

6   Conclusion 

In this paper, a two-step selective region ensemble method is proposed for age estima-
tion. Different facial regions contain different individual information. Some regions 
reveal more age information while others may exhibit more identity information.  
In different age ranges, the significance of age related variation is also different in 
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regions. From this point of view, our two-step method is proposed. The first step is to 
select an efficient subset from all possible rectangle regions in the face image, and 
then this subset is used to train a global ensemble on the whole age range. The global 
ensemble is used to give a prediction of a face’s possible age range. The second step 
is to use the ensemble on the predicted age range to make a final estimation. 

Using our OAPFD Age Database, we experimentally confirmed our intuition of the 
diversity of aging modes in different facial regions. And the age estimation results 
also confirmed the efficiencies of selective region ensemble for age estimation in both 
global and age range–based situations. 

In this paper, since only one image per person exists, global aging function is used 
to model aging. It is interesting to note that, our age estimation results on OAPFD, 
even only the internal face region is used, is comparable to methods using multiple 
aged images per person. For example, AGES [11] gets a MAE at 6.77 and weighted 
person specific aging function [8] gets a MAE at 4.33, and both of them are experi-
mented on FG-NET Age Database. This may because images in FG-NET Database 
have a lower quality and contain more other variations such as illumination, expres-
sion and pose. One image per person facial age database is easier to get and its quality 
can be higher: we can take photos of volunteers at different ages under constrained 
conditions. This perhaps indicates that one image per person facial age database can 
be used for efficient continuous age estimation. This will be further investigated in the 
future work. 
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Abstract. In this paper, we introduce a unified String Kernel. Based
on this unified string kernel, we construct improved sparse kernel and
composite kernel. Using the same target families and the same test and
training set splits as in the protein classification experiments from We-
ston, we do experiments with these new kernels. The results show that
our kernels are superior to previously developed string kernel.

Keywords: unified kernel; improved kernel string; composite kernel
string.

1 Introduction

Breakthroughs in large-scale sequencing have led to a surge in the available pro-
tein sequence information that has far out-stripped our ability to experimentally
characterize their functions. As a result, the analysis of protein sequences be-
comes one of the most successful areas in bioinformatics, and researchers are
increasingly relying on computational techniques to classify these sequences into
functional and structural families based on sequence homology. Three major
ideas and intuitions are used over and over again in many of the successful
techniques. These include the use of local alignments, the use of homologous
sequences and the use to secondary structure information.

In the past few years, more and more Kernels appropriate for sequence ob-
jects (or string) were suggested, see in [1,2,3,4,5,6,7,8,9,10,11]. These methods
represent a sequence X as a vector in feature space and differ on the scheme they
employ to actually determine if a particular dimension u (i.e. kmer) is present
(i.e. has a non-zero weight) in X′s vector or not. The Spectrum kernel[1] considers
u to be present if X contains u as a substring. The Mismatch kernel[2,3], which
was shown to match the performance of the Fisher kernel[4] in remote homology
detection, considers u to be present if X contains a substring that differs with u
in at most a predefined number of positions (i.e. mismatches). And the profile
kernel[5] considers u to be present if X contains a substring whose PSSM-based
ungapped alignment score with u is above a user-supplied threshold.

For classification of protein sequence data with SVM, several novel families of
string kernels, which are similar to the mismatches kernel, were presented. These
kernels include restricted gappy kernels, substitution kernels, wildcard kernels,
and LA-Kernel method[12], homology kernel[13]. The homology kernel, which

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 633–641, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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takes into account intuitions from local alignment, sequence homologues and
predicted secondary structure, demonstrates how the homology kernel can be
used for protein family classification and outperforms state-of-the-art methods
for remote homology detection. However, this kernel is sensitive to the parameter.

By analyzing these kernels presented in literatures, we proposed a general
framework for constructing string kernels. The rest of the paper is organized as
follows. Section 2 introduces a general framework for constructing string ker-
nels. Section 3 discusses the improved sparse kernel. Section 4 describes some
composite kernels. Section 5 describes our experimental settings and results, and
finally we provide conclusions and future research directions in Section 6

2 A General Framework for Constructing String Kernel

The main idea behind the embedding defined by string kernels such as the mis-
match kernel, the homology kernel,the restricted gappy kernel, the substitution
kernel, the wildcard kernel, is that the sequences are represented as a collection
of its fixed length substrings (of length k ) obtained by defining the neighbour-
hood of k-mers. These string kernels have their roots in the spectrum kernel[9]
where the technique was first applied to biological sequences. These fixed length
substrings are mapped into a feature space which consists of a dimension for
each possible fixed length substring.

Since these kernels only count the occurrences of k-mers or mismatch k-mers
in sequences, and a considerable loss of information may result from this restric-
tion. Then, Thomas Lingner and Peter Meinicke gave a new feature space for
representation of protein sequences, which is based on histograms for counting
distances between oligomers. For more details, see [11].

Combining these two ideas, we introduce a general framework for constructing
string kernel. Let Σ be a finite set which we call the alphabet. The elements of
Σ are characters. Any x ∈ Σk(k = 0, 1, 2 · · · ) is called a string. Σ+ represents
the set of all non empty strings defined over the alphabet Σ(Σ+ =

⋃
k>0 Σ

k,
where Σk is the set of sequences of length k). In the following we will use
u, v, α, β, w, x, y ∈ Σ+ to denote strings and a, b, c ∈ Σ to denote characters.
|x| denotes the length of x, xy ∈ Σ+ the concatenation of two strings x and
y, ax the concatenation of a character and a string. Moreover, we write Σ′ =
Σ
⋃
{∗}, where ∗ and Σ′+ are the consensus letter and the set of strings over

Σ′ repectively. Sequence x contains k-mer α (denoted by α ∈ x, also called a
k-gram in the literature), if x = uαv. In this case we can write α = xp if a, the
first letter of α, is at the p-th position of x. Let I be an index set which is a
finite set constructed over Σ+ or Σ′+, for example, I = Σk or Σk × Σk. And
let Nb(α) be a subset of I defined through α. Moreover,we use w to denote the
element of index set I, φ to denote the mapping:

α→ φ(α) = (φw1(α), · · · , φwn(α)) ∈ Rn,

where n = |I|, φwi(α) = Weight(wi) if wi ∈ Nb(α) and 0 otherwise, Weight(wi)
is the weight of wi in the index set I. For a string s ∈ A+, |s| > |α|, φ(s) is
defined as follows:
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φ(s) =
∑
α∈s

φ(α)

and the general kernel for strings s1 and s2 is present as follows:

General(s1, s2) = 〈φ(s1), φ(s2)〉 (1)

Notation: 1) let I = Σk and Nb(α) = {α}, we get the spectrum kernel[1];
2) if Nb(α) = N(k,m)(α) = {β|k-length sequence β differ from α at most m

mismatches} and I = Σk, then we get the mismatch string kernel[2];
3) let I = Σk and Nb(α) is the profile neighborhood PN(k,σ)(α), a set of

k-length strings which differ from α with a log-probability not greater than σ,
than we have the profile kernel[8].

4) let xir denote the r-th homologue of sequence xi(1 ≤ r ≤ t), let xp
i denote

the substring of length k centered at position p in sequence xi and xp
ir denote

the substring of length k of the r-th aligned sequence. Taking Nb(xp
i ) = {xp

ir |1 ≤
r ≤ t} and I = Σk, we have the local homology kernel[13].

5) let I = (Σ′)k, notes that Σk ⊂ (Σ′)k, we can use the set Σk to define
the set Nb(α) for k-mer α ∈ Σk. For a given k-mer α and τ ∈ (0, 1), we define
Match(α,wi), Weight(wi) and φ according to index set (Σ′)k as follows:

Match(α,wi) =
{

1, if w ∈ Σ′k matches α ∈ Σk

0, otherwise (2)

Weight(wi) =
√
τ l(1 − τ)k−l, l is the number of ∗ in k-mer wi (3)

φ : α→ φ(α) = (φw1(α), · · · , φwn(α)) ∈ Rn, (4)

where n = |(Σ′)k|, φwi(α) = Match(α,wi) · Weight(wi)(i = 1, 2, . . . , n), and
consensus letter “∗” matches with every character c ∈ Σ′. A k-mer x ∈ Σ′k with
a wildcard ∗ at position p will match to k-mer that differ from it only at position
p, for p = 1, . . . , |x|. Therefore, we get a weighted kernel of the general kernel
defined in (1). And the weighted kernel is also the sparse kernel defined in [13].

6) let D = {1, 2, . . . , N} and I = Σk × Σk × D. For a given k-mer α = xp,
denote Nb(α) = {(xp, xp+d, d)|1 ≤ d ≤ N}, then Nb(α) ⊂ Σk × Σk × D.
Applying this new feature mapping φ to the general kernel (1), the oligomer
kernel [11] can be deduced.

7) for x ∈ Σ+, let D = {1, 2, . . . , |x|}, I = Σk ×D. For a given k-mer α = xp,
denote Nb(α) = {(α, q)|if k-mer α appears at least q times in x, q ∈ D}. Then
the normalized spectrum kernel [13] can be obtained according to (1).

3 Improved Sparse Kernel

In this section, we present an improved sparse kernel, which is not sensitive
to the parameter. In this kernel, we not only punish the mismatching but also
highlight the matching. The kernel is presented as follows:

ISK(α, β) =
τdH (α,β) · (1 + τ − τ2)k−dH (α,β)

(1− τ)k−dH (α,β)
(5)
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where dH(α, β) is the Hamming distance or number of mismatches between k-
mers α and β, τ is a parameter and τ ∈ (0, 1). Note that Equation (5) can be
presented as follows:

ISK(α, β) = (1+τ−τ2)k

(1−τ)k · τdH (α,β)(1−τ)dH(α,β)

(1+τ−τ2)dH (α,β) =
(

(1+τ−τ2)
(1−τ)

)k

· (τ(1−τ))dH(α,β)

(1+τ−τ2)dH (α,β)

we can expect the improved sparse kernel is not sensitive to the parameter such
as the sparse kernel[13]. Furthermore, our experiments in Section 5 show this
property. Therefore, we need not readjust the parameter when use this method
to new data set.

In order to implement the improved sparse kernel, we only need replace the
weight of k-mer wi Weight(wi) in Equation (3) by the following weight:

Weight(wi) =

√
τ l

(1− τ)k−l
, l is the number of ∗ in k-mer wi (6)

where l is the number of wild cards in the w and τ ∈ (0, 1). This improved
sparse kernel also can be derived through the general kernel (1), and the method
is similar to the Notation 5).

Proposition 1. The mapping in Equation (4) with the weight in Equation (6)
satisfies the property of Equation (5)

Proof. Let α and β be two k-mers with Hamming distance dH(α, β) = d. Then
the dot product 〈φ(x), φ(y)〉 =

∑
φw,q(x) · φw,q(y) is the sum φ2

w(α) summed
over all w such that w matches α and β. Such k-mers w must contain wild cards
on the mismatches (there are d such positions) and either the consensus letter
or a wild card at all other locations (the rest k − d positions). Therefore,

〈φ(x), φ(y)〉 =
k−d∑
i=0

(
k − d

i

)(
τd+i

(1 − τ)k−d−i

)

=
τd

(1− τ)k−d

k−d∑
i=0

(
k − d

i

)
(τ(1 − τ))i 1k−d−i

=
τd

(1− τ)k−d
[1 + τ(1 − τ)]k−d =

τd(1 + τ − τ2)k−d

(1− τ)k−d
�

Above we described the improved sparse kernel for a single string of length k.
For a longer sequence, we can simply add the images of its substrings together.
We refer to this embedding as the unnormalized improved sparse kernel and can
be computed by:

UISK(xi, xj) =
∑

xp
i ∈xi,x

q
j∈xj

τdH (xp
i ,xq

j ) · (1 + τ − τ2)k−dH (xp
i ,xq

j )

(1− τ)k−dH (xp
i ,xq

j)
. (7)

Alternatively, if we use the same index set as in Notation 7), that is φw,q(x)
indexed both by the string of length w ∈ Σ′k and an integer 1 ≤ q ≤ |x| − k
with the matching and Weight function:
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Matchw,q(α) =
{

1 if k-mer w matches at least q substrings in x
0 otherwise.

Weight(w, q) =
√

τ l

(1−τ)(k−l) , l is the number of ∗ in k-mer wi

and define the φ(α)

φ(α) = (φw1,1(α), · · · , φw1,q(α), φw2,1(α), · · · , φw2,q(α), φwn,1(α), · · · , φwn,q(α))

where φwi,j(α) = Matchwi,j(α) ·Weight(wi, j), then we get the normalized im-
proved kernel which is similar to the normalized sparse kernel [13].

4 Composite Kernel for String

Comparing the definition of different kernels in section 2, we know that the
Sparse kernel contains the information of mismatching kernel and mismatching
kernel contains the information of spectral kernel. Take d = 0, we get the spectral
kernel from oligomer kernel. To realize the oligomer kernel, it is only instructive
to consider monomer(k = 1), dimer counts (k = 2) and trimer counts (k = 3),
the k is smaller than the one of mismatching kernel where the k is often 5.
Obviously, it is impossible to contain the information of mismatching kernel
in oligomer kernel. Of great interest, we consider parameterized combinations
of two kernels which include oligomer kernel and mismatching kernel. Given
the oligomer kernel koli and mismatching kernel kmis, we consider the convex
combination or direct sum kernel [15]:

koli+mis = τkoli + (1− τ)kmis

where 0 < τ < 1.
Alternatively, we consider the other two composite approach about oligomer

kernel koli and mismatching kernel kmis. The first one is tensor product kernel
of the oligomer kernel koli and mismatching kernel kmis:

koli·mis = koli · kmis,

And the other one is

klog
oli·mis = τ log2(koli + 1) + (1− τ) log2(kmis + 1),

where 0 < τ < 1.

5 Experiment Results

We use the same 54 target families and the same test and training set splits
as in the protein classification experiments from Weston et al [18] in our ex-
periments.Here, each superfamily is represented by positive training and test
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Fig. 1. ROC curves over 54 target families for experiments with different string
methods

proteins from families inside the superfamily and by negative training and test
proteins from families in other superfamilies. Thereby the number of negative
data is much larger than that of the positive ones. In order to cope with the
highly unbalanced training sets, we used the SVM entirely with the same pa-
rameters form Weston et al [18]. All algorithms are evaluated using receiver
operating characteristic (ROC) analysis presented in [17]. An ROC curve plots
the rate of true positives as a function of the rate of false positives at varying
decision thresholds. The ROC score is the area under this curve. A perfect clas-
sifier, which places all positive examples above all negative examples, receives
an ROC score of 1, and a random classifier receives a score of 0.5. In addition
to the ROC score, we compute the ROC50 score, which is the ROC score com-
puted only up to the first 50 false positives. This score focuses on the top of
the ranking, which in some applications is the most important. To our experi-
ment results, the ROC curves are presented in Fig.5, while ROC50 curves are in
Fig.2. In the same time, Mean ROC50 and ROC scores over 54 target families
for experiments with different string methods are summarized in Table 1.

From the results represented in Table 1, we know that the sparse method is
sensitive to parameter τ , but ROC of improved sparse method is almost same
when parameter τ changes from 0.2 to 0.9. Moreover, we find an interesting thing,
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Table 1. Mean ROC50 and ROC scores over 54 target families for experiments with
different string methods

Method ROC ROC50

sparse(k = 5, τ = 0.2) 0.9415 0.8849

sparse(k=5,τ=0.4) 0.9384 0.8785

sparse(k = 5, τ = 0.5) 0.9261 0.8588

sparse(k = 5, τ = 0.6) 0.9011 0.8176

sparse(k= 5, τ = 0.8) 0.8539 0.7307

improved-sparse (k = 5, τ = 0.2) 0.9419 0.8867

improved-sparse (k = 5, τ = 0.4) 0.9415 0.8851

improved-sparse (k = 5, τ = 0.5) 0.9414 0.8848

improved-sparse (k = 5, τ = 0.6) 0.9416 0.8852

improved-sparse (k = 5, τ = 0.8) 0.9419 0.8867

oligomer(k=1) 0.9394 0.8858

mismacth(k = 5, mis = 1) 0.8713 0.7600

oligomer(k=1,0.4)+mismatch(k=5,mis=1,τ=0.6) 0.9433 0.8887

oligomer(k=1,0.3)+mismatch(k=5,mis=1,τ=0.7) 0.9438 0.8896

oligomer(k=1,0.2)+mismatch(k=5,mis=1,τ=0.8) 0.9453 0.8929

oligomer(k=1,0.1)+mismatch(k=5,mis=1,τ=0.9) 0.9471 0.8970

oligomer(k=1,0.9)+mismatch(k=5,mis=1,τ=0.1) 0.9401 0.8859

oligomer(k=1,0.1∗ log2)+mismatch(k=5,mis=1,0.9∗ log2) 0.9465 0.8963

oligomer(k=1,0.2∗ log2)+mismatch(k=5,mis=1,0.8∗ log2) 0.9462 0.8949

oligomer(k=1,0.3∗ log2)+mismatch(k=5,mis=1,0.7∗ log2) 0.9447 0.8916

oligomer(k=1,0.4∗ log2)+mismatch(k=5,mis=1,0.6∗ log2) 0.9432 0.8887

oligomer(k=1,0.9∗ log2)+mismatch(k=5,mis=1,0.1∗ log2) 0.9392 0.8847

that is higher ROC and ROC50 values in koli+mis and klog
oli·mis experiments are

results which combination parameter τ corresponded to mismatch kernel is larger
than (1 − τ), although performance of oligomer is better than mismatch kernel
generally in experiments.

6 Conclusion and Future Work

On one hand, a general framework for constructing kernel was firstly developed
to deal with strings or sequences object. And we proposed the improved sparse
kernel with this general kernel. The experiments results show that this new
kernel is not sensitive to the parameter τ . It is different from the sparse kernel
which is sensitive to parameter α, see the Table 1 or [13]. However, we don’t
know the reason that this new kernel is not sensitive to the parameter τ . And
we will further analyze from theory and experiment results to explain why this
modification made the result not sensitive to τ .

On the other hand, the experiments show that the parameterized combina-
tions of two kernels which include oligomer kernel and mismatching kernel can
present good results when dealing with string. Motivated by these combinational
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kernels, we may propose some new neighborhoods Nb(α) or Index set I which
contains the information of oligomer kernel and mismatching kernel at the same
time. Therefore, we can use these neighborhoods or index sets to the proposed
general kernel in Section 2 to get other new kernels, and expect to get good
results. The following two index sets may be useful when dealing with string.

1) If D = {1, 2, . . . , N}, I = Σk × Σk × D. For a given k-mer xp, define
Nb(xp) = {(α, β, d)|α ∈ Nk,m(xp), β ∈ Nk,m(xp+d), 1 ≤ d ≤ N}, then Nb(xp) ⊂
Σk × Σk ×D. Using this new feature mapping φ to the general kernel (1), we
get a new kernel which is the generalization of the oligomer kernel [11].

2) If D = {1, 2, . . . , N}, I = Σk1 ×Σk2 ×D and k1 < k2. For a given k1-mer
xp, define Nb(xp) = {(xp, β, d)|β ∈ Nk2,m(xp+d), xp+d is k2-mer, 1 ≤ d ≤ N},
then Nb(xp) ⊂ Σk1 ×Σk2 ×D.
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Abstract. In this paper a new strategy is introduced for constructing
a multi-hidden-layer feedforward neural network (FNN) where each hid-
den unit employs a polynomial function for its activation function that is
different from other units. The proposed scheme incorporates a structure
level adaptation as well as a function level adaptation methodologies in
constructing the desired network. The activation functions considered
consist of orthonormal Hermite polynomials. Using this strategy, a FNN
can be constructed as having as many hidden layers and hidden units as
dictated by the complexity of the problem being considered.
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1 Introduction

The design of a feedforward neural network (FNN) requires consideration of
three important issues. The solutions to these will significantly influence the
overall performance of the neural networks ( NN) as far as the following two
considerations are concerned: (i) recognition rate to new patterns, and (ii) gen-
eralization performance to new data sets that have not been presented during
network training.

The first problem is the selection of data/patterns for network training. This
is a problem that has practical implications and has received limited attention.
The training data set selection can have considerable effects on the performance
of the trained network. The second problem is the selection of an appropriate
and efficient training algorithm from a large number of possible training algo-
rithms that have been developed in the literature. Many new training algorithms
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with faster convergence properties and less computational requirements are be-
ing developed by researchers in the NN community. The third problem is the
determination of the network size. This problem is more important from a prac-
tical point of view when compared to the above two problems, and is generally
more difficult to solve. The problem here is to find a network structure as small
as possible to meet certain desired performance specifications. What is usually
done in practice is that the developer trains a number of networks with different
sizes, and then the smallest network that can fulfill all or most of the required
performance requirements is selected. This amounts to a tedious process of trial
and errors.

The 2nd and 3rd problems are actually closely related to one another in the
sense that different training algorithms are suitable for different NN topologies.
Therefore, the above three considerations are indeed critical when a NN is to
be applied to a real-life problem. This paper focuses on developing a systematic
procedure for an automatic determination and/or adaptation of the network
architecture for a FNN.

Algorithms that can determine an appropriate network architecture automat-
ically according to the complexity of the underlying function embedded in the
data set are very cost-efficient, and thus highly desirable. Efforts toward the net-
work size determination have been made in the literature for many years, and
many techniques have been developed [3], [6] (and the references therein].

2 Hermite Polynomials

In this section, the Hermite polynomials with their hierarchical nonlinearities
are first introduced. These polynomials will be used subsequently as the acti-
vation functions of the hidden units of the proposed constructive feedforward
neural network (FNN). The orthogonal Hermite polynomials are defined over
the interval (−∞,∞) of the input space and are given formally as follows [11]
(see also the references therein):

H0(x) = 1, (1)
H1(x) = 2x, (2)

...
Hn(x) = 2xHn−1(x)− 2(n− 1)Hn−2(x), n ≥ 2. (3)

The definition of Hn(x) may be given alternatively by

Hn(x) = (−1)nex2 dn

dxn

(
e−x2

)
, n > 0, with H0(x) = 1. (4)

The polynomials given in (1)–(3) are orthogonal to each other but not orthonor-
mal. The orthonormal Hermite polynomials may then be defined according to

hn(x) = αnHn(x)φ(x), (5)
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where

αn = (n!)−1/2π1/42−(n−1)/2, (6)

φ(x) =
1√
2π

e−x2/2. (7)

The first-order derivative of hn(x) can be easily obtained by virtue of the
recursive nature of the polynomials defined in (3), that is,

dhn(x)
dx

= (2n)1/2hn−1(x) − xhn(x), n ≥ 1, (8)

dh0(x)
dx

= α0
dφ(x)
dx

= −xh0(x), n = 0. (9)

In [11], the orthonormal Hermite polynomials are used as basis functions to
model 1-D signals in the biomedical field for the purposes of signal analysis and
detection. In [4], a selected combination of the orthonormal Hermite polynomials
in a weighted-sum form is used as the fixed activation function of all the hidden
units of the OHL-FNN. Hermite coefficients in [8], [9] are used as pre-processing
filters, or served as the features of the process, which are then fed to (fuzzy)
neural networks for classification problems. A feedforward neural network is
designed in [10] that uses Hermite function regression formula to approximate the
hidden units activation functions to obtain an improved generalization capability.
In this FNN, a fixed number of Hermite polynomials is used.

It was indicated earlier that the Hermite polynomials are chosen due to their
suitable properties. There are other polynomials that have similar properties,
such as, Legendre polynomials, Tchebycheff polynomials and Laguerre polyno-
mials [5]. However, the input range for these polynomials does not meet the
requirement for a hidden activation function which should take values ranging
from −∞ to +∞. If one uses a polynomial with a limited input range as an acti-
vation function for a hidden unit, one should then restrict the input-side weight
space in which an optimal input-side weight vector has to be searched for under
a given training criterion. The restriction of the input-side weight space is not
desirable as it would limit the representational capability of the network. The
justification and rationale for choosing the Hermite polynomials are therefore
further motivated by their restriction-free input range characteristic.

Alternatively, the above polynomials may still be considered as activation
functions of the hidden units provided that the input to a hidden unit is nor-
malized each time its input-side weight vector is updated. Although, the weight
vector is now unconstrained, and only the input is normalized by a properly se-
lected constant, this constant is actually a function of the weight vector. There-
fore, the input to the hidden unit during the input-side training phase will be no
longer linear with respect to the weight vector. Consequently, as far as the weight
training is concerned the input-side training will now have two types of nonlin-
earities: one arising from the input to the hidden unit, and the other due to the
activation function of the hidden unit. The corresponding optimization problem
is clearly more complicated as compared to the one with only the nonlinearity of
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the activation function. It is, therefore, our conclusion that Hermite polynomials
are expected to be the most suitable choice for the activation functions of the
hidden units of a FNN.

3 The Proposed Incremental Constructive Training
Algorithm

Consider a typical constructive one-hidden-layer feedforward neural network
(OHL-FNN) with a linear output layer and a polynomial-type hidden layer,
as shown in Figure 1. The output layer can also be nonlinear, as will be shown
in our simulation results. The hidden unit with input and output connections
denoted by dotted lines is the present neuron that is being trained before it is
allowed to join the other existing hidden units in the network. Suppose, without
loss of generality, that a given regression problem has an M -dimensional input
vector and a scalar one dimensional output. The j-th input and output samples
are denoted by Xj = (xj

0, x
j
1, · · · , x

j
M ) (xj

0 = 1 denoting the bias) and dj(target),
respectively, where j = 1, 2, · · · , P (P is the number of training data samples).
The OHL constructive algorithm starts from a null network without any hidden
units. At any given point during the constructive learning process, suppose there
are n − 1 hidden units in the hidden layer, and the n-th hidden unit is being
trained before it is added to the existing network (see Figure 1). The output of
the n-th hidden unit for the j-th training sample is given by

fn(sj
n) = hn−1

(
M∑

m=0

wn,mxj
m

)
(10)

vn

 

vn-1

v1

v2

h

h

h

h

0

1

n-2

n-1

Input-side training
Output-side training

Fig. 1. Structure of a constructive OHL-FNN that utilizes the orthonormal Hermite
polynomials as its activation functions for the hidden units
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where hn(·) denotes the n-th order Hermite orthonormal polynomial. Its deriva-
tive can be calculated recursively from equation (8) and sj

n is the input to the
n-th hidden unit, given by

sj
n =

M∑
m=0

wn,mxj
m (11)

where wn,0 is the bias weight of the node with its input xj
0 = 1, and wn,m (m �= 0)

is the weight from the m-th component of the input vector to the n-th hidden
node.

The output of the network may now be expressed as follows

yj
n−1 = v0 +

n−1∑
i=1

vihi−1(s
j
i ) (12)

= v0 + v1h0(s
j
1) + v2h1(s

j
2) + v3h2(s

j
3) + · · ·+ vnhn−1(s

j
n−1).

where v0 is the bias of the output node, and v1, v2, · · · , vn are the weights from
the hidden layer to the output node.

Clearly, the above expression has a very close resemblance to a functional
series expansion that utilizes the orthonormal Hermite polynomials as its basis
functions, and where each additional term in the expansion contributes to im-
proving the accuracy of the function that is being approximated. Through this
series expansion, the approximation error will become smaller as more terms,
having higher-order nonlinearities, are included. This situation is actually quite
similar to that of an incrementally constructing OHL-FNN, in the sense that the
error is expected to become smaller as new hidden units having hierarchically
higher-order nonlinearities are successively added to the network. In fact, it has
been shown that under certain circumstances incorporating new hidden units
in a OHL-FNN can decrease monotonically the training error [7]. Therefore, in
this sense adding a new hidden unit to the network is somewhat equivalent to
the addition of a higher-order term in a Hermite polynomial-based series expan-
sion. It is in this sense that the present network is envisaged to be more suit-
able for constructive learning paradigm as compared to a fixed-structure FNNs.
Note that, only if sj

1 = sj
2 = · · · = sj

n−1, then yj
n−1 will be an exact Hermite

polynomial-based series expansion. Otherwise, as structured in the algorithm
above the expansion would be only approximate since the weights associated
with each added neuron is adjusted separately, resulting in different inputs to
the activation functions.

The problem addressed now is to determine how to train the n-th hidden unit
that is to be added to the active network. There are many objective functions
(see for example [2], [6] for more details) that can be considered for the input-
side training of this hidden unit. A simple, but a general cost function that has
been shown in the literature to work quite well, is as follows [2]:

Jinput =

∣∣∣∣∣∣
P∑

j=1

(ej
n−1 − ēn−1)(fn(sj

n)− f̄n)

∣∣∣∣∣∣
(13)
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where

fn(sj
n) = hn−1(sj

n) (14)

ēn−1 =
1
P

P∑
j=1

ej
n−1, (15)

f̄n =
1
P

P∑
j=1

hn−1(sj
n), (16)

ej
n−1 = dj − yj

n−1 (17)

where fn(sj
n) (or hn−1(sj

n)) is an orthonormal Hermite polynomial of order n−1
used as the activation function of the n-th hidden unit, ej

n−1 is the network
output error when the network has n− 1 hidden units and dj is the j-th target
output to be used for the network training.

The derivative of Jinput with respect to the weight wn,i is calculated by

∂Jinput

∂wn,i
= sgn

⎛
⎝

P∑
j=1

(ej
n−1 − ēn−1)(fn(sj

n)− f̄n)

⎞
⎠ (18)

×
P∑

j=1

(ej
n−1 − ēn−1)h′

n−1(s
j
n)xj

i

where sgn(·) is a sign function. The first-order derivative h′
n−1(s

j
n) in the above

expression can be easily evaluated by using the recursive expression (8) for n ≥ 2
and (9) for n = 1.

A candidate unit that maximizes the objective function (13) will be incorpo-
rated into the network as the n-th hidden unit. Following this stage, the output-
side training is performed by solving a least squared (LS) problem given that
the output layer has a linear activation function (see Figure 1). Specifically, once
the input-side training is accomplished, the network output yj with n hidden
units may now be expressed as follows:

yj =
n∑

k=0

vkfk(sj
k), j = 1, 2, · · · , P (19)

where vk, (k = 1, 2, · · · , n) are output-side weights of the k-th hidden unit, and
v0 is the bias of the output unit with its input being fixed to f0 = 1. The
corresponding output neuron tracking error is now given by

ej = dj − yj (20)

= dj −
n∑

k=0

vkfk(sj
k), j = 1, 2, · · · , P.
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Subsequently, the output-side training is performed by solving the following LS
problem given that the output layer has linear activation function, that is

Joutput =
1
2

P∑
j=1

(ej)2 =
1
2

P∑
j=1

{
dj −

n∑
k=0

vkfk(sj
k)

}2

.

After performing the output-side training, a new error signal ej is calculated for
the next cycle of input-side and output-side training. Our proposed constructive
FNN algorithm may now be summarized according to the following steps:

Step 1: Initialization of the network
Start the network training process with a OHL-FNN having one hidden unit.
Set n = 1, ej = dj , and the activation function = h0(·).

Step 2: Input-side training for the n-th hidden unit
Train only the input-side weights associated with the n-th hidden unit
hn−1(·). The input-side weights for the existing hidden units, if any, are all
frozen. One candidate for the n-th hidden unit with random initial weights
is trained using the objective function defined in (13), based on the “quick-
prop” algorithm [1]. If instead, for the n-th unit, a pool of candidates are
trained, then the one candidate that yields the maximum objective function
will be chosen as the n-th hidden unit to be added to the active network.

Step 3: Output-side training
Train the output-side weights of all the hidden units in the present network.
When the output layer has a linear activation function the output-side train-
ing may be performed by, for example, invoking the pseudo-inverse operation
resulting from the least square optimization criterion as indicated earlier.
When the activation function of output layer is nonlinear, the Quasi-Newton
algorithm is to be used for training.

Step 4: Network performance evaluation and training control
Evaluate the network performance by monitoring the metric known as frac-
tion of variance unexplained (FVU) [7] metric on the training data set. The
FVU measure is defined according to

FV U =

P∑
j=1

(ĝ(xj)− g(xj))2

P∑
j=1

(g(xj)− ḡ)2
(21)

where g(·) is the function being implemented by the FNN, ĝ(·) is an estimate
of g(·) or the output of the trained network, and ḡ is the mean value of g(·).
The network training is terminated provided that certain stopping conditions
are satisfied. These conditions may be specified formally, for example, in
terms of a prespecified FVU threshold or a maximum number of permissible
hidden units, among others. If the stopping conditions are not satisfied,
then the network output yj and the network output error ej = dj − yj are
computed, n is increased by 1, i.e., n = n + 1, and we proceed to Step 2.
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It is well–known in the constructive OHL-FNNs literature [7] that the determi-
nation of a proper initial network size is a problem that needs careful attention.
This initialization may significantly influence the effectiveness and efficiency of
the network training that follows. However, in our proposed scheme, the net-
work training starts from the smallest possible architecture (that is the “null”
network). This is an important advantage of our proposed algorithm over the
similar methods previously presented in the literature.

4 Proposed Multi–hidden–layer FNN Strategy

Construction and design of multi-hidden-layer networks are generally more diffi-
cult than those of one-hidden-layer (OHL) networks since one has to determine
not only the depth of the network in terms of the number of hidden layers, but
also the number of neurons in each layer. In this section, a new strategy for con-
structing a multi-hidden-layer FNN with regular connections is proposed. The
new constructive algorithm has the following features and advantages:

(1) As with OHL constructive algorithms, the number of hidden units in a given
hidden layer is automatically determined by the algorithm. In addition, the
number of hidden layers are also determined automatically by the algorithm.

(3) The algorithm adds hidden units and hidden layers one at a time, when
and if they are needed. The input-side weights for all the hidden units in the
installed hidden layer are fixed (input weights are frozen), however, the input-
side weights for a new hidden unit that is being added to the network are
updated during the input-side training. Generally, a constructive OHL may
need to grow a large number of hidden units, or even could fail to represent
a map that actually requires more than a single hidden layer. Therefore,
it is expected that our proposed algorithm that incrementally expands its
hidden layers and units automatically as a function of the complexity of
the problem, would converge very fast and is computationally more efficient
when compared to other constructive OHL networks.

(4) Incentives are also introduced in the proposed algorithm to control and
monitor the hidden layer creation process such that a network with fewer
layers are constructed. This will encourage the algorithm to solve problems
using smaller networks, reducing the costs of network training and imple-
mentation.

4.1 Construction, Design and Training of the Proposed Algorithm

For sake of simplicity, and without loss of any generality, suppose one desires
to construct a FNN to solve a mapping or a regression problem having a multi-
dimensional input and a single scalar dimensional output. Extension to the case
of multi-dimensional output space is quite trivial and straightforward. It is also
assumed that the output unit has a linear activation function for dealing with
the regression problems, although nonlinear activation function have to be used
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(a) Initial linear network (b) Creation of the first hidden layer

(c) Addition of hidden units to the first
hidden layer

(d) Creation of the second hidden layer and its
units

Fig. 2. Multi-hidden-layer network construction process for the proposed strategy using
Hermite polynomials for the nonlinear activation function of the neurons

for pattern recognition problems. Specifically, the output-side training of the
weights would have to be performed by utilizing the Delta rule, instead of an
LS solution that is used here when the activation function is selected as a linear
function. The proposed constructive algorithm consists of the following steps:
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Step 1: Initially train the network with a single output node and no hidden
layers (refer to Figure 2(a)). The training of the weights is achieved according
to a LS solution or some gradient-based algorithm, including the bias of the
output node. The training error FVU (as described below) is monitored and
if it is not smaller than some prespecified required threshold, one would then
proceed to Step 2a, otherwise one would go to Step 2c. The performance of
a network is measured by the fraction of variance unexplained (FVU) [7]
which is defined as

FV U =

P∑
j=1

(ĝ(xj)− g(xj))2

P∑
j=1

(g(xj)− ḡ)2
(22)

where g(·) is the function to be implemented by the FNN, ĝ(·) is an estimate
of g(·) realized by the network, and ḡ is the mean value of g(·). The FVU is
equivalently a ratio of the error variance to the variance of the function being
analyzed by the network. Generally, the larger the variance of the function,
the more difficult it would be to do the regression analysis. Therefore, the
FVU may be viewed as a measure normalized by the “complexity” of the
function. Note that the FVU is proportional to the mean square error (MSE).
Furthermore, the function under study is likely to be contaminated by an
additive noise ε. In this case the signal-to-noise ratio (SNR) is defined by

SNR = 10 log10

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

P∑
j=1

(g(xj)− ḡ)2

P∑
j=1

(εj − ε̄)2

⎫
⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(23)

where ε̄ is the mean value of the additive noise, which is usually assumed to
be zero.

Step 2a: Treat the output node as a hidden unit with unit output-side weight
and zero bias (refer to Figure 2(b)). The hidden unit input-side weights are
fixed and are as determined from the previous training step. The output error
of the new linear output node will be identical to its hidden unit. Proceed
to Step 2b.

Step 2b: A new hidden unit is added to the present layer in Step 2a one at a
time, just as in a constructive OHL-FNN (refer to Figure 2(c)). Each time a
new hidden unit is added, the output error (FVU) is monitored to see if it is
smaller than a certain prescribed threshold value. If so, one then proceeds to
Step 2c. Otherwise, a new hidden unit is added until the output error FVU
is stabilized above the prescribed threshold. Once the error is stabilized,
Step 2a is invoked again and a new hidden layer is introduced to possibly
further reduce the output error (refer to Figure 2(d)). Steps 2a and 2b are
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repeated as many times as necessary until the output error FVU is below the
prescribed desired threshold, following which one then proceeds to Step 2c.
Input-side training of a new hidden unit weights is performed by maximizing
a correlation-based objective function, whereas the output-side training of
the weights is performed through a LS type algorithm.

Step 2c: The constructive training is terminated.

For implementing the above algorithm some further specifications are needed.
First, a metric “stop-ratio” is introduced to determine if the training error FVU
is stabilized as a function of the added hidden unit, namely

stop−ratio =
FV U(n− 1)− FV U(n)

FV U(n− 1)
× 100% (24)

where FV U(n) denotes the training error FVU when the n-th hidden unit is
added to a hidden layer of the network. Note that according to [6] addition of a
proper hidden unit to an existing network should reduce the training error. The
issue that needs addressing here is the magnitude selection of the stop-ratio. At
the early stages of the constructive training, this ratio may be large. However,
as more hidden units are added to the network the ratio will monotonically de-
crease. When it has become “sufficiently” small, say a few percents, the inclusion
of further additional hidden units will contribute little to the reduction of the
training error, and as a matter of fact may actually start giving rise to an in-
crease in the generalization error, as the unnecessary hidden units may force the
network to begin to memorize the data. Towards this end, when the stop-ratio
is determined to be smaller than a prespecified desired percentage successively
for a given number of times (this is denoted by the metric “stop-num”), the
algorithm will treat the error FVU as being stabilized, and hence will proceed
to the next step to explore the possibility of further reducing the training error
by extending a new layer to the network. It should be noted that the stop-ratio
and the stop-num are to be generally determined by trial and error, and one
may utilize prior experience derived from simulation results to assign them.

5 Conclusions

In this paper, a new strategy for constructing a multi-hidden-layer FNN was
presented. The proposed algorithm extends the constructive algorithm devel-
oped for adding hidden units to a OHL network by generating additional hidden
layers. The network obtained by using our proposed algorithm has regular con-
nections to facilitate hardware implementation. The constructed network adds
new hidden units and layers incrementally only when they are needed based on
monitoring the residual error that can not be reduced any further by the already
existing network. We have also proposed a new type of a constructive OHL-FNN
that adaptively assigns appropriate orthonormal Hermite polynomials to its gen-
erated neurons. The network generally learns as effectively as, but generalizes
much better than the conventional constructive OHL networks.
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Abstract. In this paper, three improved Extreme Learning Machines (ELMs) 
are proposed to approximating periodic function. According to Fourier series 
expansion theory, the hidden neurons activation functions in the improved ELM 
are a class of sine and cosine functions. In addition, the improved ELM analyti-
cally determines the output weights of neural networks. In theory, the new algo-
rithm tends to provide the best approximation performance at extremely fast 
learning speed. The proposed ELMs have better approximation accuracies and 
faster convergence rate than traditional ELM and gradient-based learning algo-
rithms. Finally, experimental results are given to verify the efficiency and effec-
tiveness of the proposed ELMs. 

1   Introduction 

Most traditional learning algorithms for feedforward neural networks (FNN) use 
backpropagation (BP) algorithm to derive the updated formulae of the weights [1]. 
However, these learning algorithms have the following major drawbacks that need to 
be improved. First, they are apt to be trapped in local minima. Second, they have not 
considered the network structure features as well as the involved problem properties, 
thus their generalization capabilities are limited [2-7]. Finally, since gradient-based 
learning is time-consuming, they converge very slowly [8-9]. 

In the literature [8-9], a learning algorithm for a single hidden layered FNN 
(SLFN) called as ELM was proposed to solve the problem caused by gradient-based 
algorithms. ELM randomly chooses the input weights and analytically determines the 
output weights of SLFN. ELM has much better generalization performance with 
much faster learning speed. However, ELM does not consider the network structure 
features and the involved problem properties and its generalization performance is 
also limited. 

In the literature [10], according to Taylor series expansion, the PELM was pro-
posed to obtain better generalization performance. The activation functions of the 
hidden neurons in the PELM are polynomial functions. Since PELM requires much 
more time to calculate the hidden neurons outputs than ELM, it converges slower than 
                                                           
* This work was supported by the Initial Funding of Science Research for President Prize of 

Chinese Academy of Sciences in the latter half of 2006. 
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ELM. In the literature [11], the SCELM was proposed to approximate the functions 
whose period was π2 . According to the parity of the approximated function, the 
CELM and SELM were derived from the SCELM. 

In this paper, three improved ELMs for approximating periodic function are pro-
posed. The improved ELMs select the activation functions of hidden neurons as other 
class of sine and cosine functions than ones in SCELM, CELM and SELM according 
to the Fourier series expansion theorem. The new ELMs are mainly applied to ap-
proximate the functions whose period is l2 ( π≠l ). Finally, simulated results verify 
the efficiency and effectiveness of the new algorithms. 

2   Extreme Learning Machine 

In order to find an effective solution to the problem caused by BP learning algorithm, 
Huang [8-9] proposed ELM. Since a feedforward neural network with single nonlin-
ear hidden layer is capable of forming an arbitrarily close approximation of any con-
tinuous nonlinear mapping, the ELM is limited to such networks. 

For N arbitrary distinct samples ( xi , t i ), where xi =[ xi1 , xi2 ,…, 

xin ]T
R

n∈ ， t i =[ t i1 , t i2 ,…, t im ]T
R

m∈ . The SLFN with H  hidden neurons and activa-

tion function )(xg  can approximate these N  samples with zero error means that 

H wo =T (1) 
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where whi =[ whi1 , whi2 ,…, whin ]T  is the weight vector connecting the i th hidden 

neuron and the input neurons, woi =[ woi1 , woi2 ,…, woim ]T  is the weight vector con-

necting the i th hidden neuron and the output neurons, and bi  is the threshold of the 

i th hidden neuron. In order to make it easier to understand ELM, In the following, a 
theorem is introduced: 

Theorem 2.1 [8,12]: Let there exist a matrix G  such that Gy  is a minimum 2-norm 

least-squares solution of a linear system yAx = . Then it is necessary and sufficient 

that AG += , the Moore-Penrose generalized inverse of matrix A . 

In the course of learning, first, the input weights and the hidden layer biases are arbi-
trarily chosen and need not be adjusted at all. Second, according to Theorem 2.1, the 
smallest norm least-squares solution of the Eqn. (1) is obtained as follow: 

wo =H+T (3) 
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From the above discussion, it can be found that the ELM has the minimum training 
error and smallest norm of weights. The smallest norm of weights tends to have the 
best generalization performance. Since the solution is obtained by an analytical 
method and all the parameters of SLFN need not be adjusted, ELM converges much 
faster than when using gradient-based algorithm. 

3   The Improved Extreme Learning Machines 

When the function )(xf  meets the conditions that the Fourier series convergence 
theorem requires, the Fourier series of the function )(xf  converges to the function 

))0()0((
2
1 −++ xfxf . Assume that the period of the function )(xf  is l2 . This can be 

expressed as follows: 

∑
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where an  and bn  are the corresponding Fourier coefficients. 

From Eqn. (4), it can be found that the function can be expressed as the weighted 
sum of the sine and cosine functions. Therefore, to approximate the function )(xf  
more accurately by the SLFN, )(xφ , we also make the SLFN to be expressed as the 
weighted sum of the sine and cosine functions. Moreover, the transfer function of the 

)12( −k th hidden neuron is selected as the function 
l
xkπsin  and the one of the )2( k th 

hidden neuron is selected as the function 
l
xkπcos . However, the transfer function of the 

)12( +n th hidden neuron is selected as )0cos( x . Then, the SLFN )(xφ  can be expressed 
as follows: 
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where woi  denotes the synaptic weight from the output neuron to the i th neuron at 

the hidden layer, and whi  denotes the synaptic weight from the i th neuron at the 

hidden layer to the input neuron. The output layer is linear. The weights from the 
output neuron to the hidden neurons are analytically determined by Eqn. (3). This 
algorithm is referred to as SCELM-II. From SCELM-II, the following conclusions 
can be easily deduced: 

Conclusion 1: Assume that the FNN, )(xφ , which is expressed as Eqn. (5), is used to 
approximate the periodic function )(xf  by SLFN with SCELM-II. The period of the 
function is l2 . The function )(xf  meets the conditions that the Fourier series conver-
gence theorem requires, and x  is in the definitional domain of the function )(xf . The 
following equation can be obtained: 

bwo kk ≈−12 , awo kk ≈2 .,,2,1 nk L= , 2
0

12
a

wo n ≈+  (6) 



 Improved Learning Algorithms of SLFN for Approximating Periodic Function 657 

where ak , bk  ( .,,2,1 nk L= ) and a0  are Fourier coefficients of the function 

)(xf . 

Proof: Comparing Eqns. (4) with Eqn. (5), we notice that )()( xxf φ≈  and 

)2,,2,1(,1 nkwhk L==  from SCELM. So Eqn. (6) can be easily deduced.                 

Apparently, SCELM-II has two special cases. On one hand, when the periodic func-

tion )(xf  is even, the transfer function of the k th hidden neuron is selected as the 
function 

l
xkπcos  and the one of the )1( +n th hidden neuron is selected as one. This 

new algorithm is called the Cosine ELM-II (CELM-II). On the other hand, when the 

periodic function )(xf  is odd, the transfer function of the k th hidden neuron is se-
lected as the function 

l
xkπsin  and the one of the )1( +n th hidden neuron is selected as 

one. This new algorithm is called the Sine ELM-II (SELM-II). 
In the above improved ELMs, because the output weights are analytically deter-

mined, the learning speed of the improved ELMs is thousands of times faster than that 
of a gradient-based algorithm. Similarly, according to Eqn. (3), since the smallest 
norm least-squares solution is obtained, the improved ELM tends to have the better 
generalization performance. Finally, compared with ELM, in that these improved 
ELMs incorporate architectural constraints from a priori information into SLFN, they 
have better approximation performance for approximating a function. 

4   Experimental Results 

First, to demonstrate the improved approximation performance and fast convergence 
rate of the improved ELMs with respect to the BP algorithm, ELM, PELM, SCELM, 
CELM and SELM, in the following we shall conduct the experiment with a  
periodic function. The periodic function is defined as 

exx xxy 2/32
)4.02)/40(1( )/40()/40( −−+−= πππ  at one period ]2,2[ − . The activa-

tion functions of the neurons in all layers for BP algorithm are tangent sigmoid func-
tions and the ones of the hidden neurons for ELM are sigmoid functions. As for BP 
algorithm, the number of the hidden neurons is 12, whereas the one of the improved 
ELMs and ELM is 21. 

Assume that the number of the total training data is 81, which are selected from 
]2,0[  at identically spaced intervals. Similarly, 80 testing samples are selected from 

]9875.1,0125.0[  at identically spaced intervals. As a result, the approximation error 

of the testing samples with the SCELM-II, CELM-II and SELM-II is shown in Fig. 1. 
In order to statistically compare the approximation accuracies and CPU time for 

the functions with the above learning algorithms, we conducted the experiments 
thirty times for each algorithm, and the corresponding results are summarized in 
Table 1. 

From the above results, it can be drawn the conclusions as follows: 
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Fig. 1. The approximation errors of the testing samples for approximating the function 

exx xxy 2/32
)4.02)/40(1( )/40()/40( −−+−= πππ  using three improved ELMs. (a) SCELM-

II; (b) CELM-II;(c)SELM-II 

Table 1. The approximation accuracies and CPU time for approximating the function 

exx xxy 2/32
)4.02)/40(1( )/40()/40( −−+−= πππ  with nine algorithms 

LA Training error Testing error CPU time 
BP 5.0428e-4 3.8669e-4 34.7810s 
ELM 8.9360e-6 8.7460e-6 0.0480s 
PELM 6.2550e-6 5.9200e-6 0.2563s 
SCELM 4.4792e-10 4.6714e-10 0.0450s 
CELM 6.4065e-10 6.7855e-10 0.0432s 
SELM 2.3156e-10 2.4351e-10 0.0443s 
SCELM-II 4.5522e-10 5.1284e-10 0.0460s 
CELM-II 3.4787e-10 3.7045e-10 0.0435s 
SELM-II 2.4885e-10 2.1929e-10 0.0433s 

First, the approximation accuracies of all ELMs are much better than that of the BP 
algorithm, because the testing errors of all ELMs are much less than that of BP algo-
rithm. This result rests in the fact that all ELMs obtain the smallest norm least-squares 
solution through Eqn. (3). 
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Second, all ELMs converge much faster that BP algorithm. This is because all 
ELMs obtain the solution by analytical means, whereas BP algorithm obtain the solu-
tion through thousands of iterative calculations. 

Third, in all ELMs, the approximation accuracies of the ELM and PELM are worse 
than the ones of other ELMs. Moreover, the ELM and PELM converge slower than 
other ELMs. Since the PELM spends much more time to calculate the hidden neurons 
outputs than other ELMs, it converges slowest in all ELMs. 

Finally, there has not much difference between the improved ELMs (SCELM, 
CELM and SELM) in literature [11] and the other improved ones (SCELM-II, 
CELM-II, SELM-II) in this paper in approximation accuracy and convergence rate. 
However, SCELM, CELM and SELM are applied to approximate the functions whose 
period is π2 , whereas the SCELM-II, CELM-II, SELM-II are used to approximate 
the functions whose period is l2 . 

Figure 2 shows the relation between the testing error and the values of the parame-
ter l  for improved ELMs proposed in this paper for approximating the above func-
tion. It can be seen that the ideal values of the parameter l  for the SCELM-II, 
CELM-II, SELM-II is at 2～5. 
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Fig. 2. The relation between the testing error and the value of the parameter l with three improved 

ELMs for approximating the function exx xxy 2/32
)4.02)/40(1( )/40()/40( −−+−= πππ  

5   Conclusions 

In this paper, three improved ELMs were proposed for function approximation prob-
lem. The improved ELMs are applied to approximate the functions whose period is 

l2 .The architectural constraints are extracted from a priori information of the ap-
proximated function based on Fourier series expansion. The architectural constraints 
are realized by selecting the activation functions of the hidden neurons in the im-
proved ELMs as a class of sine and cosine functions. Furthermore, the new algorithms  
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analytically determine the output weights of SLFN through simple generalized in-
verse operation of the hidden layer output matrices according to ELM. Therefore, the 
new ELMs has much better approximation accuracies and faster convergent rate than 
the traditional gradient-based learning algorithms and ELM. Finally, simulated results 
were given to verify the efficiency and effectiveness of the improved ELMs.  
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Abstract. Supervised learning is very important in machine learning. In this 
paper we discuss some progress of supervised learning. At first, we introduce the 
basic concept and methods of supervised learning; then explain several typical 
algorithms of supervised learning in details, the algorithms covered are Bayesian 
networks, decision tree, k-nearest neighbor, supervised manifold learning and 
support vector machines; at last we point out several developing directions of 
supervised learning. 

1   Introduction 

As a broad subfield of artificial intelligence, machine learning is concerned with the 
design and development of algorithms and techniques that allow computers to "learn". 
The major focus of machine learning research is to extract information from data 
automatically, by computational and statistical methods. Every instance in any dataset 
used by machine learning algorithms is represented using the same set of features. The 
features may be continuous, categorical or binary. If instances are given with known 
labels then the learning is called supervised, in contrast to unsupervised learning [1]. 
Semi-supervised learning combines both labeled and unlabeled examples to generate 
an appropriate function or classifier. Another kind of machine learning is reinforcement 
learning [2], in which the algorithm learns a policy of how to act given an observation 
of the world. Every action has some impact in the environment, and the environment 
provides feedback that guides the learning algorithm. 

Supervised learning is a machine learning technique for creating a function from 
training data. The training data consist of pairs of input objects, and desired outputs. 
The output of the function can predict a class label of the input object. The task of the 
supervised learner is to predict the value of the function for any valid input object after 
having seen a number of training examples. To achieve this, the learner has to gener-
alize from the presented data to unseen situations in a "reasonable" way. Classifier 
performance depends greatly on the characteristics of the data to be classified. There is 
no single classifier that works best on all given problems. Determining a suitable 
classifier for a given problem is still more an art than a science. 
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2   Supervised Learning Algorithms 

2.1   Bayesian Networks (BNs) 

Consider a problem defined by a set of variables },...,{ 1 nXXX = . The Bayesian 

network structure S is a directed acyclic graph (DAG) and the nodes in S are in 
one-to-one correspondence with the features X. The presence of an arc between two 
variables expresses the existence of dependence between them, which is quantified by 
the conditional distribution assigned to the nodes. The two major tasks in learning a BN 
are: learning the graphical structure, and then learning the parameters for that structure. 
There are two ways to view a BN, each suggesting a particular approach to learning. 
First, a BN is a structure that encodes the joint distribution of the attributes. This sug-
gests that the best BN is the one that best fits the data, and leads to the scoring-based 
learning algorithms, that seek a structure that maximizes the Bayesian, MDL or Kull-
back-Leibler (KL) entropy scoring function [3]. Second, the BN structure encodes a 
group of conditional independence relationships among the nodes, according to the 
concept of d-separation. This suggests learning the BN structure by identifying the 
conditional independence relationships among the nodes.  

Bayesian Networks will reduce to simple multiplication in our classification context, 
when all the values of the dataset attributes are known. But BNs have an inherent 
limitation. Bayesian network inference is NP-hard in general when exploring a previ-
ously unknown network. Given a problem described by n features, the number of 
possible structure hypotheses is more than exponential in n. If the structure is unknown, 
one approach is to introduce a scoring function that evaluates the “fitness” of networks 
with respect to the training data, and then to search for the best network according to 
this score. Several researchers have shown experimentally that the selection of a single 
good hypothesis using greedy search often yields accurate predictions. BNs take into 
account prior information about a given problem, in terms of structural relationships 
among its features. BN classifiers are not suitable for datasets with many features.  

2.2   Decision Tree Learning 

When encountering the following conditions: a. Instances describable by attrib-
ute–value pairs; b. Target function is discrete valued; c. Disjunctive hypothesis may be 
required; d. possibly noisy training data, we should consider decision trees. This is 
because decision trees have several advantages: It is simple to understand and interpret. 
It uses a white box model. It is possible to validate a model using statistical tests. That 
makes it possible to account for the reliability of the model. It is robust, and performs 
well with large data in a short time. It is simpler and robust to incomplete and noise data 
due to post-pruning techniques [4].  

The feature that best divides the training data would be the root node of the tree. 
There are numerous methods for finding the feature that best divides the training data 
such as information gain and gini index. However, a majority of studies have concluded 
that there is no single best method [5]. Overfitting can occur with noisy training ex-
amples, and also when small numbers of examples are associated with leaf nodes. 
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There are two common approaches that decision tree induction algorithms can use to 
avoid overfitting training data: i) Stop growing when data split not statistically sig-
nificant, ii) Prune the induced decision tree.  

Many researchers have found that decision tree learning such as ID3, C4.5 and 
CART perform well in data classification. The most well-know algorithm for building 
decision trees is the C4.5 [6]. C4.5 is an extension of Quinlan's earlier ID3 algorithm 
[7]. Ruggieri presented an analytic evaluation of the runtime behavior of the C4.5 
algorithm, which highlighted some efficiency improvements. Based on this analytic 
evaluation, he implemented a more efficient version of the algorithm, called EC4.5 [8]. 
He argued that his implementation computed the same decision trees as C4.5 with a 
performance gain of up to five times. Olcay and Onur [9] show how to parallelize C4.5 
algorithm in three ways: (i) feature based, (ii) node based (iii) data based manner. Baik 
and Bala [10] presented preliminary work on an agent-based approach for the distrib-
uted learning of decision trees. Decision trees tend to perform better when dealing with 
discrete/categorical features. 

2.3   K-Nearest Neighbor (KNN) Algorithm 

KNN is part of supervised learning that has been used in many applications in the field 
of data mining, statistical pattern recognition, image processing, etc. KNN is robust to 
noisy training data and effective if the training data is large. However, it needs to de-
termine value of parameter K, it is not clear which type of distance to use and which 
attribute to use to produce the best results, and the computation cost is quite high be-
cause we need to compute distance of each query instance to all training samples. Some 
indexing (e.g. K-D tree) may reduce this computational cost. 

KNN is a supervised learning algorithm where the result of new instance query is 
classified based on majority of K-nearest neighbor category. The purpose of this algo-
rithm is to classify a new object based on attributes and training samples. The classi-
fiers do not use any model to fit and only based on memory. Given a query point, we 
find K number of objects or training points closest to the query point. The classification 
is using majority vote among the classification of the K objects. Any ties can be broken 
at random. KNN algorithm used neighborhood classification as the prediction value of 
the new query instance. The quality of KNN’s generalization therefore depends on 
which instances are deemed least distant, which is determined by its distance function. 
Wettschereck et al. [11] showed that the performance of KNN was not sensitive to the 
exact choice of k when k was large. Breiman [12] reported that the stability of nearest 
neighbor classifiers distinguishes them from decision trees and some kinds of neural 
networks. 

2.4   Supervised Manifold Learning 

Manifold learning is a kind of unsupervised learning [13]. It has the advantage of good 
dimension reduction ability. First, manifold learning stresses that the high-dimensional 
data are generated by the inner low-dimensional variables. Second, manifold learning 
supposes that the dataset contained by each category form a manifold, the dataset of 
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different categories lie in different manifolds. This is different from the traditional 
assumptions (data lie in linear space), and makes the supervise learning based on 
manifold feasible. Supervised learning and manifold learning may be opposite. Most of 
the supervised manifold learning algorithms are the compromise of the two. In recent 
years some supervised manifold learning algorithms have been proposed. Roweis et al. 
proposed Locally Linear Embedding (LLE) algorithm which is a new dimension re-
duction technique aiming at nonlinear data [14]. It can make the data after dimension 
reduction keep original topology. Ridder et al. proposed a supervised manifold learning 
algorithm and its improvements [15]. The traditional LLE algorithm searches the  
k nearest neighbor points according to the Euclidean distance between sample  
points while the Supervised Locally Linear Embedding (SLLE) adding the category 
information of the sample points. They pointed out that when the data were 
low-dimensional, the SLLE algorithm that used supervised reduction technique didn’t 
improve obviously on the precision, but it would be different when the dataset were 
high-dimensional. SLLE algorithm nonlinearly maps the data to the sub-spaces with 
strong discriminant ability, so the simple classifiers can get good recognition per-
formance. SLLE can be seen as the popularization of the KNN algorithm. Zhang et al. 
[16] designed the ULLELDA algorithm based on Gabor and integration in the case of 
single sub-space, and proposed MUSNACAL algorithm and the corresponding inte-
grated algorithm when there’re several manifold structures. By a series of comparative 
experiments, they tested and verified the effectivity of these classifiers and the di-
mensionality reduction methods. 

2.5   Support Vector Machines (SVMs) 

The number of support vectors selected by the SVM learning algorithm is usually 
small. For this reason, SVMs are well suited to deal with learning tasks where the 
number of features is large. Most real-world problems involve nonseparable data for 
which no hyperplane exists that successfully separates the positive from negative in-
stances in the training set. One solution to the inseparability problem is to map the data 
onto a higher dimensional space and define a separating hyperplane there. This 
higher-dimensional space is called the transformed feature space. With an appropri-
ately chosen transformed feature space of sufficient dimensionality, any consistent 
training set can be made separable. 

Training the SVM is done by solving N-dimensional quadratic programming (QP) 
problem, where N is the number of samples of the training dataset. Solving this prob-
lem in standard QP methods involves large matrix operations, as well as 
time-consuming numerical computations. We usually use some decomposition meth-
ods to decompose the problems into a series of small-scale quadratic optimal problems. 
The commonly used methods are Chunking Algorithms [17], Decomposition Algo-
rithms [18] and Sequential Minimal Optimization (SMO). These algorithms are all 
based on the fact that it won’t affect the solution of the original problems when ex-
cluding the training samples of non-support vectors. The goal of Chunking Algorithms 
is to exclude the non-support vectors step by step, so as to decompose the original 
quadratic optimal problems to several small quadratic optimal problems. This will ease 
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the need for the memory. SMO is one special case of Decomposition Algorithms; it is 
the extreme case that decreasing the sample sets to two samples. SMO is a simple 
algorithm that can, relatively quickly, solve the SVM QP problem without any extra 
matrix storage and without using numerical QP optimization steps at all [19]. SMO 
decomposes the overall QP problem into QP sub-problems. Keerthi and Gilbert [20] 
suggested two modified versions of SMO that are significantly faster than the original 
SMO in most situations. Currently, SMO is thought as a fast algorithm for solving 
optimization problems. 

3   Prospect 

In this paper, we roughly discuss several best-known supervised learning algorithms. 
When dealing with machine learning classification, the most important problem is 

not whether a learning algorithm is superior to others, but under what conditions a 
particular algorithm can perform better than others. After better understanding the 
strengths and limitations of each algorithm, we can consider integrating several algo-
rithms together to solve a problem which will utilize the strengths of one method to 
complement the weaknesses of another. The goal of integrated algorithms is to generate 
more certain, precise and accurate system results. However, the integrated methods 
may increase the storage space and the computation time. In many practical problems, 
the datasets are large, so distributed machine learning is also a research direction of 
supervised learning. It divides the dataset into several subsets, learns from these subsets 
and combines the results. The research of the methods for the construction of good 
ensembles of classifiers is also an active research area in supervised learning. Mecha-
nisms that are used to build ensemble of classifiers include: 1) using different subsets of 
training data with a single learning method; 2) using different training parameters with 
a single training method; 3) using different learning methods. However, besides the 
above research directions, supervised learning still has many other research directions. 
For example, the overfitting control of the learning methods, the compromise between 
the intelligibility of the algorithms and the classification precision, and the methods for 
expanding the applied area of supervised learning, etc. 
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Abstract. Data clustering is an important part of cluster analysis. Numerous 
semi-supervised or supervised clustering algorithms based on various theories 
have been developed, and new clustering algorithms continue to appear in  
the literature. The problem of common supervised clustering is to train a  
clustering algorithm to produce desirable clusters and complete clusters over 
datasets and learn how to cluster future sets of objects. In this paper, we have 
proposed an algorithm called Supervised Gravitational Clustering based on  
bipolar fuzzification. Traditional supervised clustering methods identify class-
uniform clusters; but the offered method identifies class-multiform clusters with 
high probability densities. For this aim we have proposed two approaches: 
common effect and maximal effect. The first, common effect approach, calcu-
lates total effect of all class-centers over searching point. Also, this approach is 
basis for mapping of novel method. The second, maximal effect approach, de-
termines class-centers with the strongest effect over searching point. 

Keywords: supervised gravitational clustering; bipolar fuzzy; K-means; fuzzy 
C-means. 

1   Introduction 

The expectation of a clustering algorithm is that the objects in the same cluster 
should be more similar than the objects in different cluster. A clustering algorithm 
may not produce desirable clusters without additional information from the user. 
This information is manual adjustment of the algorithm or similarity measure. The 
clustering is an unsupervised learning technique using an error function; whereas the 
classification is a supervised learning technique using a probability function [1], [2], 
[3], [4], [5], [6], [7], [8].  

There has been some work that has some similarity with our research under the 
heading of supervised clustering. The idea of supervised clustering is to improve a 
clustering algorithm by using class information during the clustering process. The 
supervised clustering process optimizes class purity in addition to the traditional ob-
jectives of a clustering algorithm. Class purity means that classified objects belonging 
to the same class should be assigned to the same cluster. The existing research on 
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supervised clustering can be subdivided into two major groups: similarity based 
methods and search-based methods [9], [10], [11], [12]. The modified distance func-
tion combined with knowledge regarding classified objects is used in similarity-based 
method. Search-based methods, on the other hand, modify the clustering algorithm 
but do not change the distance function. In literature, there has been some research 
which obtain some constraints by training classified objects [10], [11]. Klein proposes 
a shortest path algorithm by modifying the Euclidian distance function based on prior 
knowledge in K-means clustering algorithm [12]. Demiriz proposes an evolutionary 
clustering algorithm to obtain clusters, in which the search process minimizes cluster 
dispersion and impurity [13]. Sinkkonen proposes an approach called discriminative 
clustering that minimizes distortion within clusters [14]. Distortion, in their context, 
represents information loss. This technique produces clusters belonging to a single 
class that are internally as possible as homogeneous with respect to conditional distri-
butions. Similarly, Tishby introduced the information bottleneck method [15]. Based 
on that method, an aggregate clustering algorithm is proposed for minimizing infor-
mation loss with respect to conditional distribution. In this paper, we study a method 
based on gravitational computation which detects the clusters in each class by using 
bipolar fuzzy. 

The paper is organized as follows. In Section 2, the structure of the new supervised 
clustering is presented. Section 3 shows results for some artificial and real datasets. 
Our results are discussed in Section 4. Finally, the conclusions are given in Section 5. 

2   Supervised Gravitational Clustering with Bipolar Fuzzification 

Common supervised clustering is based on class-uniform clusters; but the method 
called Supervised Gravitational Clustering with Bipolar Fuzzification (SGF) identifies 
class-multiform clusters which are inspired by contour line mapping. The contour line 
mapping makes line on a topographical map which indicates points of the same alti-
tude. Suppose that one of the classes is lands; another is seas. The clusters belonging 
to the land-class will be called as hill-clusters; the clusters belonging to the sea-class 
will be called as trench-clusters. By using density based fuzzy memberships, the 
densest point of each cluster is selected as cluster center (CC).  
The densest point in each hill-cluster is selected as peak-CC, and the densest point in 
each trench-cluster is selected as depth-CC.   

Each peak-CC affects its surroundings by proportion of its altitude and it presents 
its surroundings as a hill-cluster. Similarly, each depth-CC affects a point by propor-
tion of its altitude and it presents its surroundings as a trench-cluster. The points far 
from a CC are less affected by that CC; on the contrary, the points closer to a CC are 
more affected by that CC. In order to see whether searching point is below or above 
sea level, the effect of each known hill-cluster and trench-cluster must be determined. 
For this aim, densities of all peak-CCs and depth-CCs are calculated by using dis-
tances between searching point and each CC. The effects are directly proportion to 
altitude of all clusters, and inversely proportion to their distances.   

Each point in the space affects each other, but massive points affect weak points 
more than the others. Therefore, the mass should be taken account of finding densities. 
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According to the law of gravitation, the attraction between two objects is directly pro-
portional to the product of their masses and inversely proportional to the square  
of the distance between them. By inspired of the law, we suppose that each CC is a 
mass gravity center and each data point’s mass is constant and thus the law equation 

2/ dm  is transformed to 2/1 d  and the density of j th data point is calculated by using 

Equation 1. 
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where n  is the sample size of dataset and ij xx −  is the distance between data 

points ix  and jx . At the first iteration of the algorithm, the gravitational densities  

of each point to each others are calculated by using Equation 1 [7]. The maximum 
density of each class is selected as CCs. One of them is peak-CC, and the other is 
depth-CC. Then the densities of the misclassified data points iD  are computed by 

using either Equation 2 for common effect approach or Equation 3 for maximal effect 
approach. Common effect approach calculates CCs by using Equation 2 which maps 
dataset by the summation of all CC effects over searching point. Maximal effect ap-
proach computes CCs which has the strongest effect by using Equation 3. 
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where C  is the number of detected clusters and jCC  is j th cluster center.  

Suppose that the effect of each hill-cluster is positive and the effect of each trench-
cluster is negative, then the total of effects determines whether the searching point is 
below or above sea level. For determining the altitude of searching point, that point is 
defined by membership of each CC. The bipolar fuzzy membership used for this aim 
is defined below. 

Each point belongs to a cluster with a membership degree in classical fuzzy. In this 
paper, suppose that fuzzy membership is bipolar which the memberships are positive 
or negative signed. When the sum of memberships is positive signed, searching point 
belongs to land-class. Otherwise, it belongs to sea-class. Namely, positive value 
means above sea level, whereas negative value means below sea level.  

Equation 4 computes ijμ  the membership values of j th data point to i th cluster. 

The sum of unsigned membership values equals to 1, as in classical fuzzy. The sum of 
signed membership values computed by Equation 4 describes the altitude of searching 
point. 
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where D  is normalization coefficient and k  is the number of data points belonging to 
investigated cluster. Our algorithm in this paper consists of steps below. 
 

Initial: Gravitational density of each point is calculated by Equation 1. The 
maximum densities are selected as CCs. The point with maximum density 
in land-class is peak-CC, and the point with maximum density in sea-
class is depth-CC. 

Step 1. Detect data points belonging to each CC and update the densities of mis-
classified data points by Equation 2 (for common effect) or Equation 3 
(for maximal effect). 

Step 2. Stop the algorithm if the success of result is sufficient. 
Step 3. Select the densest point as CC among misclassified data points. 
Step 4. Stop the algorithm if a new CC can not be chosen. 
Step 5. Compute the membership values using Equation 4, and select the maxi-

mum absolute value of densities as CC. Go to Step 1. 

3   Numerical Examples 

In this section it has been presented four artificial and five real datasets examples to 
provide several viewpoints into this new approach. For simplicity, we have prepared 
two dimensional matrices. The figures below show that comparison of mentioned 
approaches above and the cluster mapping of datasets. 

   
             (a) Original Dataset            (b) SGF Common Effect         (c) SGF Maximal Effect 

Fig. 1. Comparison of two approaches of SGF method for a basic dataset 

   
              (a) Original Dataset            (b) SGF Common Effect        (c) SGF Maximal Effect 

Fig. 2. Comparison of two approaches of SGF method for a nonlinear dataset 
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               (a) Original Dataset           (b) SGF Common Effect     (c) SGF Maximal Effect 

Fig. 3. Comparison of two approaches of SGF method for a multi-class dataset 

   
             (a) Original Dataset            (b) SGF Common Effect        (c) SGF Maximal Effect 

Fig. 4. Comparison of two approaches of SGF method for a spiral dataset 

We applied offered algorithms to a benchmark consisting of the datasets listed in 
Table 1. All datasets were obtained from University of California at Irving Machine 
Learning Repository [16]. Because of evaluating only binary classification problem in 
this paper, we have chosen datasets with two classes having frequently been used in 
literature. Table 2 lists three widely used measures defined by previous related works.  

Table 1. Summary of datasets 

Dataset Name Instances Attributes 
Haberman’s Survival 306 3 
Ionosphere 351 34 
Pima Indians Diabetes 768 8 
SPECT Heart 267 44 
Wisconsin Breast Cancer 683 10 

Table 2. The definition of measures employed in the study 

Measure Abbreviation Equation  

Sensitivity Sens 
FNTP

TP

+
 

Specificity Spec 
FPTN

TN

+
 

Total Classification Accuracy Acc 
FNFPTNTP

TNTP

+++
+
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The definition of the abbreviations used: TP is the number of correctly classified 
disordered residues; FP is the number of ordered residues incorrectly classified as 
disordered; TN is the number of correctly classified ordered residues; and FN is the 
number of disordered residues incorrectly classified as ordered. 

Sensitivity is the number of true positive decisions divided by the number of actu-
ally positive cases. Specificity is the number of true negative decisions divided by the 
number of actually negative cases. Total classification accuracy is the number of 
correct decisions divided by the total number of cases [16]. Figures below shows the 
relation between the success and the iteration for datasets listed in Table 1. 
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                         (a) Common Effect                                             (b) Maximal Effect 

Fig. 5. Relation between the success and the iteration for Haberman’s Survival dataset 

0 50 100 150 200
0

20

40

60

80

100

iteration

su
cc

es
s

Acc
Spec
Sens

0 10 20 30 40 50 60 70 80 90 100
0

20

40

60

80

100

iteration

su
cc

es
s

Acc
Spec
Sens

 
                       (a) Common Effect                                              (b) Maximal Effect 

Fig. 6. Relation between the success and the iteration for Ionosphere dataset 
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                          (a) Common Effect                                          (b) Maximal Effect 

Fig. 7. Relation between the success and the iteration for Pima Indians Diabetes dataset 
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Fig. 8. Relation between the success and the iteration for SPECT Heart dataset 
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Fig. 9. Relation between the success and the iteration for Wisconsin Breast Cancer dataset 

4   Results and Discussion 

All figures show the relation between the success and the iteration for datasets by 
using the validation measurements Acc, Spec and Sens. The overfitting in common 
effect approach in Figure 5, 6, 8 and 9 starts virtually in the beginning of iterations; 
but the overfitting in maximal effect approach in Figure 5, 6 and 7 starts in the middle 
of figure. The oscillations seen in figures are regions where non-noisy clusters are 
detected by method. 

Figure 8 and 9 shows that Wisconsin Breast Cancer and SPECT Heart datasets in-
clude intermixed classes. So, the method can hardly learn without overfitting for this 
kind of homogeneous datasets. Figure 5, 6 and 7 shows that Haberman’s Survival, 
Ionosphere and Pima Indians Diabetes datasets are suitable for clustering. The method 
can detect easily starting of overfitting for this kind of heterogeneous datasets. 

5   Conclusion 

A novel method called Supervised Gravitational Fuzzy Clustering with Bipolar Fuzzi-
fication has been studied in this paper. The aim of traditional supervised clustering is 
to identify class-uniform clusters; but this paper focuses on class-multiform clusters, 
which proposes two approaches: common effect and maximal effect. 

Common supervised clustering is based on class-uniform clusters; but SGF method 
identifies class-multiform clusters which are inspired by contour line mapping. In this 
method, each peak-CC and depth-CC affect their surroundings by proportion of their 
altitudes. We propose two approaches based on the law of gravity in order to see whether 
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a point is below or above sea level. Then, we offer bipolar fuzzy membership function. 
The sum of signed membership values describes altitude or deepness of points. 

In future work, the overfitting region can be estimated by using derivative of fig-
ures. If the derivative variation of relation between the success and the iteration is 
zero, it is the beginning point of the overfitting process. Also, our algorithm may be 
developed for multi-class datasets instead of two-class. 
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Abstract. Swarm intelligence has brought a new paradise for function optimi-
zation, structural optimization, multi-agent systems and other study fields. In 
our previous work, we proposed a neuro-fuzzy system using reinforcement 
learning algorithm (actor-critic method with TD error learning algorithm) to  
acquire optimized swarm behaviors. This paper improves the conventional 
learning system, which only deals with discrete state space and action space, to 
solve how a swarm to learn and obtain its adaptive behaviors in the continuous 
state space. The improved system adopts a new policy function of action which 
is possible to yield continuous actions corresponding to continuous states. The 
effectiveness of proposed system is investigated by computer simulations with 
more kinds of environments for the goal-exploration problem.  

Keywords: neuro-fuzzy net; swarm behavior; reinforcement learning; multi-
agent system; actor-critic algorithm; goal-exploration problem. 

1   Introduction 

Animals, such as birds, fishes, ants, bees and so on, organize their individuals to be 
many kinds of swarms to realize many aims: to defend natural enemies, to find foods, 
to raise fertility, in one word, the top aim is to keep species. The swarm behavior 
means intelligence of a species. To explore optimal solution, a famous swarm model 
named Particle Swarm Optimization (PSO) [1] was proposed by J. Kennedy and R.C. 
Eberhart and it has brought a new paradise of softcomputing for the field of optimiza-
tion study in last decade. Dorigo’s Ant Colony Optimization (ACO) [2] is another 
famous model of swarm to solve optimization problems, such as Travelling Salseman 
Problem (TSP), machine flowshop scheduling problem, etc.  All of those swarm mod-
els use cooperative behaviors between individuals and global optimal exploration is 
evaluated iteratively to improve temporary or local solutions. However, these models 
usually are designed with a prior assumption that particles or individuals have gath-
ered to be a swarm in the environment. The process of how a swarm is formed is 
                                                           
* A part of this work was supported by Grant-in-Aid for Scientific Research (JSPS 18500230, 

20500277 and 20500207). 
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often neglected [3]. To make individuals not only learn to acquire adaptive  individual 
behaviors in the environment but also learn to form a swarm and acquire adaptive 
swarm behaviors those are necessary to achieve multiple aims for the species, we 
proposed a reinforcement learning system using a neuro-fuzzy network and actor-
critic learning algorithm recently [4].   

Our reinforcement learning system for swarm exploration and swarm behaviors 
formation is designed with a part of fuzzy net and a part of actor-critic learning net-
work. The fuzzy net uses self-multiplication Gaussian membership functions and self-
multiplication fuzzy rules to classify states of the environment. Though the fuzzy 
inference net has powerful ability to classify continuous input and give continuous 
output [5]-[8], only discrete states and actions were used in our previous system [4].  
In the part of actor-critic learning network, the adaptive action is given by actor with a 
stochastic policy which can be adjusted by connection weights from fuzzy net by 
learning process. Critic calculates the value of state and the estimated value of next 
state. After execution of the action, the feedback to the action from the environment, 
i.e., the reward is used to adjust the stochastic policy too. The reward has negative or 
positive values is generated on the occasion of obstacle crashing, goal arrival, and 
near collision or excessive separation from other agents in goal-directed/exploration 
problems of multi-agent systems. Actor calculates the value of the state and gives a 
Boltzmann distribution as the stochastic policy for agent. The weights of connections 
between fuzzy net and actor-critic are modified by temporal difference error (TD 
error) during online learning.   

In this paper, a new policy function is designed to yield continuous action to im-
prove conventional system. Meanwhile, continuous state space is used in the im-
proved system to deal with the real environment. A goal-exploration problem for  
 

 

Fig. 1. The structure of a reinforcement learning system for swarm behaviors is shown. The 
system for each agent has a part of fuzzy net and a part of actor-critic learning network. The 
reward is given by not only the environment but also other agents. 
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multiple agents was applied in simulation experiments using different environments, 
and the efficiency of improved system was confirmed by the simulation results.  

2   A Neuro-fuzzy Learning System 

The architecture of our neuro-fuzzy reinforcement learning system for swarm behav-

iors is shown in Fig. 1. An agent observes states tx from the environment and classi-

fies the inputs into k classes )( tk xφ by Fuzzy net. The agent executes an action which 

may change the state by its policy function given by Actor. Critic receives rewards 
from the environment or external evaluators and connects with Fuzzy net by synapse 
(weight). The value of state is calculated by state-value function )( txV , and its tem-

poral change results TD error which is used to adjust policy function through action-
value function )( txA given by Critic. Each agent has the same architecture and when 

swarm behaviors are evaluated with positive rewards, agents learn to form swarm and 
act more efficiently than individual situation.  

2.1   Fuzzy Net 

For an n-dimension input state space ( ))(),...,(),( 21 txtxtx nx , a fuzzy inference net 

is designed with a hidden layer which units are RBF-like fuzzy membership functions 
( ))(txB i

k
i

 to classify input states, and fuzzy rules are generated by multiplying their 

corresponding membership functions as same as in [4]. The number of membership 
functions and rules of fuzzy net are important for a fuzzy inference system. We pro-
posed a self-organized fuzzy neural network (SOFNN) which constructed adaptive 
membership functions and rules using training data and thresholds previously [7] and 
[8]. Wang, Cheng, and Yi proposed a structure learning algorithm for adding and 
merging units using TD error distribution recently [5]. The self-multiplication algo-
rithm to decide the size of fuzzy net in [4] is also used here.  

2.2   Actor-Critic Learning Network for Continuous Action 

The weighted outputs of fuzzy net are used to calculate the value of states and actions 
which belong to Actor and Critic respectively [4]. 

Now, let actor function m
j RtA ∈))(x( denotes the jth action (behavior) selected by 

agent according to a stochastic policy Eq. (3), where j = 1, 2, …, m.  

( ) ( )( )
( )( )∑

==

m
m

j
jt TtA

TtA
taaP

/)(xexp

/)(xexp
)(x|                                     (1) 

Here T is the temperature of Boltzmann distribution. Higher T causes more active 
exploration, and lower temperature causes more greedy action to the goal.  

In our previous study, however, only discrete actions were permitted for the simu-
lation of goal-exploration problem. Agents moved 1 grid by 1 step, one and only one 
of 4 candidature directions is limited for the selection of action. We propose use more 
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information of m-dimension here by a linear combination of plural actions. In fact, 
policy function Eq. (1) decides one action which has highest probability in m candi-
dates conventionally. The stochastic selection of traditional action policy usually 
neglects m-1 actions for their lower probabilities. Now, let z enough high probabili-

ties’ linear combination )x(t)|(
1

i

z

i

new
tt aaP ∑

=

=  express the probability of a new 

action new
ta : 

0.1))x(t)(|()x(t)|(
11

≤=== ∑∑
==

mjtt

z

j
i

z

i

new
tt AaaPaaP                  (2) 

where mn ≤ . So an action set ( zaaa ,..., 21 ) becomes a dominant candidate. The 

new action new
ta may be generated by the linear combination in the dominant action 

vector space as shown as Eq. (3). The value ))(x( tAnew
 is given by Eq. (6) which con-

cerns with all values of dominant actions. 
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where mz ≤ . Coefficients
zkkk ,..., 21 are scalar values given by action value func-

tion Eq. (4) and actions
zaaa ,..., 21

 become to the basis of action vector space, 

2=z when the action vector is in Euclidean space.  
Critic owns its value and temporal difference error (TD error) by reward from the 

environment resulted by actor’s action. TD error ))x(( tTDε and the learning algorithm 

are as same as which in [4]. 

2.3   Swarm Formation and Adaptive Swarm Behaviors 

To form swarm and acquire swarm intelligence by reinforcement learning process, 
agents obtain reward not only when they arrive at the goal and crash to obstacles or 
themselves, but also when a swarm is formed. Let ))(x ),(x( ttD qp express the Euclid-

ean distance between agent p and agent q, then swarm reward can be given by judging 
whether ))(x ),(x( ttD qp  is suitable for individual’s gathering [4].  

3   Simulation Experiments 

3.1   Problem Description  

A goal-exploration problem was used to investigate performance of the improved 
learning system. Two squares with the same size of 10x10 were used as exploration 
spaces which were smaller than the exploration square in simulation of discrete sys-
tem [4]. There were walls on the four sides, no obstacle in one environment and more 



 A Neuro-fuzzy Learning System for Adaptive Swarm Behaviors 679 

walls in the square in another environment, and goal area was fixed as shown in Fig. 
2. Each agent observed its position and position of others, and moved 1.0 length per 
step toward an arbitrary direction while only 4 probable directions was allowed in the 
conventional system simulations, i.e., up, down, left and right. The method to decide 
the direction of one time movement was to choose 2 orthogonal directions whose 
value of action function were higher than others. Agents did not have any information 
of the goal position before they arrived at it.  

Two kinds of simulation experiments were performed. Simulation I: multiple 
agents learn to search the goal as fast as they can individually (individual learning); 
Simulation II: multiple agents learn to search the goal as fast as the can with swarm 
reward in the same environment respectively (swarm learning). Conventional system 
used discrete action and improved system used continuous action were executed in 
the two environments. The values of parameters used in these simulations were shown 
in Table I. The number of learning iterations for one episode (or one trial: an explora-
tion from the start to the goal) was set to be not over 2,000 in all kinds of simulations.  
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                                       (a)                                                           (b) 

Fig. 2. Simulation environments for two agents goal-directed exploration experiment. Each 
exploration area was set to be a square with a size of 10x10. Agents 21, ss  started from left-

down corners. Square G on the right-up corner was set as the goal area. There was no any obsta-
cle in environment (a), and two obstacles existed in maze-like environment (b). The length of 
agent step was 1.0, and direction of the movement was arbitrary angle given with real number. 

3.2   Simulation Results 

Simulation I (i): Individual learning in non-obstacle environment (Fig. 3). Both  
systems showed enough learning ability of the neuro-fuzzy system dealing with goal-
exploration problem of multiple agents. Simulation I (ii): Swarm learning in non-
obstacle environment (Fig. 4). Swarm formation could be observed comparing with 
results of Simulation I (i). Simulation II (i): Individual learning in maze-like envi-
ronment. Fig. 5 (left) and (right) showed the learning results of conventional system 
and improved system respectively. Simulation II (ii): Swarm learning in maze-like 
environment (Fig. 6). Swarm formation could be observed comparing with results of  
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Simulation II (i). In this kind of environment, swarm learning showed more effi-
ciently to acquire shorter routes comparing with individual learning. This result was 
not confirmed in our previous work [4]. Fig. 7 shows how the number of exploration 
steps reduced with learning algorithm iterations using improved system. Fig. 7 (a) 
shows the case of Simulation I (i) and (ii) which used non-obstacle environment. 
There was no obvious difference between individual learning method and swarm 
learning method. Fig. 7 (b) shows the case of Simulation II (i) and (ii) which used 
maze-like environment. Comparing the gradient of learning curves in Fig. 7 (a) and 
(b), it is suggested that swarm learning method gave a faster convergence than indi-
vidual learning in the exploration of complicate environment.    

Table 1. Parameters used in the simulations 

Description Symbol Quantity 
Dimension of input vectors n 2 

The number of actions m 2 

Standard deviation of membership k
iσ  0.1 

Threshold of fitness F 0.4 

Initial weight between rules and critic kv  1.0 

Initial weight between rules and actor kjw  0.25 

TD learning coefficient for critic vβ  0.3 

TD learning coefficient for actor wβ  0.3 

Discount of TD error γ 0.9 
Temperature of Bolzmann distribution T 0.1 

Reward for goal arrived rgoal 100.0 
Reward for wall or agent crashed ro -10.0 

Reward for corner crashed  
   

 rc -20.0 
Reward for swarm formed rswarm 1.0 

Reward for swarm unformed ra-swarm -|dis| 
Minimum distance between agents min_dis 1.5 
Maximum distance between agents max_dis 3.0 

X

Ｙ Ｙ

X  
Fig. 3. Individual learning results in the environment Fig. 2 (a) were shown: (left) used discrete 
input and output; (right) used continuous input and output 
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X

Ｙ Ｙ

X  
Fig. 4. Swarm learning results in the environment of Fig. 2 (a) were shown: (left) used discrete 
input and output; (right) used continuous input and output. Swarm can be confirmed comparing 
with Fig. 3 (left) and (right) respectively. 

 

X

Ｙ Ｙ

X  
Fig. 5. Individual learning results in the environment Fig. 2 (b) were shown: (left) used discrete 
input and output; (right) used continuous input and output 

 

X

Ｙ Ｙ

X  
Fig. 6. Swarm learning results in the environment Fig. 2 (b) were shown: (left) used discrete 
input and output; (right) used continuous input and output. Swarm can be confirmed comparing 
with Fig.5 respectively. 
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Fig. 7. Leaning process: the exploration steps reduced by learning iterations using either indi-
vidual learning or swarm learning method. (a) shows the case of non-obstacle environment; (b) 
shows the case of maze-like environment. Furthermore, 3 and 4 agents were also tested but the 
similar convergences to the above results were observed. 

4   Conclusions 

A neuro-fuzzy reinforcement learning system for optimal behaviors acquisition and 
swarm formation was improved to deal with continuous state and continuous action in 
this paper. The new idea proposed here is to compose a new continuous action by 
linear combination of dominant actions. Two kinds of goal-exploration environments, 
i.e., non-obstacle environment and maze-like environment, were used in the simula-
tion experiments. The efficiency of the improved system was confirmed comparing 
with conventional one. The results showed new system also has enough learning abil-
ity of swarm formation and adaptive behavior acquirement. The future work of this 
study is expected to avoid using coordinate information but perspective information in 
real environment.   
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Abstract. In this paper, an efficient optimization method based on reinforce-
ment learning automata (RLA) for optimum parameters setting of conventional 
proportional-integral-derivative (PID) controller for AVR system of power syn-
chronous generator is proposed. The proposed method is Continuous Action 
Reinforcement Learning Automata (CARLA) which is able to explore and learn 
to improve control performance without the knowledge of the analytical system 
model. This paper demonstrates the full details of the CARLA technique and 
compares its performance with Particle Swarm Optimization (PSO) and Genetic 
Algorithms (GA) as two famous evolutionary optimization methods. The simu-
lation results show the superior efficiency and performance of the proposed 
method in regard to other ones. 

Keywords: reinforcement learning automata; CARLA; PID; evolutionary com-
putations. 

1   Introduction 

The PID controller is the most frequently used control element in the industrial world 
in comparison to other controllers such as adaptive controllers, artificial neural net-
work based controllers, fuzzy and neuro-fuzzy controllers. It is estimated that, at least, 
90% of the controllers employed in the industry are PIDs or its variants [1]. The 
popularity of the PID controller is attributed to its simple structure, high reliability, 
and robust performance in a wide range of operating conditions. Despite all of the 
PID controller good features, unfortunately, its appropriate gain tuning is still a prob-
lem in many practical industrial applications because of high order, time delay and 
nonlinearity of the plants [2]. The normal tuning method in many applications is car-
ried out using the classical tuning rules proposed by Ziegler-Nichols [3], which in 
general, does not yield optimal or near-optimal behavior in many industrial plants and 
just cannot be counted as a feasible solution.  

In recent years, many heuristic methods for the optimum tuning of PID parameters 
such as genetic algorithms (GA) and simulated annealing (SA) have been proposed with 
noticeable success in solving complex optimization problems [4-9]. Recently, a modern 
heuristic algorithm called Particle Swarm Optimization was proposed by Kennedy and 
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Eberhart which is developed through simulation of a simplified social system and have 
been found to be robust in solving nonlinear optimization problems [10].  

In this paper a reinforcement learning automata based method called Continuous 
Action Reinforcement Learning Automata (CARLA) which was first introduced by 
Howell, Frost, Gordon and Wu [14] is used for the optimum tuning of the PID con-
troller of a synchronous generator, and its performance is compared with PSO and 
GA based PID controllers which are completely investigated by Gaing [13]. The 
CARLA operates through interaction with a random or unknown environment by 
selecting actions in a stochastic trial and error process. The CARLA method has been 
successfully applied to different kind of optimization problems [14-15]. 
The generator excitation system maintains generator voltage and controls the reactive 
power flow using an automatic voltage regulator (AVR) [16]. The role of an AVR is 
to hold the terminal voltage magnitude of a synchronous generator at a specified 
level. Hence, the stability of the AVR system would seriously affect the security of 
the power system. 

2   PID Controller 

The PID controller is composed of three main components: proportional, integral and 
derivative. Fig. 1 shows this structure and components. 
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Fig. 1. PID structure 

Where  yref (t) is the reference output, e(t) is the error, u(t) is the control signal, and 
y(t) is the output. Each of the PID controller components has it own specific effect on 
the controller performance: the Proportional component has the effect of increasing 
the loop gain to make the system less sensitive to disturbances, the integral compo-
nent is used principally to eliminate steady-state errors, and the derivative action helps 
to improve closed loop stability [14]. The gain parameters kp, ki , kd are thus chosen to 
meet prescribed performance criteria, classically specified in terms of rise and settling 
times, overshoot and steady state error, following a step change in the reference out-
put signal. The transfer function of PID controller can be expressed by Eq. (1). 
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Thus, the decision variables involved in the optimization problem are the gain pa-
rameters: kp, ki , kd 
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3   Automatic Voltage Regulator 

The role of an AVR is to hold the terminal voltage magnitude of a synchronous gen-
erator at a specified level. A simple AVR system is composed of four main compo-
nents, namely the amplifier, the exciter, the generator, and the sensor. For comparison 
with PSO and GA based PID controllers, in this paper, a linearized model of the AVR 
is considered which takes into account the major time constant of the AVR compo-
nents and ignores nonlinearities [11], as shown in Fig. 2. 
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Fig. 2. Block diagram of linearized AVR with PID controller 

Where Vref is the reference voltage and Vr is the excitation voltage. Table 1 summa-
rizes the typical range of linearized model parameters. 

Table 1. Typical range of AVR linearized model parameters 

AVR component Parameter Typical range 
KA [10,400] Amplifier 
τA [0.02,0.1] 
KE [10,400] Exciter 
τE [0.5,1] 
KG [0.7,1] Generator 
τG [1,2] 
KR [1,2] Sensor 
τR [0.001,0.06] 

4   Continuous Action Reinforcement Learning Automata 

In The CARLA optimization method, a continuous probability density function 
(CPDF) is associated with each decision variable, and through modification of these 
CPDFs over sufficient number of iterations the optimal value of the decision variables 
will be determined. The modification process in each iteration is due to reinforcement 
signal corresponding to a predefined cost function. Fig. 3 shows the diagram of 
CARLA. The optimization process of the decision variables runs in parallel due to 
minimization of a predefined cost function and the only interconnection between them 
is through the environment, i.e. PID controller and AVR system, and via shared per-
formance evaluation function. The probability density functions are the basis of ran-
dom action selection. The CPDFs are initially defined uniformly as Eq. 2. 
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Fig. 3. Diagram of CARLA optimization method 
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Where, n is the number of decision variables, x1, x2,..., xn are the decision variables 
and f1, f2,..., fn are the corresponding CPDFs. Actions, i.e. selected values of decision 
variables in each iteration, is selected by Eq. 3. 
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Where k is the iteration number and z varies randomly in the range [0,1]. When all 
actions were selected, the PID controller will be constructed and applied to the plant 
for a suitable time. In this paper this step is done by computer simulation, but in prac-
tical applications it can be a real-time evaluation. After this evaluation, a scalar cost 
value is calculated according to a predefined cost function. Normally IAE, ISE, and 
ITSE functions are selected as a cost function, but every one of these criteria has some 
disadvantages [13]. Moreover, for accurate comparison with PSO-PID and GA-PID 
the same cost function is selected as expressed in Eq. 4. 

).()).(1()(
rsssp

k tteEMeJ −++−= −− λλ  
(4) 

Which J(k) is the cost function of the kth iteration, λ is the weighting factor and set 
between 0.8 to 1.5, Mp is the overshoot of the output signal, Ess is the steady state 
error, and ts, tr are the settling and rising time respectively. It is reiterated  that, the 
CARLA algorithm does not require the knowledge of the system  dynamics, but the 
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designer should be aware of system behaviors in order to define an appropriate cost 
function.  

The performance evaluation and consequent modification of the CPDFs are carried 
out by the reinforcement signal which is defined by Eq. 5. 
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Where β(k) is the reinforcement signal in the kth iteration and Jmean, Jmin are the mean 
and minimum values of previous iterations cost value, respectively. This definition of 
the reinforcement signal performs a reward/inaction rule in CPDFs modification. In 
the other word, if current selected actions are less that mean value of previous cost, 
i.e. β=0, then no modification of CPDFs must be performed (inaction) and, if selected 
action lead to cost value less than minimum of previous cost, i.e. β=1, then maximum 
reinforcement will be done (reward). The CPDFs modification is done by Eq. 6. 
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Where, )~,( iii xxH  is a symmetrical Gaussian function that is centralized at chosen 

actions 
ix~  and defined as Eq. 7. 
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Where gh, gw are the normalized height and width of Gaussian function, respectively, 
and they determine the speed and resolution of learning. The Gaussian function is 
used for changing the probability of selected actions as while as their neighbor ac-
tions. The parameter αi is the distribution normalization factor in the (k+1)th iteration 
and is defined as Eq. 8. 
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At the end, the convergence criterion of the algorithm determines if the algorithm 
should stop or not. This criterion can be a specified number of iteration or stand still-
ness of selected actions, etc. After the algorithm is halted, it is expected that the 
CPDFs are maximized at corresponding decision variable optimal value. 

5   Computer Simulations and Results 

To verify the efficiency of designed CARLA-PID controller a practical high-order 
AVR system is used in computer simulation. The simulation results are carried out in 
Matlab® and Simulink® environments. Furthermore, the performance of proposed 
CARLA-PID is compared with PSO-PID and GA-PID controller with same perform-
ance index criterion. Table 2 summarizes the parameters of AVR system.  
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Table 2. The test AVR model parameters 

AVR component Parameter Value 
KA 10 Amplifier 
τA 0.1 
KE 1 Exciter 
τE 0.4 
KG 1 Generator 
τG 1 
KR 1 Sensor 
τR 0.01 

To emphasize the necessity of using PID controller in this AVR system, the step re-
sponse of the terminal voltage without PID controller was simulated as shown in Fig. 4. 

As can be seen, the overshoot and steady state error are about 50.51% and 8.81%, 
respectively. The Ziegler-Nichols method for designing the PID controller will result 
in the gain parameter: kp=1.0228, ki=1.8423, and kd=0.1357. The terminal voltage 
response with of the Ziegler-Nichols PID controller is shown in Fig. 5. 
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Fig. 4. Terminal voltage step response with-
outPID controller 

Fig. 5. Terminal voltage step response with 
Ziegler-Nichols PID controller 

Although, the Ziegler-Nichols-PID controller succeeded into eliminating the steady 
state error, the overshoot value is still high, i.e. Mp=64.42%.  

5.1   Optimal PID Controllers 

The performance evaluation of the optimal PID controllers, namely, the CARLA-PID, 
the PSO-PID and the GA-PID, is performed for two different values of weighting 
factor in the cost function, i.e.  λ=1.5 and λ=1. The parameters of the CARLA-PID 
algorithm are as follows: 

 the decision variables are: x1=kp, x2=ki and x3=kd (n=3); 
 upper and lower bounds of decision variables are as 0≤ kp ≤1.5, 0≤ ki≤1, 

0≤ kd≤1; 
 height and width of Gaussian function are gh=0.7 and gw=0.03. 
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Fig. 6 shows the CPDFs variations toward algorithm iterations for λ=1.5,  

  

Fig. 6. CPDFs variation of CARLA-PID gain parameters 

The trend of convergence is shown in Fig. 7 which shows that the CARLA algo-
rithm converges in about 89 iterations for λ=1.5 and 120 iterations for λ=1, while, 
PSO and GA converge in less than 30 iterations. 
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Fig. 7. Trend of convergence of CARLA-PID for different values of λ 

The parameters of PSO-PID controller are as follows: 

 the member of each individual is kp, ki and kd; 
 population size =50 
 the limit of change in velocity for each member is half of the corresponding 

gain parameter maximum value as same as in CARLA-PID  

And finally, the parameters of GA-PID controller with Elitism scheme [5,6] are as 
follows: 

 the member of each individual is kp, ki and kd; 
 population size =50 
 crossover rate Pc = 0.6; 
 mutation rate Pm = 0.01; 

5.2   Comparison of Optimal PID Controllers 

Table 3 summarizes the best solution of the optimum CARLA-PID, PSO-PID  
and GA-PID controllers gains followed by the cost function value. Fig. 8 shows the  
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Table 3. Comparison of optimal PID controllers 

Weight λ=1.5 λ=1 

Parameters PSO-PID GA-PID CARLA PID PSO-PID GA-PID CARLA PID 
kp 0.6476 0.8935 1.2191 0.6570 0.8663 1.0184 

ki 0.5216 0.6458 0.2943 0.5390 0.7531 0.2809 

kd 0.2375 0.4014 0.2742 0.2458 0.3365 0.2308 

Mp (%) 14.91 14.73 1.2 15.38 16.58 1.93 

Ess 0 0 0 0 0 0 

ts (s) 3.8929 4.3684 0.5961 3.8540 3.7042 0.6462 

tr (s) 0.1972 0.1787 0.1530 0.1934 0.1738 0.1689 

Cost Value 0.9408 1.0499 0.1084 1.4442 1.4056 0.1879 

efficiency of each optimal PID controller used in AVR system corresponding to dif-
ferent values of weighting factor in cost function. 

As can be seen by results, the CARLA-PID has more efficiency and performance 
in compare with two other PIDs. Moreover, Fig. 9 shows the control signal of optimal 
PID controllers. 
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Fig. 8. Terminal voltage step response with 
optimal PID controllers 

Fig. 9. Control signal of optimal PID con-
trollers 

6   Conclusion 

An efficient design method using Continuous Action Reinforcement Learning Auto-
mata for the optimal tuning of PID conventional controller used in AVR system of 
synchronous generator is proposed. The method does not require the knowledge of 
the dynamics and equations of plant. In addition, the performance of the proposed 
method is compared with Particle Swarm Optimization and Genetic Algorithm 
methods. As indicated by simulation results, the speed of convergence of the  
proposed method is less than other methods but its performance is quite superior to 
the GA and the PSO . Therefore, the proposed method can overcome some of the 
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shortcomings of other optimization techniques and can be widely used in more com-
plex optimization problems. 
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Abstract. This paper presents an alternative for center-based clustering algo-
rithms, in particular the k-means algorithm, via statistical learning analysis. The 
essence of statistical learning principle, i.e., both the empirical risk and structural 
assessment, is taken into particular consideration for the clustering algorithm so 
as to derive and develop the relevant minimization mathematical criterion with 
automatic parameter learning and model selection in parallel. The proposed algo-
rithm roughly decides on the number of clusters, by earning activation for the 
winners and assigning penalty for the rivals, so that the most competitive center 
wins for possible prediction and the extra ones are driven far away when starting 
the algorithm from a too large number of clusters without any prior knowledge. 
Simulation experiments prove the feasibility of the algorithm and show good 
performances of the double learning tasks during clustering.  

1   Introduction 

Clustering, an unsupervised learning process to pursue natural groups among unla-
beled data, is one of the most important tasks in Intelligent Computing and Machine 
Learning. Typically, there is still no perfect solution for the generation and evaluation 
of clusters. Clustering algorithms proposed in the literature try to seek the minimiza-
tion of certain mathematical criterion as good as possible [1-4].  

In practice, center-based clustering has shown its generality, maneuverability and 
effectiveness for many applications [1-3]. Usually assuming that each cluster adheres 
to a unimodal distribution, center-based clustering algorithms try to make each center 
describe the truth in a single cluster drawn from one mode. However, there still re-
main some problems not yet completely solved in center-based clustering. First, the 
best value for the number of clusters is not always clear; it is usually required to spec-
ify the number of clusters beforehand in most cases, which is often an ad hoc decision 
based on prior knowledge, assumptions, and practical experience, and becomes more 
difficult in a high dimensional space. Second, in mixture distribution cases, it is still a 
NP hard problem to select and partition data into approximately original clusters 
which capture and reflect the natural attributes among data.  
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In virtue of statistical tools, problems existing in clustering could be to some extent 
discovered, analyzed and solved. Classical statistics typically focuses on sufficient 
statistic cases, while statistical learning theory is a machine learning principle to ex-
plore the inherent distribution, dependence structure, and generalization ability as 
good as possible from a finite sample size [5, 6]. Vapnik first put forward statistical 
learning theory for model complexity based on a minimal capacity measure - VC 
dimension confidence [5]. Lei Xu also proposed a general statistical learning frame-
work, Bayesian Ying-Yang harmony learning theory, for simultaneous parameter 
learning and model selection [6]. 

In this paper, with the help of the general statistical learning principle from a direct 
perspective, we heuristically explore an alternative conceptually equivalent to the 
previous work [4, 7], for center-based clustering algorithms, in particular for k-means 
algorithm, by taking both the empirical risk and structural assessment into considera-
tion. We derive the relevant minimization mathematical criterion with joint parameter 
learning and model selection, try to seek one solution to learn about both the range 
and the number of the clusters in mixture distribution cases simultaneously, and ac-
complish the double learning tasks during clustering procedure. Simulation experi-
ments prove the feasibility of the algorithm and show good performances for both the 
clustering itself and the estimation on the number of clusters. 

2   Center-Based Clustering Algorithms 

Center-based clustering algorithms consider that each cluster follows a unimodal 
distribution and attempt to seek centers from natural clusters [3]. Given an input data 

set { } 1

N

t t
X x

=
=  drawn from *K  true clusters, the task of center-based clustering is 

to partition X  into K categories, each being represented by an inner center yl  in 

the representation domain { } 1

K
Y y

=
= l l

 in a machine learning system. The k-means 

algorithm is one of the most popular center-based clustering algorithms. The basic 
idea of k-means algorithm is to partition data into clusters with the objective that tries 
to achieve the minimization of the total intra-cluster variance, or, the Mean Square 
Error (MSE) function [1]. Similar to the k-means algorithm, the Expectation-
Maximization (EM) algorithm for mixtures of Gaussians is another widely studied 
method in center-based clustering algorithms, which maximizes the likelihood estima-
tion in probabilistic models that depends on unobserved latent variables [2].  

In this paper, for the center-based clustering algorithms, we lay emphasis on the  
k-means algorithm and explore some improvements. In general, the membership for 
k-means algorithm is: 
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where ( , )t jd x y  is the similarity measure between tx  and jy , and each input is 

assigned to the nearest cluster label tl . The objective function for optimization in the 

k-means algorithm is the Mean Square Error function as follows: 

2 2

1 1 1

1 1
( ) ( , ) ( , )

t

K N N

MSE t t t
t t

E M y x d x y d x y
N N= = =

= =∑∑ ∑l l l
l

 . (2) 

Here Y  is obtained by minimizing this objective function minY MSEE . Only one 

winner tl  is activated and its corresponding inner center 
t

yl  is modified, while the 

rest remain all the same. This basic clustering algorithm takes the conventional com-
petitive learning of winner-take-all (WTA) learning [1].  

3   Clustering Via Statistical Learning Analysis    

In most cases, the performance of the above classical center-based clustering algo-
rithm greatly depends on the number of clusters fixed in advance and contributes to 
good clustering results only if the number of clusters has already been known as prior 
knowledge. However, when the number of clusters is unknown beforehand, it will be 
quite difficult to achieve a reasonable solution.  

In order to tackle this problem, an alternative clustering mechanism is directly in-
spired from statistical learning analysis. The essence of statistical learning analysis is 
to achieve Structural Risk Minimization instead of Empirical Risk Minimization, as a 
sound statistical basis for the assessment of model adequacy [5]. Given that the learn-
ing model is completely unknown, the goal for clustering here not only concerns the 
issue of parameter learning, but also attaches great importance to the construction of 
the predictive models from the data to be learned.  

3.1   Membership Hypothesis 

One typical membership hypothesis is first specifically considered [7], so that not 
only the winner would be modified to adapt to the input, but also its rival will receive 
some penalty:  
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where 
1

K

j jn nγ
=

= ∑ ll
, is the relative winning frequency of the inner representa-

tion jy , as a conscience strategy to reduce the winning probability of certain frequent 

winners to some extent, and jn is the cumulative number of the occurrences of 

( ) 1j tM y x =  during the past learning. When starting from a number of clusters that 

is larger than the natural number of groups in the dataset, the aim is to automatically 
adjust the effective number of clusters.  

3.2   Objective Function 

On the basis of the above membership hypothesis, the clustering procedure here will 
not only be determined by the winner, but also by its rival. In other words, for each 
input, both the corresponding inner centers of the winner and the rival are modified by 
feed-back, with one for pure learning and the other for penalty.  

Heuristically, when taking the membership hypothesis into the objective function 
of the k-means algorithm, we can update the objective function for optimization as: 

2 2 2

1 1 1 1

1 1 1
( ) ( , ) ( , ) ( , )

t r

K N N N

t t t t
t t t

E M y x d x y d x y d x y
N N N= = = =

= = −∑∑ ∑ ∑l l l l
l

 . (4) 

The above function is made up of two parts in the sense of statistical learning, one for 
empirical risk calculation, the other one for structural assessment. Let the objective 

function E  be decomposed into the plain part MSEE  and the additional part SRE , 

MSE SRE E E= + . Minimizing the objective function E  will lead to tx  partitioned 

into the direction of both the minimal similarity with 
t

yl  and maximal dissimilarity 

with 
r

yl  simultaneously.  

In detail, for the benefit of more compatibility in high-dimensional space, here we 
replace the commonly used Euclidean norm by one higher order metric as the similar-
ity measure so that one of the problems encountered in high-dimensional space, i.e., 
the “concentration of measure” phenomenon, will be diminished to some degree [8]. 
And in order to seek a simpler solution as well as to avoid a negative or infinite objec-
tive function coming from the structural assessment, we take the Cityblock distance 
for an easy realization in the second part with only additions, subtractions, and arith-
metic comparisons, and turn it into a power fraction expression instead. Inspired by 
the Minkowski distance metric, the objective function E  then becomes 

, ,
1 1

, ,
1 1

1
( )

( )

t

r

N d p

MSE t m m
t m

N d
p

SR t m m
t m

E x y
Np

E x y
Np

α
= =

−

= =

= −

= −

∑ ∑

∑ ∑

l

l

 . (5) 



 An Alternative to Center-Based Clustering Algorithm 697 

Here d  refers as the dimension in the space, 2p ≥  defines the order of the average 

error in the objective function, and α is introduced as a constant factor, 0 1α< ≤ , 

to control the influence of the structural assessment. Although SRE  is an indispensa-

ble part in the model construction of the proposed clustering method, MSEE  still plays 

the most essential role in the whole learning process, which should be attached greater 
importance to.  

3.3   Adaptive Algorithm 

With the above selection and modification of mathematical criterion, the derivatives 

of the objective function E  with respect to the center yl  can be computed and an 

iterative procedure for clustering can then be derived:   
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where sgn( ) ( )t t tx y x y x y− = − −l l l ,  refers to the sign function that extracts 

the sign from the difference between the input tx  and the center yl .  

For each input tx , the adaptive update algorithm for the center yl is: 
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where tη  and rη  both are constant rates for learning, with 0 1r tη η< ≤ < . These 

iterative steps are repeated until one of the two following conditions is fulfilled: either 

each extra center yl  is pushed far away from the data, or if the clustering results 

remain roughly fixed for all inputs. When the above rates are appropriately selected, 
the clustering algorithm has the capacity to not only assign a suitable cluster position  
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to each input, but also to automatically allocate a proper number of clusters for the 
input dataset. 

4   Simulation Experiment 

Simulation experiments on a sample database (Gaussian mixture) were carried out to 
verify the performance of the proposed clustering algorithm. The experimental dataset 
consists of a set of samples following a mixture of no more than five Gaussian distri-
butions with different location, mixture proportion and degree of overlap among clus-
ters inside the [-1, 1] domain in a 2-dimensional space. Some examples of datasets are 
shown in Fig.1.  

Given a hypothetical number of clusters larger than the original number of mixtures, 
both k-means and the proposed algorithm were respectively employed for clustering.  

     
(a)                                                                   (b) 

Fig. 1. Dataset examples 

5   Result Analysis 

Starting from a too large number of clusters (set to eight here), the clustering per-
formances as well as the paths of centers in both k-means and the proposed algorithm 
for the above example databases are shown as Fig.2. A comparison could be made 
accordingly between their clustering results. Fig. 2 (a1) and (b1) are the results of the 
k-means algorithm, and (a2) and (b2) are the results of the clustering algorithm pro-

posed in this paper with the learning rate 0.005tη =  and 0.0005rη = ; (a1) and 

(a2) refer to dataset (a), and (b1) and (b2) to dataset (b). The clustering algorithm 
proposed in this paper earned activation for the winners and assigned penalty for their 
rivals, so that the winners concentrate more around the natural centers of the clusters 
and their rivals are driven far away from the datasets. Samples from unknown clusters 
are then assigned to the most competitive clusters, whose centers are representative of 
the datasets. With adequate parameters, the effective number of clusters can be easily 
observed, while the extra ones can be identified and removed after or even during  
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(a1)                                                               (a2) 

     
(b1)                                                                (b2) 

Fig. 2. Clustering performances and paths of cluster centers during learning. The final position 
is identified by a dot. Fig.2 (a1) and (b1) show the results of the k-means algorithm; (a2) and 
(b2) show the results of the clustering algorithm proposed in this paper. (a1) and (a2) corre-
spond to dataset (a), and (b1) and (b2) to dataset (b) in Fig.1.  

learning. On the contrary, the k-means algorithm maintains the originally given num-
ber of clusters, some of them turning out to be meaningless at the end for the correct 
number was not guessed before learning.  

6   Conclusions 

In this paper, an alternative for center-based clustering algorithms, in particular the k-
means algorithm, is presented via statistical learning analysis. The essence of statisti-
cal learning principle, i.e., both the empirical risk and structural assessment, is taken 
into particular account for the clustering algorithm so as to derive and develop the 
relevant minimization mathematical criterion with automatic parameter learning and 
model selection in parallel. The proposed clustering algorithm roughly decides on the 
number of real clusters, prompts the winner by activation and obstructs its rival by 
penalty, so that the most competitive center wins for possible prediction and the extra 
ones are driven far away from the distribution. The only prerequisite is to start with a  
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number of clusters that exceeds the natural number of clusters in the dataset. Simula-
tion experiments achieve good performances of the double learning tasks in cluster-
ing, and show how the number of effective clusters is automatically extracted during 
learning.  
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Abstract: The goal of statistical pattern feature extraction (SPFE) is ‘low loss 
dimension reduction’. As the key link of pattern recognition, dimension reduc-
tion has become the research hot spot and difficulty in the fields of pattern rec-
ognition, machine learning, data mining and so on. Pattern feature extraction is 
one of the most challenging research fields and has attracted the attention from 
many scholars. This paper summarily introduces the basic principle of SPFE, 
and discusses the latest progress of SPFE from the aspects such as classical sta-
tistical theories and their modifications, kernel-based methods, wavelet analysis 
and its modifications, algorithms integration and so on. At last we discuss the 
development trend of SPFE. 

1   Introduction 

With the development of science and technology, the research objects are more and 
more complex. The complex systems have the characteristics of high dimension and 
salient nonlinearity. Large amounts of data provide utilizable information, but also 
make it difficult to use these data effectively. Useful knowledge may be inundated in 
a large number of redundant data, this will occupy a lot of storage space and computa-
tion time, make the training process time-consuming, finally affect the precision of 
recognition, and cause dimensionality curse. So how to make use of these huge vol-
umes of data, analyze, extract useful information and exclude the influence of related 
or repeated factors, are the problems that feature extraction needs to solve, that is to 
reduce the feature dimension under the prerequisite of not affecting the problem solv-
ing as much as possible; this provides a good precondition to pattern recognition [1].   
Feature extraction is the key link of pattern recognition system; it determines the final 
results of recognition system. 

How to extract efficient and reasonable reduction data from mass datasets while 
keeping the data completely, that is the connotation of pattern feature extraction. The 
basic task of feature extraction is to find out a group of the most effective features for 
classification, so as to design classifier effectively. However in piratical problems it is 
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often hard to find the most efficient features, this makes feature extraction become 
one of the most important, difficult and challenging tasks in the fields of pattern  
recognition system, data mining, machine learning and so on. A large number of  
domestic and foreign scholars are attracted to this field and they’ve brought some 
good results. 

Various compression algorithms solve the problems of information feature extrac-
tion to some extent, but they have some disadvantages. Many scholars have proposed 
some new ideas which make the research of pattern feature extraction improve 
greatly. We’ll discuss the research progress of Statistical Pattern Feature Extraction 
(SPFE). 

2   Researches on SPFE  

SPFE is to use the existing feature parameters to comprise a lower-dimensional fea-
ture space, map useful information contained by original features to a small number 
of features, ignoring redundant and irrelevant information [2,3]. This is the process of 
pattern feature extraction, which can be summarized as the process of ‘low loss di-
mension reduction’ of original information; mapping is the feature extraction algo-
rithm. Aiming at different problems, we select different feature extraction algorithms 
which can be roughly divided into linear feature extraction and nonlinear feature 
extraction. Linear combination is easy to compute, and the early high-dimensional 
data process methods use linear methods to reduce the dimension. However, in prac-
tice we often meet nonlinear, time-varying systems, so the researches on nonlinear 
feature extraction are more. 

2.1   The Methods Based on Statistical Analysis and Their Improved Methods 

Statistical analysis theory is the frequently-used method of data feature extraction. It 
can analyze the statistical laws when several objects and several indices are interre-
lated; it is a comprehensive analysis method. Statistical methods are based on forceful 
theory, have lots of algorithms, and can effectively analyze and process the data. 
Analyzing the data features or classifying the data subsets should subject to statistics 
irrelevant assumption. 

Principal Component Analysis (PCA) is a kind of statistical method that turns vari-
ous feature indicators to a small number of indicators that describe the data sets from 
the perspective of the effectiveness of the features. PCA should find several compre-
hensive factors to replace the original mass variables, here it is requested that the 
principal components should reflect the information of original data as much as pos-
sible, and should be independent from each other, so as to achieve the goal of simpli-
fication. PCA represents the principal components as the linear combinations of the 
single variables, putting emphasis on explaining the total variance of the variables, 
when the eigenvalue of the given covariance matrix or correlation matrix are only, the 
principal components are unique in general; however in PCA, the variance can not 
fully reflect the amount of information. Two-dimensional PCA was proposed based 
on PCA and was used to extract statistical features of palm prints images [4], it was 
proved that the generalization ability was better than traditional PCA, based on this, 
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the paper proposed and defined improved two-dimensional PCA, and proved it could 
keep the total divergence of the training sample images, and at the same time more 
effectively extract the sample features. It improved the recognition rate and drastically 
reduced the feature dimension of original algorithm and the computation complexity, 
and made the system more practical. 

Line Discriminant Analysis (LDA) is a typical representative of linear feature ex-
traction methods; it is widely applied, but is restricted by scared samples problems. A 
feature extraction algorithm which is based on boundary and is applicable to scared 
samples problems was proposed [5]. The algorithm used the characteristic that when 
the sample size of the high-dimensional data was small, the linear separable probabil-
ity of the data increased and low-dimensional projection of the data tended to be  
normal distribution, it defined new classificatory borders, not only considered the 
discrete degrees in-class and between-class brought forward by Linear Discriminant 
Analysis, and also took the variance difference of each category into account. It ob-
tained optimal projection vector by the maximization of the borders, at the same time 
avoided scared samples problems caused by in-class discrete degrees singular matrix. 

Partial Least Squares (PLS) method emerged and developed in recent years, it is a 
kind of multi-element data processing method which has wide applicability and is 
built on the basis of PCA, it is the widening of Ordinary Least Square method. Then 
information feature compression algorithm [6] based on PLS was advanced, the algo-
rithm can better resolve the difficult problem that observation sample data are few but 
the explanatory variables are more. If the explanation space "direction" is selected 
suitably, then the data fitting and forecasting will be robust and reliable. When there 
is higher level correlation in explaining sets, PLS can use the system data to analyze 
and sift, extract the integrated variables which can explain the forecasting variables 
best, and establish appropriate model. Therefore, when the method compresses the 
explanatory variable data, it takes the related level of forecasting variable into ac-
count; its compression results will be more significative. 

Projection Pursuit (PP) [7] is used to analyze and process high-dimensional ob-
servation data, specially the data from normal population; its basic idea is to project 
high-dimensional data to one to three dimensional sub space, search the projection 
that can reflect the structure or features of the high-dimensional data, so as to 
achieve the goal of studying and analyzing the high-dimensional data. This method 
is not restricted by the assumption of normal population, and in practice many data 
do not correspond with normal population; people don’t have enough prior knowl-
edge with the data distribution; it overcomes the problems that are brought about by 
‘the curse of dimensionality’, and at the same time the data visibility is increased; it 
can exclude the interference of that the data structure has no or little relationship 
with features. M T Gao used genetic algorithm to search the best projection direc-
tion, used the projection matrix of optimization projection direction to represent the 
linear and nonlinear data structure and feature projection of original data [8]. Gao 
applied this method in text clustering, compared with K-mean clustering and proved 
the algorithm was effective. 

Independent Component Analysis (ICA) [9] is a kind of new statistical method de-
velops in recent years; the goal of the method is that the observation data will be proc-
essed with some kinds of linear decomposition, so as to make the data be decomposed 
to statistical independent components. The basic of ICA is to use a hidden statistical 
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variable model Asx = ; it represents how the observation data are produced by the 
mixing of independent components. Independent components are hidden variables, 
this means they can’t be observed directly, and the mixing matrix is supposed to be 
unknown. What can be observed is only the random vector x, A and s must be esti-
mated, and they must be estimated under the assumed conditions as few as possible. 

ICA supposes that components are statistical independent, and the independent 
components are must supposed to be not Gauss distribution, unbeknown mixed matrix 
are supposed to be square matrix, if the inverse matrix of A can be ciphered out,  
to assume as W, then the independent components can be got by  Wxs = . It can  
be known that there are two uncertainties of ICA model: we’re not sure of the vari-
ance of independent components and we can not ensure the order of the independent 
components. 

The independent components analysis algorithm improved by basis function was 
used in extracting the image features [10]; by analyzing the Laplace priori conditions 
of the images, the ICA problems are simplified to solving the least normal number; 
the algorithm doesn’t need to optimize the high-order nonlinear compare function and 
is sparser and has a faster convergence speed. J Karhunen et al used ICA to extract the 
image pattern feature [11], P C Yuen et al used ICA to do face recognition [12], and 
these researches show the wide application prospect of ICA. Because ICA appears in 
recent years, its theories and algorithms are not very mature, many substances should 
be added and perfected. The rising ICA theories and methods will start another up-
surge in the study of pattern feature extraction. 

Moreover there’re incremental PCA (IPCA) and incremental discriminant analysis, 
a new incremental face feature extraction method- incremental weighing average 
samples analysis was used in real time face recognition [13]; the feature extraction 
method based on singular value decomposition of matrix improved the disadvantages 
of classical mathematical methods [14]. 

2.2   Methods Base on Kernel Functions 

Kernel thinking [15] is to introduce kernel function to other algorithms, transform the 
non-linear problem of the original space to a linear problem of feature space, yet the 
actual calculation run in the original space.  Then the method of using kernel function 
develops a new thinking for solving nonlinear problems, it can be applied to many 
linear algorithms of data analyzing, especially the algorithms that appear as a form of 
inner product. The method is based on selecting a conditional function ),( ji xxK

 
that is symmetric, continuous and subject to the Mercer theorem, ix  and jx are  

the two sample points of the input space, the method is to achieve the  

mapping HR Ld →Φ : from the input space Ld  to Hd -dimension feature space, and 

there is 

∑
=

ΦΦ=
Hd

n
jninji xxxxK

1

)()(),(  (1) 
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The aim of achieving mapping is to map the problems difficult to be solved to fea-
ture space to process. At present, the kernel function used more are Linear Polynomial 
Function, p Order Polynomial Function, Gaussian Radial Basis Function (RBF) ker-
nel function, Multi-Layer Perception (MLP) kernel function, and so on. 

Such as the Kernel-based Principal Component Analysis (Kernel PCA, KPCA) 
[16], the main idea is to map from input data x  via a nonlinear mapping )(xΦ  to 

feature space F , and then execute the linear PCA in the feature space F . For the 
computation of eigenvalue in the feature space and the vector projection in the feature 
space, KPCA doesn’t require the mapping )(xΦ  having explicit format, but only 

computing the dot product of mapping, actually the dot product can use the kernel 
function 

))()((),( jijiij xxxxkK Φ⋅Φ==  (2) 

to compute. The nonlinear of KPCA is achieved by kernel transformation, transform-
ing input space to Hilbert feature space, so it can be said that the PCA is computed in 
the input space, while Kernel PCA in the feature space. 

Kernel-Based Fisher Discriminant Analysis[17] (Kernel FDA, KFDA) and Kernel-
Based Canonical Correlation Discriminant Analysis [18] (Kernel CCDA, KCCDA), 
and so on are well referenced kernel functions, they overcome the weaknesses of 
solving linear problems only, though in form it is a little complicated, but it can turn 
nonlinear problems into linear, and is easy to resolve the problems. As a bridge from 
linear to nonlinear, kernel function can generalize the methods that only can solve 
linear problems to that can solve nonlinear problems. 

2.3   Methods Based on the Integration of Several Algorithms 

When each method plays its advantages, it also has certain disadvantages, and differ-
ent methods generally have different adapting environments, it is hard to get good 
robustness and high precision using only one feature extraction method. Combining 
various methods organically, developing one’s advantage and avoiding one’s weak-
ness, feature can be compressed better, better feature information can be provided, 
and thereby the accuracy of recognition will be improved. R. W. Swiniarski combined 
PCA and rough set [19], based on reducing the dimension by PCA, he used the attrib-
ute reduction algorithms in rough set to compress the dimension further, applied it in 
the neural network recognition of face images, and achieved ideal results.  

PCA feature compressed algorithm based on information theory [20], according to 
the concept of information function in Shannon's information theory, combining the 
intrinsic behavior of the eigenvalue, the concept of generalized information function 
was advanced. And it was applied in feature compression of PCA, the concept of 
information rate and cumulative information rate was advanced, then the PCA feature 
compression algorithm that based on information theory was established. The algo-
rithm can describe the level of information compressed better to a large extent; it 
includes more information content of original features than principal components 
received by PCA. This algorithm is the combination of the advantages of principal 
component analysis and information theory. 
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Fei Zuo et al. proposed cascading the three methods CGD, CTF and CFR and using 
this method in facial expression recognition [21], the results showed that the perform-
ance of the catenation method was far better than the independent method. The two 
way feature compress method based on PCA and immunity clustering effectively 
excluded the relativity between various feature parameters [22], the algorithm will 
perform more effectively and has wider applicability while adding the step of nor-
malization of antigen data, and the step of directly removing the similar samples. 
Combining iris technique and multi-dimension scale analysis to extract the features 
will better improve the accuracy of iris recognition [23].  

2.4   Other Methods 

Pattern feature extraction is always an active study area; many scholars have paid 
great efforts and made great contributions. Besides the improved methods based on 
the above classical methods, many scholars have proposed new theories and methods, 
such as Nonnegative Matrix Factorization (NMF) [24], Locally Linear Embedding 
(LLE) [25], Manifold Learning (ML) [26] and so on. 

NMF method is the research results of nonnegative matrix that was published in 
the famous magazine《 》Nature in 1999. D D Lee and H S Seung proposed a new 
matrix decomposition idea in this paper, which is Non-negative Matrix Factorization 
(NMF). NMF is a matrix decomposition method under the constraint conditions that 
all the elements in the matrix are nonnegative numbers. LLE is a nonlinear dimen-
sionality reduction method; it constructs the reconstruct relationship between each 
warp beam sample point and its neighboring sample points, keeps the reconstruct 
relationship unchanging in the process of dimensionality reduction, and retains parts 
of important features of the high-dimensional measuring space. ML is a type of unsu-
pervised statistics learning problems. A manifold can be simply thought as a topologi-
cal space, it is locally Euclidean, and its main goal is to find low-dimensional smooth 
manifold embedded in a high-dimensional observation data space. The research con-
tent of ML mainly includes the dimensionality reduction of limited data sets that re-
serve or highlight special features of the original data; density estimation problems of 
high-dimensional limited sample points that submitted to a distribution; establishing 
hidden variable model of high-dimensional observation data that influenced by a 
small number of potential factors. ML can be divided into methods based on local and 
global, sometimes it can be divided into spectral methods and non-spectral methods. 
Although ML is a basic research direction, but for its broad applied prospect, Mani-
fold Learning is increasingly becoming a hot issue in recent years. 

3   Prospects 

The main significance of feature extraction lies in the “Low Loss Dimensionality 
Reduction”, which enable the problems tend to be simplified and can be easily com-
puted, or increase computation speed then the learning and training of the system 
becomes easy. Compared to pattern recognition, it is fundamental and antecedent 
research. In recent years pattern recognition has been applied to various areas. Pattern 
feature extraction is the basis of recognizing, and learning, and it plays a key role in 
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improving the recognition accuracy. Pattern feature extraction is the important part of 
data mining and machine learning. Aiming at different problems, we use reasonable, 
reliable, feasible feature extraction methods.  

Although the theoretical methods of feature extraction and selection have made a 
lot of achievements, but some methods are still in theory, failed to be put into prac-
tice, the purpose of theory studying is to apply it in practice, in future, one of the 
research hot spot is how to apply mature theory in practice to deal with practical prob-
lems. From the view of application, generally, the systems we meet in practice are 
nonlinear, time-varying systems, so the current hot research focuses on the research 
on the theories and algorithms of high-dimensional nonlinear feature extraction. 
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Abstract. This paper addresses blind source separation problem for
noisy data based on the concepts of nonlinear innovation and Gaussian
moments. An objective function which incorporates Gaussian moments
and the nonlinear innovation of original sources is developed. Minimiz-
ing this objective function, a noisy blind source separation algorithm is
proposed when the noise covariance is known and source signals are non-
stationary in the sense that the variance of each is assumed to change
smoothly as a function of time. In addition, this method is further
extended to the case of noise covariance unknown. Validity and per-
formance of the described approaches are demonstrated by computer
simulations.

1 Introduction

Over the past decades the problem of blind source separation(BSS)[1,2,3,4] has
received much research attentions because of its potential applicability to a wide
range of problems, such as communications signals and biomedical signals analy-
sis and processing, and so on. Many BSS methods using the statistical properties
of primary sources have been proposed, such as non-Gaussianity [2,5,6,7], linear
predictability or smoothness [1,8], code complexity [9,10,11] and nonstationar-
ity of variance [12]. It must be pointed that most of the previous researches
have been conducted with the assumption of no additive noise or that noise can
be be neglected. However, noise is an unavoidable factor in real world applica-
tions. Therefore, it needs to be taken into account when designing algorithms.
And many literatures have considered a special noise case for estimating the
independent component analysis(ICA) data model when the independent com-
ponents(ICs) are time-dependent source signals [11,13]. In addition, some related
works [4,14], which considered the separation of the noisy signals without time
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structures, were presented. These techniques are based on the measures of the
non-Gaussianity, such as entropy-based measures or cumulant-based measure
like kurtosis of the signals. Recently, Shi et al. [15] presented a simple algorithm
(simplified with ”MINDIFF” algorithm), which aims to exploit the nonstation-
arity of sources in the sense that the variance of each independent source signal
is assumed to change smoothly as a function of time. This method is based on a
new simple principle: minimizing the loss function of the nonlinear innovation of
original sources, which is a special case of ”generalized complexity pursuit”. The
efficient implementation of this method has been demonstrated by simulations,
especially its robustness to the outliers [15]. However, MINDIFF method has
been designed for the case of noise-free mixtures and does not consider the case
when noise exists. Hences, it is necessary to improve it to the noise case.

In this paper, we introduce a novel noisy BSS approach based on nonlinear
innovation and Gaussian moments. An objective function is proposed, which in-
corporates Gaussian moments and the nonlinear innovation of original sources.
Minimizing this objective function, a simple blind source separation algorithm
is presented. In this method, the effect of noise can be removed directly from
the cost function. It can be considered an extension of MINDIFF algorithm
when Gaussian noise is present and independent components are nonstation-
ary in the sense that the variance of each independent source signal is assumed
to change smoothly as a function of time. Experiments in the following show
that the proposed algorithm outperforms some existing algorithms, for example,
noise techniques– the algorithm introduced by Hyvärinen [14] (called ”FastNoisy-
ICA”), the algorithm proposed by Shi et al. [11] (simplified with ”NoisyCP”),
the algorithm in [13] (called ”NoisyUN” or ”New NoisyUN”) and noise-free
approach– MINDIFF algorithm [15].

2 Proposed Algorithm

2.1 Quasi-whitening

Denote the observed sensor signals x(t) = (x1(t), · · · , xn(t))T ∈ Rn by equation

x(t) = As(t) + n(t), (1)

where A is an n×n unknown mixing matrix, s(t) = (s1(t), · · · , sn(t))T ∈ Rn is a
vector of unknown temporally correlated sources (zero-mean and unit-variance)
and n(t) = (n1(t), · · · , nn(t))T is a vector of additive Gaussian noise which is
modeled as a stationary, zero-mean random process independent of the sources,
and whose covariance matrix is defined as Σ = E{n(t)n(t)T }.

It must be noted that, in the preliminary whitening, the effect of noise must be
considered. This is quite simple if the noise covariance matrix Σ is known or can
be estimated. Provided that the measured sensor signals x(t) has the covariance
matrix C = E{x(t)x(t)T }, the ordinary whitening should be changed into the
following ”quasi-whitening” operation

x̃(t) = (C−Σ)−
1
2 x(t). (2)
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The quasi-whiten data x̃ follows a noisy ICA model as well, that is x̃(t) =
Bs(t)+ ñ(t), where B = (C−Σ)−

1
2 A is an orthogonal mixing matrix, and noise

ñ is a linear transform of the original noise which has the following covariance
Σ̃ = E{ñ(t)ñ(t)T } = (C−Σ)−

1
2 Σ(C−Σ)−

1
2 [14].

2.2 Contrast Function

Denote the noise-free data by y(t) = Bs(t), we consider predictive coding of
a scalar signal z(t) = wT y(t). Suppose the value of z(t) is predicted from the
preceding values by some function to be specified

h(z(t)) =
L∑

τ=1

ατh(z(t− τ)) + δ(t), (3)

where τ is a specific time delay, ατ is a predicting parameter, L is the degree of
the predicting model and h is a differentiable function which defines the predictor
structure of the signal. To code the actual value z(t), the innovation

δ(t) = h(z(t))−
L∑

τ=1

ατh(z(t− τ)), (4)

is coded by a scalar quantization method. In fact, assume that we choose only
one predicting term and the predicting parameter ατ is 1. The minimization of
loss function about the linear or nonlinear innovation of the desired signal

min
‖w‖=1

Ψ(w) = E{G(h(z(t))− h(z(t− τ)))}, (5)

is able to obtain, where functions h and G are chosen just like literatures [15].
In MINDIFF method, however, the noise term is not considered. Therefore,

we might extend this method to noise case. Fortunately, it could be used for
noisy data if only we are able to estimate Ψ(w) of the noise-free data from noisy
observation x. The main point of this problem is to select some suitable measures
which are immune to Gaussian noise. Denote by

ϕc(x) =
1
c
ϕ(

x

c
) =

1√
2πc

exp(− x2

2c2
) (6)

the Gaussian density function of variance c2, and by ϕ
(k)
c (x) the k-th (k >

0) derivative of ϕc(x). Denote further by ϕ
(−k)
c (x) the k-th integral function

of ϕc(x), obtained by ϕ
(−k)
c (x) =

∫ x

0 ϕ
(−k+1)
c (ξ)dξ, where we define ϕ

(0)
c (x) =

ϕc(x). Then we have the following theorem [11,14]

Theorem 1. Let v be any non-Gaussian random variable, and denote by n an
independent Gaussian noise variable of variance σ2. Define the Gaussian func-
tion ϕ as in (6). Then for any constant c > σ2, we have

E{ϕc(v)} = E{ϕd(v + n)}, (7)
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with d =
√
c2 − σ2. Moreover, (7) still holds when ϕ is replaced ϕ(k) for any

integer index k.

This theorem means that we can estimate the noisy model by minimizing, for
the quasi-whitened data x̃, the following function
⎧
⎨
⎩

min Φ(wT x̃(t)) = E{G(ϕ(k)
d(w)(w

T x̃(t))− ϕ
(k)
d(w)(w

T x̃(t− τ)))},
s.t. wT w = 1. (8)

where d(w) =
√
c2 −wT Σ̃w.

2.3 Learning Algorithm

Before we derive the learning algorithm, first note that

ϕ(k)
c (x) = ϕ(k)(

x

c
)c(−k−1), (9)

and denote

d(w) =
√
c2 −wT Σ̃w, (10)

X = ϕ
(k)
d(w)(w

T x̃(t)) − ϕ
(k)
d(w)(w

T x̃(t− τ)), (11)

d̃ = c2 −wT Σ̃w. (12)

Then the gradient of term G(X) with respect to w can be computed as

∇wG(X) = g(X)(∇wϕ
(k)
d(w)(w

T x̃(t)) −∇wϕ
(k)
d(w)(w

T x̃(t− τ))), (13)

where

∇wϕ
(k)
d(w)(w

T x̃(t)) = ϕ
(k+1)
d(w) (wT x̃(t))x̃(t) +

1
2
d−2(w)ϕ(k+1)

d(w) (wT x̃(t))

×wT x̃(t)∇wd̃+
(k + 1)

2
d−2(w)ϕ(k)

d(w)(w
T x̃(t))∇wd̃.(14)

To proceed, we use the lemma [14] to imply

d−2(w)Xϕ
(k+1)
d(w) (X) + d−2(w)(k + 1)ϕ(k)

d(w)(X) = −ϕ(k+2)
d(w) (X). (15)

This means the gradient in (14) can be expressed as

∇wϕ
(k)
d(w)(w

T x̃(t)) = ϕ
(k+1)
d(w) (wT x̃(t))x̃(t)− 1

2
ϕ

(k+2)
d(w) (wT x̃(t))∇wd̃. (16)

That is

∇wϕ
(k)
d(w)(w

T x̃(t)) = ϕ
(k+1)
d(w) (wT x̃(t))x̃(t)− ϕ

(k+2)
d(w) (wT x̃(t))Σ̃w. (17)
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Similarly, we can obtain the gradient of ϕ(k)
d(w)(w

T x̃(t− τ)) with respect to w as
follows

∇wϕ
(k)
d(w)(w

T x̃(t−τ))=ϕ
(k+1)
d(w) (wT x̃(t− τ))x̃(t− τ)− ϕ

(k+2)
d(w) (w

T x̃(t−τ))Σ̃w.

(18)

Note that we could adapt parameter c before every step so that d(w) =√
c2 −wT Σ̃w = 1 [14] and choose F (u) = ϕ(k)(u) correspondingly. Thus we

obtain the finally form of the learning rule

w ← w − μwE{g(F (wT x̃(t))− F (wT x̃(t− τ)))(f(wT x̃(t))x̃(t)
−f(wT x̃(t− τ))x̃(t− τ) − f ′(wT x̃(t))Σ̃w + f ′(wT x̃(t− τ))Σ̃w)}, (19)

where functions f and g are the derivative of F and G, f ′ and g′ correspond
to the derivative of f and g respectively. G is the same as that of MINDIFF
algorithm. Example of choice is F (u) = log cosh(u), which is an approximation
of ϕ(−2) and has been widely used in ICA [1,2,11,14].

In fact, the assumption that the noise covariance matrix is known in advance
would be restrictive. Therefore, we develop our method to the case of noise
covariance matrix unknown. Similar to (19), we obtain the iteration form of Σ

Σ ← Σ− μΣ
1
2
E{g(F (wT x̃(t))− F (wT x̃(t− τ)))[(f ′(wT x̃(t− τ))

−f ′(wT x̃(t)))wT (C−Σ)−1(I + Σ̃)w]}. (20)

Firstly, initialize Σ = 0 for the procedure of quasi-whitening and then for the
estimation of w according to (19); Based on this new estimation value of w,
update Σ according to (20) and apply it for the next quasi-whitening and the
estimation of w, . . ., and all that. Note that the algorithms given in (19) and (20)
are suitable for the noisy data when the energy of noise is not known in advance,
which is more reasonable to many practical applications. In the remainder of this
paper, the proposed algorithm (19) is denoted as ”NoisyMINDIFF” algorithm,
and the algorithms (19) and (20) are simplified with ”New-NoisyMINDIFF”
algorithm together.

3 Simulations

Extensive computer simulations were carried out to verify the validity of the
proposed algorithm. In the comparisons, the quasi-whitening data were applied
as the inputs of all the algorithms and the unfiltered version of the extracted
signals as the outputs of all noisy algorithms. Moreover, the performance of all
algorithms is measured by performance index (PI), which is defined [5]

PI =
1
n2
{

n∑
i=1

(
n∑

j=1

| pij |
maxk | pik |

− 1) +
n∑

j=1

(
n∑

i=1

| pij |
maxk | pkj |

− 1)}, (21)
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Fig. 1. Comparisons of average PIs to five algorithms when the noise power is 0.25

where pij denotes the ijth element of n × n matrix P = WT BA, where W is
the demixing matrix. PI is zero when the desired signal is perfectly extracted.

In the following experiments, we considered the separation of five artificial sig-
nals which had smoothly changing variances as follows (with Gaussian marginal
distributions, zero linear autocorrelations and square temporal autocorrelations),
which have been applied in some literatures [12,15]. The five signals using a first-
order autoregressive model with constant variances of the innovations [9,10], with
5000 time points and Gaussian innovations, which had constant unit variance.
The signals had identical autoregressive coefficients (0.8) and the signs of them
were completely randomized by multiplying each signal by a binary i.i.d. signal
that took the values ±1 with equal probabilities. The observations x with a white
Gaussian noise were generated by a 5× 5 random mixing matrix. We first com-
pared the NoisyMINDIFF algorithm with three noise techniques– FastNoisyICA,
NosiyCP, NoisyUN algorithm and one noise free method– MINDIFF algorithm
when the noise level is 0.25. The performance was estimated as the average PI
values of 50 independent trials. At every trial, five algorithms were run with
100 iterations respectively, which seemed to be always enough for convergence.
Here A and W were initialized randomly. In the NoisyMINDIFF algorithm, We
adopted G(·) = F (·) = log cosh(·), the learning rate μw = 0.01. All algorithms
except FastnoisyICA chose the time delay as τ = 1. Note that the step sizes
of NoisyCP algorithm and MINDIFF algorithm were all taken equal to 1 and
0.1 was chosen in NoisyUN algorithm. The nonlinear functions of four existing
algorithms were chosen as log cosh(·). Fig.1 provides the average performance
indexes over 50 independent trials versus iteration numbers. Obviously, Noisy-
MINDIFF algorithm has the lowest PI values and the best convergence than
other algorithms. It must be noted that the performance of FastNoisyICA and
NosiyCP algorithm are poor, which can be attributed to the nonstationarity of
sources used here and further explained these two algorithms are not capable of
exploiting the nonstationarity of sources.
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Fig. 2. Comparisons of average PIs to four noisy algorithms when the noise power is
unknown

In addition, we investigated the robustness of the proposed algorithm. Twenty
outliers whose values were 10 were randomly added in each source signal. We gave
here the mean values of 50 independent trials. The mean PI values were 0.8577
(MINDIFF), 0.8479 (FastNoisyICA), 0.7808 (NoisyCP), 0.5741 (NoisyUN) and
0.4927 (NoisyMINDIFF) respectively. Therefore, the NoisyMINDIFF algorithm
outperformed other algorithms even if the outliers were introduced.

Fig.2 gives the averaged PIs over 50 independent trials when the noise co-
variance matrix is unknown in advance. In these simulations, firstly initializing
Σ as 0 (in fact, observation signals including white Gaussian noises with power
0.25), then the proposed New-NoisyMINDIFF and three existing noisy algo-
rithms were used for the source separation. Note that New NoisyUN was the
extension of NoisyUN algorithm to noise unknown. In New-NoisyMINDIFF al-
gorithm, G(u) = F (u) = log cosh(u), μw = 0.02, μΣ = 0.0005 and τ = 1. The
step size of NoisyCP algorithm was taken equal to 1 and μw = 0.05, μΣ = 0.002
were chosen in New NoisyUN algorithm. The nonlinear functions of NoisyCP,
FastNoisyICA and New NoisyUN algorithm were chosen as log cosh(·). Fig.2
shows that the proposed algorithm is superior to three existing noisy algorithms
at all times, which depicts its satisfying performance even though the noise power
is unknown in advance. Moreover, from the results of Fig.1 and Fig.2, we also
compared the mean PIs of NoisyMINDIFF algorithm and New-NoisyMINDIFF
algorithm, which were 0.51581 and 0.2161 respectively. It interestingly shows
that the New-NoisyMINDIFF algorithm performs better than the other, which
further indicates the validity of the New-NoisyMINDIFF algorithm.

4 Discussions and Conclusions

A novel approach for the problem of noisy data separation is introduced in
this paper, which can be considered as an extension of MINDIFF algorithm
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when Gaussian noise is present and independent components are nonstationary
in the sense that the variance of each independent source signal is assumed
to change smoothly as a function of time. Based on the nonlinear innovations
of original sources and the useful property of Gaussian moments, we develop
an objective function, which combining Gaussian moments into the nonlinear
innovation expression is proposed. Minimizing this objective function, we firstly
derive the NoisyMINDIFF algorithm. Furthermore, we also provide the learning
rule of the noise level when the noise covariance matrix is unknown, and then
give the New-NoisyMINDIFF algorithm. Simulations on artificial signals have
shown the superiority of the proposed algorithms.

Acknowledgments. This work is supported by Natural Science Foundation of
China under grant No. 10571018, No. 60605002, No. 70431001.
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Abstract. Infomax algorithm is one of the main strategies in blind source sepa-
ration. The principle and improvement of the algorithm are introduced firstly in 
this paper. Nineteen-channel Electroencephalograms (EEGs) which include 
electromyogram, eye-movement and some other artifacts were decomposed by 
using this algorithm. Afterwards, three kinds of nonlinear parameters were cal-
culated for all the independent components, and artifact components can be 
identified automatically by threshold settings. Finally, putting all the artifact 
components into zero, and projecting the other components to the scalp elec-
trodes, then the purer Electroencephalograms can be gained. The study shows 
that the various artifacts can be separated from the EEGs successfully with the 
use of adaptive Infomax algorithm and removal of artifacts can be realized by 
signal reconstruction. Adaptive Infomax algorithm is a potential tool in removal 
of artifacts in physiological signal. 

1   Introduction 

Blind source separation (BSS) is a signal processing technique that has demonstrated 
the ability of separating sources from mixed recorded signals [1]. Infomax algorithm is 
one of the main strategies in blind source separation. Its essential principle is based on 
the optimization criterion of maximizing the information. Specifically, it means ad-
justing the un-mixing matrix by the optimization algorithm in order to maximize the 
output entropy of a neural network. The precondition in processing is that the source 
signals are all non-Gaussian signals which are statistical independent with one an-
other. The ultimate intention is to separate the independent sources from the mixed 
signals [1, 2]. 

In the processing of biomedical signals, a great deal of physiological signals that 
have been measured by the researchers are always linear-weighted iterative of some 
independent components. For example, in the recording of electroencephalogram 
(EEG), the signals, which are recorded by the electrodes on the scalp, not only contain 
the electrical activity of the nerve cells in the brain, but also contain some artifacts. 
The artifacts include the high-frequency artifacts, eye blink artifacts, eyeball move-
ment, electrocardiogram (ECG), electromyography (EMG) and so on. These artifacts 
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are overlapped in the recorded EEG signals, so it is necessary to remove these arti-
facts in order to make a more accurate estimation from purer EEG signals. Generally 
speaking, it is significant to separate the components of physiological meanings from 
the recorded physiological signals by removing the artifacts. It is thought that the 
signals and artifacts are produced by mutual independent sources, thus it is a reason-
able choice to achieve the artifacts removal of biomedical signals by blind source 
separation [3, 4]. 

The rest of the Paper is organized as follows: In Section 2, the adaptive infomax 
algorithm for BSS is proposed. Then in section 3 this algorithm is used to analyze the 
recorded EEG data, and the artifacts are distinguished automatically according to the 
thresholds that have been initialized by the analysis of three nonlinear parameters. 
The discussion in Section 4 covers related work and some conclusions. 

2   Materials and Data Acquisition 

The experiment data derive from the RIKEN brain science institute in Japan [5]. The 
scalp electrodes are allocated based on the 10-20 channel system of the international 
standard. In this experiment nineteen-channel EEG data have been acquired, its sam-
pling frequency is 100Hz and the sampling time is 20s. The locations of the scalp elec-
trodes are respectively FP1、FP2、F7、F3、Fz、F4、F8、T7、C3、Cz、C4、 

T8、P7、P3、Pz、P4、P8、O1、O2. The original nineteen-channel EEG signals 
which have not been processed are shown in figure 1. In figure 1, it can be found out 
that the data gained from channels of FP1 and FP2 contain obvious artifacts of eyeball 
movements. Further more, the signals that recorded on channels of F3 and Cz are over-
lapped by some high-frequency artifacts, and the C3-channel is disturbed seriously by 
muscle activities. 

3   Method 

The basic idea of adaptive infomax algorithm is to introduce a nonlinear function 

( )i i ir g y=  at the end of each output component iy  but not to estimate its high-

order statistic. The criterion is to maximize the total entropy ( )H r
r

of the output 

[ ]1 2, , , Mr r r r=
r

L  after the presentation of a suitable ( )i ig y . ( )ip y  is the prob-

ability density function of the output component iy . ( )ip y  must be close to ( )ip s  

in order to make the output y
ur

 approach to the source s
r

. That is, ( )i ig y  must ap-

proximate to the cumulative distribution function of the source signals [6, 7]. How-

ever, ( )ip s , which expresses the probability density function of the source signal is , 

is always unknown.  In this paper, an optimization infomax algorithm that has the 
efficiency of adaptive control is introduced. The principle is illustrated in figure 2.  
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Fig. 1. Original EEG data containing various artifacts 

 

Fig. 2. Principle frame of adaptive infomax algorithm 
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In figure 2, ( )s t
r

 are the original independent sources, A is a mixing matrix, 

( ) ( )x t A s t= ⋅
r r

 are mixed input signals, B is an un-mixing matrix, and 

( ) ( )y t B x t= ⋅
ur r

 are independent output signals. The adjustment of parameters in this 

optimization algorithm is directed by the following formula:  

  
( , )H r B

B
B

μ ∂Δ =
∂

r

 (1) 

The calculation of the mean can be canceled when the signals are processed by ran-
dom gradient algorithm. Accordingly, an equation can be gained as follows:  

  
1

( , ) ( ) log log ( )
M

i i
i

H r B H x B g y
=

′= + +∑
r r

 (2) 

In addition, 

  
( , )

( )
TTH r B

B y x
B

ψ−∂ = −
∂

r
ur r

 (3) 

where 

  1 1

1 1

( ) ( )
( ) , ,

( ) ( )
M M

M M

g y g y
y

g y g y
ψ

⎡ ⎤′′ ′′
= − −⎢ ⎥′ ′⎣ ⎦

ur
L  (4) 

So the regulating formula is: 

  ( )( 1) ( ) ( ) ( ) ( )
TT

kB k B k B k y k x kμ ψ−⎡ ⎤+ = + −⎢ ⎥⎣ ⎦

ur r
 (5) 

It can be found out that TB−  is presented in the regulating formula when the coef-
ficients are adjusted by random gradient algorithm. Therefore, it is necessary to calcu-
late the inversion of the matrix B. But its calculation is always very complicated, so 
an improved natural gradient algorithm is introduced. The improved algorithm does 
not have to calculate the inversion of the matrix B and can accelerate the conver-
gence. Thus the regulating formula becomes: 

  ( )( 1) ( ) ( ) ( ) ( )
T

kB k B k I y k y k B kμ ψ⎡ ⎤+ = + −⎢ ⎥⎣ ⎦

ur ur
 (6) 

Note that the above-mentioned algorithm can only be applied to super-Gaussian 
signals. In order to make the algorithm have the same effect on sub-Gaussian signals, 
an extended infomax algorithm is deduced. Its regulating formula is as follows: 

  ( )( ) tanh ( ) ( ) ( ) ( ) ( )
T T

kB k I K y k y k y k y k B kμ ⎡ ⎤Δ = − −⎢ ⎥⎣ ⎦

ur ur ur ur
 (7) 
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Here, (1) ( )
4 4sgn , ,sgn NK Diag k k⎡ ⎤= ⎣ ⎦L . In the case of super-Gaussian signals, 

( )
4

ik >0， ( )
4sgn ik ＝＋1; and in the case of sub-Gaussian signals, ( )

4
ik <0， ( )

4sgn ik ＝ 

－1. ( )
4

ik  can be estimated by the following expression: 

  [ ]( ) 2 2
4 (sec ) ( ) (tanh )i

i i i ik E h y E y E y y= −  (7) 

4   Results 

The nineteen-channel EEG data are decomposed into nineteen independent compo-
nents by the adaptive infomax algorithm that has been mentioned above. The tempo-
ral waveforms of the nineteen independent components are shown in figure 3. 

 

Fig. 3. Nineteen independent components decomposed by adaptive infomax algorithm 
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The independent components can be analyzed by three nonlinear statistical pa-
rameters in order to find out the components that are artifacts. These parameters are 
expounded as follows:  

(1) ApEn: The nonlinear dynamic parameter --approximate entropy (ApEn) can be 
used to measure the complexity of the time series. This parameter can be used to 
assess the complexity of the independent components, then by the initialization of the 
threshold the components that are periodical can be found out. 

(2) Hurst index: It is necessary to calculate the Hurst index of every independent 
component and the mean Hurst index of all the independent components. Afterwards, 
the threshold should be set by the deviation from the mean. Finally, the components 
that are artifacts can be chose out according to this threshold. 

(3) Skewness: The skewness of every independent component need to be calcu-
lated, then the threshold of this parameter can be set. Accordingly, the artifacts can be 
selected out. 

The results of three statistical parameters of the nineteen independent components 
are shown in table 1. A system should be periodical if its complexity parameter--
ApEn equal zero. In this paper, the threshold is set to be 0.1. That is, if the ApEn of a 
signal is less than 0.1, the signal should be of periodicity [8]. In table 1, it can be found 
out that the ApEn of IC1 is less than 0.1. Therefore, IC1 is a periodical signal. For the 
Hurst index, its definition is:   

  
( )log log( )H R S CT=

 
(8) 

In this expression, R is the difference between the maximal cumulate deflection 
and the minimal cumulate deflection of the time series, S is the variance of the time 
series, C is the constant (here C=0.5), and T is the sample number of the time series. 
Then H should be the Hurst index, and its value ranges from 0 to 1. Afterwards, the 
threshold can be set by the deviation from the mean Hurst index of all the independent 
components compared with the Hurst index of every independent component. In this 
article, the threshold is set to be 15%. If the deviation of an independent component is 
larger than 15%, this component ought to be artifacts. In table 1, it can be found out 
that the deviations of IC1 and IC2 are respectively 40% and 18%. Therefore, IC1 and 
IC2 are artifacts. Finally, the skewness of every the independent components is calcu-
lated. Skewness is the third-order cumulant, its definition is: 

  
( )3 3y E x μ σ= −

 
(9) 

In this expression, μ is the mean of the time series; σ is the standard deviation of the 
time series. Here, the threshold of the skewness ranges from -0.3 to 0.3. That is, an 
independent component can be considered as artifacts if its skewness is less than -0.3 
or larger than 0.3. Accordingly, four independent components IC2、IC5、IC10 and 
IC15 can be detected, their skewnesses are respectively -0.8376、-0.4980、2.5117 
and 0.6313, so they are all artifacts. Finally, by the three statistical parameters, five 
independent components IC1、IC2、IC5、IC10 and IC15 are selected out and can be 
ensured of artifacts. 
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Table 1. Three nonlinear parameters of nineteen independent components 

Independent 
components ApEn Hurst Skewness 

IC1 0.0012 0.3144 1.4423e-004 

IC2 0.8899 0.6140 -0.8376 

IC3 0.8871 0.4897 0.0802 

IC4 1.2587 0.5263 0.0357 

IC5 0.7300 0.5666 -0.4980 

IC6 1.3768 0.4988 -0.2330 

IC7 1.1992 0.5114 -0.2024 

IC8 1.2237 0.5779 0.1710 

IC9 1.3644 0.5481 -0.0301 

IC10 0.7461 0.5243 2.5117 

IC11 1.0749 0.5665 0.1360 

IC12 1.0475 0.5124 -0.0325 

IC13 1.2256 0.5553 -0.0092 

IC14 1.0176 0.4986 0.0933 

IC15 0.8932 0.5772 0.6313 

IC16 1.0221 0.4945 -0.1423 

IC17 1.2589 0.5013 0.1127 

IC18 1.2296 0.4897 0.0316 

IC19 1.1269 0.5263 -0.1420 

 
According to the three nonlinear statistical parameters, different kinds of artifacts 

are identified. This course, which does not need human interference, is a completely 
automatic method for artifacts removal. Some thresholds need to be set by the analy-
sis of the statistical parameters. But these thresholds always change with different 
people and do not have a uniform standard. Therefore, the further studies of the 
thresholds need to be done in the future. 

After the analysis of parameters for all the independent components, the artifacts 
can be detected. The spectrum and EEG topography of all the artifacts are shown in 
figure 4, from which the types of artifacts can be determined. The EEG topography 
indicates the brain spatial distribution of the independent component[9]. By the 
enlargement of the x-coordinate for the temporal waveform of IC1, it can be found 
out that IC1 is a periodical triangular wave. And from its spectrum it can be detected 
that the frequency is 50Hz. So it can be said that IC1 is a high-frequency artifacts. 
Additionally, its spatial distribution focuses on central-parietal lobe and left frontal-
temporal lobe. By the analysis of the spectrum for IC2, it can be detected that its  
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frequency ranges from 0 to 1Hz. In addition, from the EEG topography of IC2 it can 
be found out that the signal mainly focuses on the frontal lobe or circumocular. The 
above-mentioned aspects both accord with the properties of electrooculography 
(EOG) signals, so it can be said that IC2 is the eye artifacts caused by eye blinking. 
Similarly, by the EEG topography of IC5、IC10 and  IC15, it can be found out that 
IC5 mostly focuses on the left temporal lobe that accords with the property of elec-
tromyography (EMG) signals; IC10 focuses on the occipital lobe and has a peak spec-
trum near by 10Hz, so IC10 belongs to the alpha band contained in the EEG signals; 
then the region of activity (ROA) for IC15 mainly appears on the contour line of the 
brain, and there is a rapid descending nearby the 1950th sample point of the time 
series which is thought to be caused by a instantaneous movement of head, therefore 
IC15 is a head movement artifacts. 

 

Fig. 4. Spectrum and EEG topography of artifacts 

Setting all the artificial components to be zero, and projecting the other compo-
nents to the scalp electrodes, then the purer Electroencephalograms can be gained. 
The reconstructed nineteen-channel EEG signals are shown in figure 5. In figure 5, it 
can be found out that the various artifacts are separated from the EEGs successfully 
with the use of adaptive Infomax algorithm and removal of artifacts is realized by 
signal reconstruction. Therefore, adaptive Infomax algorithm is thought to be a poten-
tial tool in removal of artifacts in mixed physiological signals. 
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Fig. 5. Reconstructed EEG signals after the artifacts removal 

5   Conclusions  

The EEG signals with the magnitude of μv are always influenced by some artifacts, 
for example, the power frequency artifacts, eye blink artifacts, eyeball movement, 
electrocardiogram (ECG), electromyography (EMG) and so on. The problem that the 
researchers have to confront with is how to acquire the properties of the nerve and to 
remove the artifacts. 

The reason for using BSS to remove artifacts in EEG signals is that the brain activ-
ity and the other sources (for example, EOG、ECG and so on) are different physio-
logical courses. That is, they are statistical independent with one another which  
accords with the precondition of BSS. If the noise has been confirmed and can be 
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produced artificially or the artifacts are of physiological meanings, that is, the artifacts 
and the useful physiological signals can be thought of producing by independent 
sources, the noise or artifacts can be decomposed into independent source signals. 
The EEG signals not only contain super-Gaussian components, but also contain sub-
Gaussian components, so it is a reasonable choosing to apply the adaptive infomax 
algorithm for the analysis of EEG signals. 

Acknowledgment 

This work was supported by National Natural Science Foundation of China under 
grant NO. 60371023. 

References 

1. Olsson, R.K., Hansen, L.K.: Linear State-Space Models for Blind Source Separation. Jour-
nal of Machine Learning Research 7, 2585–2602 (2006) 

2. Jeong, W.J., Tae, S.K., Sung, H.K., Manbir, S.: Application of Independent Component 
Analysis with Mixture Density Model to Localize Brain Alpha Activity in fMRI and EEG. 
International Journal of Imaging Systems and Technology 14, 170–180 (2004) 

3. Jung, T.P., Makeig, S., Humphries, C., et al.: Removing Electroencephalographic Artifacts 
by Blind Source Separation. Psychophysiology 37, 163–178 (2000) 

4. Nazareth, P.C., Valeri, A.M.: Recovering EEG Brain Signals: Artifact Suppression with 
Wavelet Enhanced Independent Component Analysis. Journal of Neuroscience Meth-
ods 158, 300–312 (2006) 

5. http://www.bsp.brain.riken.jp/ICALAB/ICALABSignalProc/ 
benchmarks/ 

6. Asadi, M., Ebrahimi, N., Hamedani, G.G., Soofi, E.S.: Maximum Dynamic Entropy Mod-
els. Journal of Applied Probability 41, 379–390 (2004) 

7. Gupta, M.R., Gray, R.M., Olshen, R.A.: Nonparametric Supervised Learning by Linear In-
terpolation with Maximum Entropy. IEEE Transactions on Pattern Analysis & Machine In-
telligence 28, 766–781 (2006) 

8. Homero, R., Aboy, M., Abásolo, D., Mcnames, J., Goldstein, B.: Interpretation of Ap-
proximate Entropy: Analysis of Intracranial Pressure Approximate Entropy During Acute 
Intracranial Hypertension. IEEE Transactions on Biomedical Engineering 52, 1671–1680 
(2005) 

9. Hyvarinen, A., Hoyer, P.O., Inki, M.: Topographic Independent Component Analysis. Neu-
ral Computation 13, 1525–1529 (2001) 



D.-S. Huang et al. (Eds.): ICIC 2008, LNCS 5226, pp. 727–733, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A Hybrid VNS with TS for the Single Machine 
Scheduling Problem to Minimize the Sum of Weighted 

Tardiness of Jobs 

Xianpeng Wang and Lixin Tang 

The Logistics Institute, Northeastern University, Shenyang, China 
wangxianpeng@ise.neu.edu.cn, 

qhjytlx@mail.neu.edu.cn 

Abstract. This paper presents a hybrid variable neighborhood search (VNS) 
with tabu search for the single machine scheduling problem to minimize the 
sum of weighted tardiness of jobs, a well-known strongly NP-hard problem. In 
this algorithm, a pool of many solutions is used in the VNS to simultaneously 
generate multiple trial solutions to improve the search diversification and a tabu 
search is incorporated in the local search procedure of VNS to improve the 
search intensification. Computational results show that the proposed VNS 
algorithm can obtain good solutions for all standard benchmark problems. 

1   Introduction 

Single machine scheduling is the process of assigning a group of tasks to a single 
machine. The tasks are arranged so that one or many performance measures may be 
optimized. The performance measures of the tasks in the single machine scheduling 
problem include: Tardiness, Earliness, Lateness, Flowtime. Many solution techniques 
have been applied to solving single machine scheduling problems. Some of them are 
listed below. (1) Shortest Processing Time (SPT). The SPT schedule is optimal if the 
objective is to minimize the average flowtime. (2) Earliest Due Date (EDD). The 
EDD schedule is optimal if the objective is to minimize the maximum lateness. In this 
paper, we consider the single machine scheduling to minimize the sum of weighted 
tardiness of all jobs, which is strongly NP-hard [1]. 

Many researchers have studied this problem and proposed many approaches. A 
survey of dynamic programming and branch and bound algorithms [2] showed that 
these exact algorithms are computationally inefficient when the number of jobs is 
beyond 50. Therefore, many researchers turn to develop heuristics to obtain near 
optimal schedules in reasonable time. Several construction heuristics and dispatching 
rules were reviewed in [3-4]. Many other complex metaheuristics are also proposed 
for this problem such as genetic algorithm [5-6], simulated annealing [3], and tabu 
search [7]. The best algorithm for this problem in the literature is the iterated 
dynasearch [8]. Though the variable neighborhood search (VNS) has been 
successfully applied in many combinatorial optimization problems [9], existing 
research shows a lack of discussion of VNS for this problem. Therefore, in this paper 
we present an improved version of VNS for this problem. 
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2   Hybrid Variable Neighborhood Search with Tabu Search 

The VNS is a simple and effective metaheuristic recently proposed by [10]. Different 
from most local search heuristics, the principle of VNS is to use two or more 
neighborhoods and systematically change the neighborhood within a local search 
algorithm. 

To further improve the performance of the basic VNS, we propose the following 
three improvements. (1) A pool with many solutions taking into account the solution 
quality and diversity is introduced. (2) Multiple trial solutions x′ are simultaneously 
generated in the Shaking procedure to help the search to both expand the exploration 
space and escape being trapped in local optimum. (3) A tabu search is adopted in the 
local search procedure to improve the search intensification. The general framework 
of our proposed IVNS can be described as follows. 

Step 1. Select the set of neighborhood structures Nk (k=1, …, kmax) that will be used 
in the search.  Initialize the solution pool P with Npop solutions and set i=1. 

Step 2. Repeat the following steps if i ≤ Imax (the maximum number of iterations): 
(1) If the best solution found so far has not been improved for a given 

number of successive iterations, re-initialize the solution pool P; 
(2) Set k=1; 
(3) Repeat the following steps if k ≤ kmax: 

 Shaking: Generate a random number m (1≤ m≤ 5), select m solutions 
at random from P, and use a solution combination method to 
transform these selected solutions into a new solution x.  Then 
randomly generate ntrial solutions x′ from the k-th neighborhood of x. 

 Local search: For each x′, apply a tabu search on x′. Denote the so 
obtained best local optimum from all these trial solutions as x′′. 

 Move or not: If x′′ is better than the best solution found so far, update 
the best solution found, and set k=1; otherwise set k=k+1. 

 Update the pool: If x′′ is better than the best solution found so far, 
replace the worst solution in P with x′′; otherwise select a solution 
that is farthest from the best one in P according to some distance 
definition for solutions and replace this selected solution with x′′. 

(4) Set i=i+1. 

2.1   Solution Pool Initialization and Update Methods 

The solution pool P with Npop (generally Npop ≥10) solutions is initialized using two 
types of heuristic procedures. 

(1) Deterministic rules: Let pi denote the processing time and wi the due date of job 
i. The first four solutions in P are generated using four different deterministic priority 
rules: the weighted shortest processing time (WSPT) rule sequences jobs in order of 
non-decreasing pi /wi; the EDD rule generates a job sequence in order of non-
decreasing due dates; the weighted due date (WDD) rule generates a job sequence in 
order of non-decreasing di /wi; the NEH rule creates a job sequence as follows: 

Step 1. Create the job sequence s using the WDD rule. Store this sequence and set 
the initial solution to be empty. 
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Step 2. Take the first two jobs in the sequence s, insert them into the initial 
solution, and determine their sequence to minimize the objective function as 
if the problem only consists of these two jobs. Delete these two jobs from s. 

Step 3. Take the first job in s and insert it into the previously obtained partial initial 
solution at the position that gives the least increased objective function 
value. Delete the job from s. Repeat this step until a complete initial 
solution is obtained. 

(2) Randomized rule: To improve the diversity of P, we use a randomized rule 
based on the above NEH rule to initialize other solutions in P. Different from NEH in 
step 3, this method takes a job at random from the first three jobs of s. Therefore, each 
run of this method will randomly generate a different initial solution for P. 

During the search process of IVNS, if the best local optimum x′′ is better than the 
best solution found so far, then the worst solution in P will be replaced by x′′. 
Otherwise, for this problem we first define a distance between two solutions s1 = (a1, …, 

an), s2 = (b1, …, bn) as ∑ =
−= n

i ii basignssDist
121 ) () ,(  in which sign(s)=1 if s ≠ 

0; otherwise sign(s)=0.  Then we select a solution that is farthest from the best one in the 
pool and replace this selected solution with x′′. 

2.2   Neighborhoods 

Three kinds of neighborhoods are adopted in the IVNS based on three kinds of moves: 
(1) ForeInsertion: remove a job from its current position a (3≤ a≤ n) in the solution 
and reinsert it at a former position b (1≤b≤ a–2); (2) BackInsertion: remove a job from 
its current position a (1≤ a≤ n–2) in the solution and reinsert it at a latter position b 
(a+2≤b≤ n); and (3) Swap: swap two jobs at two positions. 

2.3   Solution Combination Method 

Let Sj denote the j-th solution in the set of m solutions and f(Sj) the corresponding 
objective function value. Let zikj=1 if job i is arranged at position k in Sj, otherwise 
zikj=0. Then the combination method used in our IVNS can be described as follows. 

Step 1. Calculate the relative value vj of each Sj by )()('
1 j

m

l lj SfSfv ∑ =
=  

and ∑ =
= m

l ljj vvv
1

'' , then the weight value of each job i (i=1, …, n) at 

position k can be calculated by ∑ =
= m

j jikjik vzR
1

. 

Step 2. Set k=1. Select the job with the highest weight value at position k and then 
arranged it at the position k in the new solution. Set k=k+1 and repeat this 
step until k=n. Note that the same job may be repetitively arranged at 
different positions if it has highest weight values for different positions. 

Step 3. Remove the reduplicate jobs arranged in the new solution. That is, if job i is 
arranged in positions a1, a2, and a3 (a1< a2< a3), then remove job i at 
positions a2 and a3. And then insert the unarranged jobs into the new 
solution with the least increased objective function value. 
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2.4   Tabu Search 

Tabu search (TS) is a memory based metaheuristic that can avoid being trapped in 
local optimum by allowing non-improving moves and can prevent cycling back to 
previous visited solutions by a tabu list which records recent adopted moves.  The 
tabu search used in our IVNS follows the standard framework proposed by [11][12]. 
 

Neighborhood. At each iteration of our TS, the three moves ForeInsertion, 
BackInsertion, and Swap are all performed, and the best move is selected.  If the best 
move is tabooed, select the best one from other neighborhoods.  If the selected best 
move is still tabooed, then perform a 4-cycle-shift move, which change a solution 
S=(s(1), …, s(i), s(i+1),…, s(j), s(j+1), …, s(n)) to be S'=(s(1), …, s(j+1), s(j),…, s(i), 
s(i+1), …, s(n)). This kind of move cannot be easily restored by either a move from 
the three moves on the current solution. 
 

Tabu list. Once a move is accepted and performed, its reverse move will be recorded 
in the tabu list.  The number of iterations that the recorded move should be kept in the 
tabu list is called the tabu list length.  In our TS, the tabu list length is set to a fixed 
number 7. 
 

Stopping criteria. Our TS terminates when the maximum iteration is reached. 

2.5   Speedups 

Due to the large number of candidate moves in the local search procedure, the 
evaluation of each move that will be performed will cost a great deal of time. 
Therefore, in our algorithm two kinds of speedups are used. 

(1) The first speedup takes use of elimination rules to avoid evaluating inferior 
moves based on two corollaries proposed in [13]. Given a solution S=(s(1), …,  
s(j), …, s(i), …, s(n)), take the job s(i) and consider all Foreinsertion and Swap 
moves with the job s(j). If at least one of the following conditions ds(j)>ds(i), or 
ws(j)<ws(i), or ps(j)>ps(i) is satisfied, then job s(j) does not have to precede job s(i) and 
job s(i) can thus be inserted before job s(j) or swapped with job s(j). We call this kind 
of moves as acceptable moves. Furthermore, one can easily find that if Cs(i) < ds(i), the 
moves that insert job s(i) before job s(j) or swapped job s(i) with job s(j) will not give 
any improvement, and thus these moves can also be prevented. 

(2) The second one uses programming tricks to avoid calculating the weighted 
tardiness of each job of a solution generated by an acceptable move. In the following, 
we take the evaluation of the Swap move to describe this kind of speedup. Given a 
solution S=(s(1), …, s(n)), we first calculate the completion time Cs(i) and the 
weighted tardiness Ts(i) of each job s(i). Then for each acceptable Swap move that 
swaps job s(i) with job s(j) (i<j), the decreased objective function value obtained by 
performing this move can be calculated by: 

( ) ( )+
−

+ −++− )()()1()()()()( jsjsisjsisjsis dpCwdCw

( ) ∑∑ =

−

+=
+ −−−++ j

iq qs
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where the first and the second item are the weighted tardiness of job s(i) and job s(j) 
in the new solution respectively, the third item is the total weighted tardiness of jobs 
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from position i+1 to j-1 in the new solution, and the last item is the total weighted 
tardiness of jobs from position i to j in the original solution S. Using this speedup, the 
evaluation of a move can be restricted to those jobs that are affected by this move, and 
thus avoid calculating the weighted tardiness of each job in the new solution. 

3   Computational Experiments 

To test the performance of our IVNS algorithm, the computational experiments were 
carried out on a set of standard benchmark problem instances drawn from the OR-
library (see http://people.brunel.ac.uk/~mastjjb/jeb/info.html). The benchmark set 
contains 375 particularly hard instances of three different sizes, selected from a large 
number of randomly generated problems. For each size n=40, 50, and 100, a sample 
of 125 instances was provided. Our algorithm was implemented using C++, and tested 
on a Pentium-IV 3.0 GHz PC. In the following experiments, we perform each testing 
algorithm for at most 10 trial runs (if the optimal or best known solution is reached, 
the trial run terminates) and selected the best result. 

As did by many researchers, we collect the following values for each instance: (1) 
PRD: the percentage relative deviation of a solution value fs found by an algorithm 
from the optimal (or best known) solution value OPT, PRD=100(fs –OPT)/OPT; (2) 
APRD: the average PRD values for a sample of 125 instances; (3) MPRD: the 
maximum PRD out of a sample of 125 instances;  (4) NO: the number of optimal or 
best known solutions found out of a sample of 125 instances; (5) CPUopt: the average 
computation time (in seconds) for an algorithm to find the optimal or best known 
solution value out of a sample of 125 instances. 

3.1   Parameter Setting and Comparison with Basic VNS 

The parameters used in the IVNS are set as follows: the size of pool Npop=20, the 
maximum iteration Imax=1000, and the number of candidate solutions from the 
population to be combined into a new solution m=5. 

For the number of trial solutions generated in a certain neighborhood (ntrial), it is 
found that it has significant influence on the performance of IVNS. To show the 
effectiveness of the introduction of solution pool, we also tested the basic VNS by 
setting Npop=1 and ntrial =1 in our IVNS, noting that the basic VNS and the IVNS use 
the same local search procedure. The results of the different setting of ntrial and the 
comparison between the basic VNS and our proposed IVNS are given in Table 1. 

Table 1. Results of the parameter tuning and comparison with basic VNS 

basic VNS  IVNS (ntrial=1) IVNS (ntrial=5) 
n 

APRD MPRD NO  APRD MPRD NO 
 

APRD MPRD NO CPUopt 

40 0.01 1.01 118  0.00 0.32 123  0.00 0.00 125 6.19 
50 0.25 22.92 109  0.04 4.72 118  0.00 0.00 125 12.15 

100 0.15 14.62 85  0.01 0.12 93  0.00 0.00 125 183.47 
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Based on the results shown in Table 1, the following conclusions can be made. 

(1) With the introduction of the solution pool, our proposed IVNS outperforms the 
basic VNS in both the solution quality and stability. 

(2) With the increase of ntrial, the solution quality of the IVNS improves. 

3.2   Performance of Speed-Up Strategy 

To show the effectiveness of the proposed speedups, we tested the IVNS without 
speedups (ntrial=5) and compared it with the IVNS with speedups (ntrial=5). Since the 
IVNS without speedups needs a relatively more time, we set Imax=10 (note that 
Imax=1000 for the IVNS with speedups).  The comparison results are given in Table 3, 
from which it can be found that using the proposed speedups the computation time for 
IVNS to find the optimal or best known solutions can be greatly reduced. 

Table 2. Comparison between IVNS without speedups and IVNS with speedups 

IVNS (without speedups)  IVNS (with speedups) 
n 

APRD MPRD NO CPUopt  APRD MPRD NO CPUopt 

40 0.00 0.00 125 21.85  0.00 0.00 125 6.19 
50 0.00 0.00 125 79.28  0.00 0.00 125 12.15 

100 0.05 4.78 113 562.75  0.00 0.00 125 183.47 

3.3   Comparison with Other Metaheuristics 

We further compared our IVNS (ntrial=5) with other metaheuristics that are recently 
published in literature. The results are given in Table 3, which show that our IVNS is 
comparable with the metaheuristics proposed by [6][7] in the solution quality. 

Table 3. Comparison between IVNS and other metaheuristics 

Avci et al. [6]  Bilge et al. [7] IVNS (ntrial=5) 
n 

APRD MPRD NO CPU  APRD MPRD NO CPUopt APRD MPRD NO CPUopt 

40 0.000 0.000 125 29.11  0.000 – 125 2.74a 0.000 0.000 125 6.19 
50 0.000 0.020 124 41.02  0.001 – 124 16.91a 0.000 0.000 125 12.15 

100 0.020 0.300 83 118.97  0.007 – 108 127.59a 0.000 0.000 125 183.47 

CPU – the operation time of entire search process on a Pentium II 400 MHz PC. 
a – the tests were carried out on a Petinum IV 1.6 GHz PC. 

4   Conclusions 

In this paper, a hybrid VNS with TS algorithm is developed for solving the single 
machine scheduling problem to minimize the sum of weighted tardiness of jobs. In 
this algorithm, the search diversification and the search intensification are both 
improved by adopting a solution pool of many elite solutions to simultaneously 
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provide multiple trial solutions and a tabu search to act as the local search, 
respectively. Speedup tricks are also developed to reduce the computation time. The 
computational results show that the hybrid algorithm can obtain good solutions for all 
benchmark problems, compared to the basic VNS and other two metaheuristics from 
recently published literature. Further research will be made to develop more 
improvement strategies for the IVNS and extend the IVNS to other combinatorial 
optimization problems such nd the hybrid flowshop scheduling problem. 
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Abstract. This paper presents a new primal-dual interior-point algo-
rithm with reduced potential function for a class of convex programming,
based on the ideas of that method for solving linear programming. The
new algorithm chooses the classical Newton direction as iteration direc-
tion and its iteration stepsize is determined by potential function. As the
search directions Δx and Δs aren’t orthogonal any more, the complexity
analysis of this method is different from that of linear programming, cor-
respondingly. Under a scaled Lipschitz condition, the algorithm is proved
to possess O(nL) iteration-complexity bounds
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1 Introduction

In 1984, Karmarkar introduced a new interior-point algorithm for linear pro-
gramming in [4]. Since it can compete with the Simplex method for being more
efficient in worst-case complexity analysis and computation of medium and large-
scale problems, it rapidly attracted broad attention of academia. From then
on, Linear Optimization (LO) became an active area of research. The resulting
Interior-point Methods (IPMs) are now among the most effective methods for
solving LO problems.

Compared with the Simplex method, an important advantages of IPMs is that
IPMs extend gracefully to nonlinear convex optimization, whereas the Simplex
method does not. This observation was made first in 1988 [13], by Nesterov and
Nemirovsky, who developed a general framework for nonlinear convex optimiza-
tion problems [14,15]. They proved that IPMs can be extended to solve convex pro-
grams in principle based on the notion of self-concordant functions. Particularly,
They show that linear programs, convexquadratic programswith convexquadratic
constraints and semidefinite programs all have explicit and easily computable self-
concordant barrier functions, and hence can be solved in polynomial time.
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Some attentions have been devoted to study convex programs, which possess
extensive applications in various areas, such as control area. In the late 70s,
Richalet [2] developed model predictive control, in which linear or quadratic
programs are used to solve an optimal control problem at each time step. [9]
discussed three examples of areas of control such as robust open-loop optimal
control, and so on. For these backgrounds, numerous researchers study methods
for solving them, such as [3,5,6,7]. D.Hertog [1] introduced a sufficient condition
for self-concordance of the logarithmic barrier function associated with those
programs which have the polynomial complexity results. The monographs [10,11]
give a systematic summarize on the results of interior-point algorithms for solving
convex programming.

The goal of this paper is to establish a new interior-point algorithm for a class
of convex programming, that is, wide neighborhood primal-dual interior-point
algorithm based on reduced potential function, on the basis of the ideas of that
method for solving LO problems in [8]. After presenting the fundamental expres-
sions which differ from those of LO problems, the algorithm uses the Newton
direction as iteration direction and its iteration step is determined by potential
function. As the search direction Δx and Δs aren’t orthogonal any more, its
complexity analysis is different from that of linear programming, correspond-
ingly. Under a scaled Lipschitz condition, the algorithm is proved to possess
O(nL) iteration-complexity bounds.

This paper is organized as follows. In Section 2, we introduce the problem
which will be the subject of our study with some basic concepts underlying the
algorithm and present the corresponding assumptions that will be used in our
presentation. In Section 3, we introduce how the algorithm generate the direction
of movement at each iteration and how they compute the next iterate using this
direction. Then we describe the potential function with its properties for the
stepsize. And we present the algorithm at the end of the section. In Section 4,
the complexity analysis of the algorithm is made in the form of theorems and
the correspondent proofs are offered. Some conclusions are given in Section 5.

2 Preliminaries

Throughout this paper, we deal with the following standard linearly constrained
convex programming:

(CP) min {f(x) : Ax = b, x � 0} ,

where f(x) is a twice continuously differentiable convex function, A ∈ Rm×n is
a real m× n matrix with rank A = m and b ∈ Rm are the datas, x ∈ Rn is the
primal variable. The corresponding dual problem is given by

(DP) max
{
f(x)−∇f(x)Tx + bT y : ∇f(x) + AT y + s = 0, s � 0

}
,

where y ∈ Rm and s ∈ Rn are the dual variables.
We define the sets of primal-dual feasible interior-points as following

S0 =
{
(x, y, s) : Ax = b, −∇f(x) + AT y + s = 0, x > 0, s > 0

}
,
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and the neighborhood of the central path, where our sequences of iterates as

N−
∞(β) =

{
(x, s) ∈ S0 | Xs � (1− β)μe, where μ =

xT s

n
, β ∈ (0, 1)

}
.

It’s not difficult to discover the following inclusion holds.

N2(β) ⊂ N∞(β) ⊂ N−
∞(β) ⊂ S0, for each β ∈ (0, 1),

and when β is close to 1, the neighborhood N−
∞(β) spreads almost all over the

feasible region. So it is regarded as a wide neighborhood of the central path
whereas the neighborhood N2(β) is a narrow one.

According to the dual theory, (x, y, s) is an optimal solution to (CP) and (DP)
if and only if it satisfies the following optimality system:

Ax = b, x � 0, (1)
−∇f(x) + AT y + s = 0, s � 0, (2)

xT s = 0. (3)

We use the following notational conventions throughout the paper. Rn
++ de-

notes the set of the positive real numbers, x denotes the vector of (x1, · · · , xn)T ,
X = diag(x) denotes the diagonal matrix with the components of the vector on
the diagonal, and e denotes the vector of ones in Rn. ‖ · ‖ and ‖ · ‖∞ expresses
the l2-norm and l∞-norm, respectively.

Assumption 1. We make the following assumptions throughout our paper.
(I) the feasible interior-point set S0 is non-null;

(II) ∀ x ∈ S0, f(x) satisfies a scaled Lipschitz condition, which will be defined
in the sequel.

Definition 1. Scaled Lipschitz Condition There exists M � 1, such that
∥∥x[∇f(x + Δx)−∇f(x)−∇2f(x)Δx]

∥∥
∞ � M

∣∣ΔxT∇2f(x)Δx
∣∣ ,

whenever x > 0 and ‖ X−1Δx ‖� 1.

3 Descriptions of the Algorithm

The basic idea of the new algorithm is: taking along the Newton direction
(,x,,y,,s) a step with the step-size determined by the potential function,
one generates a sequence of iterates in the neighborhood N−

∞(β) of central path,
then the limit yields to the optimal solutions for (CP) and (DP).

Solving the following Newton system at the current approximate solution
(x, y, s) ∈ N−

∞(β):

AΔx = 0,
−∇2f(x) + ATΔy + Δs = 0, (4)

SΔx + XΔs = γμe−Xs,
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where γ ∈ (0, 1), β ∈ (0, 2
3 ) are given constants, and γ � 1 − β

2 , μ = xT s
n , one

obtains the search direction d = (,x,,y,,s), then gets a new triple along it
by moving a stepsize θ in the following format:

x(θ) = x + θΔx; y(θ) = y + θΔy; s(θ) = ∇f(x(θ)) −AT y(θ).

Remark 1. One can easily deduce that s(θ) = s+θΔs+∇f(x+θΔx)−∇f(x)−
θ∇2f(x)Δx. If denotes t(θ) = ∇f(x + θΔx) − ∇f(x) − θ∇2f(x)Δx, then s(θ)
can be simplified as s(θ) = s + θΔs + t(θ).

Remark 2. Note that ΔxTΔs = ΔxT∇2f(x)Δx � 0, which is the key point
where the new algorithm is different from that of [8] for LO programs.

Before stating how to select the stepsize θ̄, which will be described in the
algorithm frame, we will first introduce the potential function.

Definition 2. Potential Function. Let x, s ∈ Rn
++, we define

Ψ(x, s) = ρ log(xT s)−
n∑

i=1

log(xisi)

as the primal-dual potential function at (x, s), where ρ > n is a given constant.

Remark 3. The primal-dual potential function can be written as

Ψ(x, s) = (ρ− n) logμ + ρ logn−
n∑

i=1

log
xisi

μ
.

It is an important concept of IPMs, which plays a key role in complexity analysis
for iterative algorithm, and possesses the following property.

Proposition 1. [8] ∀ x, s ∈ Rn
++,

Ψ(x, s) � (ρ− n) log(xT s) + n logn � (ρ− n) log(xT s).

Remark 4. According to this property, one will deduce xT s � ε when Ψ(x, s) is
reduced to (ρ− n) log ε. This property will be used in the complexity analysis.

Algorithm 1
Input:

Proximity parameters β ∈ (0, 2
3 ) and γ � 1− β

2 , an accuracy parameter ε > 0;
(x0, y0, s0) ∈ N−

∞(γ) satisfies (x0)T s0 > ε;
begin

Let (x, s) = (xk, sk), k = 0;
while (xk)T sk � ε do

Solve (4) and compute the maximum step size θ̄ such that
(x(θ̄), s(θ̄)) ∈ N−

∞(β), and Ψ(x(θ̄), s(θ̄)) � Ψ(x(θ), s(θ))
for each θ with (x(θ), s(θ)) ∈ N−

∞(β);
Set (xk+1, sk+1) = (x(θ̄), s(θ̄)), k = k + 1.

end
end
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4 Complexity Analysis of the Algorithm

Before bounds on θ̄ in detail, we first note that the following relations hold.

X(θ)s(θ) = (1 − θ)Xs + θγμe + θ2ΔXΔs + X(θ)t(θ), (5)

μ(θ) = (1 − θ)μ + θγμ +
θ2

n
ΔxTΔs +

x(θ)T t(θ)
n

. (6)

If denotes g(θ) = θ2ΔXΔs + X(θ)t(θ), then last equations can be simplified as

X(θ)s(θ) = (1 − θ)Xs + θγμe + g(θ), μ(θ) = (1− θ)μ + θγμ +
1
n
eTg(θ).

The following lemma can be easily gained by direct derivation .

Lemma 1. The iterative sequence {(xk, yk, sk)}, which is generated by the al-
gorithm satisfies the feasibility of both the primal and dual problem.

Lemma 2. Let p = X−0.5S0.5Δx, q = X0.5S−0.5Δs, r = (XS)−0.5(γμe−Xs),
then the expressions p + q = r, pT q � 1

4 ‖ r ‖2 and ‖ Pq ‖� 1
4 ‖ r ‖2 hold.

To use Lemma 2 we also need to bound r. The following result is useful.

Lemma 3. Let r be as above. If β ∈ (0, 2
3 ), γ � 1 − β

2 , and (x, s) ∈ N−
∞(β),

then ‖ r ‖2� nμ.

Proof. According to the definition of Euclidean norm, one can easily obtain that

‖ r ‖2=
n∑

i=1

(γμ− xisi)2

xisi
=

n∑
i=1

(
(γμ)2

xisi
− 2γμ+ xisi

)
.

Due to (x, s) ∈ N−
∞(β), which implies xisi � (1− β)μ for each i. Thus,

‖ r ‖2� n(γμ)2

(1− β)μ
− 2nγμ + nμ.

Based on the relations β ∈ (0, 2
3 ), γ � 1− β

2 , so γ � 2(1− β) holds. Therefore,
‖ r ‖2� nμ, which yields the final results. �

Lemma 4. Let β ∈ (0, 2
3 ), γ � 1 − β

2 , θ̄ be the largest stepsize of the new
algorithm, then

θ̄ � θ1 : = min
{

1
‖ X−1Δx ‖ ,

βγ

(2− β)nC∗

}
,

where C∗ = 1
4 + M

2 , and M denotes the scaled Lipschitz constant introduced in
Definition 1.

Proof. Firstly, for each θ ∈ (0, θ1], we have θ ‖ X−1Δx ‖� 1. Since f(x) satisfies
the scaled Lipschitz condition, so there exists a constant M � 1, such that

∥∥x [∇f(x + θΔx) −∇f(x)− θ∇2f(x)Δx
]∥∥

∞ � θ2M
∣∣ΔxT∇2f(x)Δx

∣∣ .
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As ‖ I + θX−1Δx ‖� 2, using Lemma 2 and Lemma 3 one can derive

‖X(θ)t(θ)‖∞ =
∥∥(I + θX−1Δx

)
Xt(θ)

∥∥
∞ �

∥∥I + θX−1Δx
∥∥ ‖Xt(θ)‖∞

� 2Mθ2ΔxT∇2f(x)Δx=2Mθ2ΔxTΔs=2Mθ2pT q� 1
2
Mθ2 ‖ r ‖2� 1

2
Mθ2nμ.

Hence, ‖ g(θ) ‖∞=
∥∥θ2ΔXΔs + X(θ)t(θ)

∥∥
∞ � θ2 ‖ ΔXΔs ‖∞ +

1
2
Mθ2nμ

� 1
4
θ2‖r‖2 +

1
2
Mθ2nμ � 1

4
θ2nμ +

1
2
Mθ2nμ.

Setting C∗ = 1
4 + M

2 , then the above relations imply ‖ g(θ) ‖∞� nμθ2C∗.
Applying − ‖ g(θ) ‖∞� g(θ)i �‖ g(θ) ‖∞, one can observe that

X(θ)s(θ) � (1− θ)Xs+ θγμe− ‖ g(θ) ‖∞ e, μ(θ) � (1− θ)μ+ θγμ+ ‖ g(θ) ‖∞ .

Thus, X(θ)s(θ) − (1− β)μ(θ)e
� (1 − θ)Xs + θγμe− ‖ g(θ) ‖∞ e− (1− β) [(1− θ)μ + θγμ+ ‖ g(θ) ‖∞]
= (1 − θ)[Xs− (1− β)μe] + βθγμe− (2 − β) ‖ g(θ) ‖∞ e.

Considering (x, s) ∈ N−
∞(β), which implies Xs � (1− β)μe, we have

X(θ)s(θ)− (1 − β)μ(θ)e � βθγμe− (2− β) ‖ g(θ) ‖∞ e

� βθγμe−(2−β)nμθ2C∗e = (βγ−(2−β)nθC∗)θμe � (βγ − (2− β)nθ1C
∗) θμe.

By θ1(2 − β)nC∗ � βγ, so ∀ θ ∈ (0, θ1], we can get

X(θ)s(θ)− (1− β)μ(θ)e � (βγ − (2− β)nθ1C
∗) θμe � 0.

Furthermore, by the strict feasibility of (x, s), we have both x > 0 and s > 0,
this together with θ‖X−1Δx‖∞ � 1, we can deduce that

x(θ) = x + θΔx = X(e+ X−1θΔx) > 0.

Similarly, we have s(θ) = s+ θΔs+∇f(x(θ))−∇f(x)− θ∇2f(x)Δx > 0, which
follows from f : Rn

+ → Rn
+ is continuously differentiable and convex. Summing

up all these results, we get ∀ θ ∈ (0, θ1], (x(θ), s(θ)) ∈ N−
∞(β).

Therefore, according to the definition of θ̄, we can obtain

θ̄ � θ1 : = min
{

1
‖ X−1Δx ‖ ,

βγ

(2− β)nC∗

}
,

which completes the proof of this lemma. �
As mentioned above, our algorithm decreases Ψ by a fixed amount depending
on n each iteration. This then bounds the number of iterations required. We can
now prove the following lemma.

Lemma 5. Let β and γ be as in Lemma 4,

ρ = n +
3n2(2 − β)C∗

βγ
(
1− 2γ

2−β

) log
1

1− β
,

then we have Ψ
(
x(θ̄), s(θ̄)

)
− Ψ(x, s) � −2n log

1
1− β

.
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Proof. If (x(θ), s(θ)) ∈ N−
∞(β), so that x(θ)is(θ)i � (1− β)μ(θ). Whence,

n∑
i=1

log
x(θ)is(θ)i

μ(θ)
� n log(1− β).

Considering
n∑

i=1

log xisi

μ � 0, definitions of θ̄ and θ1 ,using Lemma 4, we can have

Ψ(x(θ̄), s(θ̄))− Ψ(x, s) � Ψ(x(θ1), s(θ1))− Ψ(x, s)

= (ρ− n) log
μ(θ1)
μ

−
n∑

i=1

log
x(θ1)is(θ1)i

μ(θ1)
+

n∑
i=1

log
xisi

μ

� (ρ− n) log
[
1− θ1(1 − γ) +

‖ g(θ1) ‖∞
μ

]
+ n log

1
1− β

� (ρ− n) log [1− θ1(1− γ − nθ1C
∗)] + n log

1
1− β

� (ρ− n) log
[
1− θ1(1 − γ − βγ

2− β
)
]

+ n log
1

1− β

� −(ρ− n)
(

1− 2γ
2− β

)
θ1 + n log

1
1− β

= −2n log
1

1− β
.

So far, the Lemma is proved. �

Finally, we will finish the whole paper with the following main theorem.

Theorem 1. The algorithm will terminate in O(nL) iterations, where

L = log
2Ψ0/(ρ−n)

ε
, Ψ0 = Ψ(x0, s0).

Proof. If (ρ − n) log((xk)T sk) � (ρ − n) log ε, then (xk)T sk � ε. Applying the
Proposition 1 we can have

(ρ− n) log
(
(xk)T sk

)
� Ψ(xk, sk) � Ψ(x0, s0)− 2kn log

1
1− β

.

So the main task has to satisfy Ψ(x0, s0)− 2kn log 1
1−β � (ρ− n) log ε. Whence,

2kn log
1

1− β
� (ρ− n)

[
Ψ0

ρ− n
− log ε

]
=

3n2(2− β)C∗

βγ
(
1− 2γ

2−β

) log
1

1− β
× log

2Ψ0/(ρ−n)

ε
.

Therefore, we derive k � 3n(2−β)C∗

βγ(1− 2γ
2−β ) log 2Ψ0/(ρ−n)

ε � n log 2Ψ0/(ρ−n)

ε , which means

that the algorithm need O(nL) iterations at most to get a ε−solution . �

5 Conclusion

In this work, we present a new primal-dual interior-point algorithm for a class of
convex programming under a scaled Lipschitz condition. The iterates generates
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in a wide neighborhood of the central path, so it performs much better in imple-
mentation than its small-neighborhood counterparts. We demonstrated that it
is a polynomial-time algorithm. However, the implementation of the algorithm
remains to be the next work for the authors.
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Abstract. This paper proposes an improved differential evolution algorithm 
(called by DEG hereinafter) to tackle a kind of combinatorial optimization 
problem, i.e., constrained component layout optimization of satellite module. 
DEG combined local search with standard DE by employing the Gauss muta-
tion operator from genetic algorithm, aiming to make random micro-
perturbations to the location of components for obtaining a better layout 
scheme. The experimental results showed that the proposed DEG outperformed 
the standard DE and Genetic algorithm on layout design of simplified satellite 
module. 

Keywords: Differential evolution; combinatorial optimization; genetic algo-
rithm; layout design; satellite module. 

1   Introduction 

The Differential Evolution (DE) algorithm was a relative recent heuristic method 
introduced by Storn and Price[1] in mid-1990s. DE is a stochastic, population-based, 
and easy-used evolutionary algorithm and often was used to tackle the function opti-
mization over continuous domains. For the discontinuous domain, e.g., 3D component 
layout[2], layout design of satellite module[3, 4] where the search space is discrete, 
non-linear and multi-modal, the traditional DE had be improved or modified to search 
such space. This paper studies layout design of a satellite module, considering how to 
place the given apparatuses and equipment (component) in the limited space of the 
satellite module. This placement must satisfy various behavioral constraints of the 
interior and exterior environment. The layout optimization of a satellite module is a 
key engineering problem in the schematic design of the satellite. For this problem, 
many researchers have proposed various computational intelligence methods, e.g., 
genetic algorithm [4], Hopfield neural network, Ant Colony Optimization (ACO)[5]. 
However, because of various requirements in the engineering, finding more alterna-
tive solutions was always useful for solving this problem. It is an open issue to find a 
better optimization method for obtaining a better solution of layout design. Until now, 
there is little work on this problem using differential evolution-based solvers. 

Previous studies have shown that the various improved or modified versions of DE 
have been successfully applied to a variety of complex combinatorial optimization prob-
lems, e.g., job shop problems[6], aerodynamic optimization design[7], etc. However, 
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little work has been focused on improving differential evolution for constrained compo-
nent layout optimization design. This study attempted to tackle this layout design of 
satellite module using the improving version of differential evolution with local search. 

2   A Brief Introduction to Differential Evolution 

Differential evolution (DE) is a population-based and directed search method [1]. 
Like other evolutionary algorithms (EAs), DE starts with an initial population vector, 
which is randomly generated when no preliminary experimental knowledge about the 
solution space is available. There are many schemes of the DE [8]. The particular 
version used in this study is the DE/rand/1/exp version, which appears to be the fre-
quently used scheme[1], and is considered to be the basic version of DE.  

Compared to other EAs, the DE needs less parameter. DE only controls ,N F , and 
CR . It is important to note that, increasing either or N F to compute the mutation 
values also increases the diversity of possible movements, and promotes the explora-
tion of the search space. Additionally, there control parameters also reduce the prob-
ability of obtaining the correct search direction. Therefore, we have to make initial 
experiment for obtaining the suitable algorithm parameters. 

3   The Proposed Differential Evolution with Local Search 

The previous studies have shown that DE has the characteristic of global parallel 
direct search for solving a variety of complex discontinuous and non-convex function. 
In the basic DE, crossover operator and mutation operator use the differential of 
population (see Eq.1 and Eq.2), and make searching optimal more quickly. However, 
to solve layout optimization problem, DE still needs special optimization operator for 
the combinatorial problem. 

To find special optimization operator for DE, we firstly review the optimization 
operator from genetic algorithm in the literature. The optimization operators herein 
mean selection operator, crossover operator, and mutation operator. These operators 
from genetic algorithm for component layout design[5] included single-point cross-
over, two-point crossover, uniform crossover, Gauss mutation, etc. They were useful 
for obtaining a good layout topology by changing or swapping the location of compo-
nent. These are the reasons why these operators were used in GA for solving layout 
optimization design problem. We borrowed the ideas from the aforementioned opera-
tors, and made an initial test to them. Then we found that Gauss mutation operator 
play an important role on location adjustment of component layout. 

Gauss mutation operator has been widely employed in real-valued genetic algo-
rithm and evolution strategy. In layout optimization design, this operator can adjust 
the position of layout objects by making perturbation to them. Therefore, we attempt 
to employ Gauss mutation to DE for obtaining better algorithm. Here, we proposed 
differential evolution with gauss mutation for local search (called by DEG hereinaf-
ter). Figure 1 shows the flowchart of DEG. For convenience, , MG G  denote the  
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Fig. 1. Computational flowchart of differential evolution with gauss mutation 

current generation and max generation of evolution process respectively. In each 
generation, DEG uses the crossover and mutation operation of DE to generate off-
spring, and then uses the gauss mutation to the offspring, and then uses the selection 
operation of DE to form a new population (the next generation). This evolution proc-
ess will be terminated when MG G= . 

The key step of this DEG is the generation process of new individual , 1i Gx +
r

 of 

population 1GP + . The process can be also described as follows. 

(1) Mutation 
For each target vector , , 1, 2,...,i Gx i N= , a mutant vector is generated according to 

, , , , 1, 2,( ) ( )i G i G best G i G r G r Gv x F x x F x x= + − + −r r r r r r
   (1) 

with random indexes { }1, 2 1,2,..., , 1 2r r N r r i∈ ≠ ≠ , where [ ]0, 2F ∈ . The vector 

,best Gx
r

 denotes the best individual of generation G .  

(2) Crossover 
Generate the trial vector [ ], 1 2, ,...,i G i i Dix x x x′ ′ ′ ′=r

 according to Eq.2. 

(3) Gauss mutation 
For each vector , , 1, 2,...,i Gx i N′ =r

, make gauss mutation operation to generate trial 

vector ,i Gx′′r  according to 

, , (0, ), 1,2,..., ,ji G ji G jx x N j Dσ′′ ′= + =  (2) 

where (0, )jN σ denotes gaussian random number, jσ  denotes the mutation step-size 

of j th element of vector ,i Gx′r . 
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(4) Selection operator 
The selection operator in DEG is similar to the DE. Using the current population 

GP  and the temporary population 1GP +′′ , DEG generate the population of the next gen-

eration 1GP +  as  

( ) ( ), , ,
, 1

,

, if 
,

,otherwise                

i G i G i G

i G

i G

x x x
x

x
+

⎧ ′′ ′′Φ < Φ⎪= ⎨
⎪⎩

r r r
r

r  (3) 

where ( )xΦ r
 represents a fitness function. 

To sum up, DEG obtain a new population 1GP +  using the mutation, crossover, gauss 

mutation and selection operations described above, and make such iterations until 
meeting the ending conditions. 

4   Constrained Layout Optimization Problem of Satellite Module 

The optimal layout problem of a simplified satellite module can be described as fol-
lows[9]. A total number of N  objects (component) must be located within a cylindri-
cal satellite module. The module rotates around axis z  at an angular velocity. The 
bearing plate in the middle of the module, a vertical plane of axis z , is used to fix all 
the objects. All the components are simplified as cuboids or cylinders in this study 
and regarded as rigid bodies with uniform mass distribution. The design objective 
here is to optimize the inertia performance of whole module, subjected to following 
constraints: (1) All the objects should be contained within the module, with no over-
lap among the objects and no clash between the module wall and each object; (2) 
Position error of the centroid of whole system should not exceed an allowable value, 
as small as possible; (3) Equilibrium error of the system should be permissible and, of 
course, the smaller the better.  

This problem can also be regarded as a container loading problem where the con-
tainer rotates and has a middle bearing plate to hold the objects. It belongs to three-
dimensional packing problem with dynamical equilibrium constraints, where exists 
combination explosion in computing complexity. 

Only cylinder objects will be located within the module in this work. In this work, 
R  denotes the radius of the bearing plate and ω  denotes the angular velocity of 
module. The i th object can be denoted by ( , , ), 1,2,...,i i i iX O r m i N= , where 

( , )i i iO x y=  is the center of the object iX , and ir , im  is the radius and mass of iX  

respectively. Then the mathematical model of above problem can be formulated as 
follows. 

Find a layout scheme { }| 1, 2,...,iX X i N= = , such that 

{ }{ }2 2min ( ) min max , 1,2,..., ,i i if X x y r i N= + + =  (4) 
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subject to 

1

1 1 1

( ) 0,
N N N

ij i
i j i i

h X S S
−

= = + =

′= Δ + Δ =∑ ∑ ∑  (5) 

2 2

1 1

( ) ,
N N

i i i i J
i i

g X m x m y δ
= =

⎛ ⎞ ⎛ ⎞= + ≤⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
∑ ∑  (6) 

where ( )f X  denotes the maximum envelop radius of all the objects, ( )h X  denotes the 

total overlap area among the objects and between the module wall and each object, 

ijSΔ denotes the overlap area between iX  and jX , iS ′Δ  denotes the overlap area be-

tween the module wall and iX , ( )g X  is the distance between the centroid of the whole 

system and axis z , Jδ  is the allowable error of the system should be permissible.  

Here, the layout design of the satellite module was converted to an optimization 
problem without behavioral constraints using punishment coefficients method. The 
fitness function was used to evaluate the layout scheme and can be described as  

1 1 2 2( ) ( ) max(0, ( )) ( ) ,F X f x w g X w h Xλ λ= + +  (7) 

where ( 1,2)i iλ =  are the normalization factors of each sub objective functions; 

( 1,2)iw i =  are the weight factors of each sub objective functions. 

5   Experimental Study 

To evaluate the proposed algorithms, we extended the case study introduced by Qian[3], 
where there were 14 cylinder objects that will be located on the 2 bearing surfaces in the 
simplified satellite’s module (see Fig. 2). Table 1 listed their dimensions and masses. 
The equilibrium error of the system should be smaller than a permissible value 
( 3.4J kg mmδ = ⋅ ). The radius of satellite module R  was set to be 50mm . 

Table 1. The components’ geometry and dimension and mass 

No radius(mm) mass(kg) No radius(mm) mass(kg) 
1 10.0 100.0 8 10.0 100.0 
2 11.0 121.0 9 11.0 121.0 
3 12.0 144.0 10 12.0 144.0 
4 11.5 132.25 11 11.5 132.25 
5 9.5 90.25 12 9.5 90.25 
6 8.5 72.25 13 8.5 72.25 
7 10.5 110.25 14 10.5 110.25 

5.1   Experiment Setup 

A fair time measure must be used to compare the different optimizers. As mentioned 
above, DEG uses gauss mutation operator for local search. If the number of generations 
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is used as a measure, it is unfair because DEG, DE and GA do the different amounts of 
fitness evaluations when optimizing the same problems. Considering that the number  
of function evaluations has a strong relationship with cost time, we used the number of 
function evaluations as a fair time measure in this study. 

All experiments were run for 106 fitness function evaluations. And each of experi-
ments was run 50 times with different random seeds. The reported results are the aver-
ages calculated from these 50 runs. 

As mentioned above, the DE has three parameters: (1) the size of the population 
( N ), (2) the crossover constant ( CR ), and (3) the scaling factor ( F ). Ref [1] stated 
that the size of the population increases as the dimension of function increases. As a 
result, they were set to the following values: 100, 0.8, 0.5N CR F= = = . These parame-
ters follow the suggestion in other literature where they have been found empirically 
to obtain good performance[1], [8]. 

The GA here used real-coded representation, tournament selection, arithmetic 
crossover and Gaussian mutation[10]. The parameters of GA here were used the same 
setting as Ref.[3], which is effective for layout optimization problem. Besides, the 
population N , crossover probability cP  and mutation probability mP  of GA was re-

spectively set to 50, 0.95 and 0.3. 

5.3   Experimental Results and Discussion 

To test each algorithm’s performance, three algorithms independently run 50 times 
respectively. The experimental results are shown in Table 2, Table 3 and Table 4. 
Table 2 shows the statistic results, including the fitness values and the computing time 
cost of each algorithm. And Table 3 lists the statistic results of performance, including 
the maximum enveloped radius, overlap area and static non-equilibrium. Then Table 
4 lists the best layout schemes. Additionally, Fig. 3 shows the corresponding two-
dimensional layout diagrams, including the upper and lower bearing plate. 

Table 2 and Table 3 showed that DEG outperformed DE and GA on all of the lay-
out performance, where the average fitness value of DEG increased by 2.739% and 
58.72% respectively than DE and GA. The best fitness value of DEG is approxi-
mately equal to the one acquired from that of DE, and increased by 46.28% than that  
 

Table 2. the comparative results of DEG, DE and GA 

Fitness values Computing time /s 
Mean SD Best Worst Mean SD Best Worst 

DEG 7.1729e+0
1

4.07e+
0

6.7000e+0
1

7.5360e+0
1

3.4938e+0
1

2.35e-01 3.4592e+0
1

3.54e+0
1

DE 7.3694e+0
1

2.83e+
0

6.7569e+0
1

8.7400e+0
1

3.2060e+0
1

2.70e-01 3.1507e+0
1

3.26e+0
1

GA 1.1385e+0
2

5.85e+
0

9.8010e+0
1

1.1944e+0
2

3.4905e+0
1

2.31e-01 3.4567e+0
1

3.54e+0
1  

Table 3. the comparative performance results of DEG, DE and GA 

maximum envelop radius ( ) mm Overlap area( )2mm static non-equilibrium( )kg mm
Mean SD Best Worst Mean SD Mean SD Best Worst 

DEG 35.5431 4.21 32.4777 38.9033 0.0000 0.00 0.0000 0.00 0.0000 0.0000 
DE 35.6602 3.98 32.7194 39.6072 0.0000 0.00 0.0000 0.00 0.0000 0.0000 
GA 46.6098 3.54 44.4474 53.0508 14.431 5.42 2.1060 1.87 1.0004 3.9346  
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Table 4. the comparative best layout results of DEG, DE and GA 

DEG DE GA No. 
( )x mm  ( )y mm  ( )x mm  ( )y mm  ( )x mm  ( )y mm  

1 0.000 24.849 0.000 21.343 0.000 -30.185 
2 -6.284 -22.458 20.765 12.382 -22.789 -17.343 
3 21.115 8.732 -19.633 8.359 27.410 6.900 
4 15.514 -16.887 5.729 -23.064 -19.879 8.185 
5 -18.001 17.847 -22.384 -14.490 -4.697 29.962 
6 -0.359 -4.406 21.435 -7.961 15.757 -11.368 
7 -24.329 -0.791 2.525 -1.261 5.375 9.635 
8 0.000 1.023 0.000 -9.501 0.000 -14.785 
9 -16.793 13.743 20.467 1.543 -35.112 -12.537 

10 -2.718 -20.540 -7.840 12.632 5.775 33.309 
11 21.808 4.057 18.058 -24.044 -7.612 -36.860 
12 -22.306 -6.323 14.287 29.220 39.358 -5.010 
13 17.108 -16.342 -29.424 16.536 -26.254 10.569 
14 4.059 21.842 -26.335 -17.198 27.666 28.270 

(a) layout result of DEG (b) layout result of DE (c) layout result of GA  

Fig. 3. The best layout result of DEG, DE and GA 

of GA. From Table 3, we can see that DEG and DE were able to search feasible lay-
out scheme, that is, overlap area is 0 and static non-equilibrium smaller than Jδ , 

through 106 times or less evaluation of fitness function. But GA did not do that. Be-
sides, the average maximum envelop radius of DEG decreased by 0.328% and 
23.74% respectively than DE and GA. Therefore, the performance of DEG was  
superior to DE and GA in this experiment. However, Table 2 also showed that the 
efficiency of DEG is lower than DE and GA. Among three algorithms, the average 
calculating time cost of DE is shortest and decreased by 8.237% than DEG, and GA is 
almost the same as DEG. 

From the above results, we found that DEG was superior to DE and GA on per-
formance. The reason may be that the Gauss operator of DEG can constantly micro-
adjust the location of component for obtaining a better placement. This operator help 
DEG obtain a more satisfied layout solution. We have to note that DEG spent more 
time than DE and GA. In engineering practice, we believe that the more cost time 
may be acceptable.  

6   Conclusion 

We improve the basic DE with local search for constrained component layout optimi-
zation of satellite module, aiming at obtaining a better solution-scheme. The problem 
in this study is very difficult to solve in polynomial time[5]. There was still no perfect 
solution-scheme in previous studies. We proposed the DEG for a helpful exploration 
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of this problem. The experimental results indicates that the performance of DEG over 
DE and GA with this kind of problem. Furthermore, this work would be extended to 
apply in layout design of tank, submarine, etc. 
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Abstract. The problem of Multiple Observers Sitting on Terrain
(MOST) is an important part in visibility-based terrain reasoning and
many applications can be classified as this problem. Recent developments
in this field concentrate on using heuristic algorithm, such as Simulated
Annealing algorithm (SA), but it is still difficult because of unacceptable
computing time and low solving precision. In this paper, a Cloud the-
ory based Simulated Annealing algorithm (CSA) is introduced involving
two innovations. The first is state changing by using X cloud genera-
tor which can make the position selection of observer controllable. The
second is temperature annealing by using Y cloud generator which can
produce approximatively continuous annealing temperature and fit the
physical annealing process in nature much better. Theoretical analysis
proves that CSA is convergent for MOST problem. Application experi-
ments show that, using CSA for MOST problem, the average time cost
decreases by 40%∼60% and the average solution accuracy improves by
10% as compared with using SA.

1 Introduction

The Multiple Observers Sitting on Terrain (MOST) problem is a combinational
optimization problem which consists of finding the fewest possible observers to
make the united viewshed of those observers cover a certain ratio area, given
the kind of the observer (person, radar, etc.) and the attributes of the observer
(height, the radius of ROI, etc.). It is an important part in Visibility-Based
Terrain Reasoning (VBTR). This problem was identified as far back as 1982 by
Nagy [1]. And many applications can be classified as the MOST problem, such as
locating a telecommunication base station [2], protecting endangered species [3],
locating wind turbines [4] and so on.

As the problem scale enlarging, it becomes difficult to solve because of the
unacceptable computing time and low solving precision. Therefore, it is necessary
to find new method to face this challenge. Recent developments in this field focus
on involving spatial optimization techniques, such as heuristic algorithm. For
example, [5] used the swap algorithm in their toolkit for solving MOST problem.
[6] compared the results of using different heuristic algorithm individually for

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 750–757, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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MOST problem and claimed that the Simulated Annealing algorithm (SA) is
the best one among all tested algorithms when considering the balance between
time cost and solution accuracy.

Based on the fundamental concepts of cloud theory, a Cloud theory based
Simulated Algorithm (CSA) is explained in detail in Section 2. It contains two
main contributions, the first is state changing by using X cloud generator which
can make the observers position changing be controllable and improve the search-
ing ability, and the second is temperature annealing by using Y cloud generator
which can produce nearly continuous annealing temperature in each searching
step and fit the physical rules better. Section 3 proves that CSA for MOST prob-
lem is convergent. Experiment results are shown in section 4. They show that
the CSA can enhance the searching for veracity and reduce the time cost.

2 Cloud Theory Based Simulated Annealing Algorithm
for MOST

2.1 Basic Concepts of Cloud Theory

Consider a quantitative domain U which is represented by accurate numerical
value and can have an arbitrary number of dimensions and C is a qualitative
concept under U . If quantitative value x ∈ U and x is a stochastic realization
of C in qualitative concept. The certainty degree of x to C, u(x) ∈ [0, 1], is a
random number with stable tendency u that satisfies that when U → [0, 1] and
x ∈ U , then x → u(x). Then, the distribution of x on domain U comes to be
known as a cloud model, and is called cloud for short [7].

2.2 State Changing by Using X Condition Cloud Generator

The state changing of traditional SA for MOST is un-controllable. If generate a
new observer’s position sj from its current position si, the common method is

sj = si + rand(−1, 1) ·Max (1)

Where rand(a, b) function generates random numbers which uniformly distribute
between a and b, and Max is the maximal distance between every two positions.

Using X condition cloud generator and taking a certain value as a reference,
it can randomly generates a group of new values which distribute around the
given reference like “cloud” and the density of this cloud can be controlled by
He. The new state changing process is described as follows.

He = tk, x = 1.0− tk (2)

Where tk is the temperature of the No.k annealing step of SA.

En′ =
1√
2
[En +

√
He · rand(0, 1)] (3)

ui = exp
[
− 1

2
· (x− Ex

En′ )2
]

(4)

sj = si + ui ·Max (5)
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Because the annealing temperature tk ≥ 0, then let Ex = 0 in the CSA algo-
rithm, and according to “3En” rule, then set En = 0.33, which can meet X
cloud generator’s requirement for the range of discussion domain u.

Figure 1 is the comparison of unified searching range during each annealing
step between CSA and SA for MOST when states change 100 times in each
annealing step. From this figure, it is clear to see, during the first three annealing
steps, the searching range of CSA is wide which is helpful to let the observer’s
position locate as vast as possible so as to preserve diversity of the searched
individual. As the annealing times increasing and the annealing temperature
falling, the searching range of CSA becomes narrow which is useful for fixing the
observer’s optimal position quickly.

Fig. 1. Comparison unified searching range for two algorithms, λ=0.9

2.3 Temperature Annealing by Using Y Condition Cloud Generator

The temperature annealing function of SA is exponential in general [8]. Sup-
pose the initial temperature is t0, the annealing index is λ, then the annealing
temperature in the No.k step is

tk = t0 · λk k = 1, 2, 3, · · · , 0 < λ < 1 (6)

Using Y condition cloud generator and taking a certain value as a reference,
it can also randomly generate a group of new values which distribute around the
given reference like “cloud”. The new temperature annealing process is described
as follows.

He = tk, En = tk, u0 = 1.0− tk (7)

En′ =
1
3
[En + He · rand(0, 1)] (8)

t′k = En′
√
−2 lnu0 (9)
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Where t′k is the changeable annealing temperature of each state changing. Be-
cause He determines the dispersive degree of cloud drop, He in the CSA is direct
proportion to the reference temperature tk.

Fig. 2. Comparison of annealing temperature for two algorithms, λ =0.9

Figure 2 is the comparison of annealing temperature with each state between
CSA and SA when states change 800 times. From this figure, it is clear to see
that CSA can preserve the characteristic of annealing temperature’s gradual
descending as well as SA. At the same time, the changeable bound of annealing
temperature of CSA is far wider than that of SA and approximately continuous,
then CSA overcomes the disadvantage of SA whose temperature is discrete and
simplex during each annealing step, so the annealing process of CSA is coincident
with the physical annealing process better.

2.4 Algorithm Flow

Define the annealing temperature as tk, the new annealing temperature as t′k
and the positions of observer set as sk. Set the initial temperature be t0 = 1.0,
the initial positions of observer set be s0 and quit temperature be tq. Let C(sk)
represent the united-viewshed coverage ratio of the observer set. Then the CSA
algorithm for MOST problem is as follows.

3 Analysis of CSA’s Convergence for MOST Problem

Theorem 1. The CSA is corresponding to a Markov chain.

Proof. The Markovian property of CSA is related with its state generator func-
tion illustrated in section 2.2:

V =
1
2
[En +

√
T · rand(0, 1)] (10)

Xn+1 = Xn + Max · exp
[
− (1− T )2

2V 2

]
(11)
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Algorithm 1. CSA for MOST
1: procedure CSA

2: tk = t0, sk = s0, k = 0;
3: for tk > tq do
4: for Metropolis Rule is not satisfied do
5: Generate t′

k using eq (7) to (9);
6: Generate sj from si using eq (2) to (5);
7: Compute C(sk);

8: if min{1, exp [−C(si)−C(sj)
t′
k

]} > rand(0, 1) then
9: sk = sj ;

10: else
11: sk = si;
12: end if
13: end for
14: k = k + 1, Generate tk using eq (6);
15: end for
16: return sk;
17: end procedure

According to the state generating method of CSA, the generation of next state
Xn+1 is only correlative with current state Xn. Therefore, this state transferring
has Markovian property.

The transferring probability for next annealing step under the temperature T
of this Markov chain is:

pi,j(T ) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

gi,j(T )ai,j(T ), j ∈ Di and j �= i

1−
∑

k∈Di

pi,k(T ), j = i

0, others

(12)

gi,j is the probability of the state transferring from i to j under the temperature
T , and ai,j(T ) is the acceptation function under this temperature, Di is the
neighbor domain of state i.

According to the analysis of CSA in the section 2.3, the acceptation function
ai,j(T ) can be presented as:

When C(j) ≤ C(i), then ai,j(T ) = 1; When C(j) > C(i), then

ai,j(T ) =
∫

fτ (ξ, T )e−
C(j)−C(i)

ξ dξ (13)

Theorem 2. The state space of CSA’s Markov chain is limited.

Proof. For MOST problem, if s observers are located on a terrain which has
sample m × n points, then all the possible choices of observer’s position com-
bination composes the state space for this problem. Therefore, the state space
for MOST is Cs

m×n, and it shows that the CSA is corresponding to a limited
Markov chains.
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Lemma 1. All states of the Markov chain whose state is limited and unreduced
has natural returning.

Theorem 3. This state limited Markov chain can not be reduced.

Proof. According to the neighbor selection method and state generation func-
tion, strong connectivity of the feasible domain guarantees the unreducibility.
∀i, j ∈ Ω, ∃s0, s1, · · · , sn ∈ Ω, s0 = i, sn = j, and every state is not same as
each other, the property of strong connectivity ensures that gsk,sk+1 > 0, k =
0, 1, · · · , n− 1. Moreover, because ∀i, j ∈ Ω, ai,j(T ) > 0

pn
i,j(T ) ≥ ps0,s1(T )ps1,s2(T ) · · · psn−1,sn(T ) > 0 (14)

the arbitrary state of this Markov chain is connectivity each other. Therefore,
this Markov chain can not be reduced.

Theorem 4. This state limited Markov chain is non-periodic.

Proof. Because this state limited Markov chain can not be reduced, then all
states of this chain is equivalent and have same period.

Consider the state acceptation function ai,j(T ). When C(j) ≤ C(i), then
ai,j(T ) = 1. When C(j) > C(i), then

0 < ai,j(T ) <
∫
|fτ (ξ, T )|dξ = 1 (15)

If ∃i ∈ Ω, j ∈ Di, which are satisfied with 0 < ai,j(T ) < 1, consider the trans-
ferring probability of i:

pi,i(T ) = 1−
∑

k∈Ω,k �=i

pi,k(T ) > 1−
∑

k∈Ω,k �=i,k �=j

gi,k − gi,j = 0 (16)

Thus the state i is non-periodic. And also because all states have same period,
then this Markov chain is non-periodic.

Lemma 2. The state limited, un-reduced and non-periodic Markov chain has
unique smooth distribution.

Lemma 3. The sufficient and necessary condition of natural returning for a
chain which is non-periodic and un-reduced is that it has smooth distribution,
and this distribution is its ultimate distribution.

Theorem 5. The Markov chain of CSA for MOST problem is convergent.

Proof. This is the direct conclusion from theorem 1∼4 and lemma 1∼3.
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Table 1. Statistical characteristic of sample terrain

Sample Min Max Diff Mean SD

1 693.1 754.2 61.1 712.2 84.28
2 939.3 2531.5 1592.2 1731.2 250.34
3 250.0 461.3 211.3 364.4 1272.6
4 2153.5 2570.1 416.6 2372.7 2030.2
5 930.4 2481.7 1551.3 2023.6 3677.1

4 Using CSA for MOST Problem

We solve the MOST problem using SA and CSA respectively for five repre-
sentative terrains (described in Table 1) in two experiments. In experiment 1,
there are 4 blocks and 2 observers per block. And in experiment 2, there are
4 blocks and 4 observers per block. The observer’s ROI are 256 sample points,
annealing index λ is 0.9 and observer’s height is 1.6 meters in both experiments.
Each experiment is repeated 10 times for each terrain. The two algorithms stop
when the temperature descends to 10% of the original temperature stage. All
the experiments are done by using a PC which has 2.4 GHz Pentium CPU and
1 Gbytes RAM to get the comparison of time cost (TC, unit is second) and
united-viewshed coverage (UVC, unit is %) between using SA and CSA. The
experiment results are presented below.

From table 2, it is clear to see that the average time cost of the solution
based on the CSA decreases by 40%∼60% and the accuracy improves by 10% as
compared with the one based on the SA. It illustrates that the gain of using CSA
is much more than using SA if the complexity of the MOST problem increases.

Table 2. Comparison result of united-viewshed coverage ratio and the time cost

Sample
Experiment 1 Experiment 2

Performace
SA CSA SA CSA

1
706.4 503.4 5633 2484 TC(sec)

25.67 27.91 35.69 40.12 UVC(%)

2
719.2 522.4 6333 1742 TC(sec)

31.52 33.79 45.14 49.36 UVC(%)

3
650.0 463.8 3529 2638 TC(sec)

25.43 29.84 36.48 42.16 UVC(%)

4
595.1 398.4 1751 867.8 TC(sec)

19.39 22.71 28.26 33.59 UVC(%)

5
722.2 512.3 5505 1769 TC(sec)

24.26 25.91 36.21 39.2 UVC(%)
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5 Conclusions

In VBTR, using a heuristic algorithm is an efficient method to solve the MOST
problem. However, if we use a general heuristic algorithm without any modifica-
tion, it usually cannot get the best effect of the balance between efficiency and
precision. In this paper, according to the cloud drop’s randomness and stable
tendency in cloud theory, a Cloud theory based Simulated Annealing algorithm
(CSA) is developed. CSA not only realizes the controllable changing of observer’s
position by using X cloud generator, but also fits the physical annealing process
in nature much better by using Y cloud generator which can produce nearly
continuous annealing temperature. It has been proved that the CSA is conver-
gent for MOST problem theoretically. Moreover, the result of the application of
using CSA for MOST problem declares that the new algorithm’s usefulness and
effectiveness adequately and it can be used in other combinational optimization
applications of terrain reasoning.
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Abstract. A vertex ranking of a graph G is a labeling of the vertices of
G with positive integers such that every path between two vertices with
the same label i contains a vertex with label j > i. A vertex ranking
is minimum if the largest label used in it is the smallest among all pos-
sible vertex rankings of G. The minimum vertex ranking spanning tree
problem on G is to find a spanning tree T of G such that the minimum
vertex ranking of T is minimum among all possible spanning trees of G.
In this paper, we show that the minimum vertex ranking spanning tree
problem on interval graphs, split graphs, and cographs can be solved in
linear time. It improves a previous result that runs in O(n3) time on
interval graphs where n is the number of vertices in the input graph.

1 Introduction

Let G = (V,E) be a finite, simple, and undirected graph. Let n = |V | and
m = |E|. Let N(v) = {u | (u, v) ∈ E}. A clique (respectively, independent
set) is a vertex subset W ⊆ V such that any two vertices in W are adjacent
(respectively, non-adjacent). Let G be the complement of G, i.e., G = (V,E =
{(u, v) | (u, v) /∈ E}). The diameter of G is the longest shortest path among all
possible shortest paths in G.

A vertex ranking of a graph G is a function γ : V → N such that every
u, v path in G with γ(u) = γ(v) contains at least one vertex w in the path
with γ(w) > γ(u). In a vertex ranking γ, γ(v) is called the rank of v. A vertex
ranking γ is minimum if the largest rank used in γ is the minimum among all
possible vertex rankings of G. We denote the largest rank used in the minimum
vertex ranking of G by rank(G). The minimum vertex ranking problem on G
is to find a minimum vertex ranking of G. This problem has applications to,
e.g., communication network design, planning efficient assembly of products in
manufacturing systems [3,5,6,11], and VLSI layout design [2,7].

The minimum vertex ranking spanning tree (MVRST for short) problem on
G is to find a spanning tree of G such that the vertex ranking of the spanning
tree is minimum among all possible spanning trees of G [9]. Miyata et al. proved
that the decision version of MVRST problem is NP-complete on general graphs
� Corresponding author.

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 758–765, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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[8]. However, it can be solved in O(n3), O(n5), and O(n5 log4 n) time on interval
graphs [9], outerplanar graphs [10], and series-parallel graphs [1], respectively.

In this paper, we propose linear-time algorithms for the MVRST problem
on interval graphs, split graphs, and cographs. Our result on interval graphs
improves the result of [9] from O(n3) to linear time.

2 Interval Graphs

A graph G is called an interval graph if it has an intersection model F consisting
of intervals on a straight line such that any vertex of G corresponds to an interval
in F , and two vertices are adjacent if their corresponding intervals overlap.

Masuyama and Nakayama showed that the MVRST problem on interval
graphs can be solved in O(n3) time [9]. The basic idea proposed in [9] is as
follows. At first, a diameter P of G is determined. Note that P must contain the
leftmost vertex vmin and the rightmost vertex vmax of G, where vmin (respec-
tively, vmax) is the vertex with the least right endpoint (respectively, the largest
left endpoint) [9]. In the following, we only consider such a diameter.

Next, a spanning tree T with minimum vertex ranking is computed by linking
each v ∈ V \ P to a vertex of P or to a vertex which is already linked to P ,
or adding v into P . In fact, T is determined by using a dynamic programming
technique on P in [9]. To inprove the time complexity, we try to construct the
MVRST directly without considering some cases. By the lemmas proved in [9],
we have the following lemma.

Lemma 1. Let P be a diameter of G and T be an MVRST of G. Then rank(P )≤
rank(T ) ≤ rank(P ) + 1.

In our approach, during the construction of a spanning tree T of G, we try to
extend P to P ′ such that rank(P ) = rank(P ′) = rank(T ) until it is impossible
to extend P . We then conclude that rank(T ) = rank(P ) + 1. By Lemma 1,
it is optimal. The key point is that the minimum vertex ranking of a path is
not unique. Thus we try to make the ranking unique. Lemma 2 shows that the
minimum vertex ranking is unique for some special paths and it can be proved
by induction.

Lemma 2. Let P be a path with |P | = 2r − 1 for some r ∈ N. Then, the
minimum vertex ranking of P is unique and rank(P ) = r.

By Lemmas 1 and 2, we have Lemma 3.

Lemma 3. Let P1 and P2 be two paths such that 2�log2 |P1|� − 1 < |P1| ≤
2�log2 |P1|�+1 − 1 = |P2|. Then, rank(P1) = rank(P2). Moreover, if P3 is a path
with |P3| > |P2|, then rank(P3) > rank(P2).

If |P | < 2r − 1 for some r ∈ N, we try to extend P as long as possible by
Lemma 3. If we can add all the vertices in V \ P before extending P within
2�log2 |P |�+1 − 1 vertices, we obtain an MVRST whose rank is equal to rank(P ).
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Otherwise, a spanning tree T can be obtained by the following operation. Let
P = [u1, u2, . . . , ud] and γ′ be an optimal ranking on P \ {u1, ud}. The levelup
operation on P is a ranking γ on P by letting γ(u1) = γ(ud) = 1 and γ(ui) =
γ′(ui) + 1 for 1 < i < d. Then we can directly link every vertex v ∈ V \ P
to a vertex in {u2, . . . , ud−1} by letting γ(v) = 1. It lets us obtain a vertex
ranking spanning tree of G. In this paper, we call the number 2�log2 |P |�+1 − 1
the corresponding minimum vertex ranking bound (CMV RB for short) of the
path P . The following lemma shows that some MVRST of G can be determined
by its diameter P .

Lemma 4. Let P be a diameter of G. If |P | is either 2�log2 |P |� or 2�log2 |P |�+1,
then the rank of the MVRST of G is 1log2 |P |2+ 1.

Let P be a diameter of the interval graph G = (V,E). In [9], vertices in V \ P
can be partitioned into three subsets, namely, V1, V ′

1 , and V2 as follows.

– V2 contains the vertices which are adjacent to more than one vertex of P .
– V1 contains the vertices that are exactly adjacent to one vertex of P and not

adjacent to any vertex of V2.
– V ′

1 contains the vertices that are exactly adjacent to one vertex u of P and
adjacent to at least one vertex of V2.

For our algorithm, we partition V ′
1 into three subsets, namely, V ′

1−1, V
′
1−2−1,

and V ′
1−2−2 as follows.

– V ′
1−1 = {v ∈ V ′

1 | ∃v′ ∈ V1 s.t. N(v′) ∩N(v) ∩ P = {u}}.
– V ′

1−2−1 = {v ∈ V ′
1 | v /∈ V ′

1−1 s.t. v can link to both of N(u) ∩ P via some
vertices in V2}.

– V ′
1−2−2 = {v ∈ V ′

1 | v /∈ V ′
1−1 s.t. v can link to only one of N(u)∩P via some

vertices in V2}.

Since vertices in P that are adjacent to the same vertex of V2 must be consec-
utive, vertices in V ′

1−2−1 can connect to a vertex in P whose rank is more than
2 via a vertex in V2. Thus we have the following lemmas.

Lemma 5. Connecting V2 to P does not change the ranking of P .

Lemma 6. Connecting V ′
1−2−1 to P does not change the ranking of P .

By Lemmas 5 and 6, we can process the vertices in V2 and V ′
1−2−1 after solving

all the other cases. Consider the vertices in V1. Since they have only one choice
to connect to P , we connect vertices of V1 to P directly. In fact, vertices in V ′

1−1

can be treated as vertices in V1. Thus we have the following lemma.

Lemma 7. Connecting V ′
1−1 to P does not change the ranking of P ∪ V1.

Thus, all we have to do is to connect vertices of V ′
1−2−2 to P such that the ranking

of P is as unchanged as possible. Since the vertices in P which are connected to
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V1 and V ′
1−1 must be ranked more than 1 in some minimum vertex ranking, we

mark these vertices black to denote these vertices to be ranked more than 1. We
also mark the second and the second to the last vertex of P black since the first
and the last vertex of P can be treated as the vertices in V1 or V ′

1−1.
For an arbitrary minimum vertex ranking of P , if two adjacent vertices or

an end vertex are ranked more than 1, there can be an ignored hidden vertex
which is ranked as 1. In this paper, we call such an ignored hidden vertex a
division. Clearly, if two adjacent vertices in P are marked black, then there
exists a division between these two vertices since both of them must be ranked
more than 1. Let Ds be the set of all divisions in P .

These black vertices partition P into P1, P2, . . . , Ps with |Pi| > 0 for 1 ≤ i ≤ s.
For the path P ∗ with CMVRB vertices, since all the black vertices in P must
be ranked more than 1, we have to keep the black vertices to be located in the
even position in P ∗. Note that we also count position of each division. So we
can see that there exists a division in each subpath with even number of vertices
by the properties of minimum vertex ranking. We denote Peven = {Pi|1 ≤ i ≤
s and |Pi| is even}. Then we can count the number of divisions in even subpaths
by |Peven|.

Let free vertex number (FV N for short) be the number of vertices that can be
added into P such that the number of vertices in the resulting path is CMV RB.
Then we can compute FV N by using the CMV RB to subtract |Ds|, |Peven|,
and |P |. Now, we are going to connect the vertices in V ′

1−2−2 to P .
There are three ways to connect v ∈ V ′

1−2−2 to P . Let u ∈ N(v)∩P . The first
way is to connect v to u directly when γ(u) > 1. The second way is to connect
v to u′ ∈ P via some vertex in V2 when γ(u) = 1 and γ(u′) > 2. These two ways
would not decrease FV N since they do not change the minimum vertex ranking
and the order of P . When both two ways cannot work, then we can only do the
last way. The last way is that we first choose a vertex w from N(v) ∩ V2 which
connects to most vertices in V ′

1−2−2. Then we add w into P and the vertices
in N(w) ∩ V ′

1−2−2 can be put into V2. However, the last operation makes |P |
increase 1 and FV N decrease 1. If FV N = 0, V ′

1−2−2 �= φ, and need to do
the last connecting way, this will increase the rank(P ) for adding the remaining
vertices to the spanning tree. That is, we have to do levelup on P . Figure 1(a),
(b), and (c) show the three connecting ways respectively.

2 1 3 1 2

1

P
2 1 3 1 2

1

P
4 1 1 3 2

2

P

2

(a ) (b) (c)

V2

V '1-2-2

Fig. 1. (a) The first way. (b) The second way. (c) The last way.
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We mark the vertices in V ′
1−2−2 ∩ P red to denote that these vertices have

to be considered especially. Consider Pi ∈ Peven with at least one red vertex,
we choose a vertex v ∈ V ′

1−2−2 with N(v) ∩ Pi �= φ to do the third operation
such that most red vertices in Pi can be located in even positions. We can
choose v by scanning from left to right and right to left of Pi and record the
position of each red vertex at the same time and then choose the best one at
last. This cost O(|Pi|) time. Since we have computed FV N to subtract |Peven|
that must contain a division, this operation would not decrease FVN because
it makes P increase 1 but Peven decrease 1. Let P1, P2, . . . , Ps be the subpaths
of P partitioned by black vertices. The following two lemmas show that the
connecting order of V ′

1−2−2 will not affect the rank of the MVRST of G. Due to
the limitation of pages, we omit the proof.

Lemma 8. If each Pi /∈ Peven, then FV N is even.

Lemma 9. If each Pi contains odd number of vertices and v, v′ ∈ V ′
1−2−2, then

connecting v or v′ first will not affect the rank of MVRST.

For our algorithm, we start to scan the vertices in P from left to right to connect
V ′

1−2−2. If a red vertex u ∈ P which is adjacent to v ∈ V ′
1−2−2 is in odd position

of some Pi, then v can only apply the second or third connecting way. Otherwise,
v can apply the first operation. We keep the position j to compute if u is in the
even position of Pi. Note that the divisions are also computed in j. If u is in
the odd position, we choose w ∈ V2 which can connect to the most v′ ∈ V ′

1−2−2

and the vertex u′ ∈ P where u′ is not in the j(= 4x)-th position in P , x ∈ N,
to apply the third operation with w. Note that one of the left and right vertices
of u in P must be ranked more than 2. Clearly, if w does not exist, we can
mark u white since each v ∈ V ′

1−2−2 which is adjacent to u can connect to the
vertex in the 4x-th position in P via some vertex in V2. Assume that w does
exist. If j − 1 mod 4 = 0, w must be added to the right-hand side of u in P
and each v ∈ V ′

1−2−2 which can only connect to the right-hand side of u must
be in N(w). These vertices will be added to V2. Hence we can mark u white
and scan the next vertex of u in P in position j = j + 2 since we had added w
into P . If j − 1 mod 4 �= 0, w must be added between u and the left-hand side
vertex of u. Hence u is shifted to the even position and we do not need to do
any operation on it. Then we scan the vertex of u in P in position j = j + 2.
Note that we keep a variable to save that if there is a division before the next
black vertex or red vertex which is in the even position that we do not want to
change their position. Then we have to subtract this division from FVN after
scanning a subpath. If FV N = 0 and there is at least one vertex v ∈ V ′

1−2−2

which cannot do the first or second operation, we know that the rank limitation
is broken. Hence we need to increase rank(P ). Thus we do levelup. The detail
of our algorithm MVRST-Interval is as follows.

It is not hard to check that Algorithm MVRST-Interval can be implemented
in linear time. Thus we have the following theorem.

Theorem 1. MVRST problem on interval graphs can be solved in linear time.
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Procedure MVRST-Interval
Data: An interval graph G.
Result: A MVRST T of G with rank(T ).

1.Find the diameter P which contains vmin and vmax by BFS;
2.if |P | ≤ 2�log2 |P |� + 1 then

done (i.e., rank(T ) = �log2 |P |� + 1);

3.Partition V \ P into V1, V ′
1−1, V ′

1−2−1, V ′
1−2−2, and V2 by BFS;

4.Connect V1 and V ′
1−1 to P and mark the connected vertices in P black;

5.Partition P into P1, P2, . . . , Ps by the black vertices;
5-1.Compute P

even and |Ds|;
5-2.FV N = CMV RB − |P | − |Peven| − |Ds|;
5-3.if FV N < 0 then

done (i.e., rank = �log2 |P |� + 2 and do levelup);

5-4.if V ′
1−2−2 = ∅ then

done (i.e., rank = �log2 |P |� + 1);

6.Mark the vertices in P which can be connected to V ′
1−2−2 red;

6-1. forall Pi ∈ P
even do

Choose a red vertex in Pi to add the corresponding longest vertex z ∈ V2

to P such that the most red vertices are in even positions of Pi and
change the red vertex into white;
Move N(z) ∩ (V ′

1−1 ∪ V ′
1−2−1 ∪ V ′

1−2−2) to V2;

7.Scan the vertex u of P from left to right:
7-1.if the position j mod 2 �= 0 and u is red then

choose w ∈ V2 such that |N(w) ∩ (N(u) ∩ V ′
1−2−2)| is the largest and

∃u′ ∈ N(w) ∩ (N(u) ∩ P ) such that u′ is not in the 4x-th position in P ;
if w does not exist then

keep scanning the original righthand vertex in P ;

do the third operation by adding w to P ;
FV N = FV N − 1;
j = j + 2;
if hiddendivision = 1 then

hiddendivision = 0;

else
hiddendivision = 1;

keep scanning the original righthand vertex in P ;

7-2.if u is marked black or red and j = 2x for some x ≥ 1 and
hiddendivision = 1 then

hiddendivision = 0;
FV N = FV N − 1;
j = j + 2;

7-3.if FV N < 0 then
done (i.e., rank = �log2 |P |� + 2 and do levelup);

8.Connect a ∈ V2 to the even position in P and b ∈ V ′
1−2−1 to the 4x-th

position in P where x ∈ N;
Finally, we obtain T , (i.e., rank(T ) = �log2 |P |� + 1);
return The spanning tree T and rank(T );
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3 Split Graphs

A Graph G = (V,E) is called a split graph if its vertex set V can be partitioned
into a clique K and an independent set I [4]. In this section, we will show that
MVRST of a split graph can also be determined by its diameter.

Lemma 10. The length of a diameter of a split graph G is at most 3.

In the following, we let Pk denote a path with k vertices. It is easy to see that
rank(P4) = 3, rank(P3) = rank(P2) = 2, and rank(P1) = 1. By Lemma 10,
we know that the rank of MVRST of G is at least the rank of the diameter of
G. In the case that the diameter of G is a P1, G contains only one vertex. If
the diameter of G is a P2, then G is a clique. In this case, if |V | > 2, then the
MVRST of G is a star; otherwise, G contains only two vertex. Thus the MVRST
of G is easy to compute for these two cases. In the following, we only consider
that |V | ≥ 3. By Lemma 10, we only need to take care of the cases that the
diameter of G is either a P3 or a P4. We have the following lemmas.

Lemma 11. Let [u, v, w] be a diameter of a split graph G. Then v is a universal
vertex of G and the MVRST of G is a star.

Lemma 12. Let [u, v, x, y] be a diameter of a split graph G. Then a BFS tree
T starting from v is a MVRST of G.

According to Lemmas 11 and 12, we have the following theorem.

Theorem 2. MVRST problem on split graphs can be solved in linear time.

Corollary 1. The rank of the MVRST of a split graph is equal to the rank of
its diameter.

4 Cographs

A graph G is called a cograph if it satisfies the following rules.

– Any single vertex graph is a cograph;
– If G is a cograph, so is its complement G;
– If G and H are cographs, so is their disjoint union G ∪H .

Let us consider a connected cograph. We first detect whether a universal
vertex v exists or not. If v does exist, then we find the spanning tree T of G
such that T is a star with v being the center. Otherwise, we do a BFS from an
arbitrary vertex of G to obtain a BFS tree T .

Lemma 13. Assume that there is no universal vertex in G. Then a BFS tree T
is the MVRST of G and rank(T ) = 3.

Finally, according to Lemmas 13, we have the following theorem.

Theorem 3. MVRST problem on cographs can be solved in linear time.
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5 Conclusion

In this paper, we show that the MVRST problem on interval graphs, split graphs,
and cographs can be solved in linear time. Currently, only few results about this
problem are known. The time complexity of the problem is still unknown for
many classes of graphs. It seems that the diameter is important for this problem.
In the future, we will study the problem on other classes of graphs, e.g., chordal
graphs and chordal bipartite graphs.
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Abstract. A double-loop digraph G(N ; s1, s2) has N vertices 0, 1, . . . ,
N − 1 and 2N edges of two types: s1-edge: v → v + s1( mod N), and
s2-edge: v → v + s2( mod N), v = 0, 1, . . . , N − 1, for some fixed steps
1 ≤ s1 < s2 < N with gcd(N ; s1, s2) = 1. Let D(N ; s1, s2) be the diam-
eter of G and let us define: D(N) = min{D(N ; s1, s2)|1 ≤ s1 < s2 < N
and gcd(N ; s1, s2) = 1 }. Given a fixed number of vertices N , the general
problem is to find steps s1 and s2, such that the digraph G(N ; s1, s2) has
minimum diameter D(N). A lower bound of this diameter is known to be
lb(N) = �

√
3N � − 2. In this work, we give a simple and efficient algorith-

mic solution of the problem by using a geometrical approach. Given N , the
algorithm find the minimum integer k = k(N), such that D(N) = lb(N)+
k. The running time complexity of the algorithm is O(k2)O(N1/4 log N).
With a new approach, we prove that infinite families of k-tight optimal
double-loop networks can be constructed for any k ≥ 0.

Keywords: Diameter; double-loop network; tight optimal; L-shaped
tile; algorithm.

1 Introduction

Double-loop digraphs G = G(N ; s1, s2), with 1 ≤ s1 < s2 < N and gcd(N ; s1,
s2) = 1, have the vertex set V = {0, 1, . . . , N−1} and the adjacencies are defined
by v → v + s1( mod N) and v → v + s2( mod N) for v ∈ V . The hops s1 and
s2 between vertices are called steps. These kinds of digraphs have been widely
studied as architecture for local area networks, known as double-loop networks
(DLN).

The diameter of G is denoted by D(N ; s1, s2). As G is vertex symmetric, its
diameter can be computed from the expression max{d(0; i)|i ∈ V }, where d(u; v)
is the distance from u to v in G. For a fixed integer N > 0, the optimal value of
the diameter is denoted by

D(N) = min{D(N ; s1, s2)|1 ≤ s1 < s2 < N and gcd(N ; s1, s2) = 1 }.
� The research is supported by Chinese Natural Science Foundation (No. 60473142)

and Natural Science Foundation of Anhui Education Bureau of China(No.
ZD2008005-1).
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Several works studied the minimization of the diameter (for a fixed N) with
s1 = 1. Let us denote D1(N) = min{D(N ; 1, s)|1 < s < N}. A sharp lower
bound for both D(N) and D1(N) is well known to be lb(N) = �

√
3N � − 2.

A given DLN G(N ; s1, s2) is called k-tight if D(N ; s1, s2) = lb(N)+k(k ≥ 0).
A k-tight DLN is called optimal if D(N) = lb(N) + k(k ≥ 0), where integer N
is called k-tight optimal. The 0-tight DLN are known as tight ones and they
are also optimal. A given double-loop G(N ; 1, s) is called k-tight if D(N ; 1, s) =
lb(N) + k(k0). A k-tight DLN G(N ; 1, s) is called optimal if D1(N) = lb(N) +
k(k ≥ 0).

The metrical properties of G(N ; s1, s2) are fully contained in its related L-
shaped tile L(N ; l, h, x, y) where N = lh− xy, l > y and h ≥ x. In Figure 1, we
illustrate generic dimensions of an L-shaped tile.

l
′

∗

0

∗

l

h

y

x

h
′

N = lh− xy

Fig. 1. Generic dimensions of an L-shaped tile

Let D(L) = D(L(N ; l, h, x, y)) = max{l+h−x−2, l+h−y−2}. For obvious
reasons, the value D(L) is called the diameter of the tile L. When an L-shaped
tile L(N ; l, h, x, y) has diameter lb(N) + k, we say it is k-tight.

Given an N , it is desirable to find a double-loop network G(N ; s1, s2) with its
diameter being equal to d(N). Aguiló and Fiol in [1] gave an algorithm to search
an L-shaped tile L(N ; l, h, x, y) with diameter �

√
3N � − 2 + k in the order

k = 0, 1, 2, . . . . The first-found L-shaped tile must have minimum diameter,
but no explicit algorithm was given in their paper. They estimated the time
complexity of this algorithm to be O(k3)O(logN). However, later we will show
that the time complexity of their algorithm is O(k2)O(N1/4 logN). An algorithm
was given in [4] to find optimal double-loop networks with non-unit steps.

In this paper, we propose a simple and efficient algorithm to search an L-
shaped tile L(N ; l, h, x, y) with diameter �

√
3N � − 2 + k in the order k =

0, 1, 2, . . . . Our algorithm is based on some theorems of Li and Xu [7,8]. Un-
like the algorithm of Aguiló and Fiol, our algorithm does not require complex
formulas. The running time complexity of our algorithm is O(k2)O(N1/4 logN).

It is proved in [3] that for any k ≥ 0, there exist infinite families of k-tight op-
timal double-loop networks. With a new approach, we prove that infinite families
of k-tight optimal double-loop networks can be constructed for any k ≥ 5.
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2 Preliminary

The following Lemma 1, 2, 3, and 4 can be found in [6 or 7 ].

Lemma 1[6]. Let t be a nonnegative integer. We define I1(t) = [3t2 +1, 3t2+2t],
I2(t) = [3t2 + 2t + 1, 3t2 + 4t + 1] and I3(t) = [3t2 + 4t + 2, 3(t + 1)2]. Then we

have [4, 3T 2 + 6T + 3] =
T⋃

t=1

3⋃
i=1

Ii(t), where T > 1, and lb(N) = 3t + i − 2 if

N ∈ Ii(t) for i = 1, 2, 3.

Lemma 2[7]. Let L(N ; l, h, x, y) be an L-shaped tile, where N = lh− xy, l > y
and h ≥ x. Then

(a) There exists G(N ; 1, s) realizing the L-shaped tile iff gcd(h, y) = 1, where
s ≡ αl − β(l − x)( mod N) for some integral values α and β satisfying αy +
β(h− y) = 1.
(b) There exists G(N ; s1, s2) realizing the L-shaped tile iff gcd(l, h, x, y) = 1,
where s1 ≡ αh+βy( mod N) , s2 ≡ αx+βl( mod N) for some integral values
α and β satisfying gcd(N, s1, s2) = 1.

Lemma 3[7]. Let L(N ; l, h, x, y) be an L-shaped tile, N = lh− xy. Then

(a) If L(N ; l, h, x, y) is realizable, then |y − x| <
√
N ;

(b) If x > 0 and |y − x| <
√
N , then

D(L(N ; l, h, x, y)) ≥
√

3N − 3
4 (y − x)2 + 1

2 |y − x| − 2 ;

(c) Let f(z) =
√

3N − 3
4z

2 + 1
2z . Then f(z) is strictly increasing when

0 ≤ z ≤
√
N .

Lemma 4[7]. Let N(t) = 3t2 + At + B ∈ Ii(t) and L be the L-shaped tile
L(N(t); l, h, x, y), where A and B are integral values; l = 2t + a, h = 2t + b,
z = |y−x|, a, b, x, y are all integral polynomials of variable t, and j = i+k(k ≥ 0).
Then L is k-tight iff the following identity holds,

(a + b− j)(a + b− j + z)− ab + (A + z − 2j)t + B = 0. (1)

The following Lemma 5 is the generalization of Theorem 2 in [8], and can be
found in [9].

Lemma 5[9]. Let H(z, j) = (2j − z)2 − 3[j(j − z) + (A+ z − 2j)t+B], and the
identity (1) be an equation of a and b. A necessary condition for the equation
(1) to have integral solution is that 4H(z, j) = s2 + 3m2, where s and m are
integers.

It is easy to show that the following Lemma 6 is equivalent to Theorem 1 in
[8]. Lemma 6 can be found in [9].

Lemma 6[9]. Let n, s and m be integers, n = s2 + 3m2. If n has a prime factor
p, where p ≡ 2( mod 3), then there exists an even integer q, such that n is
divisible by pq, but not divisible by pq+1.
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The following lemma is the generalization of Lemma 14 in [3].

Lemma 7. For given integer k ≥ 5, let N = 3t2 +At+ k2 + k− i(i− 1) ∈ Ii(t),
where A = 2i− 1, 1 ≤ i ≤ 3.

Case 1. Let L be k0-tight L-shaped tile L(N ; l, h, x, y), z = |y − x|, where
0 ≤ k0 < k. Then z ≤ 2k0.

Case 2. Let L be k-tight L-shaped tile L(N ; l, h, x, y), z = |y − x|. Then z ≤
2k + 1.

Lemma 8[9]. There exists an infinite number of prime p, where p �= 2 and p ≡ 2(
mod 3).

3 The Algorithm of Aguiló and Fiol

In general, the algorithm for searching a k-tight double loop digraph works as
follows:

Algorithm 1[1]: to search k-tight L-shaped tiles with a given N .

Step 1.Given N , find t, lb(N) and i ∈ {1, 2, 3} such that N ∈ Ii(t); Assign
k = 0.

Step 2.For a fixed k and from z = 0 to z = 1zmax2, where zmax is obtained
by a complex function about N and k, look for a k-tight tile L(l, h, x, y) with
y = x + z and gcd(l, h, x, y) = 1.The following is the order of searching:

A. Procreating case: z ∈ {2k, 2k + 1, 2k + 2}.
B. E2(k) case: the variation of z is recommended to be from 2k − 1 to 0.
C. E1(k) case: the variation of z is recommended to be from 2k+3 to 1zmax2.
Step 3. If an L-shaped tile has been found in Step 2, then there exists a k-

tight(optimal) digraph with N vertices and steps s1, s2 such that D(N ; s1, s2) =
D(N) = lb(N) + k, and the algorithm ends. Otherwise there is no such digraph
with such a k. Then, assign k ← k + 1 and go to Step 2.

Step 2 is the most complex one. For instance, in the E2(k) case we must search
for integral points in the plane which are on the ellipsis

EBi = ab− (a + b− k − i)(a + b + k − i− s), for i = 1, 2, 3 and 1 ≤ s ≤ 2k.

One integer pair (a, b) will be valid if b ∈ [b−i , b
+
i ] and a = a−i or a = a+

i .
These values can be obtained as follows.

b±i = s+2i±2
√

mi

3 ,
mi = (s + 2i)2 + 3[(k + i)(k − s− i)− EBi],
a±i = s+2i−b±√

qi

2 , b ∈ [b−i , b
+
i ],

qi = −3b2 + 2(s + 2i)b+ (s + 2i)2 + 4[(k + i)(k − s− i)− EBi].

Consider N =3t2+(s+2i)t+EBi, for i=1, 2, 3 and 1≤s≤2k, from Lemma 1,
we know that EB1 ∈ [−2t + 1, 0], EB2 ∈ [−2t + 1, 1] and EB3 ∈ [−2t + 2, 3].
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Note that t = O(N1/2), so the computing cost for searching integral points is
O(k2)O(N1/4). However, Aguiló and Fiol [1] estimated the computing cost to
be O(k3). The numerical computations and the results of Coppersmith reported
in [5] suggest that the order of k might be as low as O(log1/4 N). Based on our
experiments, later we will show that k might be less than O(logN).

To check that gcd(l, h, x, y) = 1, it is well-known that the order of the Eu-
clidean algorithm to compute such a gcd is O(logN).

Chan, Chen and Hong [2] proposed a simple algorithm to find s1 and s2 for
a given L-shaped tile. The algorithm takes at most O((logN)2) time. However,
note that this step is only executed when a solution has been found. Therefore,
its cost has no relevance to the total order of the algorithm. As a conclusion, the
algorithm has order O(k)O(N1/4 logN) if k is given and O(k2)O(N1/4 logN)
otherwise.

4 The Algorithm to Search L-Shaped Tiles

We now prove that

Theorem 1. Let N = 3t2 +At+B ∈ Ii(t), D(N) = lb(N) + k(k ≥ 0) and L be
k-tight L-shaped tile L(N ; l, h, x, y); z = |y − x|. Then the following holds

Case 1. If A = 0 or A = 2(i = 2) or A = 4(i = 3), and 3N − 3
4 (2k + 3)2 >

(3t + A−1
2 )2, then 0 ≤ z ≤ 2k + 2.

Case 2. If A = 1 or A = 3 or A = 5, and 3N − 3
4 (2k+ 2)2 > (3t+ A−1

2 )2, then
0 ≤ z ≤ 2k + 1.

Case 3. If A = 2(i = 1) or A = 4(i = 2) or A = 6, and 3N − 3
4 (2k + 1)2 >

(3t + A−1
2 )2, then 0 ≤ z ≤ 2k.

Proof. We only prove Case 1, the others being similar.
Let L(N ; l, h, x, y) be k-tight, then D(N) = 3t+i−2+k. Note that i = A/2+1.

By lemma 3, if z ≥ 2k + 3, we have

D(L(N ; l, h, x, y)) ≥
√

3N(t)− 3
4 (2k + 3)2 + 2k+3

2 − 2
> (3t + A−1

2 ) + 2k+3
2 − 2

= 3t + i− 2 + k
= lb(N) + k.

Therefore, all the k-tight L-shaped tile L(N ; l, h, x, y) must satisfy 0 ≤ z ≤
2k + 2, z = |y − x|. We have this theorem. � 

Based on computer search, we know that

Theorem 2. For N ≤ 108, if N with k-tight optimal double loop digraph, then
k < log10 N .

We continue to consider the case 1 of Theorem 1, the others being similar.
For N = 3t2 + At + B ∈ Ii(t), 3N − 3

4 (2k + 3)2 > (3t + A−1
2 )2 is equal to

3t + 3B > 3
4 (2k + 3)2 + 1

4 (A− 1)2.
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For 33 ≤ t < 372, it is known that k ≤ 4. For A = 0, 2, 4,

3
4 (2k + 3)2 + 1

4 (A− 1)2 < 3
4 (2× 4 + 3)2 + 1

4 (3)2

= 93 < 3× 33 + 3
≤ 3t+ 3B.

For 372 ≤ t < 6000, it is known that k ≤ 7. For A = 0, 2, 4,

3
4 (2k + 3)2 + 1

4 (A− 1)2 < 3
4 (2× 7 + 3)2 + 1

4 (3)2

= 219 < 3× 372 + 3
≤ 3t+ 3B.

Therefore, 0 ≤ z ≤ 2k + 2 holds for 0 ≤ t ≤ 6000. For t < 33, we can directly
verify that 0 ≤ z ≤ 2k + 2 holds.

In fact, note that t = O(N1/2), t increases much faster than k2 does, hence
3t + 3B > 3

4 (2k + 3)2 + 1
4 (A− 1)2 , thus 0 ≤ z ≤ 2k + 2 may holds for t ≥ 0.

Based on Theorem 2, we have the following conclusion.

Theorem 3. For N ≤ 108, let N = 3t2+At+B ∈ Ii(t), where t = �
√
N/3 �−1,

A = 1(N − 3t2)/t2, B = N − 3t2 − At ≥ 0. If D(N) = lb(N) + k(k ≥ 0) and L
be k-tight L-shaped tile L(N ; l, h, x, y); z = |y − x|. Then the following holds

Case 1. If A = 0 or A = 2(i = 2) or A = 4(i = 3), then 0 ≤ z ≤ 2k + 2;
Case 2. If A = 1 or A = 3 or A = 5, then 0 ≤ z ≤ 2k + 1;
Case 3. If A = 2(i = 1) or A = 4(i = 2) or A = 6, then 0 ≤ z ≤ 2k.

The numerical computations and the results of Coppersmith reported in [5]
suggest that the order of k might be as low as O(log1/4 N). Therefore, Theorem 2
and Theorem 3 might be true for N > 108.

From Theorem 3, it does not need to compute zmax for every N and k, and it
does not need to consider the E1(k) case, where the variation of z is from 2k+3
to 1zmax2 .

We can now describe our algorithm to search k-tight double loop networks
based on Theorem 3.

Algorithm 2: to search k-tight L-shaped tiles with a given N .

Step 1. Given N , calculate t = �
√
N/3 � − 1, A = 1(N − 3t2)/t2, B = N −

3t2 −At ≥ 0, lb(N) = �
√

3N � − 2, i = lb(N)− 3t + 2, k = 0.
Case 1. If A = 0 or A = 2(i = 2) or A = 4(i = 3), then z0 = 2;
Case 2. If A = 1 or A = 3 or A = 5, then z0 = 1;
Case 3. If A = 2(i = 1) or A = 4(i = 2) or A = 6, then z0 = 0.

Step 2. For a fixed k and from z = 0 to z = 2k + z0, look for k-tight tile
L(l, h, x, y).The following is the order of searching:

Loop: While(TRUE)
j = i + k;
Loop: for(z = 0; z < 2k + z0 + 1; z = z + 1)

If the following equation
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(a + b− j)(a + b− j + z)− ab + (A + z − 2j)t + B = 0
has integral solution (a, b),
and gcd(l, h, x, y) = 1, l > y and h ≥ x,
where l = 2t+ a, h = 2t + b, x = t + a + b− j, y = t + a + b− j + z
then break these two loops.

End for
k = k + 1;

End While

Step 3. Then there exists a k-tight(optimal) digraph with N vertices and steps
s1, s2 such that D(N ; s1, s2) = D(L(l, h, x, y)) = D(N) = lb(N) + k, and the
algorithm ends.

For the equation: (a + b − j)(a + b − j + z)− ab + (A + z − 2j)t + B = 0, it
can be changed to the following

a2 + b2

2
+ (

a + b√
2

+
−2j + z√

2
)2 =

(−2j + z)2

2
+ j(z − j) + (2j − z −A)t−B.

Note that j = i + k, and 0 ≤ z ≤ 2k + 2, hence (−2j+z)2

2 ≤ 2j2, j(z − j) ≤
j(k + 2− i), so b2 ≤ 2[2j2 + j(k + 2− i) + (2j −A)t−B].

To solve the equation, we only need to check whether the quadratic equation
(a + b − j)(a + b− j + z)− ab + (A + z − 2j)t + B = 0 has integral solution a,
where b ∈ [−b0, b0], b0 = 21/2[2j2 + j(k + 2− i) + (2j −A)t−B]1/2.

Note that t = O(N1/2), B = O(N1/2), hence b = O(N1/4), so the computing
cost for searching integral points (a, b) is O(k2)O(N1/4).

To check that gcd(l, h, x, y) = 1, it is well-known that the order of the Eu-
clidean algorithm to compute such a gcd is O(logN). Therefore, the computing
cost for searching k-tight L-shaped tiles, which can realized by G(N ; s1, s2), is
O(k2)O(N1/4 logN).

If D(N) = lb(N) + k(k ≥ 0), then there exist k-tight L-shaped tiles , from
Lemma 4 and Lemma 2, equation (1) has integral solution (a, b), such that
L(N ; l, h, x, y) or L(N ;h, l, y, x) can be realized by G(N ; s1, s2), where l = 2t +
a, h = 2t+ b, x = t+ a+ b− j, y = t+ a+ b− j + z. From Theorem 3, it is only
need to search k-tight L-shaped tiles for 0 ≤ z ≤ 2k + z0, where z0 obtained
from A and i. Therefore, Algorithm 2 is correct.

5 Infinite Families of k-Tight Optimal Double-Loop
Networks

For 0 ≤ k ≤ 4, from [8,9], there exist infinite families of k-tight optimal double-
loop networks. Thus we consider that k ≥ 5.

Theorem 4. For given integer k ≥ 5, let N(t) = 3t2 +At+ k2 + k− i0(i0− 1) ∈
Ii0(t), where A = 2i0−1, 1 ≤ i0 ≤ 3 and gcd(2, i0+k) = 1. Then infinite families
of k-tight optimal double-loop network can be constructed.
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Proof. We prove that 4H(z, j) has a prime factor p with an odd power, where
p ≡ 2( mod 3), 0 ≤ z ≤ 2k0, j = i0 +k0, 0 ≤ k0 ≤ k. Since H(z, j) = (2j− z)2−
3[j(j − z) + (A + z − 2j)t + B], A + z − 2j ≤ 2i0 − 1 + 2k0 − 2(i0 + k0) = −1,
hence 4H(z, j) are all polynomials of order 1. Let us denote these polynomials
by: ait + bi, 1 ≤ i ≤ d, where d = (k + 1)2.

From Lemma 8, let us denote all primes by: p1, p2, . . . , pi, . . . , where pi ≡
2(mod 3), gcd(pi, 2) = 1 and gcd(pi, i0 + k) = 1 for i ≥ 1.

Without loss of generality, we assume that gcd(ai, pi) = 1 for 1 ≤ i ≤ d.
Suppose αiai + βip

2
i = 1, then we have α′

iai + β′
ip

2
i = pi− bi, that is, α′

iai + bi =
−β′

ip
2
i + pi. Thus there exists ci, such that ait + bi ≡ pi( mod p2

i ) for any
t = p2

i e + ci, e ≥ 0.
Since p2

i mutually prime to each other, by Chinese Remainder Theorem, we
know that there exists a solution to the following congruences.

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

t− i0 − k ≡ 1( mod 2)
t ≡ 1( mod i0 + k)
t ≡ c1( mod p2

1)
t ≡ c2( mod p2

2)
· · · · · ·
t ≡ cd( mod p2

d)

Suppose the solution is t = 2(i0 + k)p2
1p

2
2 · · · p2

de+ c, e ≥ 0. If 0 ≤ z ≤ 2k0, j =
i0 +k0, 0 ≤ k0 ≤ k, t = 2(i0 +k)p2

1p
2
2 · · · p2

de+ c, then 4H(z, j) has a prime factor
p with an odd power, where p ≡ 2( mod 3). By Lemma 7, 6, 5, and 4, we know
that there does not exist any k0-tight L-shaped tile L(l, h, x, y).

We now prove that there exists k-tight L-shaped tile L(l, h, x, y), where z =
2k + 1. Consider j = i + k and z = 2k + 1, equation (1) is equivalent to the
following

(a + b)2 − (2i− 1)(a + b)− ab = 0.

(0,0) is a solution of the equation. We have l = 2t+ a = 2t, h = 2t+ b = 2t, y =
t + a + b− j = t− i0 − k, x = y + z = t− i0 + k + 1.

Thus gcd(h, y) = gcd(2t, t − i0 − k) = gcd(2(i0 + k), t − i0 − k) = 1. From
Lemma 2, there exist infinite families of k-tight optimal double-loop networks
G(N(t); 1, s), where t = 2(i0 + k)p2

1p
2
2 · · · p2

de + c. We have this theorem. � 
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Abstract. In this paper, we consider the resource selection problem with due 
date constraint in production planning and control where the subtasks form a 
precedence network. We prove that this problem is NP-complete. Thus this 
problem cannot have any polynomial time solution algorithm at present. We 
establish a nonlinear integer-programming model for this problem, and prove 
the monotonicity properties of the objective function and constraint function in 
the model. Basing on our observations, we construct a Branch & Bound method 
to solve the problem. The test results show that this algorithm is effective. 

1   Introduction 

In production plan and controlling process, it is usually happened that a task can be 
separated into several subtasks, and then the bid invitation and bidding or other means 
are adopted to select the best resources to undertake each subtask separately, so that 
the entire task will be completed simultaneously. Thus, the resource selection problem 
is one of the research focuses on production scheduling [1, 2].  

In this study, such factors affecting resource selection as the entire costs, the 
completion time and the precedence relationship among subtasks etc are taken into 
consideration. Talluri, S proposed a two-phase mathematical programming approach for 
resource selection in which the factors of cost and completion time were considered [3]. 
Largely owing to the precedence relationship of subtasks, the entire task can be 
represented by an activity network diagram with precedence (PERT diagram) [4], 
whereby the precedence relationship of subtasks is considered first in studying resource 
selection problem. The integer programming model and genetic algorithm are used to 
solve the partner selection problem in considering the entire expenses of task, 
completion time and the precedence relationship of subtasks in co-operation enterprise 
alliance in literature [5]. But the complexity of problem is not proven in literature [3, 5]. 
The bid invitation and bidding methods in contract net and mediator are adopted in 
resource selection with due date constraint in literature [6]. However, when this method 
                                                           
* This work was supported by the Natural Science Fund of ShaanXi Province (Grant No. 2004E202) 

and Chunhui Planning of the Education Ministry of China (Grant No. Z2005-1-61004).  
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is adopted to carry out resource selection, and at same time when the magnitude of the 
problem increases to a certain extent, the search speed of this algorithm will be greatly 
reduced and even no optimal solution can be found. 

Generally speaking, the due date of task delivery can not be delayed. With the 
production scheduling process as the object, and the production cost as the goal as 
well as the precedence relation and delivery date of the subtask as the constraints, this 
paper deals with the integer programming method and the Branch & Bound optimal in 
order to solve the problem of resource selection. Accordingly, this problem can be 
expressed as a non-linear integer programming, also, a 0-1 Knapsack problem is used 
to prove that problem which a NP-complete problem. Therefore, this paper makes a 
further analysis of characteristics of this problem on the basis of which a Branch & 
Bound algorithm is devised. In contrast with the bid invitation and bidding algorithm, 
the branch and bound method is superior to the settlement of the increasing magnitude 
of the problem in selecting resource as quickly as possible. 

In this paper, we consider a simplified resource selection problem with due date 
constraint which takes into account only the bid cost and the bid completion time of 
subtasks, and the due date of the task. We model the problem as a nonlinear integer 
programming problem and prove that the decision problem of the resource selection 
problem with due date constraint is NP-complete in section 2. Then, we analyze some 
properties of the resource selection problem with due date constraint and construct a 
Branch & Bound algorithm in section 3. Numerical experiments are included in 
section 4. Finally, the concluding remarks are presented in section 5. 

2   Model and Complexity of the Problem 

Suppose that a main contractor wins a big task which consists of several subtasks, 
which form a precedence activity network. An example of a task consisting of 13 
subtasks is shown in Fig. 1. 

 

Fig. 1. Example of a task represented by an activity network 

If subtask k  can only begin after the completion of subtask i , H is an activity 
network that constructs the precedence of these subtasks. i.e., subtask i  precedes 
subtask k , then we define the connected subtask pair by Hki >∈< , . We label these 

subtasks such that ki < . The final subtask is labeled as subtask n . We create a virtual 
final subtask to follow subtasks 11 and 12, and label it as subtask 13. Thus, we can 
define that the completion time of final subtask 

nC  is the completion time of the task. 
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…
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For subtask nii ,,2,1, L= , suppose that there are im  resource agents responding to 

the tender invitation. To simplify the problem, we assume that the main contractor 
will select only one candidate resource agent to undertake one subtask. The objective 
of the main contractor is to select the optimal resource agents for all subtasks to 
minimize cost of the task within due date. 

Let ( )t
nxxxx ,,, 21 L=  be a solution of the problem, where 

ix  is the resource agent 

which win a tender for subtask i . So the total cost of the task is          and the solution 
space of the problem is                                  . 

If x  is a solution of the problem, let )(xSi
 and )(xCi

express beginning time and 

completion time of subtask i  separate, then )(xCn
 can be worked out through the 

critical path method. So the problem can be described as follows: 

⎪
⎩

⎪
⎨

⎧

×=∈=≤

=∑
=

n
T

nnx

n

i
ix

DDSxxxxDCts

bxf
P

n

i

LL 121

1

),,,(,..

)(min
)(  (1) 

Obviously, problem )(P  is a non-linear integer programming problem, where 

DC
nnx ≤  is not expressed explicitly, for a solution x , the satisfaction of the 

constraint can be tested. This problem  can be formulated as follow: 

Instance 1: given an activity network H , the resource agent 
ix  of subtask i  is 

{ }iii mdx ,,2,1 L=∈ . The bid cost 
iixb  and the bid completion time 

iixq of 
ix for 

subtask i  are a rational number and an integer, respectively, the due date d  of the 
task is an integer. B  is a rational number.  

Question: does there exist nidx ii ,,2,1, L=∈ , which satisfy that DC
nnx ≤  and 

Bxf ≤)( ? 

Theorem 1. The decision problem of the resource selection problem is a NP-complete 
problem. 

Proof. Given a solution x  of instance 1, we can find a critical path of the activity 
network H , and the length of the critical path is 

nnxC . Thus we can judge in 

polynomial time whether 
nnxC is less than or equal to D , calculate )(xf  and judge 

whether it is less than or equal to B . So the decision problem of the resource selection 
problem is a NP-complete problem. Next we prove that the 0-1 Knapsack problem is 
a sub-problem of the resource selection problem by the restriction method. 

Suppose that the activity network H  is shown as in Fig.2. 

 

Fig. 2. An activity network H 

S 1 2 n……

∑
=

n

i
ixi

b
1

nDDDS ×××= L21
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Let 221 ==== nmmm K , namely, there are only two resource Agents (candidates) 

for each subtask, and let 0,,,0 2211 ==== iiiiii btqcbq , where 
ic , 

it  are integers, 

ni ,,2,1 L= . 

Since the network in Fig.2 is linear precedent, the critical path of the activity 
network H is the unique path from s  to n . Therefore the resource selection problem 
can be formulated as: 

 

Fig. 3. A directed graph 

Does there exist a path in Fig.3 from s  to n  which makes the summation of the 
first numbers of all edges in the path less than or equal to D  and the summation of 
the second numbers of all edges in the path less than or equal to B ? 

In Fig.3 at stage i  , if we select the upper edge as an edge of a path from s  to n  , 
then let 0=ix , and if we select the lower edge as an edge of a path from s  to n , 

then let nixi ,,2,1,1 L== . Thus the summation of the first numbers of all edges in 

the path from s  to n  is 
nn xtxtxt +++ K2211

, and the summation of the second 

numbers of all edges in the path is  

)()1()1()1( 2211
1

2211 nn

n

i
inn xcxcxccxcxcxc +++−=−++−+− ∑

=

KK  

So the decision problem of the particular type of the resource selection problem 
can be modeled as: 
 

Instance 2: given nonnegative integers nict ii ,,2,1,, L= , and nonnegative integers D , B . 

Question: does there exist { } nixi ,,2,1,1,0 L=∈ , such that  

Dxtxtxt nn ≤+++ K2211  and  Bxcxcxcc nn

n

i
i ≤+++−∑

=
)( 2211

1

K ? 

So instance 2 can be rewritten as follows. 
 

Instance 3: given nonnegative integers nict ii ,,2,1,, L= , and nonnegative integers D , B . 
 

Question: does there exist { } nixi ,,2,1,1,0 L=∈ , such that 

Dxtxtxt nn ≤+++ K2211 , and Bcxcxcxc
n

i
inn −≥+++ ∑

=1
2211 K ? 

It is obvious that instance 3 is the decision problem of the 0-1 Knapsack problem. 
Hence, the decision problem of the resource selection problem is NP-complete 
problem. 

0,C1 

S 

t1,0 
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3   Properties of the Problem and Branch and Bound Method 

In section 2, we have proved that the NP-completeness of the resource selection 
problem, so the problem cannot be solved by any polynomial time algorithm up to 
now. Hence we can only find a solution of the problem by the Branch & Bound 
methods or heuristic methods like genetic algorithm [6] or the filled function method 

[7]. Generally speaking, the main contractor hopes to find an optimal solution. So we 
construct a Branch & Bound method for the problem in this section.  

From the practical issues, if for two resource agents j and k  of subtask i  , if 

ijik bb ≤  and 
ijik qq < , or 

ijik bb <  and 
ijik qq ≤ , then it is easy to prove theoretically that 

all optimal solutions of problem )(P  does not include contractor j , so we can weed 

out resource agent j  in the input data. Suppose that  

niqqqbbb imiiimii ,,2,1,, 2121 LLL =<<<>>>  (2) 

Now we give two notations, for two solutions x and y of problem )(P , notation 

yx ≤  means that niyx ii ,,2,1, L=≤ ; notation yx <  means that ,ii yx ≤  

ni ,,2,1 L=  and there exists at least one subscript j  such that 
ii yx < . 

 

Theorem 2. )(xF  in problem )(P  is a strictly monotonically decreasing function, and 

nnxC is a monotonically increasing function of x . 
 

Definition 1. Suppose that T
n

T
n uuuUlllL ),...,,(),...,,( 2121 =≤= , and ii ul , , 

ni ,,2,1 L=  are integers. Then [ ] { }niuxlRxULX iii
n ,,2,1,:, L=≤≤∈==  is one box 

in nR . Thus problem )(P  can be rewritten as: 

⎪⎩

⎪
⎨

⎧

∈=≤

=∑
=

nT

nnx

n

i
ix

IMExxxxDCts

bxf

n

i

I],[),...,,(,..

)(min

21

1
 (3) 

Where T
n

T mmmME ),...,,(,)1,,1,1( 21== L , nI
 is the set of integer points in  nR . 

When we solve problem (3) with a Branch & Bound method, we need to divide 
one box into two-sub boxes. Adoptive method is shown as follows: 

Suppose that the box needed to be divided is [ ]ULX ,= . Initially [ ]MEX ,= . Find a 

subscript 'i  such that )(max ,,2,1'' iiniii lulu −=− = L
, and divided X  into two sub-

boxes as follows: 

⎭
⎬
⎫

⎩
⎨
⎧

+⎥⎦
⎥

⎢⎣
⎢ −

+≥∈= 1
2

: ''
''1

ii
ii

lu
lxXxX , 

⎭
⎬
⎫

⎩
⎨
⎧

⎥⎦
⎥

⎢⎣
⎢ −

+≥∈=
2

: ''
''2

ii
ii

lu
lxXxX , 

Where               is the maximum integer less than or equal to             . 

Theorem 3. Suppose that [ ]ULX ,=  is one of the sub-boxes generated by the 
Branch & Bound method during the solution of problem (3). Then X  does not 

⎥⎦
⎥

⎢⎣
⎢ −

2
'' ii lu

2
'' ii lu −
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contain a feasible solution of problem (3) if and only if L  is not a feasible solution of 
problem (3), namely DC

nnl > .  

Theorem 4. Suppose that [ ]ULX ,=  is one of the sub-boxes generated by the Branch 

& Bound method during the solution of problem (3). For all nIXx I∈ , if Ux ≠ , then 

)()( Ufxf > . And if U  is a feasible solution of problem (3), then U  is an optimal 

solution of following sub-problem. 

⎪
⎩

⎪
⎨

⎧

∈=≤

=∑
=

nT
nnx

n

i
ix

IXxxxxDCts

bxf

n

i

I),...,,(..

)(min

21

1
 (4) 

Theorem 5. Suppose that [ ]11
1 ,ULX =  and [ ]22

2 ,ULX =  are two sub-boxes generated 

by the Brunch & Bound method during the solution of problem (3). 
If 2L  is a feasible solution and 12 UL > , then there exists nIXx I1∈ , such 

that )()()( 21 LfUfxf >≥ , ie, 
1X does not contain an optimal solution of problem (3). 

For a box [ ]ULX ,=  generated by the partition method. If L  is a feasible solution 

of problem (3) but U  is not. Then we can retrench the box X  using the following 
method. Let 

{ }niaeLIXaeLaA i
n

ii ,1,2,solution,  feasible a is  and,:max LI =+∈+=  (5) 

T
niii uuuUnialU ),...,,(,,,2,1, 21==+= L  (6) 

Where ie  is a vector in witch the i th component equals to 1 and the other 

components equal to 0. 
Since 

nnxC  is a monotonically increasing function, we use the binary search 

method to solve Eq. (5).  
Our computational experiences show that retrenches a box X  using this method 

can improve the computational speed of the Branch & Bound method. 
The basic idea for the solution of problem (3) by the Branch & Bound method is 

described as follows. 

Step 1: { } +∞== ∗ :,],[: fMEQ . 

Step 2: Let X  be the box which have the maximal edge length in Q . Let 

}{\: XQQ = . Bisect X  into [ ]11
1 ,ULX =  and [ ]22

2 ,ULX =  using the division method 

mentioned above. 
Step 3: For 2,1, =jX j

, 

Step 3.1: If jL  is not a feasible solution of problem (3) then delete 
jX . 

Step 3.2: Calculate { }solution  feasible a is  and,:max i
jn

i
jj

i aeLIXaeLaa +∈+= I , 

ni ,1,2,L=  and retrench boxes 
1X  and 

2X  according to (5), (6). The retrenched boxes 

are also written as [ ]11
1 ,ULX =  and [ ]22

2 ,ULX =  
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Step 3.3: Let                                                           ,  
Step 3.4: If jU

 is a feasible solution of problem (3), then delete 
jX , and if 

∗< fUf j )(  , then let jj UxUff == ∗∗ :),(: . 

Step 3.5: If ∗≥ fUf j )( , then delete 
jX . 

Step 4: Enter the undeleted sub-boxes in Step 3 into Q . 

Step 5: If Q  is not empty. Then go to Step 2. Otherwise output ∗f
 and ∗x  as the 

minimal value and minimal solution of problem (3). 

It is easy to show that The Branch & Bound method has the following property：  

Theorem 6. The Branch & Bound method can find an optimal solution of problem (3) 
or conclude that problem (3) has no feasible solutions. 

4   Numerical Experiments 

In this part, we generate randomly some examples of the resource selection problem 
and test the performance of the Branch & Bound method and contract to the bid 
algorithm in literature [6]. The dimensions of testing examples are 10, 20, 30, 40, 50 
and 100 respectively. The number of candidates for each subtask is 10. After the 
definition of n  and m . An activity network is generated randomly. For each subtask 
of the activity network, the completion time and cost of each candidate is generated 
randomly. For each pair of n  and m , we generate randomly 10 testing examples, and 
average the computational time of The Branch & Bound method. The test results are 
time 1, and the test results are time 2 based on the bid invitation and bidding 
algorithm in literature, they are put in Table 1. 

Table 1. The test result contrast of the Branch & Bound method and the invitation and bidding 
algorithm 

Problems n m Time1(s) Time2(s) 

1-10 10 10 1.83 3.35 
11-20 20 10 12.65 150.23 
21-30 30 10 34.63 626.37 
31-40 40 10 265.7 4893.03 
41-50 50 10 927.6 ------ 

 
From the contrast result, it can be seen that a Branch & Bound method increases 

more superiority in the determination resources aspect along with the question scale 
increasing. When the magnitude of the problem increases to a certain extent, the 
search speed of this algorithm will be greatly reduced and even no optimal solution 
can be found, it is because among the resources Agent frequent data transmission, but 
a Branch & Bound method can find the optimal solution in the limited time. 

}n , 2, 1,=i),(,min{: Li
j

i
j eaLfff += ∗∗
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5   Conclusions 

We have proved that the resource selection problem with a due date and precedence 
constraint is NP-complete problem, and established a nonlinear integer programming 
model for this problem. We have also constructed a Branch & Bound method to solve 
the problem. Numerical experiments show that the algorithm is efficient. 
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Rule-Based Modeling of Assembly Constraints for Line 
Balancing 

Latif Salum and Aliye Ayca Supciller 

Dokuz Eylul University, Muhendislik Fak., End. Bol., Bornova, Izmir, 35100, Turkey 
{latif.salum,ayca.supciller}@deu.edu.tr 

Abstract. The assembly line balancing problem employs traditional precedence 
diagrams to model precedence relations among assembly tasks. Yet they cannot 
address alternative ways of assembling a product. That is, they only model 
conjunctions (AND relations), not disjunctions (OR relations). However, there 
may be some alternative assembly plans for a product. Moreover, some 
complicated constraints need also to be considered, but these constraints cannot 
be modeled effectively through traditional precedence diagrams. This paper 
proposes a rule-based representation to address these issues. The rule-base 
alone can model any constraint effectively. The paper also shows that the rule-
base can easily be employed by heuristics used for line balancing problems.  

Keywords: Assembly line balancing; Precedence constraints; Rule-based 
representation. 

1   Introduction 

The assembly line balancing (ALB) problem is the decision problem of optimally 
partitioning (balancing) the assembly work among workstations [1]. Any ALB 
problem consists of at least three basic elements: a precedence graph (diagram) which 
comprises all tasks and resources to be assigned, the stations which make up the line 
and to which those tasks are assigned, and some kind of objective to be optimized [2]. 
The authors classify the ALB problem based on these three elements. 

There are some shortcomings of the precedence diagrams. They usually fail to 
represent all the possible assembly sequences of a product in a single diagram [3], and 
exclude some logic statements, e.g., the precedence relation “(2 or 3) → 7” cannot be 
represented properly on a precedence diagram [4]. Hence, they allow a limited 
flexibility. Alternative precedence sub-graphs may be needed when there are 
assembly alternatives, and the system designer normally selects a priori one 
alternative to determine the precedence graph [5]. Precedence diagrams fail to 
describe some complicated constraints, e.g., constraints indicating that some pairs of 
tasks cannot be assigned into the same station because of incompatibility between 
them caused by some technological factors [6]. 

Yet despite their shortcomings, researchers continue to employ precedence 
diagrams without questioning [7]. There are also some alternative representation 
methods, e.g., AND/OR graphs [8], used in the line balancing problem [7]. Koç [7] 
discussed the applicability of precedence diagrams and showed that AND/OR graphs 
were better than precedence diagrams for the line balancing problem. Capacho and 
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Pastor [5] employed some alternative assembly sub-graphs, in which processing times 
and/or precedence relations of certain tasks may vary, and solved the ALB problem 
by simultaneously selecting an assembly sub-graph and balancing the line. Park et al.  
[6] introduced two sub-problems to further consider some incompatibility constraints, 
range constraints, and partial precedence constraints. 

This paper proposes a rule-based representation for assembly constraints that 
overcomes the aforementioned difficulties. This representation is more effective 
compared to the approaches above, as all the (assembly) constraints can be modeled 
conveniently in a rule-base alone, and this rule-base can then easily be employed by 
any assembly line balancing heuristics. 

2   Rule-Based Representation of Constraints 

The rule-based modeling is demonstrated through an example. The assembly problem 
is derived from apparel industry, sewing of a simple pant. The task times are given in 
Table 1. The cycle time is assumed to be 2 minutes. The sum of the task times is 7 
minutes. Thus, at least four workstations are necessary (7 / 2 = 3.5). 

The precedence relations are also shown in Table 1. For example, task 1, T1, can be 
assigned to any workstation without any precedence constraint. T5 can be assigned  
 

Table 1. Tasks of a simple pant assembly 

Precedence 
Relation 

Task 
Ti 

Time 
(min) 

Description 

⎯ 1 0.40 overlock stitch of parts of front right 
pocket 

⎯ 2 0.35 overlock stitch of parts of front left pocket 
1 3 0.75 overlock stitch of front right pocket and 

front right part 
2 4 0.80 overlock stitch of front left pocket and 

front left part 
(9, 10) OR (3, 4) 5 0.60 overlock stitch of front left part and front 

right part 
⎯ OR (9, 10) 6 0.55 overlock stitch of back left part and back 

right part 
5, 6 7 0.50 inside overlock stitch of back left part and 

back right part 
7 8 0.45 inside overlock stitch of front left part and 

back left part 
3 OR 8 9 0.70 outside overlock stitch of back left part 

and back right part 
4 OR 9 10 0.60 outside overlock stitch of front left part 

and back left part 
8 OR 10 11 0.80 stitch of waist 
11 12 0.50 stitch of leg opening 
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after T3 and T4, or T9 and T10 are assigned. T6 can be assigned without any precedence 
constraint or after T9 and T10 are assigned. Note that task 5, 6, 9, 10 and 11 has some 
alternative assembly precedence relations, which cannot be modeled through 
conventional precedence diagrams easily. They can be modeled through some 
alternative assembly sub-graphs, but it is difficult to derive them from such a table, 
which is the basic input and most commonly used tool in ALB problems. Moreover, 
there are some complicated constraints that cannot be easily modeled by assembly 
sub-graphs, which are basically modified precedence diagrams. 

These precedence constraints can be modeled through a knowledge base of If-Then 
rules more conveniently. The precedence constraints can also be modeled through 
Colored AND/OR Petri Nets [9]. As a graphical tool, the CARPN model is used for 
validation, and communication among users and designers. As a mathematical tool, it 
is used for verification of the assembly through place invariants analysis: if all places 
are covered by the place invariants, then the assembly is verified, i.e., all the 
subassemblies and components can be put together in the final product assembly. 
Transitions enabled and fired correspond to tasks assignable and assigned, 
respectively. 

The If-then rules can easily be derived from Table 1; the precedence relation of 
each task is simply mapped to an If-then rule. The rules are defined below. 

 
R1: If T1 then T3 
R2: If T2 then T4 
R3: If (T9 AND T10) OR (T3 AND T4) then T5 
R4: If T6 OR (T9 AND T10) then T6 
R5: If T5 AND T6 then T7 
R6: If T7 then T8 
R7: If T3 OR T8 then T9 
R8: If T4 OR T9 then T10 
R9: If T8 OR T10 then T11 
R10: If T11 then T12 

 
There are as many rules as tasks with some precedence relations. As there are 12 

tasks, and T1 and T2 have no precedence relations, i.e., they are assignable initially, 
the number of the rules is 10. 

Some fuzzy rules can also easily be employed in such a rule-base to model 
vagueness in assembly constraints. Recall that some complicated constraints can also 
be modeled easily through a rule-base. For example, if certain task times vary with 
respect to assembly sub-graphs, e.g., see Capacho and Pastor [5], a rule of the form 
“if Tx → Ty then P(Tx) = 5” is used to mean that the task time of Tx is five minutes if 
Tx precedes Ty. Similarly, if a constraint indicates that certain tasks cannot be assigned 
into the same station, e.g., see Park et al. [6], a rule of the form “if Tx ∈ Sk then Ty ∉ 
Sk OR if Ty ∈ Sk then Tx ∉ Sk” is used to mean that tasks Tx and Ty cannot be assigned 
into the same station, Sk. 

The designer then uses the rule-base above, instead of a precedence diagram, and 
any heuristic for the assembly line balancing. This paper exploits a simple heuristic 
for this simple problem, the largest candidate rule, e.g., see Groover [10], which gives 
top assignment priority to the task with the longest task time to determine tasks to be 
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assigned into stations. Some other heuristics like genetic algorithms (GAs) can also be 
employed, as discussed later. 

Initially, T1 and T2 are assignable, i.e., they are evaluated to be “true”. T6 is also 
assignable initially, due to R4. Note that a rule fires as soon as it is enabled, without 
awaiting all the variables in its antecedent to be “true”, i.e., all the relevant tasks to be 
assigned. Hence, R4 fires without awaiting T9 and T10 to be also “true”. If R4 firing 
awaited all the antecedent variables to be “true” (if possible), T9 and T10 would also be 
considered in this assignment. The solution qualities of these two policies should be 
compared through several experiments. 

Consequently, T1, T2 and T6 are assignable at the outset. Because the task time of 
T6 is the longest, i.e., it is at the top of the list, T6 is assigned to the first station first. 
The tasks assignable are then T1 and T2. Since T1 is at the top of the list, it is assigned 
to the first station next. R1 then fires, which makes T3 assignable, besides T2. Since T3 
is at the top of the list, it is assigned to the first station next. R7 then fires, which 
makes T9 assignable. The tasks assignable are then T2 and T9. Because the idle time of 
the first station is 0.30, none of them can be assigned to the first station, and 
considered for the second station. T9 is assigned to the second station since it is at the 
top of the list. R8 then fires, and the assignable tasks are T2 and T10. All the tasks are 
assigned in this manner, and Table 2 is obtained. *11(R9) in Table 2 means that 
although T11 is assignable due to R9, it cannot be considered for the second station as 
its task time, 0.80, exceeds the station idle time, 0.70. Note that this process 
corresponds to the “forward chaining” in expert systems, and yields the firing 
sequence of R4, R1, R7, R8, (R3, R9), R5, R10, R6, and R2.  

The first station includes T6, T1, and T3; the second station T9, T10, and T5; the third 
station T11, T7, and T12; and the fourth station T8, T2, and T4. Since the total task time is 
7 minutes, the balance efficiency is 92% = 7 / 4 × 1.90. Note that the italic idle times 
indicate the actual idle times, as the actual cycle time is 1.90 min.  

As mentioned, GAs are commonly used heuristics in the line balancing problem, 
e.g., see Scholl and Becker [11]. If necessary, the penalty term for precedence 
 

Table 2. Assignment of the tasks to stations subject to the rule-base 

Station Tasks assignable Task assigned Station idle time Station time 

1 1, 2, 6(due to R4) 6(R4 fires) 1.45 0.55 
  1, 2 1(R1 fires) 1.05 0.95 
  2, 3(due to R1) 3(R7 fires) 0.30 – 0.20 1.70 

2 2, 9(R7) 9(R8) 1.30 0.70 
  2, 10(R8) 10(R3, R9) 0.70 1.30 
  2, 5(R3), *11(R9) 5(R5) 0.10 – 0.0 1.90 

3 2, 7(R5), 11(R9) 11(R10) 1.20 0.80 
  2, 7(R5), 12(R10) 7(R6), 12 0.20 – 0.10 1.80 

4 2, 8(R6)  8 1.55 0.45 
  2 2(R2) 1.20 0.80 
 4(R2) 4 0.40 – 0.30 1.60 
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violations in the fitness function can be calculated easily through evaluation of every 
rule. For example, if a chromosome decodes that the second station includes T2, T4, 
and T7; and the third T5, T8, and T9, then the number of the violated precedence 
constraints (rules) is one, due to R5. That is, because T6 and T5 should be completed 
before T7, T7 in the second station and T5 in the third violate R5. 

3   Rule-Based Representation vs. Precedence Graphs 

One can suggest that traditional precedence graphs can also be derived from Table 1, 
although it is very difficult to derive them if the precedence relations are more 
complex. Figure 1 is the graph-based representation of Table 1. However, it is not the 
exact representation, i.e., Figure 1 is not equivalent to the rule base, because the two 
graphs are mutually exclusive, but the rule base is not. Their performances are  
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b) Graph 2 

Fig. 1. Representation of Table 1 with two precedence diagrams 

Table 3. Assignment of the tasks to stations subject to Figure 1a 

Station Tasks assignable Task assigned Station idle time Station time 

1 1, 2, 6 6 1.45 0.55 
  1, 2 1 1.05 0.95 
  2, 3 3 0.30 – 0.20 1.70 

2 2 2 1.65 0.35 
  4 4 0.85 1.15 
  5 5 0.25 – 0.15 1.75 

3 7 7 1.50 0.50 
  8 8 1.05 0.95 
 9 9 0.35 – 0.25 1.65 

4 10 10 1.40 0.60 
  11 11 0.60 0.40 
 12 12 0.10 – 0.0 1.90 
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compared below under the mutual exclusion assumption. The reader can refer to [12] 
for more details. 

If Figure 1a is considered in the line balancing, Table 3 is obtained. Table 3 yields 
the same balance efficiency as the rule base, 92%. 

If Figure 1b is considered in the line balancing, Table 4 is obtained. The balance 
efficiency is 95% = 7 / 4 × 1.85. 

Table 4. Assignment of the tasks to stations subject to Figure 1b 

Station Tasks assignable Task assigned Station idle time Station time 

1 1, 2 1 1.60 0.40 
  2, 3 3 0.85 1.15 
  2, 9 9 0.15 – 0.0 1.85 

2 2 2 1.65 0.35 
  4 4 0.85 1.15 
  10 10 0.25 – 0.10 1.75 

3 5, 6 5 1.40 0.60 
  6 6 0.85 1.15 
 7 7 0.35 – 0.20 1.65 

4 8 8 1.55 0.45 
  11 11 0.75 1.25 
 12 12 0.25 – 0.10 1.75 

 
Based on the results above, Graph 2 in Figure 1b outperforms the others. However, 

this is due to the line balancing heuristic, rather than the inefficiency of the rule-base. 
In fact, the optimum solution can be found for these problems [12]. The optimum 
balance efficiency is 100%, 92%, and 95% for the rule-base, Figure 1a, and Figure 1b, 
respectively. The 100% efficiency in the rule-base is obtained with the following 
assignment: (T2, T4, T10), (T1, T3, T5), (T6, T7, T9) and (T8, T11, T12), which yields the 
cycle time of 1.75 min. Note that due to the inclusiveness of the rule-base, which does 
not hold between Graph 1 and Graph 2 in Figure 1, it is possible to assign (T2, T4, T10) 
in Graph 2 to the first station, and (T1, T3, T5) in Graph 1 to the second station. That is, 
the inclusiveness property of the rule-base makes it possible to combine various tasks 
in the two graphs, which improves the efficiency. 

4   Conclusion 

The major drawback of precedence diagrams is that they are not suitable to model 
alternative ways of assembling a product. Moreover, some complicated constraints 
need also to be considered, but these constraints cannot be modeled effectively 
through traditional precedence diagrams. This paper proposed a rule-based 
representation to tackle these issues for assembly line balancing problems. All the 
assembly alternatives and other constraints can be represented through a rule-base 
alone, a knowledge base of If-Then rules. Any line balancing heuristic then uses this 
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rule-base. The line balancing process corresponds to the “forward chaining” in expert 
systems. Some fuzzy rules can easily be employed in such a rule-base to model 
vagueness in assembly constraints. Instead of the rule-base, Colored AND/OR Petri 
Nets can also be used, which enables verification of the assembly through place 
invariants analysis. The focus of the paper was on modeling the assembly constraints 
rather than to propose a line balancing heuristic. A simple example was given to 
demonstrate how this representation could be used in assembly line balancing. The 
future work will focus on GA-based heuristics and constraint programming 
formulations based on a rule-based model, and the complex-constrained assembly line 
balancing problem will be introduced [12]. 
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Abstract. Computer networks exhibit very complex behavior.1 To es-
tablish an effective model for network behavior is of significance for im-
proving the network performance. This paper presents a new network
behavior model based on generalized cellular automaton. The proposed
model may take into consideration the different personality and auton-
omy of network entities, the social interactions among entities, and the
influences of concurrent emergent events in networks.

Keywords: generalized cellular automaton; dynamical behavior; com-
puter networks; agent colonies; macroscopic performance.

1 Introduction

With the explosive growth of the Internet, the massive information networks have
become the hyper-distributed hyper-parallel open giant-complex system, and ex-
hibit the complicated social interactive behaviors, the quasi-organic metabolic
behaviors and the non-linear dynamic behaviors. The research on network be-
haviors is of great significance not only for modeling network dynamics, but also
for optimizing resource assignment, controlling traffics and congestions, ensur-
ing network security, and improving information access and its exploitation. In
recent years, several efforts have been devoted to modeling the network traffic
and the cyclical evolution of the TCP transmission window. Lakshman et al.[1−3]

used Markovian analysis to develop a closed-form expression for the throughput
of TCP connection. Mathis et al.[4] focused on stochastic behavior of the conges-
tion avoidance mechanism, deriving an expression for the throughput. Padhye
et al.[5] have developed a steady-state model that approximates the throughput
of bulk TCP flows as a function of loss rate and round trip time. Notably, it has
been discovered so far that, no matter how the network topology, the number
of users and the network service types changed, a self-similarity fractal model
is much better suitable for representing network traffic in comparison with the
classical Markov model[6−10]. Moreover, the social mind and social behaviors the
distinct individuals in the networks try to take will greatly affect on the network
performance and network behaviors. Huberman and Lukose classified the Inter-
net users into two kinds: cooperators and defectors, the former restrain their
1 This work was supported by the National Natural Science Foundation of China under
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use of the network and the later consume the network bandwidth greedily. In
fact, because Internet surfers are not charged in proportion to their use, it often
appears rational for individuals to consume bandwidth greedily while thinking
that their actions have little effect on the overall performance of the Internet. Be-
cause every individual can reason this way, the whole Internet’s performance can
degrade considerably, which makes everyone worse off. Internet is not immune
to the problems intrinsic to any public good, as congestions sometimes threaten
to render it useless. But once users experience a congested network, they will
reduce or even desist in their use, freeing up bandwidth that can once again be
consumed, and so on. Mimicking this social dilemma by a differential equations,
Huberman et al. demonstrated that intermittent sudden spikes of congestion
occur and possess non-Gaussian statistical properties.

We guess that, like other open dissipative non-linear system, the Internet
must generate some self-organizing temporal-spacial behavior patterns and some
phase-transitive phenomena related to the key ordering parameters. In this pa-
per, we present a new generalized cellular automaton (GCA) approach to model
dynamic behavior of computer networks. The proposed approach is featured
by the feasibility to deal with complicated social interactions among network
agents, and the ability to combine the autonomy of individual agent with the
intelligence of agent colonies of various granularity. The simulations on the net-
work dynamic behaviors are given, which show the flexibility and effectiveness
of our methodology.

2 Architecture and Dynamics of GCA

A pyramid hierarchical conceptual architecture for modelling the dynamics of
networks is sketched in Fig.1, which is composed of several layers, each layer
is an array of macro-cells with the roughly equal cell-granularity. The higher a
layer is located, the larger granularity the macro-cells in the layer have. More-
over, a macro-cell in a given layer consists of several macro-cells in the lower
layer and becomes a constituent of some macro-cells in the higher layer, which
is essentially different from general hierarchy where the members in distinct lay-
ers are almost entirely independent individuals without inclusive relationship
between them. The macro-cells in the lowest layer are primitive cells, whereas
the macro-cell in the highest layer can be regarded as the whole system under
consideration. And hence the number of macro-cells in a layer gradually decrease
from bottom layer to top layer. A macro-cell will be affected by the social in-
teractive behaviors of other neighbouring macro-cells in the same layer, and will
receive the performance feedback from a relative macro-cell in the higher layer.
Furthermore, a stratified complex composed of many pyramid hierarchical archi-
tectures shown in Fig.1 can be constructed to describe and to model much more
complicated dynamic behaviors of networks, as shown in Fig.2, each stratifica-
tion being considered as a macro-cell with huge cell-granularity and interactions
between different stratifications being able to occur.
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Fig. 1. A pyramid hierarchical conceptual architecture of generalized cellular automaton
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Fig. 2. The stratified complex composed of several pyramid hierarchical architectures of
the GCA (Each pyramid generalized cellular automaton corresponding to some specific
network behaviours)

As for a macro-cell array in the pyramid hierarchical architecture of the GCA,
like the CNN (Cellular Neural Networks), its constitutional macro-cells also have
two basic features: The local communications with each other directly occur only
through their designated neighbors; And the large-scale nonlinear continuous
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A Macro-Cell Array

Properties of

Macro-Cells

(Macro-Intelligence)

Property Level

��
Status of

Macro-Cells

(Dynamics Equations)

Status Level��

�

	 �

��
Interactions of

Macro-Cells

(Social Behaviors

Interaction Level

�
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Other Macro-Cell Array

with larger granularity

(Dynamic Feedback)

Feedback Level

System Level

(Property,

Specifications)

� �
Environment Level

(Modelling,

Heuristic Knowledge)

����

Fig. 3. The dynamic levels relative to a macro-cellular array within GCA

analog signal dynamics are defined by a set of differential equations. On the
other hand, however, our paradigm is essentially different from the CNN in the
following aspects: The strengths and directions of local connections between
macro-cells in a layer are entirely determined by the social interactive behaviors
between them, and are thus dynamically changeable and not previously fixed;
The dynamic differential equation of a micro-cell in a layer contains the terms
relative to performance feedback from the macro-cells in a higher layer with
larger cell-granularity, which implies a distributed parallel closed-loop model.
Moreover, in our model, the dynamics of a macro-cell array is referred to the
following six levels, as given in Fig.3: The interaction level is concerned with
the social interactive behavior space made up of various concurrent stochastic
complicated social coordinations among the macro-cells belonging to the same
macro-cell array; The status level is described by a set of non-linear dynamic
differential equations for every macro-cell in the array and represents a set of
possible states every macro-cell in the array might have; The property level
means the space of the macroscopic feature or intelligence that every macro-cell
in the array exhibits; The feedback level exerts an impact on a macro-cell array
through the performance feedback stemmed from higher macro-cell array which
has larger cell-granularity; The system level specifies the necessary specification
and evaluates the global performance; Finally, the environment level provides
the GCA with the initial conditions, parameters and some heuristic knowledge
if necessary.

Consider a matrix M = [Mij ] ∈ Rn×m which can formally express some
network problems concerning planning, controlling or modelling, as shown in
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Fig. 4. The transformation from a formalization matrix M = [Mij ] ∈ Rn×m of network
problem into a generalized macro-cellular automaton

Fig.4. Each Mij , 1 ≤ i ≤ n, 1 ≤ j ≤ m, is regarded a primitive macro-cell with
the smallest granularity, and its neighbour is composed of all the macro-cells that
are located in the i-th row or the j-th column of the M , which results in that
the lowest layer of the pyramid hierarchic architecture has n × m macro-cells.
We can define a macro-cell with larger granularity than Mij , and particularly,
define a row Mi = [Mij ] ∈ R1×m or a column Mi = [Mij ] ∈ Rn×1 as a macro-
cell, whose neighbor consists of all the rows or columns of the M , respectively.
Furthermore, in some cased (e.g., network bandwidth assignment dynamics),
several rows or columns of the M should be seen as a macro-cell. Extremely,
the whole M is also considered as a macro-cell, whose neighbor maybe involves
other two-dimensional matrices, as illustrated in Fig.2. Every macro-cell in a
layer, no matter whether its granularity is small or large, has its own dynamic
differential equation which synthesizes its subjective autonomous behavior, the
social interactive behavior from other macro-cells in the same layer and the
adaptive behavior from performance feedback of other macro-cells in a higher
layer with larger macro-cellular granularity.

Hereafter, we use n rows of a matrix M to represent a set E = {E1, · · · , En}
of network entities, and m columns a set R = {R1, · · · , Rn} of network requests.
Each network entity Ei has an ability vector ei = (e1

i , · · · , eki

i ) and gives a
pricing vector ci = (c1

i , · · · , cki

i ) for unit ability vector, and each network request
Rj requires an ability vector dj = (d1

j , · · · , d
kj

j ) and provides a paying vector pj =

(p1
j , · · · , p

kj

j ) for unit ability vector. The entry aij of the M, i ∈ {1, · · · , n}, j ∈
{1, · · · , m}, is time-varying problem-dependent vector, such as assigned ability
vector, queuing delay, packet loss, throughput, traffic parameter and so on.
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For the i-th macro-cell m
(k)
i in the k-th macro-cellular layer of Fig.1, its

dynamic differential equation is defined by
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

dx
(k)
i /dt = T1(t) + T2(t)

T1(t) = −x
(k)
i (t) + αiy

(k)
i (t)

T2(t) =
∑

j∈N (i,t),j �=i σ
(k)
ij (t)y(k)

j (t) + g
(k)
i (t) + f

(k)
i (t) + x

(k)
i (t0) + Ii

y
(k)
i (t)= ϕ(x(k)

i (t))

(1)

where x
(k)
i (t) is the output of the i-th macro-cell at time t; y

(k)
i (t) is its inner state

at time t; g
(k)
i (t) is the feedback function stemmed from related macro-cells in the

(k + 1)-th macro-cellular layer; f
(k)
i (t) represents the constraint condition con-

cerning x
(k)
i (t) at time t; Ii is a bias constant; αi > 1, σij(t0) ∈ R; N (i, t) is the

neighbor of the i-th macro-cell at time t, of which every macro-cell is also located
in the k-th layer and has some social interactions with the considered i-th macro-

cell; ϕ(x(t)) is a piecewise linear function, ϕ(x(t)) =

⎧
⎨
⎩

0 if x(t) < 0
x(t) if 0 ≤ x(t) ≤ 1
1 if x(t) > 1,

namely, ϕ(x(t)) = [|x(t)| − |x(t)− 1|+ 1]/2.

Remarks 1:
• The first term

∑
j∈N (i,t),j �=i σij(t0)yj(t) of T2(t) expresses the effect caused

by the interactions between the i-th macro-cell and other macro-cells in its neigh-
bor N (i, t), whose coefficient σij(t) describes the type and the strength of inter-
action between the i-th and j-th macro-cells.

• In general, gi(t) =DF
∂x

(k+1)
j

∂x
(k)
i

|t is used to express the effect generated for the

i-th macro-cell m
(k)
i by macroscopic performance of a macro-cell m

(k+1)
j which

has component m
(k)
i , where x

(k+1)
j may be a Lyapanov function, energy function

or error function. If there is no T1(t) and there not exist other terms in T2(t)
except for the term g

(k)
i (t), the dynamics (1) is simplified to an usual equation

of gradient method.
• The T1(t) embodies such an autonomy of the i-th macro-cell as tries to

increase its own outcome.

3 Simulations and Conclusions

Example 1. The network dynamics associated with the marketing mechanism.
In what follows, we outline the network dynamics of bandwidth assignment

associated with the marketing mechanism. Given a set V = {(vi, vj)} of net-
work node pairs (vi, vj) between which communication with bandwidth bij is
requested, each node pair (vi, vj) has the corresponding set Pij = {P 1

ij , · · · , P
kij

ij }
of possible virtual paths, and each P k

ij , k ∈ {1, · · · , kij} requires a certain band-
width and is a semi-persistent connection formed by the cascade of Lk

ij links.
Several virtual paths maybe need the same link and share the bandwidth of the
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link simultaneously. A link has its allowable maximal bandwidth. Corresponding
to Fig.4, we regard a link as a network entity, a virtual path as a network re-
quest, and the entry aij of the M as the assigned bandwidth. As for the structure
of a macro-cell, there must be such a macro-cell that contains all the columns
corresponding to virtual paths via which a pair of network nodes possibly uses
to communicate at the same time. Fig.4 demonstrates three macro-cells, Vj , Vk

and Vh, which include paths {pj1, pj2, pj3}, {pk} and {ph1, ph2} respectively.
Suppose that each link tries to increase its own benefit through adjusting its

pricing policy, and, meanwhile, each virtual path manages to be charged as less
as possible via changing its paying policy under the condition that its demand
is satisfied. Therefore, if a link is shared by many virtual paths, the link will
raise its pricing for unit bandwidth and vice versa. Similarly, if a bandwidth
request of a virtual path acquires exceeding responses from links so that the
bandwidth provision from them greatly exceeds the demand of the path, then
the path will decreases its paying for unit bandwidth, and vice versa. In this
way, the bandwidth assignment process exhibits evolutionary dynamics brought
about by marketing mechanism.

Example 2. The network dynamics caused by social interactions.
Next, we discuss such network dynamics that a number of network agents try

to take over a set of network tasks through various social coordinations. Each
network agent wants to participate in more profitable task through interactions
with other agents, whereas each network task is willing to be taken up by more
powerful agents through interactions with other tasks. The network agents and
network tasks correspond to network entities and network requests in Fig.4,
respectively. The social interactions are referred not only to competition, coop-
eration and coalition, but also to other unilateral social coordinations, such as
deception, induction, exploitation, etc. Thus the task allocation dynamics will
be governed by the strength and character of social interactive behaviors.

Example 3. The network dynamics associated with users’ mental or users’
adaptive behavior.

Given a network configuration (e.g., routing, scheduling, buffer management),
the network users represent the network requests in Fig.4, who consume band-
width often greedily while thinking that their actions have little effect on the
overall performance of the network. But as users experience an intolerable slow-
down network, they will reduce or even desist in their use, being restraint users,
and freeing up bandwidth that can once again be consumed, and so on. In this
way, every individual user can adjust its use to adapt network circumstance per-
ceived by it. The resources required by users or the measurements of macroscopic
performance of the network are regarded as network entities in Fig.4. The entry
aij of the M in Fig.4 represents the i-th class of resources occupied by j-th user,
or i-th performance perceived by j-th user. The network dynamics is involved in
the network state perceived by users and the users’ attitude for using networks.
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Example 4. The network dynamics associated with TCP adaptive congestion
window.

Instead of the users of Example 3, the TCP sources exhibit an adaptive be-
havior during their segment generation processes through dynamically changing
their congestion window sizes to adapt to the current network status that they
perceive and estimate. As mentioned in Example 3, we can use the GCA to
model the network dynamics caused by such TCP sources’ adaptive behaviors.

Example 5. The network dynamics given rise to by parallel optimization. We
consider such problem-solving in a multi-agent systems (MAS) built on the net-
work that each agent tries to increase its own personal utility via cooperation
with the whole outcome of the system increased as much as possible and with the
some constraints satisfied as better as possible. Like the Example 2, the agents
and tasks are also regarded as the entities and requests of the M in Fig.4, re-
spectively. Each aij in Fig.4, as a primitive macro-cell, has its own autonomous
dynamic equation with performance feedback from the MAS. Generally, each
row Ai = (ai1, · · · , aim) or column Tj = (a1j , · · · , anj) forms a macro-cell with
larger granularity than macro-cell aij . As a large number of macro-cell dynamics
progress parallelly, the MAS in networks will yield the corresponding aggregate
dynamic behavior.

We conclude as follows. The proposed GCA approach can model the dynamic
behavior of computer networks, which fully consider the autonomy of network
entities, the social interactions among individuals, the macroscopic performance
of different granularity colonies, and the influences of concurrent emergent events
in the networks. The simulation on the network dynamic behaviors shows the
effectiveness and validation of the proposed GCA architecture and algorithm.
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Abstract. The optimal control problem of switched system is to find both the 
optimal control input and optimal switching signal and is a mixed integer prob-
lem. High computational burden in solving this problem is a major obstacle. To 
solve this problem, this paper presented hybrid neural network combining con-
tinuous neurons and discrete neurons and designed lyapunov function to guar-
antee the convergency of proposed hybrid neural network. This new solution 
method is more suitable to parallel implementation than the mathematical pro-
gramming. Simulation results show that this approach can utilize fast converge 
property and the parallel computation ability of neural network and apply to 
real-time control. 

1   Introduction 

The Optimal control problem of switched control system is one of the challenging 
research topics and has been attracting much attention in the control community. 
Switched linear systems belong to a special class of hybrid control systems, which 
comprises a collection of subsystems described by linear dynamics (differential/ dif-
ference equations), together with a switching rule that species the switching between 
the subsystems [1]. Such systems can be used to describe a wide range of physical 
and engineering systems in practice. Switched linear systems not only provide a chal-
lenging forum for academic research, but also bridge the gap between the treatment of 
linear systems and that of highly complex and/or uncertain systems. 

For the switched linear control system, the aim of optimal control is to seek appro-
priate switching/control strategies to optimize a certain performance index. If the 
switching signal is given and fixed, the switched system is in fact a time-varying 
control system. Hence, the problem is reduced to the conventional optimal control 
problem and can be addressed using either the classic maximum principle or the dy-
namic programming approach. However, if the switching signal is a design variable 
or generated by an event-driven (state feedback) switching device, complication 
arises. We can find an optimal solution by doing backward recursion of the cost using 
dynamic programming, evaluating all possible choice of switching signals. However, 
the searching will grow exponentially with optimal time. To avoid combinatoric  
explosion, a method proposed for efficient pruning of the search tree in [2]. Though 

                                                           
* Corresponding author.  
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the algorithm greatly reduces the searching time, it still runs in an exponential time. In 
[3] a method is used to transcribe an optimal control problem into an equivalent prob-
lem and then obtains the values of the derivatives based on the solution of a two point 
boundary value differential algebraic equation formed. An embedding technique can 
be used to reduce the hybrid optimal control problem to the traditional one and does 
not require mixed integer programming methods in [4]. In [12] two different ap-
proaches are presented for solving optimal control problem of switched system. The 
first approach iterates between a procedure that finds an optimal switching sequence 
of modes, and a procedure that finds the optimal switching instants. The second ap-
proach is inspired by dynamic programming and identifies the regions of the state 
space. 

In solving optimal problems, one has the alternative of using an electrical circuit 
which simulates both the objective and constraint functions [5]. This approach was 
first proposed by Dennis in 1959 [6] and the basic building blocks used in the quad-
ratic programming circuit are dc voltage and current sources, ideal diodes and multi-
port transformers. Tank and Hopfield proposed the first working recurrent neural 
network (RNN) implemented on analog circuits [7, 8]. At present, there are several 
RNN approaches to solving optimal problems. Moreover, techniques based on the 
Lagrangian function obtain near optimal solutions to mixed integer problems with 
equality constraints. In [9] a coupled gradient network approach is proposed for a 
class of constraint mixed- integer optimization. In [10], Lagrangian augmented Hop-
field network is constructed by including augmented Lagrangian multiplier neurons in 
the augmented Hopfield network.  

To solve optimal control of switched system, this paper present hybrid neural net-
work combining continuous neurons and discrete neurons. The organization of this 
paper is as follows. Section 2 presents the model of switched system and the structure 
of optimal control. In section 3 we advance the hybrid neural network to solve the 
mixed integer problem. In section 4 a numerical example is simulated to show the 
good performance of the proposed methods and Section 5 concludes this paper. 

2   Optimal Control of Switched System 

It is assumed that a piecewise-affine system and a corresponding partition of the state 
space with polytopic cells

iR , },,2,1{ mi =Ι∈  are given. Moreover, the set
iR parti-

tion R such that RRi
m
i =

−

=1∪ , θ=ji RR ∩ , ji ≠ , where 
−

iR denotes the closure of
iR . 

Mathematically, a discrete switched linear control system can be described by 

)()()1( kuBkxAkx ii +=+                                                   (1-1) 

)()( kxCky i=                                                        (1-2) 

where nRx ∈ is the state variable, pRu ∈ is the control input, qRy ∈ is the output, i is 

the piecewise constant switching signal taking value from the finite index 
set },,2,1{ m=Ι . 
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Given the structure of each individual subsystem, the overall system behavior is de-
termined by the switching rule of switching signal. In general, the switching rule of 
switching signal may depend on its past value of the state/output. 

))(),(),(()1( kukykxki Ψ=+                                       (2) 

Consider the constrained finite-time optimal control problem 
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s.t. )()()1( kuBkxAkx ii +=+                                         (3-2) 

)()( kxCky i=                                                          (3-3) 

))(),(),(()1( kukykxki Ψ=+                                          (3-4) 

maxmin )( ukuu ≤≤  1,,0 −= pj                                    (3-5) 

where N is recede horizon, 
ry and 

ru  are reference trajectory of output variable and 

manipulated variable, respectively. qqRQ ×∈ and ppRP ×∈  are weight matrices. 

))(),(),(( kukykxΨ  is switching rule of switching signal. 

  In this optimal control problem there are m model and switching rules. It is hard 
to solve this problem. We define binary variable }1 ,0{],,,[)( 21 ∈= mvvvkv  and re-

write (3-2) and (3-3) as 
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Substitute these equations (4-1)-(4-4) into optimal control problem (3), we can get 

)()()()(
2

1
),(min

,
kVkUkUkUVUfJ TT

VU
Μ+Ε+Γ==                           (5-1) 

s.t. ))(),(),(()1( kukykxki Ψ=+                                        (5-2) 

   01)(
1
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m

i
i kv                                                        (5-3) 

   
maxmin )( UkUU ≤≤                                                  (5-4) 

where  
TNku)u(kkukU )]1(    1  )([)( −++=  

TNkv)v(kkvkV )]1(    1  )([)( −++=  

Γ , Ε and Μ are coefficient matrix. 
So each sample instant of optimal control problem (5) is a mixed integer problem. 

To solve this problem we present hybrid neural network approach in next section. 
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3   Hybrid Neural Network 

In this section a hybrid neural network is constructed by combining continuous neu-
rons with discrete neurons. This hybrid neural network consists of two interacting 
networks: a network to represent the real-valued variables, called the r-network, and a 
network to represent the binary valued variables, called the b-network. Hence the 
state space for this dynamical system will be hypercube given by 

∏∏
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×=Ω
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i
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i
ii Mm

11

]1,0[],[  

where )1(  ),1( −×=−×= NmMNpL . 

The input to the ith node in the r-network will be denoted by u
ih , and input to the ith 

node in the b-network will be denoted by v
ih . Later the dynamics of the coupled net 

will be defined in terms of these input variables.  
To ensure that ],[ iii Mmu ∈ and }1,0{∈iv , the activation function is defined as follow 
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The energy function for this network will be constructed using a penalty function 
approach. A penalty function enforces the constraint and switching rule and com-
prised of three terms: 

)(),(),(),( vKvuHvuGvuP ++=                                               (8) 

In penalty function the first penalty term is responsible for enforcing the equality 
constraints, ),( vuG will take the following form: 

2
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ivvuG                                                           (9) 

The second term adds a positive penalty if the solution ),( vu does not satisfy the 

switching rule, ),( vuH will take the following form: 
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Finally, we require }1,0{∈iv for all mi ,,2,1= . This constraint will be captured by 

the following penalty function. 
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Suppose Ω∈),( vu  is a feasible point of mixed integer problem. All the constraints 

are satisfied, then clearly, 0)(),(),( === vVvuHvuG . 

The activation function used for this network will guarantee that the con-
straint Ω∈),( vu  is satisfied. Finally, the energy function for the network is given as 

follow 
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where A, B, C and D are positive penalty coefficients. 
The dynamics for the network are obtained by gradient descent on the energy func-

tion. The dynamic equations are given as follows 
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where
uη and

vη are positive coefficients which will be used to scale the dynamics of 

the hybrid neural network. 
It is now shown that the dynamics of the system cause the energy function to de-

crease. First consider the rate of change of the energy function due to a change in the 
output of continuous neurons and discrete neurons. 
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Hence energy function E is a Lyapunov function for the network and monotonically 
decreases until a local minimum of E is reached. This new solution method is more 
suitable to parallel implementation than the mathematical programming. 

4   Numerical Example 

In this section, simulation results demonstrate the effectiveness and efficiency of the 
proposed optimal control of switched system based on hybrid neural network. The 
simulation is conducted in MATLAB environment. 
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Consider the 2-dimensional piece-wise linear system [11]. 
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Reference trajectory of output variable is 1=ry . The state and input constraints, re-

spectively, are: 5)(5 1 ≤≤− kx , 5)(5 2 ≤≤− kx , 1)(1 ≤≤− ku . 

At first we simulate the convergence of proposed hybrid neural network at single 
sample instant. The penalty coefficients A, B, C and D were determined empirically by 
running trial simulations: A=1, B=5000, C=1000, D=10. The scaling factors were set 
at 3=uη , 4.0=vη , initial point of control input is 1.00 =u and the start point of state 

variable is Tx ]0  ,0[0 = . The simulation result of control input u is shown in Fig. 3. From 

Fig. 3 we see that convergence time is both 0.5. So this hybrid neural network can com-
plete the computation during the sample instant. 

Then we simulate the optimal control of this switched system by using hybrid neural 
network optimization. The penalty coefficients A, B, C and D are A=1, B=5000, 
 

 

Fig. 3. trajectory of control input at single instant 
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Fig. 4. simulation result of output y 

 

Fig. 5. Simulation result of control input u 

 

Fig. 6. Simulation result of switching signal 
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C=1000, D=10. The scaling factors were set at 3=uη , 4.0=vη , initial point of control 

input is 1.00 =u and the start point of state variable is Tx ]5.0  ,5.0[0 −= .The simulation 

results of output y, control input u and switching signal are shown in Fig. 4-6. From the 
simulation result demonstrate the effectiveness and efficient of proposed optimal control 
of switched system based on hybrid neural network and can to real-time control. 

5   Conclusion 

In this paper we present hybrid neural network combining continuous neurons and dis-
crete neurons. We define energy function of this network and designed lyapunov func-
tion to guarantee the convergency of proposed hybrid neural network. This new solution 
method is more suitable to parallel implementation than the mathematical programming. 
Simulation results show that this hybrid neural network can complete the computation 
during the sample instant and this approach can utilize fast converge property and the 
parallel computation ability of neural network and apply to real-time control. 
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Abstract. With the proved efficacy on solving linear time-varying ma-
trix or vector equations, Zhang neural network (ZNN) could be general-
ized and developed for the online minimization of time-varying quadratic
functions. The minimum of a time-varying quadratic function can be
reached exactly and rapidly by using Zhang neural network, as compared
with conventional gradient-based neural networks (GNN). Computer-
simulation results substantiate further that ZNN models are superior to
GNN models in the context of online time-varying quadratic function
minimization.

1 Introduction

The problem of solving quadratic-minimization is widely encountered in science
and engineering areas [1][2]. It could be an important part of many solution
procedures; e.g., signal-processing [1] and robot motion planning [2][3]. There
are two general types of solution to the problem of quadratic minimization. One
is the numerical algorithms [2][4] performed on digital computers (i.e., on our
today’s computers). Usually, the minimal arithmetic operations of a numerical
algorithm are proportional to the cube of the Hessian matrix’s dimension, and
consequently such a numerical algorithm may not be efficient enough for large-
scale online applications. In view of this, some O(n2)-operation algorithms were
proposed to remedy this computational problem, e.g., in [1][5][6]. However, they
may still not be fast enough; e.g., in [6], it takes on average about one hour to in-
vert a 60000-dimensional matrix. Being the second general type of solution, many
parallel-processing computational methods have been proposed, developed, an-
alyzed, and implemented on specific architectures, e.g., the neural-dynamic and
analog solvers [3][7]. Such a neural-dynamic approach is now regarded as a pow-
erful alternative for real-time computation in view of its parallel-processing dis-
tributed nature and convenience of hardware implementation [3][7][8].

Different from the gradient-based neural networks (in short, gradient neural
networks) and most computational algorithms designed intrinsically for time-
invariant problems solving [1][3][4][7][9]-[11], a special kind of recurrent neural

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 807–814, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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networks has recently been proposed by Zhang et al for real-time solution of time-
varying matrix and vector equations [12][13]. In this paper, Zhang et al’s design
method is generalized to solving online the quadratic-minimization problem with
time-varying coefficients. Theoretical and simulation results both demonstrate
the efficacy of the resultant Zhang-neural-network model. To the best of our
knowledge, there is little work dealing with such a time-varying quadratic min-
imization problem in the neural-network literature at present stage. The main
contributions of the paper lie in the following facts.

1) In our paper, we propose a special kind of recurrent neural network to solve
the time-varying quadratic-minimization problem in real time t.

2) Our paper investigates not only the ZNN-model description, but also its
theoretical derivation and analysis. In other words, our approach could be
used as a systematic approach to solving a set of time-varying problems.

3) To show the novelty and difference, we compare the ZNN model with the con-
ventional gradient neural network by solving the same time-varying quadratic
minimization problem. The comparison substantiates the efficacy of the ZNN
model and shows the less favorable property of the GNN model when used in
the time-varying quadratic-minimization.

2 Problem Formulation and Neural Solvers

Consider the following the time-varying quadratic minimization problem:

minimize f(x) := xT (t)P (t)x(t)/2 + qT (t)x(t) ∈ R, (1)

where given Hessian matrix P (t) ∈ Rn×n is smoothly time-varying and positive-
definite for any time instant t ∈ [0, +∞) ⊂ R, and given coefficient vector
q(t) ∈ Rn is smoothly time-varying as well. In the expression (1), unknown
vector x(t) ∈ Rn is to be solved all over the time so as to make the value of f(x)
always smallest.

As we may recognize or know, solving the time-varying quadratic minimiza-
tion problem (1) could be done by zeroing the partial-derivative ∇f(x) of f(x)
[1] at every time instant t; in mathematics,

∇f(x) :=
∂f(x)

∂x
= 0 ∈ R

n, ∀t ∈ [0, +∞). (2)

More specifically, it follows from the above that the theoretical time-varying
solution x∗(t) ∈ Rn to (1), being the minimum point of f(x) at any time instant
t, satisfies P (t)x∗(t) + q(t) = 0 or here equivalently x∗(t) = −P−1(t)q(t). The
theoretical minimum value f∗ := f(x∗) of time-varying quadratic function f(x)
is thus achieved as f∗ = x∗T (t)P (t)x∗(t)/2 + qT (t)x∗(t).

In order to demonstrate the significance of the interesting problem and the
visual effects, we could take the following time-varying coefficients P (t) ∈ R2×2

and q(t) ∈ R2 as an example:

P (t) =
[
0.5 sin(t) + 2 cos(t)

cos(t) 0.5 cos(t) + 2

]
, q(t) =

[
sin(t)
cos(t)

]
. (3)
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Fig. 1. “Moving” minimum of varying quadratic function f(x) at different time instants

Fig. 1 shows the three-dimensional plots of f(x) with respect to x = (x1, x2) ∈
R2×2, but at different time instants (i.e., t = 1.60, 4.65, 5.75 and 7.25s). We
can see quite evidently that the shape and minimum value f∗ of f(x) together
with its minimum solution x∗(t) are all “moving” with time t, so that this time-
varying quadratic minimization problem (1) could be considered as a “moving
minimum” problem.

2.1 Zhang Neural Networks

In this subsection, Zhang et al’s neural-dynamic design method [12][13] is gen-
eralized and applied to solving the online time-varying quadratic minimization
problem (1). The design procedure could be formalized as follows.

Step 1: To track the “moving” minimum-point of f(x), instead of transforming
the problem to a scalar-valued squared (or norm-based) function to minimize, we
could define the vector-valued error function e(t) ∈ Rn as ∇f ; in mathematics,

e(t) := ∇f = P (t)x(t) + q(t). (4)
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Step 2: To make every element ei(t) of error function e(t) ∈ Rn converge to
zero (i.e., for any i ∈ 1, 2, · · · , n), the time derivative ė(t) of error-function e(t)
could be constructed better as (or termed, the general ZNN-design formula):

ė(t) :=
de(t)
dt

=
d(∇f)

dt
= −ΓΦ

(
e(t)

)
= −ΓΦ

(
∇f

)
, (5)

where design parameter Γ ∈ Rn×n is generally a positive-definite matrix but
could be replaced here with any γ > 0 ∈ R directly to scale the ZNN-convergence
rate, and Φ(·) : Rn → Rn denotes an activation-function processing-array from
Rn to Rn but preferably with each element decoupled. Note that the values of
Γ and γ, being a set of reciprocals of capacitance-parameters, should be spec-
ified as large as the hardware permits [8]. Constituting the activation-function
processing-array Φ(·), each scalar-valued processing-unit φ(·) should be odd and
monotonically increasing. The following two types of activation function φ(·)
are investigated in this paper: 1) linear activation function φ(ei) = ei, and 2)
power-sigmoid activation function

φ(ei) =

{
ep

i , if |ei| � 1
1+exp(−ξ)
1−exp(−ξ) ·

1−exp(−ξei)
1+exp(−ξei)

, otherwise
(6)

with suitable design parameters ξ � 2 and p � 3.

Step 3: By expanding the ZNN-design formula (5), the following implicit dy-
namic equation as of Zhang neural network could readily be constructed for
minimizing online the time-varying quadratic function (1):

P (t)ẋ(t) = −Ṗ (t)x(t) − γΦ
(
P (t)x(t) + q(t)

)
− q̇(t), (7)

where x(t) ∈ Rn, starting with any initial condition x(0) ∈ Rn, denotes the
neural-state vector which corresponds to the theoretical time-varying minimum
solution x∗(t) of non-stationary quadratic function (1). In addition, from (7), it
is worth writing out the following linear ZNN model for the same time-varying
quadratic function minimization purposes:

P (t)ẋ(t) = −
(
Ṗ (t) + γP (t)

)
x(t) −

(
γq(t)) + q̇(t)

)
. (8)

In summary, the designed ZNN models could solve online the time-varying
quadratic function minimization problem depicted in (1)! In other words, the
“moving” minimum point could be found by the ZNN models in real time and
in an error-free manner. For this efficacy, please refer to the ensuing sections.

2.2 Gradient Neural Networks

For comparison, we develop here the conventional gradient-based neural networks
to solve online the quadratic minimization problem depicted in (1). However,
please note that almost all numerical algorithms and neural-dynamic computa-
tional schemes (specially, gradient-based neural networks) [1]-[4][6]-[11][14] were
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designed intrinsically for the problems with constant coefficients rather than time-
varying ones. According to the gradient-descent design method [14], we could ob-
tain the gradient-based neural networks which minimize the stationary quadratic
function f(x) = xT Px/2 + qT x. The design procedure is as follows.

Step 1: Let us define a scalar-valued norm-based (or squared) energy function
ε(x) = ‖∇f‖2

2/2 = ‖Px + q‖2
2/2, where ‖ · ‖2 denotes the two-norm of a vector.

Evidently, x is the minimum solution if and only if ε(x) = 0 is reached.

Step 2: The following design-formula and dynamics of GNN model could then
be adopted to minimize online the stationary quadratic function xT Px/2+ qTx:

ẋ(t) =
dx(t)

dt
= −γ

∂‖∇f‖2
2/2

∂x
= −γPT (Px(t) + q), (9)

where design parameter γ > 0 is defined the same as that in ZNN models for
the purpose of scaling the neural-network convergence rate. In addition, the
following nonlinear GNN model could be extended from the above by exploiting
the aforementioned activation-function processing-array Φ(·):

ẋ(t) = −γPT Φ(Px(t) + q). (10)

In summary, the designed GNN models could theoretically only solve the
stationary quadratic-function minimization problem (and might be extended in
practice to handle approximately the time-varying quadratic function minimiza-
tion problem). For this point, please refer to the ensuing sections.

3 Theoretical Results and Comparisons

For Zhang neural network (7) which minimizes time-varying quadratic function
(1), we could have the following proposition on its global exponential convergence
when using the two aforementioned activation-function arrays [11]-[14].

Proposition 1. Given smoothly time-varying positive-definite matrix P (t) ∈
Rn×n and vector q(t) ∈ Rn, if an odd activation-function array Φ(·) is employed,
then the neural-state vector x(t) of ZNN (7), starting from any initial state
x(0) ∈ Rn, always converges to the theoretical time-varying minimum solution
x∗(t) of non-stationary quadratic function (1). In addition, Zhang neural network
(7) possesses the following properties.

1) If the linear-activation-function array is used, then global exponential con-
vergence could be achieved for ZNN (7) with error-convergence rate γ.

2) If the power-sigmoid-activation-function array is used, then superior conver-
gence can be achieved for the whole error range (−∞, +∞), as compared to
the linear-activation-function-array situation.

For comparison, the following proposition about gradient neural network (10)
could be provided but with exactness only for stationary quadratic minimization
(i.e., the quadratic minimization with coefficients being constant) [11]-[14].
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Fig. 2. Time-varying quadratic minimization (1) synthesized online by ZNN (7) and
GNN (10) with design parameter γ = 1 and using power-sigmoid activation functions,
where dotted curves correspond to the theoretical time-varying minimum solution x∗(t)

Proposition 2. Consider the situation with constant positive-definite matrix
P ∈ Rn×n and constant vector q ∈ Rn associated with quadratic minimization
(1). If the linear activation function array is used, then global exponential con-
vergence to the constant minimum point x∗ of stationary f(x) can be achieved by
GNN (10) with convergence rate proportional to the product of γ and minimum
eigenvalue of PT P . If the power-sigmoid activation function array is used, then
superior convergence can be achieved for GNN (10) over the whole error range
(−∞, +∞), as compared to the case of using linear activation functions.

4 Simulation Studies

For comparison, both ZNN model (7) and GNN model (10) are employed to carry
out the minimization process and to obtain the time-varying minimum solution
x∗(t) of non-stationary quadratic function (1). The power-sigmoid activation
function array (with parameters ξ = 4 and p = 3) is used in the model simulation
of both ZNN (7) and GNN (10) with γ = 1.

– As seen from Fig. 2(a), starting form randomly-generated initial state x(0),
neural-state vector x(t) of ZNN (7) could always “elegantly” converge to
the time-varying minimum solution x∗(t). On the other hand, as can be seen
from Fig. 2(b), relatively large steady-state computational errors of gradient-
based neural network (10) exist!

– The ZNN-solution exactness and GNN-solution deviation could be further
shown in Fig. 3(a) and (b). We could observe from the left graph of the figure
that when proceeding to its steady-state (e.g., after t � 2), the ZNN model
(7) could always compute accurately the minimum value of non-stationary
quadratic function f(x) at every time instant t. On the other hand, as seen
from the right graph of Fig. 3, though proceeding earlier to its steady-state
(e.g., after t � 1.5), the GNN model (10) generates a result, sometimes equal
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Fig. 3. Time-varying quadratic-function value f(x) minimized online by ZNN (7) and
GNN (10) with design parameter γ = 1 and using power-sigmoid activation functions,
where dotted curves correspond to the theoretical time-varying minimum value f(x∗(t))
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Fig. 4. Residual error |f(x)− f(x∗)| synthesized by ZNN and GNN models with γ = 1

to or sometimes larger than (i.e., in a hit-and-miss manner) the theoretical
minimum value of non-stationary quadratic function f(x) over time t.

– To monitor the convergence properties, we could also show the residual er-
ror |f(x) − f(x∗(t))|, where | · | denotes the absolute value of a scalar. As
seen from Fig. 4(a), f(x) minimized by ZNN (7) could converge perfectly
to the theoretical time-varying minimum-value f(x∗(t)). In comparison, as
seen from Fig. 4(b), f(x) minimized by GNN (10) can not achieve f(x∗(t))
exactly.

5 Conclusions

In this paper, a recurrent neural network [i.e., ZNN model (7)] has been estab-
lished for online time-varying quadratic minimization. such model could generate
the moving minimum exactly and efficiently. Computer-simulation results have
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substantiated the superior performance and efficacy of ZNN model the investi-
gated non-stationary quadratic minimization problem.
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Abstract. In this paper, we propose that negation relation in knowledge ought 
to differentiate contradictory negation and opposite negation. Based on this 
cognition, we (1) discovered a character of knowledge: if pair of knowledge 
with opposite negation relation are fuzzy knowledge, then must exist fuzzy me-
dium object (new knowledge) between them; contrarily, if there is a fuzzy me-
dium object between the two knowledge with opposite negation relation, then 
them must be fuzzy knowledge; (2) five kinds of contradictory negation and 
opposite relations (CDC, CFC, ODC, OFC and ROM) in the distinct knowledge 
and fuzzy knowledge, and formalization definition were confirmed; (3) studied 
these different negation relations using the medium predicate logic MF and the 
infinite valued semantic model Ф of MF, and obtained the conditions of proc-
essing these different negation relations.  

1   Introduction 

In computational information processing systems, classical logic has already been 
basis for negations and their relations in knowledge at all times. Recently, with devel-
opment of knowledge processing research, some scholars consider that there need two 
kinds of negations in the field of knowledge processing. G. Wagner etc proposed that 
from a logic point of view, negation is not a clean concept in computational informa-
tion processing systems such as knowledge-based reasoning, natural language, logic 
programming languages (such as Prolog), semantic web, imperative programming 
languages (such as Java), database query languages (such as SQL), modeling lan-
guages (such as UML/OCL) and in production rule systems (such as CLIPS and Jess), 
and pointed out there are two kinds of negation in above systems: a strong negation 
expressing explicit falsity and a weak negation expressing non-truth [1]-[6]. K. 
Kaneiwa proposed that there were two kinds of negation in description logic, and 
presented an extended description logic ALC~ with classical negation and strong nega-
tion. In particular, he adhered to the notions of contraries, contradictories and subcon-
traries, generated from conceivable statement types using predicate denial (e.g., not 
happy) and predicate term negation (e.g., unhappy). To capture these notions, its for-
malization provides an improved semantics that suitably interprets various combina-
tions of classical negation and strong negation. And it showed that these semantics 
preserved contradictoriness and contrariness for ALC~-concepts [7]. S. Ferré intro-
duced the epistemic extension, a logic transformation based on the modal logic AIK 
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(All I Know) for use in the framework of Logical Concept Analysis (LCA), and its 
aim was to allow for the distinction between negation, opposition, and possibility in a 
unique formalism. Furthermore, this epistemic extension entailed no loss of generality 
in LCA [8]. Zhenghua Pan proposed that one new cognition and processing for incon-
sistency in knowledge, and consider that the study of inconsistent knowledge should 
differentiate contradictory negation relation and opposite negation relation in knowl-
edge. Moreover, Zhenghua Pan pointed out that the negation in distinct and fuzzy 
knowledge should contain contradictory negation, opposite negation and fuzzy nega-
tion in some opposite knowledge[9],[10],[11]. 

2   Essence of Negation Concept in Knowledge  

Concept is most basic element of knowledge, concept is expressed by language. How-
ever, since the attributes of many things have indefiniteness or the descriptive diction of 
attributes has fuzziness, bring on extensions of many concepts are not distinct and much 
knowledge becomes fuzzy knowledge. So, we divide concept into the distinct concept 
(unambiguous intention, distinct extension) and fuzzy concept (unambiguous intention, 
non-distinct extension). And what also reflects in knowledge science that is Knowledge 
should differentiate distinct knowledge and fuzzy knowledge. 

Relations between the two concepts, in fact, had been extensional relations between 
them and contained consistent relation and inconsistent relation in theory of formal 
logic. Using a rectangle to denote the extension of a concept, thus the relation between 
concept A and B is inconsistent if extensions of A and B have not common area. 

Inconsistent relation between two concepts has been differentiated into the contra-
dictory relation and opposite relation since Aristotle. In fact, the relation between one 
concept and its negation is an inconsistent relation, therefore, this relation contains the 
contradictory negation relation and opposite negation relation. And what also reflects 
in knowledge science that is Negation of knowledge contains contradictory negation 
and opposite negation in knowledge. 

2.1   Five Kinds of Contradictory Negation Relation and Opposite Negation 
Relation  

For relation between one concept and its negation, we present the following five kinds 
of contradictory relation and opposite relation. 

(2.1) Contradictory Negation Relation in Distinct Concepts CDC: 
Character of CDC: “bound definitude”, “either this or that”. 
For example, “rational number” and “irrational number” in concept of genus “real 
number”; “white” and “non-white” in concept of genus “color”. 

(2.2) Contradictory Negation Relation in Fuzzy Concepts CFC:  
Character of CFC: “bound non-definitude”, “either this or that”. 
For example, “quick” and “not quick” in concept of genus “speed”; “young people” 
and “non-young people” in concept of genus “people”.  

(2.3) Opposite Negation Relation in Distinct Concepts ODC: 
Character of ODC: “bound definitude”, “either this or that” doesn’t holds. 
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For example, “white” and “black” in concept of genus “color”; “positive number” and 
“negative number” in concept of genus “number”.  

(2.4) Opposite Negation Relation in Fuzzy Concepts OFC: 
Character of OFC: “bound non-definitude”, “either this or that” doesn’t holds. 
For example, “speed” and “slow” in concept of genus “velocity”; “young people” and 
“old people” in concept of genus “people”. 

In multifarious knowledge of world, a lot of opposite concepts have a common 
character: there is the medium state between the two opposite sides. These medium 
states have property which is “both this and that”, where “this” and “that” drive at two 
opposite sides in an opposite concepts. After analysis and research for many in-
stances, we discover that medium concept and opposite concepts have a relation: if 
there is a medium concept between the two opposite concepts, the opposite concepts 
and medium concept must be fuzzy concepts, conversely, if the opposite concepts are 
fuzzy concepts, there must exists a medium concept in between them. That is to say, 
the two opposite concepts are fuzzy concepts if and only if there is a medium concept 
between the two opposite concepts. And what also reflects in knowledge science that 
is Opposite knowledge is fuzzy knowledge if and only if there is a medium state (new 
knowledge) between opposite knowledge. 
So, for study of opposite concepts, we must investigate relation between the opposite 
concepts and the medium concept. 

(2.5) Relation between Opposite concepts and the Medium concept ROM: 
Character of ROM: “bound non-definitude”, all of them are fuzzy concepts. 
For example, “young people” and “old people” are opposite concepts, “middle-aged 
people” is their medium concept; “daylight” and “night” are opposite concepts, 
“dawn” is their medium concept.  

From above, there exist five kinds of contradictory relation and opposite relation 
between one concept and its negation, and what also reflects in knowledge science 
that is There exist five kinds of contradictory relation and opposite relation between 
distinct and fuzzy knowledge and their negation, that is CDC, ODC, CFC, OFC and 
ROM. 

2.2   Formalization Definition of Contradictory Negation and Opposite Negation 
Relations in Knowledge 

Since the extension of a concept is that it reflects all of objects and relations between 
concepts are relations between their extensions, we give, from conceptual extensional 
point of view, the formalization definition of CDC, CFC, ODC, OFC and ROM as 
follows. 
 

Definition 1:  Let U (≠ Ø) be domain of individuals. Any X (X ⊆ U) is called a con-
cept in U, and a variety of concepts on U is called the abstract knowledge about U, 
called knowledge for short. For arbitrary X ≠ Ø, if there exist a partition ξ: {X1, 

X2,…, Xn}, Xi ⊆ X, Xi  ≠ Ø, ∪
n

i 1
 

=
Xi = X, Xi ∩ Xj = Ø (i ≠ j, i, j = 1, 2, …, n), we call X 

a concept of genus on X1, X2, …, Xn , and call Xi (i = 1, 2, …, n) a concept of species 
on X. If Xi ∩ Xj ≠ Ø , then Xi, Xj are fuzzy concepts.  
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Since a pair of concepts, which have contradictory relation or opposite relation, are 
a pair of concepts of species on the same concept of genus, furthermore, CDC, CFC, 
ODC and OFC are the relations between two concepts of species on the only one 
concept of genus, respectively. By above definitions, they are different binary  
relations on X×X for the concept of genus X, that is, they are subsets of X×X,  
respectively. 
 

Definition 2:  Let A = ∪
n

1i
 

=
Ai be a concept of genus, Ai be a concept of species in A.  

1) for a Ai ⊆ A, there is unique Aj in A (i ≠ j), Aj and Ai are contradictory concepts, 
that is,  

CDC={(Ai, Aj) | Ai ≠ Aj, Ai ∩ Aj = Ø, Ai ∪ Aj = A}⊂ A×A, 

if Ai, Aj are fuzzy concepts, then there is 

CFC={(Ai, Aj) | Ai ≠ Aj, Ai ∩Aj ≠ Ø, Ai ∪Aj = A}⊂ A×A; 

2) for such Ai, there is Ak in A (k ≠ i, k ≠ j, i ≠ j), Ai and Ak are opposite concepts, 
that is,  

ODC = {(Ai, Ak) | Ai ≠ Ak, Ak ≠ Aj, Ai ≠ Aj, Ai ∩ Ak = Ø, Ai ∪ Ak ⊆ A}⊂ A×A, 

if Ai, Ak are fuzzy concepts, then there is 

OFC = {(Ai, Ak) | Ai ≠ Ak, Ak ≠ Aj, Ai ≠ Aj, Ai ∩ Ak ≠ Ø, Ai ∪ Ak ⊆ A}⊂ A×A. 

From above, we see that there exists a medium concept between the two opposite 
concepts if and only if they are fuzzy concepts. So the relation between the opposite 
concepts and the medium concept should be a subset of (X×X) ×X. 
 

Definition 3:  Let B = ∪
n

1i
 

=
Bi be a concepts of genus, Bi be a concept of species in B.  If 

Bi, Bj ⊆ B (i ≠ j) are opposite fuzzy concepts, then there is Bm ⊆ B (m ≠ i, m ≠ j), such 
that  
ROM = {((Bi, Bj), Bm) | Bi ≠ Bj, Bi ∩ Bm ≠ Ø, Bj ∩Bm ≠ Ø, Bi ∪ Bj ∪ Bm ⊆ B}⊂ 
(B×B)×B. 

3   Logical and Semantic Description on CDC,CFC,ODC,OFC and 
ROM 

3.1   One Kind of Logical Description  

In the 19th century, G. Frege called the monadic function, whose value is truth value, 
a concept, and the relation between concepts was the relation between the monadic 
predicates in logic, actually. Therefore, we should study the logic theory which is 
adaptable for research of the concepts and their inconsistent relations (contradictory 
relation, opposite relation) and efficient to describe and process them from syntax and 
semantic. 
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The Medium Logic ML is a kind of non-classical formal system established by 
Chinese scholars, where the medium predicate logic MF is a subsystem of ML 
[12],[13],[14]. In this paper, we adopt the formal symbols in medium logic ML. 

In MF, let P be a predicate (the property or relation of individual), for any object x 
in the domain of individuals, if either x completely satisfies P or x completely does 
not satisfy P, i.e. there does not exist such object which partially satisfies P and par-
tially does not satisfy P, then P is called a distinct predicate and denoted as disP. For 
predicate P, if there exists the object x which partially has property P and partially 
does not has property P, P is called a fuzzy predicate and denoted as fuzP. ╕P denotes 
the opposite side of P, so P and ╕P represent a pair of opposite predicates. ¬P denotes 
the contradictory side of P, so P and ¬P represent a pair of contradictory predicates. 
ML unconditionally acknowledged that for some predicate P, there is object x which 
partially satisfies P and partially satisfies ╕P, such x is called a medium object be-
tween P and ╕P, and that “x partially satisfies P” is denoted as ∼P(x). ∼P is called the 
fuzzy negation of P, so P and ∼P represent a pair of predicates that own the relation of 
the fuzzy negation. 

It is shown that a concept of genus is divided into contradictory concepts and oppo-
site concepts, that is, the monadic predicate is divided into {P, ¬P, ╕P, ∼P} in the 
medium logic (but the monadic predicate is only divided into {P, ¬P} in the mathe-
matics and classical logic, that is, representation of contradictory predicate and oppo-
site predicate do not differentiate), where contradictory monadic predicates P, ¬P 
represent a pair of the contradictory concepts, opposite monadic predicates P, ╕P 
denote a pair of the opposite concepts, and fuzzy monadic predicates ∼P denote a 
medium concept between P and ╕P. Therefore, five kinds of the contradictory relation 
and opposite relation of concepts can be expressed by medium predicate logic as 
follows.  

           CDC = {(P, ¬P) | disP}, CFC = {(P, ¬P) | fuzP}, 
ODC = {(P, ╕P) | disP}, OFC = {(P, ╕P) | fuzP}, 
ROM = {((P, ╕P), ∼P) | fuzP}. 

3.2   One Kind of Semantic Description 

Since a concept is a monadic predicate, data description of concept is shown by the truth 
value of concept in logic theory. Through investigating theory and application of the 
medium logic, one had established the three-valued semantic model [15],[16], and the 
infinite-valued semantic model [17],[18]. We consider that the infinite-valued model Ф 
of medium predicate logic is optimum for the description and processing of contradic-
tory concepts and opposite concepts, as well as contradictory and opposite relations. 

Let Ф be the infinite-valued model of MF, Ф: <D, ℜλ >, where λ∈(0, 1), D is the 
domain of individuals, ℜλ is a λ-valuation of MF. The λ-valuation ℜλ could be  
defined as follows [18]: 
 

Definition 4:  Let A be a formula of MF, λ∈(0, 1). The λ-valuation ℜλ of A consist of 
following assignations: 

(1)  for each symbol of individual constant in A, assigning an object in D; 
(2)  for each symbol of n-place function in A, assigning an mapping from Dn to D; 
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(3)  for each symbol of the n-place predicate in A, assigning an mapping from Dn to 
[0,1], and 

(3.1)  ℜλ(A) takes only a numerical value in [0, 1] at a time when A is an atomic 
formula; 

(3.2)  ℜλ(A) + ℜλ (╕A) = 1,  
    (3.3)  ℜλ(∼A) = 

λ
λ
−

−
1

12 (ℜλ(A) −λ)+1−λ, when λ∈[½, 1) and ℜλ(A)∈(λ, 1]        

λ
λ
−

−
1

12 ℜλ(A)+1−λ, when λ∈[½, 1) and ℜλ(A)∈[0, 1−λ) 

λ
λ21 − ℜλ(A)+λ, when λ∈(0, ½] and ℜλ(A)∈[0,λ)        

λ
λ21 − (ℜλ(A)+λ−1)+λ, when λ∈(0, ½] and ℜλ(A)∈(1−λ,1]    

1/2, when ℜλ(A) = 1/2        
(3.4)  ℜλ(A→B) = Max (1− ℜλ(A), ℜλ(B)), where B is a formula of MF;  
(3.5)  ℜλ(A∨B) = Max (ℜλ(A), ℜλ(B));  
(3.6)  ℜλ(A∧B) = Min (ℜλ(A), ℜλ(B)); 
(3.7)  ℜλ(∀xP(x)) = Min

Dx∈
{ℜλ(P(x))}, ℜλ(∃xP(x)) = Max

Dx∈
{ℜλ(P(x))}. 

 

Proof: By induction on the number of connectives and quantifiers in A. 
 

Definition 5: Let P be a monadic predicate of MF. In the infinite-value interpretation 
Ф: <D, ℜλ >, ℜλ(P(x)) = 1 means P(x) is true, if and only if any object x in D com-
pletely satisfies P. ℜλ(P(x)) = 0 means P(x) is false, if and only if any object x in D 
completely does not satisfy P. ℜλ(P(x))∈(0, 1) means P(x) is partially true, if and only 
if there is object x in D partially satisfies P. 

Obviously, ℜλ(P(x)) denotes the degree, which is that object x in D satisfies the 
monadic predpicate P. According to Definition 4 and above definition of disP and 
fuzP, we can obtain the following results: 

 (I)   P is a distinct monadic predicate if ℜλ(P(x)) = 1 or ℜλ(P(x)) = 0. 
(II)  P is a fuzzy monadic predicate if ℜλ(P(x))∈(0, 1). In particular, if ℜλ(P(x)) ≡ 

½ (identity), then P is a predicate constant. 

For any monadic predicate P, in fact the Definition 4 not only confirmed ℜλ(P(x))∈ 
[0, 1] and relations among ℜλ(P(x)), ℜλ(╕P(x)) and ℜλ(∼P(x)), but also confirmed a 
partition δ by λ for the truth-valued range [0, 1], δ divided [0, 1] into three disjoint 
subintervals. By the Definition 4, ranges of ℜλ(P(x)), ℜλ(╕P(x)) and ℜλ(∼P(x)) in 
partition δ have relations with these subintervals as follows. 

<1> When λ ≥ ½, δ: {[0, 1−λ), [1−λ, λ], (λ, 1]}. Either ℜλ(P(x))∈(λ, 1] or ℜλ(P(x)) 
∈[0, 1−λ) in δ. If ℜλ(P(x))∈(λ, 1] then ℜλ(╕P(x)) = 1−ℜλ(P(x))∈[0, 1−λ) and 
ℜλ(∼P(x))∈ [1−λ, λ] by Definition 4, and ℜλ(¬P(x)) = Max{ℜλ(╕P(x)), ℜλ (∼P(x))} 
= ℜλ(∼P(x)) because ¬P had been defined by P→ ∼P in ML. In the same way, if 
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ℜλ(P(x))∈[0, 1−λ) then ℜλ(╕P(x)) = 1−ℜλ(P(x))∈(λ, 1], ℜλ(∼P(x))∈[1−λ, λ] and 
ℜλ(¬P(x)) = Max{ℜλ(╕P(x)), ℜλ(∼P(x))} = ℜλ(╕P(x)). 

<2> When λ ≤ ½, δ: {[0, λ), [λ, 1−λ], (1−λ, 1]}. Either ℜλ(P(x))∈[0, λ) or 
ℜλ(P(x))∈(1−λ, 1] in δ. If ℜλ(P(x))∈[0, λ) then ℜλ(╕P(x)) = 1−ℜλ(P(x))∈(1−λ, 1] 
and ℜλ(∼P(x))∈ [λ, 1−λ] by Definition 4, and ℜλ(¬P(x))= Max{ℜλ(╕P(x)), 
ℜλ(∼P(x))} = ℜλ(╕P(x)). If ℜλ(P(x))∈(1−λ, 1] then ℜλ (╕ P(x))=1−ℜλ(P(x))∈[0, λ), 
ℜλ(∼P(x))∈[λ, 1−λ] and ℜλ (¬ P(x)) = Max{ℜλ(╕P(x)), ℜλ(∼P(x))}= ℜλ(∼P(x)). 

3.3   Processing Condition of CDC, CFC, ODC, OFC and ROM 

<1> and <2> show that the endpoint of subintervals of the truth-value range [0, 1] 
related to λ, and λ is alterable in (0, 1), so the changes of ranges of ℜλ(P(x)), 
ℜλ(╕P(x)) and ℜλ(∼P(x)) are determined by λ. According to above 3.2, the descrip-
tion and processing of truth-value of the contradictory relations and opposite relations 
CDC, CFC, ODC, OFC and ROM relates to the magnitude and change of λ. Con-
cretely, we have the following results. 

a) When λ = ½, the partition δ divides [0, 1] into {[0, ½), ½, (½, 1]} by <1> and 
<2>, and ℜλ(∼P(x)) ≡ ½ by Definition 4. Hence, ℜλ(P(x))∈[0, ½) ∪ (½, 1] and ℜλ 

(╕P(x))∈[0, ½) ∪ (½, 1] for δ. By the (I) and (II), it is shown that both P and ╕P are 
either distinct monadic predicates or fuzzy monadic predicates. Consequently, there 
exists following cases a1) and a2). 

a1) If ℜλ(P(x)) = 1 or ℜλ(P(x)) = 0, then P and ╕P are the distinct monadic predi-
cates by (I). This case is able to reflect the opposite relation between the two distinct 
concepts. That is, 

 by the infinite-valued model Ф of the medium predicate logic MF, we can de-
scribe and dispose ODC when λ = ½ and ℜλ(P(x)) = 1 (or ℜλ(P(x)) = 0). 

a2) If ℜλ(P(x)) ≠1 and ℜλ(P(x)) ≠ 0, then P and ╕P are the fuzzy monadic predi-
cates by (II). Here if ℜλ(P(x))∈[0, ½), that is ℜλ(╕P (x))∈(½, 1] by Definition 4, then 
ℜλ(¬P) = Max (ℜλ(╕P), ℜλ(∼P)) = ℜλ(╕P) because of ℜλ(∼P(x)) ≡ ½. This case is 
able to reflect contradictory relation between the two fuzzy concepts. That is,  

 by the infinite-valued model Ф of the medium predicate logic MF, we can de-
scribe and dispose CFC when λ = ½ and ℜλ(P(x)) ∈ [0, ½). 

b) In particular, when ℜλ(P(x)) ≡ 1 or ℜλ(P(x)) ≡ 0 (that is ℜλ(╕P(x)) ≡ 0 or 
ℜλ(╕P(x)) ≡ 1 by Definition 4), then not only P and ╕P are distinct monadic predi-
cates by (I), but also ℜλ(P(x)) and ℜλ(╕P(x)) have character of the two-valued logic 
,which is “either this or that”. Therefore, this case is able to reflect contradictory rela-
tion between the two distinct concepts. That is,  

 by the infinite-valued model Ф of the medium predicate logic MF, we can de-
scribe and dispose CDC when ℜλ(P(x)) ≡ 1 or ℜλ(P(x)) ≡ 0.  

This shows that the two-valued logic is only one especial state of the medium logic 
for processing the concept and concept relation. 

c) Except a) and b), that is λ ≠ ½ and 0 < ℜλ(P(x)) < 1. By <1>, <2> and Definition 
4, we have ℜλ(P(x)), ℜλ (╕P(x))∈(0,1), ℜλ(∼P(x))∈[1−λ, λ] or ℜλ(∼P(x))∈[λ, 1−λ], 
and ℜλ(╕P(x)) < ℜλ(∼P(x)) < ℜλ (P(x)) or ℜλ(P(x)) < ℜλ(∼P(x)) < ℜλ(╕P(x)). Thus, 
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according to (II) and above 2.1, not only P, ╕P and ∼P are all fuzzy monadic predi-
cates, but also this case is able to reflect one opposite relation between the two fuzzy 
concepts and the relation between the opposite concepts and the medium concept. 
That is, 

 by the infinite-valued model Ф of medium predicate logic MF, we can describe 
and dispose OFC and ROM when λ ≠ ½ and 0 < ℜλ(P(x)) < 1. 
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Abstract. The Semantic annotation is becoming increasingly important for the 
on-line semantic reconstruction of the heterogeneous product information in the 
virtual organization (VO) with the semantic grid. Aim at the uniform knowl-
edge representation on the heterogeneous product information of VO, the 
XOEM+OWL is put forward.  And then the XOEM+OWL based production 
semantic annotation visualization, named a Linked-Entity Visualization (LEV), 
is introduced. It uses AJAX/SVG to realize the visualization in the display 
space of the browser. The implementation of this system is shown at last. 

1   Introduction 

Because of the characteristics of the autonomy and heterogeneity among the distrib-
uted virtual enterprises, the sharing and exchange of product semantic information 
should meet the requirement of dynamic and agility over the Internet. Currently, there 
are many research methods to involve in [1,2,3,4,5]. The uniform product knowledge 
representation on the multi Heterogeneous Product information is the key question. 
On-line semantic reconstruction over the Internet maybe is the effective way to do. 
Semantic annotation is becoming increasingly important for the on-line semantic 
reconstruction of the heterogeneous product information in the virtual organization 
with the semantic grid [6,7].  

In this paper, we put forward a Linked-Entity Visualization System (LEV) for col-
laborative production semantic annotation which uses the AJAX/SVG technology to 
display on the browser and bases on the XOEM+OEM semantic model. In order to 
realize the semantic visualization, at first, XOEM+OWL is put forward, which is the 
semantic model faced on the uniform product knowledge representation on the multi 
heterogeneous product information. The mapping STEP Schema Graph and OWL 
Schema Graph are build as Cos(sc,oc),so we can get the semantic pattern matching 
degree for the semantic representation on the product information. And then the cor-
respondent LEV data schema is put forward which is based on the XOEM+OWL 
model. At last the implementation of the LEV system is introduced and the example is 
presented. 
                                                           
* Supported by the National Natural Science Foundation of China(No. 60603087), the Project 

of the Science and Technology Department of Zhejiang Province( No. 2007C31006). 



 An On-Line Semantic Visualization for Heterogeneous Product Information 825 

2   XOEM+OWL Model 

XOEM [8,9] is the data model of the XML-based STEP representation. It is difficult 
to realize the direct mapping between XOEM and OWL because OWL belongs to the 
semantic layer and the XOEM belongs to the data layer.  XOEM has strong capability 
on the description of data object but the weak capability on the reasoning of con-
straint. So it is necessary to build the model that it can realize the conversion from 
XOEM and introduced from OWL pattern graph[10]. That’s called XOEM+OWL. 

In the XOEM+OWL, the Schema Graph has two layers: data layer and semantic 
layer. In the data layer, it converted from XML-based STEP representation that uses 
XOEM model. We call STEP Schema Graph.  In the semantic layer, it is introduced 
from OWL. Please note it is not the conversion from OWL. It adds the semantic anno-
tation by means of OWL. We call OWL Schema Graph.  So the mapping between 
STEP Schema Graph and OWL Schema Graph should be build in the XOEM+OWL 
model. Fig.1 shows the XOEM+OWL. 

 

Fig. 1. XOEM+OWL 

2.1   The Schema Graph of XOEM+OWL  

XOEM+OWL is based on the XOEM model. We can also get the follow definition 
reference to XOEM: 

Object: = Atomic Object | Complex Object 
Atomic Object: = (oid, label_name, attribute_type, attribute_value ) 
Complex Object: = (oid, label_name, Reference ) 
Reference := (link， ，oid label_name ) 
 

Definition 1 
Given directed graph G=(V,E).  
Assumption: v0,v1…vi,…vn ∈ V, e1, e2…en∈ E.  

Exists r:  d <r, vi> > 0 , r ∈V ,
}){( rVvi −∈

, i=0,1,…n. 
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Definition 2. Given directed graph G(V,E,r). Exist G(Vi， ∈Ei),vi  V.  
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Rule 1 
For the XOME+OWL object, the Node of the directed graph is represented as Object. 
It is mapping into the Class of OWL.  
 

Rule 2  
For the XOME+OWL object’s property, the Edge of the directed graph is represented 
as Property. It is correspond to the property of the Class or the “hasSubClass” among 
the classes in the OWL.  

The follows description shows the different corresponding relation on the two layers. 

2.2   The Data Mapping between STEP Schema and OWL Schema 

Every concept from STEP SchemaGraph is compared against concepts from the OWL 
SchemaGraph. The STEP Schema Graph is used in the data layer on the 
XOEM+OWL. According to the XOEM, we can get the XML-based STEP represen-
tation. So it is necessary to convert from XOEM to XOEM+OWL. The OWL Schema 
Graph is used in the semantic layer on the XOEM+OWL. The semantic representation 
of the XOEM+OWL is introduced from OWL. We can build the semantic annotation 
on the XOEM+OWL. The function listed in Table1 calculates the match score (Cos) 
between a STEP SchemaGraph concept and OWL SchemaGraph.  

Table 1. Function on the mapping 

Function  Mapping 
Inputs  sc, oc Є W 

Output  

mi = (sci, ocj, Cos) 
where,  
Cos is the Match degree calculated for 
the mapping sci and ocj ( Cos Є [0,1] ) 

 
The Cos(sc,oc) [13] is composed of two different measures Element Level Match 

(ElementMatch) and Semantic level match (OWLMatch). ElememntMatch provides 
the linguistic similarity of two concepts whereas OWLMatch takes care of semantic 
structural similarity. The Cos(sc,oc) is calculated as the weighted average of Ele-
mentMatch and OWLMatch as shown in Formula (1). 

( ) ( )1010,

**
  oc)Cos(sc,

≤≤≤≤
+

+=

ocsc

ocsc

ocsc

wwwhere

ww

OWLMatchwchElementMatw

. 

 

(1) 
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Weights scw  and ocw  indicate the contribution of Element level match and Se-

mantic level match respectively in the total match score. If two concepts have match-
ing structure then it is more appropriate to give more weights to OWLMatch. Based 

on these conditions the values of scw  and ocw  are changed as shown in Table 2. 

Table 2. the values of scw  and ocw  

scw
 ocw

 
Condition 

1 0 Only STEP syntax level representation 
0.1 0.9 OWLMatch > 0.9, ElementMatch < 0.9 
0.2 0.8 OWLMatch > 0.75, ElemementMatch < 0.75 
0.3 0.7 OWLMatch > 0.65, ElementMatch < 0.65  
0.5 0.5 OWLMatch < 0.5, ElementMatch < 0.5 and XML-

based STEP syntax level representation 
0 1 All STEP semantic level representation 

3   LEV DATA Schema 

LEV Data Schema is build for the LEV system display in the browser according to 
the XOEM+OWL semantic model. It is driven by the semantic data and its data on 
the relationships between individual entities on the semantic data and the properties of 
these entities based on the XOEM+OWL semantic model. 

3.1   LEV Data Hierarchy and Definitions 

A Strategy Map consists of seven Activities. These Activities can be broken down infi-
nitely into various Entities that exist for each Activity. For a visual depiction of the 
seven generic Activities of each Strategy Map was simply identify each Activity and the 
metric (e.g. cost/value) used to measure the Activity or 1/1 indicating there is no metric. 
 
An Activity 
An Activity may be broken down infinitely into particular Entities within that Activ-
ity in a project. The data associated with each Activity will be drawn from the 
XOEM+OWL data and mapped into an XML for visualization. The Activities may be 
opened in a visual space to depict the underlying collection of Entities which an end-
user may use for analysis.  

An Entity may be a generic text box, or may represent more specific data such as a 
product, part, place, person or thing. In the Strategy Map, Entities may be created 
within each Activity, moved between Activities, cloned, deleted, edited and links 
between Entities may be specified. 
 
A Group of Entities  
A group of Entities reflects subcomponents of an Activity(section) within a Strategy 
Map.(A specific example could be; the Activity is ‘Research’ and the Entities are 
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Library Services, Research Functions, and other various components of the Research 
Activity). 

Any two Entities may have a mathematical relationship with other Entities through 
a pre-defined data schema. For example if two Entities contain information such as 
the names of people involved with an operation, a link can be specified based on their 
joint involvement. 

3.2   LEV Data Schema 

Table 3. the LEV data schema 

LEV DATA SCHEMA XOEM+OWL 
Entity (entity element) Node 
Entity with Property  (property-
name element and propertyvalue 
element) 

Node with edge joining it to the class 
with name “hasProperty” 

Entity Link ( entitylink element) Edge  
Entity Link between entities 

(entitykey1 to entitykey2) 
Edge between the two class nodes 

Entity Link with Relationship 
expression  
(relationship element) 

Edge with operation 

Entity Link with the Element 
match value( strength element) 

scw
(the Element match value weights) 

Entity Link with the OWL match 
value(Color element) 

ocw
(the OWL match weights value) 

Entity with the Stage of Activity 
(stage element) 

Node with edge joining it to the class 
with name “hasInstance” 

Entity Link with the start entity 
expand (lbase element) 

Edge between class node to subclass 
node with name “hasSubClass” 

4   Examples 

Example: There is a circle named CIRCLE, its center point is circle(50,45) and its 
radius named Radius is 100mm. For the same STEP example, we can get the two 
schema graphs according to the XOEM+OWL. One is STEP Schema Graph (Fig.2) 
corresponds with XML schema and the other is the OWL Schema Graph (Fig. 3) 
corresponds with the OWL. It can be drawn the conclusion that the two schema 
graphs are corresponding except the pattern matching degree. It proves the 
XOEM+OWL can realize the uniform semantic representation and shows the pattern 
matching degree by means of the Cos(sc,oc). At last, we can get the correspondent 
LEV data schema(Fig. 4) according to the consistent XOEM+OWL graph so as to get 
the SVG display on the browser. 
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Fig. 2. STEP Schema Graph: the XOEM+OWL schema graph corresponding the XML schema 

 

Fig. 3. OWL Schema Graph: the XOEM+OWL schema graph corresponding the OWL 

 

Fig. 4. LEV data schema 

5   AJAX/SVG Based LEV System 

According to the LEV data schema, it will pop up a new window that is initially 
populated with a glyph representing that Entity. The key function which must be 
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provided by the Linked-Entity Visualization (LEV) is the ability to visually manipu-
late many Entities in the display space of a browser and show connections between 
entities based on their properties. 

In order to provide the user with an experience that allows them to work with sev-
eral hundred Entities of a project in the same way that a CAD Designer works with  
 

 

Fig. 5. LEV system principle 

 

Fig. 6. LEV system implementation 
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technical drawings of a tooling system, The users can have the ability to create,   
clone, delete, edit, move, and link Entities in groups, such that information can be 
added or changed within a project map as easily possible. 

LEV can show logical connection between Entities based on the LEV data schema 
which contains all of the links between Entities based on all of their properties. Users 
may manipulate data in fields themselves, and also change values by manipulation in 
the visual space. 

Fig.5 shows the realization of the LEV system. Fig.6 is an example of this system 
implementation. 
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Abstract. This paper presents an optimized parallel decision tree model based 
on rough set theory, first the model divides global database into subsets, then 
using the intuitive classification ability of decision tree to learn the rules in each 
subset, at last merge each subset’s rule set to obtain the global rule set. In this 
model, with the uncertain information analysis method of rough set, the author 
presents a massive data segmentation method and using the Weighted Mean 
Roughness as a decision tree method for attribute selection. This parallel data 
mining model with the best segmentation algorithm based on rough set can be 
well used in dealing with massive database.   

Keywords: Parallel Decision Tree; Rough Set theory; Data Mining.        

1   Introduction 

The Rough Sets theory is a mathematical method used to deal with imprecise and 
uncertain information; it was proposed by Pawlak Z. Poland scientists in 1982.At 
present, data mining technology research mainly concentrated in the classification, 
clustering, association rules and so on, which classified data mining is the most active 
and most sophisticated research direction. So, the classification algorithm is become a 
very important study. Decision trees method is one of the most effective classification 
rules learning algorithm and one of the most widely used in inductive inference 
algorithm in recent years. The traditional random sampling method and random 
segmentation method is not ideal in stability of correct rate. Compared with random 
sampling, the classical knowledge gain algorithm although has improved its correct 
rate, it takes more time in processing than random sampling. That means it takes more 
time in order to improve accuracy. So, this paper presents a  new parallel Decision 
Trees Model based on rough sets theory，  with the high correct rate, is greatly 
improved the efficiency of handling massive data mining. 

2   Basic Concepts of Rough Sets and Decision Trees 

2.1   Rough Set of the Related Concepts  

2.1.1   Knowledge Representation and Decision Making System 

Definition 1. S=(U,A,Va,f) is defined as a knowledge Representation system, suppose 
U is a non-empty limited sets, called domain; suppose A is a non-empty limited sets, 
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called attribute sets; Va is the range of attribute a∈A; a: U→Va defined as single 
alluding, for any one attribute element of U sets ,there is only one value 
corresponding in Va sets. If A is composed by condition attributes sets C and 
conclusion attributes sets D, meet C∪D=A,C∩D= ∅ ,then S is called a decision-
making system. Order to express simple, sometimes with (U, C∪{d}) to express a 
decision-making system., that is conclusion attributes sets contain one element. 

Rough sets theory introduces the concepts of approximate sets. The concept of X in 
U, under the equivalence relations R, then  R_X=∪{Y:Y∈U/R,Y⊆X}     
R¯ X=∪{Y:Y∈U/R,Y∩X= ∅ }. [1] 
 

Definition 2. For two equivalence relation  
P,Q, P⊆C,Q⊆D. Q’s positive domain in p is defined as : 
posp(Q)=∪P_X(X∈U/Q).For equivalence relation R∈P, if posp(Q)=posp_{R}(Q) 
called R is unnecessary for Q. The all necessary equivalence relation set in P is the 
core Q of P, denoted by corep(Q).[1] 

Definition 3. Indiscernibility relation   
For decision system S=(U,A,Va,f)， E A∀ ⊆ is a subset of condition attribute set, 
called binary relation Ind(E)is the indiscernibility relation of S;  
Ind(E)={(x,y) ∈ U×U| ∀ a ∈ E,f(x,a)=f(y,a)} represents object x and y is 
indiscernibility relation about the subset E of attribute set A.[2] 
 

Definition 4. Upper approximation and Lower approximation 
For information system S=(U,A,Va,f),let E ⊆ A，X ⊆ U, then Ind(E) is equivalence 
relation on U×U,E(Xi) is the equivalence class including Xi according to equivalence 
relation Ind(E), called E(Xi) is the basic set of E. U divisions by E attribute, it will 
obtain a equivalence class set. The upper approximation B-(X) and lower 
approximation B_(X) of subset X is defined as follows: 

B_(X)={xi∈U|B(xi) ⊆ X}    B-(X)={xi∈U|B(xi)∩ X= ∅ } 

2.2   Decision Trees Concept and Principle 

Decision Trees category examples by array the examples from the root to leaves, leaf 
nodes are the classification of examples. Each node corresponds to the examples of 
the attributes test, and each node corresponds to the subsequent branch attributes of 
a possible value. Category examples is begin with root node of the tree, tests the 
specified attributes, then follow the examples given in the attributes value 
corresponding branches moving down. This process is executed again in a new root 
node of the tree. How to select attributes for test is the key of decision trees algorithm. 
Majority decision trees learning algorithm has been developed is based on the core 
algorithm ID3 and subsequent C4.5 algorithm. Use the greed of top-down search 
method to traverse the possible decision tree space. Algorithm C4.5 takes the largest 
information gain rate as the splitting attribute. In this model, it takes weighted mean 
roughness as the attribute selection standard [3].Compared with C4.5, it can reduced 
the complexity of decision tree. The decision tree obtained by this method is simpler 
than C4.5, occupies less spatial, has fewer leafy nodes and more easily to make 



834 X. Ye and Z. Liu 

decision. It is also avoided testing certain attribute for many times in one path of 
decision tree. 
 

Definition 5. Weighted Mean Roughness [7] 
For decision system S=(U,A,Va,f)，X ⊆ U，E ⊆ A, 

ϒ B(X)=card(B_(X))/ card(B-(X)) is the accuracy in space E, 0≤ ϒ B(X)≤1, the 
Weighted Mean Roughness of X about E is defined as: 

1

( ) 1 ( ( ) )E j E j

m

j

i w X
=

Γ = − ϒ∑
 

i is the ith condition attribute; j is the jth equivalence class of decision attribute, 
j=1…m, m is the equivalence class number of decision attribute; Xj is the jth 
equivalence class set of decision attribute, Xj ⊂ U; jϖ  is the proportion of Xj in  

universe U: ( ) / ( )j jcard X card Uϖ =   The value range of ( )E iΓ  is [0,1], if 

( )E iΓ =0, that is a determined division on ith attribute, there is no uncertain factors; if 

( )E iΓ =1, that is the largest uncertain division on ith attribute. So, ( )E iΓ  is smaller, 

that is more determined division on ith attribute. The weighted value here is to 
consider a more comprehensive contribution on each division of decision attribute.  

3   Massive Data Mining Algorithm and Parallel Mode 

Usually, the classic distributed parallel data mining algorithm using the same serial 
data mining algorithms for distributed data sets to obtain the local node model, then 
combination all local models for the final model. In this paper,, the author takes the 
parallel measures in order to increase efficiency and to deal effectively with the 
knowledge of data mining. First, it takes the optimal division based in rough sets for 
massive data sets to obtain a number of subsets. Second, using the parallel algorithm 
based on rough sets and decision trees to learn the subsets on different processors. 
Generate each subset decision tree model. Finally using certain rules to integrated 
local modules into the overall final module (Fig. 1). 

 

Fig. 1. Parallel Data Mining learning process 

3.1   Massive Data Segmentation Based on the Rough Set  

Segmentation is the core of massive data mining, In the entire process of data 
segmentation, it is need to maintain the original data sets classification capacity 
unchanged. Therefore, in the division, how to make the important information 
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retained and subsets load balancing is the main consideration. For an information 
system, if the knowledge or rules from division information system equal to original 
information system, we can say such a separation is the best division. 

Definition 6. Given information system S=(U,C∪D,V,f), S through a segmentation 
method cut into k sub-systems: S1,S2,…,Sj,…,Sk. Sj=(Uj,C∪D,Vj,fj), U=U1∪U2∪… 

∪Uk      If 
1

( )[ ( )] _ ( ) _
K

p jp
j

P C pos D S pos D S
=

∀ ⊆ = ∪  

posp(D)_Sj is the P positive domain of D in the definition of information system Sj, 
then we call this segmentation is the best one[2]. Segmentation must meet to two 
main conditions: the all samples of compatible classification X have the same 
attributes value and decision values in A, these samples are also same as in 
combination of attributes A. So these samples can be arbitrarily divided into different 
subsets, will not change its positive domain. The conflict conditions of samples have 
same attributes value but different decision-making values, arbitrarily divided it will 
lead to increase compatibility conditions. So, we assigned the samples of conflict 
classification Y to the same data set. For some continuity attributes, we can 
preprocess the data and discrete. For some attributes missing, the first we should do is 
data integrity processing. As achieve the best segmentation require all combination of 
conditions attributes, this is not very realistic in general. And because of the relevancy 
among condition attributes, we just consider only part of the condition attributes 
combinations and give up others in general. Of course, this will lead to the lower 
correct rate. So this paper presents a segmentation algorithm based on rough sets for 
the actual application. The experimental tests show that it can be very well in keeping 
important information and reducing the segmentation time. Algorithm’s main steps 
are as follows: 

Input: Global data sets (S), segmentation numbers (m); 

Output: data sets S1, S2, … , Sm.  

Step1: For each attribute Ai, do calculate the 
importance of this attribute.  

Step2: C is the attributes sets initialized by 
ascending importance of all condition attributes, D is 
the decision attribute, Sk is the kth subset (1≤k≤m), 
|Sk| is the sample numbers in Sk, M=|S|/m (M express the 
average sample number of m data sets); 

Step3: while attributes non-empty   do{  

Search all the conflict condition classifications in 
attributes combination C.  

Ascending all the searched conflict condition 
classifications by the number of samples contained, be: 
X1,X2,…,Xn, 1,2,…,n is the conflict condition 
classification number, |Xj| express the sample numbers 
in the jth conflict condition classification. There 
|X1|≥|X2|≥…≥|Xn|;  For every conflict classification Xj 
(1≤j≤n)  do {  If conflict condition classification 
numbers |Xj|≥m, then p=|Xj|/m, q=Mod(|Xj|/m) for each 
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subset Sk, insert p samples into conflict classification 
number j, if q≠0,then ascend the sample numbers of 
subsets |S1|≤|S2|≤…≤|Sm|, then insert q samples which 
conflict classification is j into the first q subsets. 
Else ascend subsets by each sample numbers. 
|S1|≤|S2|≤…≤|Sm|, insert the p samples into first p 
subsets, then remove Xj which conflict classification is 
number j from S. } If S is NULL, then exit for, to the 
forth step.} 

Step 4: Algorithm end.} 

3.2   Decision Tree Algorithm  

This decision tree algorithm is the weighted mean roughness decision tree algorithm 
[5]. It is used weighted mean roughness as its attribute partition standard. It takes the 
minimum weighted mean roughness as its best splitting attribute, then uses the 
selected attribute to divide the training set. In the division of training set, it takes the 
same method to select the best attribute and division. 

The main steps of decision tree construction are as follows: 

Input: subset Sj (1≤i≤m); attribute set Ai(1≤i≤m)    
Output: decision tree; 

Step 1: According to condition attribute in the subset 
Si, calculate each attribute’s upper approximation and 
lower approximation relative to decision attribute. 
Then calculate the attribute’s weighted mean roughness. 

Step 2: Choose the attribute which has the smallest 
weighted mean roughness for the first splitting 
attribute T; 

Step 3: Construct the decision tree with the root of T, 

Root(T) (Root express the root node) for each possible  
value Vj of T, under root T add a new branch, test the 
T’s value is Vj, Xvi is the subset meeting T’s value is 
Vj in Q, for each subset, if not reach the leaf node, 
then return step 2;  

Step 4: if all attributes are the leaf nodes, then end.      

3.3   Rule Sets Mergence  

Rule sets mergence takes simple integration solutions. Original data set S is divided 
into m subsets S1, S2,…,Sm, .|S| is the sample numbers of data set S. R1,R2,…Rm, are 
the rule sets of each subset,  the main steps of Rule sets mergence are as follows: 

Calculate the confidence level conf and support level sup of each subset, then for 
each subset, obtain the weighted value of conf and sup in global dataset S: 
conf×|Si|/|S|, sup×|Si|/|S|;  

Merge each sub rule set, combined with the same rules as a rule, then merge its 
conf and sup of each same rule, the result as the final conf and sup in global dataset. 
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4   Illustrative Examples and Interprets Significance 

In the experiment with this parallel data mining model system PDM, the author 
realized decision tree learning based on the above model system, and uses 4 databases 
from the UCI machine learning database which shown in Table 1 for the accurate test 
and superior test.   

Table 1. 4 databases is selected from UCI 

 

In order to compare with the capability, we use 3 methods for obtaining rules. 

Method 1: It takes the classical knowledge gain algorithm based on rough set, 
combine with the data mining model shown in figure 1 to obtain the rules. 

Method 2: It takes segmentation algorithm based on rough set proposed by this 
paper, combine with the data mining model shown in figure 1 to obtain the rules. 

Method 3: It takes Random sampling method to obtain subsets, and then takes 
decision tree learning to obtain the rules.   

For each dataset, sample number is n, the subset number is m, takes the most first 
match strategies for test. Fig 2-3 show the 4 databases’ test result with 3methods 
above. CRseg ,CR ,CRsam represent separately the accuracy of method 1,2,3.  

 

Fig. 2. Test result of accuracy with ECOLI  and CAR 

 

Fig. 3. Test result of accuracy with MONK and ABALONE 

The test results show that these three methods can obtain the quite good effect 
when m is less. This is because the subsets have quite many samples when m is less, 
the method 1 and method 3 can be very good response to the implied knowledge in 

Datasets ECOLI  CAR  MONK  ABALONE          

Samples  336     1728    432       4177                      
Attributes  8           6        7            8 
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global datasets. Along with m increasing, CRseg and CRsam have lower accuracy. The 
random sampling has reduced the most quickly, which shows that random sampling 
has lost more and more important information when m is increasing, and to the 
influence to global rule set is gradually increasing. The classical  knowledge 
collection of rough set can obtain more correct rate stability than random sampling, 
but with the increasing in m also has a certain decline. With m increasing, although 
the correct rate of CR has a little reduced, the overall stability is stronger than the 
result of method 1and method 3. That means can still obtain better result when subset 
numbers are more. 

In addition, we also do the speed test with samples in database ABALONE. 
Comparing with the data mining times are required by method 1,2,3. 
TCRseg， ，TCR TCRsam represent separately the time of using method 1,2,3, in units 
of seconds. As shown in table 6: accurate test and superior test.   

Table 2. Speed test result with ABALONE 

  

From the result in Table 6, we can see that the requiring time by data mining with 
method 2 is slightly longer than method 3 and slightly shorter than method 1. this 
mainly because method 2 uses the segmentation based on rough set requiring longer 
time than random sampling, but comparing with classical knowledge gain algorithm 
based on rough set, it takes less time on segmentation. Moreover, with the m 
increasing, the model proposed by this paper can reduce the time of data mining 
required obviously. Generally speaking, comparing with the classical segmentation 
method, we can reduce the time and improve the stability of correct rate obviously. 
From these experiments, we can know that parallel decision tree model based on 
rough set can be very good at massive data mining.  

5    Conclusion 

At present, the rough set has become a perfect method in data preprocessing, 
attributes reduction, rule obtaining and so on in data mining theory. Combine with the 
rough set’s qualitative analysis and the decision tree’s visual expression can be a 
satisfactory solution to the problem. This model has not considered multi-attribute 
division and incremental learning. Therefore, expanding the model to be multivariable 
incremental learning model is the subject for future research.      

m      TCRseg     TCR      TCRsam                              

 2         108        105       103                                    
 4          75          73         72                      
 8          64          62         62                              
 16        58          58        58                                             
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Abstract. With Internet growing exponentially, topic-specific web crawler is 
becoming more and more popular in the web data mining. How to order the un-
visited URLs was studied deeply, we present the notion of concept similarity 
context graph, and propose a novel approach to topic-specific web crawler, 
which calculates the unvisited URLs’ prediction score by concepts’ similarity in 
Formal Concept Analysis (FCA), while improving the retrieval precision and 
recall ratio. We firstly build a concept lattice using the visited pages, extract the 
core concepts which reflect the user’s query topic from the concept lattice, and 
then construct our concept similarity context graph based on the semantic simi-
larities between the core concepts and other concepts. 

Keywords: Topic-specific spider; Search engine; Formal concept analysis.  

1   Introduction 

Today, search engine has becoming an effective tool of finding relevant information 
from Internet. But with the amount of web sites and documents growing even faster 
and site contents getting updated more and more often, large-scale search engines 
cover an even-decreasing segment of the web. The recall ratio of even the large-
scale search engines is rather low, covering 50-70% of the web today [1]. Several 
search engines using topic-specific web crawler have been generated in recent 
years. The topic-specific web crawler collects web pages from the Internet by 
choosing to gather only particular pages related to a specific topic and needs small 
storage. At the same time, they offer higher retrieval precision and recall ratio than 
large-scale search engines. 

The topic-specific crawler works like a spider, it traverses the web graph accord-
ing to a topic-relevant ordering instead of the breadth-first or depth-first ordering. 
One of the major problems of the topic-specific crawler is how to assign a proper 
prediction score to the unvisited URLs. A novel approach called context graph is 
proposed in [2], which stored the information of link-hierarchies and the distance 
from general pages to topic web pages. In [3], the authors improve the approach, 
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called therelevancy context graph, the distance is calculated with the construction of 
both general word and topic-specific word distributions. But in [2, 3], the nodes in 
context graph are web pages, and the distance among nodes did not reflect the se-
mantic relevancy. In [4], they develop a latent semantic indexing (LSI) classifier 
that combines link analysis with text content. A learnable topic-specific web 
crawler is studied in [5], their method is to concentrate on improving the next 
crawling process according to an interested topic. Though the crawlers mentioned 
above use very efficient technologies, no one has mentioned computing prediction 
score of unvisited URLs based on the concepts’ semantic similarity in Formal 
Concept Analysis.  

Formal Concept Analysis (FCA) [6] is a method for data analysis, knowledge rep-
resentation and information management, and it have a significant potential for appli-
cation. Galois (concept) lattice was built up by Wille in 1982, it is the core of the 
mathematical theory of FCA and is an important data structure of knowledge repre-
sentation. FCA can help the Natural Language Processing (NLP), because it can ex-
tract concepts from the document. Some lattice-based IR systems have been presented 
such as CREDO [7] and so on.   

By above researches, this paper presents a new notion called concept similarity 
context graph, and proposes a novel topic-specific web crawler. Each of the unvisited 
URLs is assigned a prediction score for the next traversal. 

2   Knowledge Background 

2.1   Formal Concept Analysis 

Firstly, we recall some basic notions of FCA. The definitions in this subsection are 
quoted from [6]. 

Definition 1. A formal context is a triple K = (G, M, I) where G and M are sets and 
I ⊆  G×M is a binary relation. The elements of G are called objects and the ele-
ments of M are called attributes. The inclusion (g, m)∈  G×M is read “object g has 
attribute m”. 

In our discussion, G = {1, 2, 3, 4, 5, 6} describes web pages, and M={a, b, c, d, e, f} 
describes the term set of G. K = (G, M, I) is a formal context, and its binary relation 
described in Table 1. 

Definition 2. Given K = (G, M, I) a formal context. For a web page set X∈G, a term 

set Y defined on M, the operators ↑ and ↓ are defined as follows: 
 

↑ : X
↑

= { m∈M; ∀ g∈X, (g, m) ∈I } (1) 

↓ : Y
↓

= { g∈G; ∀ m∈Y, (g, m) ∈I } (2) 
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Table 1. The binary relation of the formal context, and ‘× ’ presents a page has the correspond-
ing term in the above 

term 
page 

a b c d e f 

1 ×  ×     ×  
2 ×   ×  ×  ×   
3 ×  ×   ×    
4  ×  ×    ×  
5 ×      ×  
6  ×  ×   ×  ×  

Definition 3. A formal concept of a formal context K = (G, M, I) is a pair (X, Y) with 

X
↑

= Y and Y
↓

= X. The set X is called the formal concept’s extent and the set Y its 
intent. 

Definition 4. The set )(Kβ  of all concepts of a formal context K together with the 

partial order 212211 ),(),( AABABA ⊆⇔≤  (which is equivalent to 21 BB ⊇ ) is 

called concept lattice of K. 

Fig.1 is the hasse graph of the concept lattice that corresponds to the formal context in 
Table 1, it includes all the concepts and the partial orders between concepts. 

( ,abcdef)

(26, ce) 
(13, ab) 

(2, acde) 

(23, ad) 

(1235, a) 

ce) (15, af) 

(1, abf) 
(46, bcf) 

(146, bf) 

(1456, f)

(123456, )

(246, c) (1346, b) 

(3, abd) 

(6, bcef) 

 

Fig. 1. The hasse graph of the concept lattice that corresponding to the formal context in Table 1. 
The four blue nodes are the core concepts 

2.2   Concept Similarity 

In this section the notion of similarity between concepts in FCA is recalled. The simi-
larity of concepts and the matching between lattices are studied in [8, 9]. Our method 
is similar to the method in [8], which is an ontology-based method for assessing simi-
larity between FCA concepts. 
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Definition 5. (Term cell) A term cell is a term set in which the terms are synonymic 
or have the same meaning in a domain.  

Definition 6. We define our concept-concept similarity between ),( 11 IE  and 

),( 22 IE  as follows: 

)1(*
|)(|

*
|)(|

)),(),,(( 2121
2211 w

m

II
w

r

EE
IEIESimCC −∩+∩=

 
(3) 

Where r is the greater between the cardinalities of the sets 1E and 2E , m is the 

greater between the term cells of the sets 1I and 2I , w is a weight, such that 

10 ≤≤ w , we define 5.0=w in this paper. 21 EE ∩  presents how many the same 

elements between 1E and 2E , while 21 II ∩ presents how many the same term cells 

between 1I and 2I . 
 

Example 1: (26, ce) as 1C and (2, acde) as 2C are two concepts of the concept lattice 
in Fig.1, we assume the elements a and c is considered a term set, and then r=2, m=3 

here and 58.05.0
3
2

5.0
2
1

),( 21 ≈∗+∗=CCSimCC . 

2.3   Core Concept 

We introduced the core concept of a formal context for construction our concept simi-
larity context graph by calculating similarity between core concepts and general con-
cepts, while the core concepts would specifically reflect the user’s query topic.  

Definition 7. (Core concept) Given a term set QE and a concept (A, B), if Q∃ , where 

BQ ⊆ and not exist a concept (C, D) while (C, D) ≤  (A, B) and DQ ⊆ , then the 

concept (A, B) is called a core concept. 
Where QE is the expansion term set of the query set inputted by users using our 

term cells, Q  is a element of QE, (A, B) is a concept of a formal context. 
 

Example 2: Given a query set {c ∧ e} by a user, then we expand the query set using 
the term cells, assuming  (a ∨ c) and (b ∨ e) are two term cells, then the expansion 
term set is {(a ∨ c) ∧ (b ∨ e) }, i.e. {{a ∧ b} ∨ {a ∧ e} ∨ {c ∧ b} ∨ {c ∧ e}}. Accord-
ing to definition 10, the four concept (26,ce), (46,bcf), (13,ab) and (2,acde) are the 
core concepts of the concept lattice in Fig. 1. 

3   The Topic-Specific Crawler with Concept Similarity Context 
Graph 

In this section, we illustrate our topic-specific crawler specifically. As Fig. 2 suggests, 
the system architecture includes several parts, such as query expansion, constructing 
concept lattice, extracting the core concepts, building concept similarity context graph 
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based on concepts’ similarity, calculating the unvisited URLs’ prediction scores, and 
so on.  

We mainly discuss two parts, one is how to build the concept similarity context 
graph based on concepts’ similarity in Formal concept analysis, and the other is to 
calculate the unvisited URLs’ prediction scores in our concept similarity context 
graph. In the other parts of our system, we find some synonymic term sets as the term 
cells and use the method in [10] to construct the concept lattice. In the following sub-
sections we will study the two main parts respectively. 

User Query Query expansion

Starting
URLs 

Unvisited 
URLs 

Construct
lattice

Extract core 
concepts

Compute similarity 

Construct
Concept similarity 
context graph 

Internet

Documents 
database

Calculate prediction 
scores

 

Fig. 2. The architecture of our topic-specific crawler with concept similarity context graph 

3.1   Concept Similarity Context Graph 

Definition 8. (The score of the concept in the concept lattice) Each of the concept c’s 
score reflects the semantic similarity between itself and the core concepts. It is de-
fined as follows: 

conceptcoreanotiscwhen

conceptcoreaiscwhen

dcSimCCdScore
cScore

),()(

1
)(

 

(4) 

Where d is the concept c’s parent-concept or child-concept, and ),( dcSimCC  is the 

similarity between c and d in the concept lattice, )(dScore is the concept d’s score. 

Definition 9. (Concept similarity context graph) A concept similarity context graph is 
a graph which corresponds to a concept lattice, a node in the graph is a concept in the 
concept lattice and a side in the graph reflects one node is the other node’s parent-
concept or chilled-concept in the concept lattice. While the graph has to satisfy the 
following two conditions: 

1. The core concepts must be in the middle of the graph. 
2. The score of each node in the graph have to be the largest according to Defi-

nition 8, which is called the maximum score rule. 
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We have constructed a concept lattice from the formal context of our visited pages. 
The Fig. 3 describes the concept similarity context graph. And how to build the con-
cept similarity context graph using the above concept lattice is discussed in this sub-
section. Our method is divided to four steps as follows: 

a) Firstly, we find the core concepts from the concept lattice, then insert these 
concepts to the middle of our concept similarity context graph, because these 
concepts has the largest similarity. 

b) When the core concepts’ parent-concepts or their child-concepts are not core 
concepts, we insert them in a set A, while the concepts’ score is calculated.  

c) We select the concept of the largest score and insert the concept to the con-
cept similarity context graph. If the concept’ parent-concept or child-concept 
is not included the concept similarity context graph, then insert the concepts 
to the set A while calculating the concepts’ score; else we update the con-
cepts’ score in the set A according to the maximum score rule. 

d) The fourth step is to repeat the third procedure until all the concepts in the 
concept lattice are inserted the concept similarity context graph.  
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1

1
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Fig. 3. The concept similarity context graph corresponding to the concept lattice in Fig. 1, each 
node is a concept which is represented by its intent, the number in the top right corner is each 
node’s score 

3.2   The URLs Prediction Scores 

How to evaluate the unvisited URLs plays a key role in the process of topic-specific 
web crawling. If we can arrange the proper order efficiently, the web crawler could 
collect more topic-specific web pages while traversing less off-topic web pages. In the 
above subsection, a concept similarity context graph has been built based on the con-
cept lattice.    

Definition 10. (Prediction score) A unvisited URL as p, its prediction score is calcu-
lated by these concepts’ score, the extents of these concepts include p’s parent web 
page, as follows: 

n

CScore
pescore

i

n

i
)(

)(Pr 1=
Σ

=
 

(5) 
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Where iC  is a concept and its extent includes the p’s parent web page, n is the total 

number of the concepts which include the p’s parent web page, such as iC . 

4   Experiments 

We download about 5000 web pages form the yahoo sport directory, and record their 
link relationship as our experiment’s data set. For evaluating our method, we compare 
our method with other two crawlers, one is the breadth-first crawler, the other is a 
focused crawler using cosine similarity. We query the topic about “basketball” in the 
data set, Fig. 4 demonstrates our method is more ascendant than other two crawlers in 
retrieval precision. 

 

Fig. 4. The on-topic retrieved documents about the topic “basketball”, which reflect our method 
could retrieve more relevant documents in the case of retrieving the same quantity of documents 

5   Conclusion and Future work 

In this paper, we present the notion of concept similarity context graph, and propose a 
novel approach to topic-specific web crawler which calculates the unvisited URL’s 
prediction score by the score of the node in our concept similarity context graph, 
while improving the retrieval precision and recall ratio. Firstly, a concept lattice is 
constructed using the visited pages, and then extract the core concepts which reflect 
the user’s query topic. Each of the unvisited URLs is assigned a prediction score 
which is used to determine which URL should be crawled firstly.  

In the future works, we will study an efficient algorithm by constructing concept 
lattice incrementally in order to save the time consuming in reconstructing the con-
cept lattice, and prove our model by experiments. 

Acknowledgements. This work is supported by the Education Department 
Foundation of Sichuan Province (Grant No.2006A086), the Application Foundation 
of Sichuan Province (Grant No.2006J13-056), the Cultivating Foundation of Science 
and Technology of Xihua University (Grant No.R0622611), the cultivating 
foundation of the science and technology leader of Sichuan province. 

 



A Topic-Specific Web Crawler with Concept Similarity Context Graph Based on FCA 847 

References 

1. Gulli, A., Signorini, A.: The indexable Web is More Than 11.5 BillionPages. In: Proceed-
ings of the 14th International Conference on WWW (WWW 2005), pp. 902–903 (2005) 

2. Chakrabarti, S., Berg, M., Dom, B.: Focused Crawling: a New Approach to Topicspecific 
Web Resource Discovery. Comput. Networks 31, 1623–1640 (1999) 

3. Ching-Chi, H., Fan, W.: Topic-specific Crawling on the Web with the Measurements of 
the Relevancy Context Graph. Information Systems 31, 232–246 (2006) 

4. Almpanidis, G., Kotropoulos, C., Pitas, I.: Combining Text and Link Analysis for Focused 
Crawling—An Application for Vertical Search Engines. Information Systems 32, 886–908 
(2007) 

5. Rungsawang, A., Angkawattanawit, N.: Learnable Topic-specific Web Crawler. Journal of 
Network and Computer Applications 28, 97–114 (2005) 

6. Ganter, B., Wille, R.: Formal Concept Analysis: Mathematical Foundations. Springer, Ber-
lin (1999) 

7. CREDO Web Site, http://credo.fub.it/ 
8. Anna, F.: Ontology-based Concept Similarity in Formal Concept Analysis. Information 

Sciences 176, 2624–2641 (2006) 
9. Li, Y., Bandar, Z.A., McLean, D.: An Approach for Measuring Semantic Similarity be-

tween Words Using Multiple Information Sources. On Knowledge and Data Engineer-
ing 15, 871–882 (2003) 

10. Du, Y.J.: Study and Implement on Intelligent Action of Search Engine. Ph.D. dissertation, 
Southwest Jiaotong University (2005) 



D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 848–856, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

An IACO and HPSO Method for Spatial Clustering with 
Obstacles Constraints 

Xueping Zhang1, Jiayao Wang2, Dexian Zhang1, and Zhongshan Fan3 

1 School of Information Science and Engineering, Henan University of Technology, 
Zhengzhou 450052, China 

2 School of Surveying and Mapping, PLA Information Engineering University,  
Zhengzhou 450052, China 

3 Henan Academy of Traffic Science and Technology, Zhengzhou 450052, China 
zhang_xpcn@yahoo.com.cn 

Abstract. In this paper, we propose an Improved Ant Colony Optimization 
(IACO) and Hybrid Particle Swarm Optimization (HPSO) method for Spatial 
Clustering with Obstacles Constraints (SCOC). In the process of doing so, we 
first use IACO to obtain the shortest obstructed distance, and then we develop a 
novel HPKSCOC based on HPSO and K-Medoids to cluster spatial data with 
obstacles. The experimental results demonstrate that the proposed method, per-
forms better than Improved K-Medoids SCOC in terms of quantization error 
and has higher constringency speed than Genetic K-Medoids SCOC. 

Keywords: Spatial Clustering; Obstacles Constraints, Ant Colony Optimiza-
tion, Particle Swarm Optimization, K-Medoids Algorithm.  

1   Introduction 

Spatial Clustering with Obstacles Constraints (SCOC) has been a new topic in Spa-
tial Data Mining (SDM). As an example, Fig.1 shows clustering spatial data with 
physical obstacle constraints. Ignoring the constraints leads to incorrect interpreta-
tion of the correlation among data points. To the best of our knowledge, only three 
clustering algorithms for SCOC have been proposed, that is COD-CLARANS [1], 
AUTOCLUST+ [2], and DBCluC [3,4], but many questions exist in them. Then we 
developed Genetic K-Medoids SCOC (GKSCOC) based on Genetic algorithms 
(GAs) and Improved K-Medoids SCOC (IKSCOC) in [5]. The experiments show 
that GKSCOC is effective but the drawback is a comparatively slower speed in 
clustering. 

In this paper, we propose an Improved Ant Colony Optimization (IACO) and Hy-
brid Particle Swarm Optimization (HPSO) method for SCOC. The experimental re-
sults demonstrate that the proposed method performs better than IKSCOC in terms of 
quantization error and has higher constringency speed than GKSCOC. 

The remainder of the paper is organized as follows. Section 2 discusses using 
IACO to get the optimal obstructed distance and HPKSCOC is presented in Section 3. 
The performances of HPKSCOC implementation on datasets are showed in Section 4 
and Section 5 concludes the paper. 



 An IACO and HPSO Method for Spatial Clustering with Obstacles Constraints 849 

Bridge 

Mountain

River

      

C1

C2

C4 

C3 

 
(a) Data objects and obstacles constraints   (b) Clusters ignoring obstacle constraints 

Fig. 1. Clustering data objects with obstacles constraints 

2   Using IACO to Get the Optimal Obstructed Distance  

2.1   Ant Colony Optimization  

ACO has been inspired by the observation on real ant colony’s foraging behavior. The 
first ACO system was introduced by Marco Dorigo in 1992 [6]. ACO algorithm has 
two important features. One is the positive feedback process shown in the group be-
havior of ant colony. The other feature is the excellent distributed parallel computing 
ability. In many references, it has been proved that ACO algorithm has very prefer-
able ability in finding the better solutions. 

2.2   Optimal Obstructed Distance by Improved ACO 

Definition 1. (Obstructed distance) Given point p and point q , the obstructed distance 

( , )od p q is defined as the length of the shortest Euclidean path between two 

points p and q  without cutting through any obstacles. 

Let W be the sum of ants; n be the number of partition modules in two dimensions; 

( , 1,2, , )o
ijd i j n= L be the obstructed distance between point i and point j ; ( )ib t be the 

number of ants on point i at moment t ; , ( )i j tτ be the quantity of the residual phero-

mone path ,i j< >  at moment t . Then we have equation 
1

( )
n

i
i

w b t
=

=∑ .The transition 

probability which ant ( 1,2, , )k k W= L wants to transit from point i  to j at moment 

t  can be defined as: 

( ) ( ), , , ,
,

( ) ( ) ( ) ( )
( )

0

k
i

k
i j i j i r i r ik

i j r S

t t t t if j S
p t

otherwise

α β α βτ η τ η
∈

⎧ ⎛ ⎞
• • ∈⎪ ⎜ ⎟⎜ ⎟=⎨ ⎝ ⎠

⎪
⎩

∑  (1) 

where , ( )i j tη is a local heuristic function and it can be defined as 1 o
ijd in our dis-

cussed problem; α and β determine the relative weightiness of the quantity of 

, ( )i j tτ and , ( )i j tη , respectively; k
iS denotes the feasible neighboring region of ant 

k on point i . Here,  and α β will be modified based on the time variation so as to 

obtain the better solutions [6]: 
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(4 ) 0

4

q q mm
m q u

α
⎧ ≤ <⎪= ⎨
⎪ ≤ ≤⎩

 (2) 

(3 1.5 ) 0

1.5

m q q mm
m q u

β
−⎧ ≤ <⎪= ⎨

⎪ ≤ ≤⎩
 (3) 

where m  is the critical moment and u is the pre-established terminative moment.  
After h moments, the quantity of pheromone trail on every path will be modified 

based on the following equations: 

, , ,
1

( ) ( )
W

k
i j i j i j

k

t h tτ ρ τ τ
=

+ = • + Δ∑  (4) 

where ρ denotes the degree of redundancy of pheromone trial after it volatilized on 

certain path; ,
k
i jτΔ  is the quantity of pheromone trail released by ant k on path 

,i j< > in this circle, and its definition is as the following: 

,

 ant  passes the
/

path ,  in this circle

0

kk
i j

if k
Q L

i j

otherwise

τ
⎧
⎪Δ = < >⎨
⎪
⎩

 (5) 

where Q is a numerical constant that denotes the intensity of pheromone trail and 

kL denotes the length of all paths visited by ant k  in this circle. ,
k
i jϕ  can be defined as: 

( )( )
( )( )

( ), ,

, ( ), ,
 ( )

( )
an

0

o o
A i e j e

k o
i j A i e j e

j Available i

Maxd d
if j Available i

Maxd Dist ce

otherwise

λ

λ

ω μ

ϕ ω μ
∈

⎧ − ⋅ +⎪ ∈⎪= − ⋅ +⎨
⎪
⎪
⎩

∑  (6) 

where ( )Available i is the set of points that are around the point i , which are not in 

obstacle area and within one unit distance. Here, we define that the ant can only move 
in four directions: front, back, left, and right. Then we have inequa-
tion 0 ( ) 4Available i< ≤ . ,

o
j ed  is the obstructed distance from point j  to point e . 

( ),
o
A i eMaxd  is the maximum value of all ,

o
j ed . 

The IACO algorithm is adopted as follows. The simulation result is in Fig.2 and 
Fig.3. 

1.  Initialize feasible paths according to equation (6); 
2.  For 1t =  to maxt do { 

3.  For every path ,i j< >  do { 

4.  Calculate ( ,  )length i j< > ; 
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5.  Calculate ,
k
i jτΔ , , ( )i j t hτ + according to equation (5) and equation (4); 

6.  Straighten path ,i j< > and Calculate ( ,  )shortest i j< > and adjust , ( )i j t hτ + } 

7.  Generate feasible paths from point i  to point j  according to equation (6)} 

8.  Output the shortest obstructed distance ( , )od i j . 

where maxt is the maximum number of iterations.  

      

           Fig. 2. Obstacle constraints            Fig. 3. Optimal obstructed path 

3   Hybrid Algorithm Based PSO and GA  

3.1   Standard PSO 

PSO is a parallel population-based computation technique proposed by Kennedy and 
Eberhart in 1995. The mathematic description of PSO is as the following. Suppose the 
dimension of the searching space is D, the number of the particles is n. Vector 

1 2( , , , )i i i iDX x x x= K  represents the position of the thi particle and 

1 2( , , , )i i i iDpBest p p p= K is its best position searched by now, and the whole particle 

swarm's best position is represented as 1 2( , , , )DgBest g g g= K .Vector 

1 2( , , , )i i i iDV v v v= K is the position change rate of the thi particle. Each particle updates 

its position according to the following formulas: 

1 2
( 1) ( ) ()[ ( ) - ( )]+ ()[ ( ) - ( )]id id id id d idv t wv t rand p t x t rand g t x tc c+ = +  (7) 

( 1) ( ) ( 1) ,  1 ,  1id id idx t x t v t i n d D+ = + + ≤ ≤ ≤ ≤  (8) 

where 
1

c and 
2

c are positive constant parameters, ()Rand  is a random function with 

the range [0, 1], and w  is the inertial function, in this paper, the inertial weight is set 
to the following equation. 

max min
max

max

w ww Iw
I

−= ×−  (9) 

where maxw is the initial value of weighting coefficient,  minw is the final value of 

weighting coefficient, maxI is the maximum number of iterations or generation ,and 
I is the current iteration or generation number. This process is repeated until 
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user-defined stopping criteria are satisfied. A disadvantage of the global PSO is that it 
tends to be trapped in a local optimum under some initialization conditions. 

3.2   Hybrid PSO with GA Mutation 

To make the algorithm have a good performance, we adopt a hybrid algorithm of PSO 
and GA with self-adaptive velocity mutation [7], named HPSO.  

1 2
1 21 1 0

2

c c
w and c c

+
− +p p f  (10) 

Because 1 2, ,w c c have a constriction as equation (10), the following objective func-

tion is introduced to evaluate the particle performance of HPSO. 

1

( ) 1,2, ,
Q

k k

k

Z Z
E t In k Q

S S=

= − =∑ L  (11) 

where ( )E t  is the particle population distribution entropy.  

Here, the HPSO is adopted as follows. 

1. Initialize swarm population, each particle’s position and velocity; 
2. Initialize gBest , pBest , max min 1 2, , ,w w c c ; 

3.  While (generation<maximum generation) do { 
4.    Generate next swarm by Equation (7) and Equation (8); 
5.    Update gBest of swarm and pBest of the particle; 

6.    For GA Initialize pn , cp , mp , makespan GT  ; 

7.    Generate the initialization population. 
8.    While ( )GT Tp  do { 

9.         Calculate fitness of GA by Equation (11) and Selection candidate; 
10.       Crossover, Mutation, and Generate next generation} 
11.   Accept 1 2, ,w c c ; 

12.   ( ) () ( ) ( )id d id d idif v VMAX then v rand VMAX pBest t x t= =f ;  

13.    ||v|| if ε≤ , terminate}  

14. Output optimization results. 

4   Spatial Clustering with Obstacles Constraints Based on HPSO 
and K-Medoids 

4.1   IKSCOC Based on K-Medoids 

Here, K-Medoids algorithm is adopted for SCOC to avoid cluster center falling on the 
obstacle. Square-error function is adopted to estimate the clustering quality. 

2( ( , ))
1

Nc
E d p m j

j p C j

= ∑ ∑
= ∈

 (12) 
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where N c is the number of cluster C j , m
j

is the cluster centre of cluster C j , ( , )d p q  is 

the direct Euclidean distance between the two points p and q .To handle obstacle con-

straints, accordingly, criterion function can be revised as: 

2( ( , ))
1

o o

N
c

E d p m
j

j p C
j

= ∑ ∑
= ∈

 
(13) 

where ( , )od p q is the obstructed distance between point p and point q . 

The method of IKSCOC is adopted as follows [5]. 

1. Select N c objects to be cluster centers at random;  

2. Calculate oE according to equation (13); 

3. While ( oE changed) do {Let current oE E= ;  

4.   Select a not centering point to replace the cluster center m
j

 randomly;  

5.   Calculate E according to equation (12); 
6.   If E > current E , go to 4  
7.   Calculate oE ; 

8.   If oE < current E , form new cluster centers}. 

4 .2   HPKSCOC Based on HPSO and K-Medoids 

PSO has been applied to data clustering [8]. In the context of clustering, each particle 

iX  is constructed as follows: 

1( ,..., ,..., )
ci i ij iNX m m m=  (14) 

where ijm refers to the thj cluster centroid of the thi  particle in cluster ijC . And then 

the objective function is defined as follows: 

1
( )

( , ) 
1

c

o j

ij

f x
i N

d p m
j p C

=

∑ ∑
= ∈

 
(15) 

The HPKSCOC is developed as follows. 

1. Execute IKSCOC to initialize one particle to contain N c  cluster centroids; 
2. Initialize the other particles to contain N c  cluster centroids at random; 
3.  For 1t =  to 

max
t do { 

4.    For each particle iX  do { 

5.       For each object p do { 

6.         Calculate ( , )o ijd p m ;  

7. Assign object p  to cluster ijC  such that { }( , ) ( , )min 1,...,o ij o icc
d p m d p mc N= ∀ =  ; 
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8.         Calculate the fitness according to equation (15) ;}} 
9.    Update gBest and ipBest ; 

10.   For GA initialize pn  , cp  , mp , GT  ; 

11.   Generate the initialization population. 
12.   While GT Tp  do { 

13      Calculate fitness of GA by equation (11) and Select candidate; 
14.      Crossover, Mutation, and Generate next generation} 
15.   Accept 1 2, ,w c c and Update cluster centroids by equations (7) and (8); 

16.    ||v|| if ε≤ , terminate;  

17.   Optimize new individuals using IKSCOC ;} 

where 
max

t is the maximum number of iteration, ε  is the minimum velocity. STEP 1 

is to overcome the disadvantage of the global PSO which tends to be trapped in a 
local optimum under some initialization conditions. STEP 17 is to improve the local 
constringency speed of the global PSO. 

5   Results and Discussion  

We have made experiments separately by K-Medoids, IKSCOC, GKSCOC and 
HPKSCOC. 50n =  , max 0.999w = , min 0.001w = , 1 2 2c c= = , max 0.4V = , max 100t = , 

0.01GT = , 50pn =  , 0.6cp =  , 0.01mp = ， 0.001.ε = Fig.4 shows the results on 

Dataset1. Fig.4 (a) shows the original data with simple obstacles. Fig.4 (b) shows the 
results of 4 clusters found by K-Medoids without considering obstacles constraints. 
Fig.4(c) shows 4 clusters found by IKSCOC. Fig.4 (d) shows 4 clusters found by 
GKSCOC. Fig.4 (e) shows 4 clusters found by HPKSCOC. Obviously, the results of 
the clustering illustrated in Fig.4(c), Fig.4 (d) and Fig.4 (e) have better practicalities 
than that in Fig.4 (b), and the ones in Fig.4 (e) and Fig.4 (d) are both superior to the 
one in Fig.4(c). 

(a)              (b)                (c)            (d)              (e)  

Fig. 4. Clustering Dataset1 

Fig.5 is the value of J showed in every experiment on Dataset1 by IKSCOC and 
HPKSCOC respectively. It is showed that IKSCOC is sensitive to initial value and it 
constringes in different extremely local optimum points by starting at different initial 
value while HPKSCOC constringes nearly in the same optimum points at each time.  
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Fig.6 is the constringency speed in one experiment on Dataset1. It is showed that 
HPKSCOC constringes in about 12 generations while GKSCOC constringes in nearly 
25 generations. So, it can be drawn that HPKSCOC is effective and has higher con-
stringency speed than GKSCOC. Therefore, we can draw the conclusion that 
HPKSCOC has stronger global constringent ability than IKSCOC and has higher 
convergence speed than GKSCOC.  

    

        Fig. 5. HPKSCOC vs. IKSCOC                    Fig. 6. HPKSCOC vs. GKSCOC 

6    Conclusions 

In this paper, we explore the applicability of ACO and HPSO for SCOC. The experi-
mental results demonstrate the effectiveness and efficiency of the proposed method, 
which is better than IKSCOC in terms of quantization error and is superior to 
GKSCOC in speed.  

Acknowledgments. This work is partially supported by the Science Technology 
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of Henan (Number: 0511011000, Number: 0624220081). 
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Abstract. Definitions of three new types of attributes reducts of objects in 
fuzzy objective information systems are introduced respectively. The judgment 
theorems and discernibility functions with respect to these types of reducts are 
proposed, from which computing methods of attributes reduct of objects can be 
derived. Based on these reducts, three new types of optimal decision rules are 
obtained, and the degree of certainty of them are discussed. At last, three kinds 
of attributes reducts of the systems and their computing methods are given.  

Keywords: Fuzzy information systems; Rough sets; Attribute reducts; Decision 
rules. 

1   Introduction 

Rough sets theory proposed by Pawlak [1] in 1982, is an effective mathematical tool 
for dealing with uncertain knowledge. It has achieved extensively applications in 
fields of artificial intelligence and knowledge acquisition. 

Attributes reduct and decision rules acquisitions are main issues in the study of rough 
sets theory. Recently, there has been a lot of studying concerning the discrete information 
systems [2-4], but they are not suited to the information systems with fuzzy decisions. 

For fuzzy objective information systems, Zhang, et. al [5] introduce the definitions of 
distribution reduct, maximum distribution reduct, approximation reduct, assignment 
reduct respectively, and propose the discernibility matrixes computing approaches re-
spect to these reducts; Guan, et. al [6] present the α distribution reduct, α maximum 
distribution reduct, α assignment reduct, rough distribution reduct, and propose the dis-
cernibility matrixes computing approaches respect to these reducts; Huang, et. al [7] 
introduce variable precision rough set in fuzzy objective information systems and de-
fine β upper and lower approximation reduct, β upper and lower distribution reduct. 

In this paper, we are concerned with the attributes reduct and optimal decision 
rules acquisition in fuzzy objective information systems. We first introduce basic no-
tations, then propose definitions of three new types of attributes reducts respectively. 
We also give the judgment theorems and discernibility functions with respect to these 
types of reducts, from which attributes reduct can be computed. Based on these re-
ducts, we present three new types of optimal decision rules, and degrees of certainty 
of them are discussed. At last, we discuss reduct of systems.  
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2   Basic Notations 

Definition 1. A fuzzy objective information system is a quadruple },,,{ GFAUS = , 

where =U },,{ 21 nxxx is a non-empty finite set of objects called the universe; 

},,{ 21 maaaA = is a nonempty finite set of attributes; },:{ mlVAUfF ll ≤→×= , 

where ),( ll axf is the value of la on Ux ∈ , lV is the domain of la , Aal ∈ ；We denote 

)(),( xaaxf lll = for convenience; }
~

,
~

,
~

{ 21 rdddG = , where ))((
~

rjUFd j ≤∈ and )(
~

kj xd  

),](1,0[ rjnk ≤≤∈ , and )(UF denote the set of all fuzzy sets onU .  

When 1=r , }}
~

{,,,{ dFAUS = is referred to as a fuzzy single-objective information 
system. We are only concerned with fuzzy single-objective information systems as 
presented in Table 1 in this paper. 

For AB ⊆ , an indiscernibility relation onU is defined as follows: 

}),()(:),{( BayaxaUUyxR lllB ∈∀=×∈=  . (1) 

BR is an equivalent relation onU . For Ux ∈∀ , the equivalent class containing x is 

denoted by }),(|{][ BB RyxUyx ∈∈= , the partition ofU by BR is }|]{[/ UxxRU BB ∈= . 

Definition 2. ([5]). Define 

}][|)(
~

min{))(
~

( BB xyydxdR ∈= , }][|)(
~

max{))(
~

( BB xyydxdR ∈= . (2) 

)
~

(dRB and )
~

(dRB are referred to as the lower and upper approximations of the fuzzy 

decision d
~ with respect to attribute B respectively. ))

~
(),

~
(( dRdR BB is referred to as the 

rough fuzzy set of d
~ with respect to B . 

Table 1. A fuzzy single-objective information system 

U  1x  2x  3x  
4x  5x  

6x  
7x  

8x  
9x  

10x  

1a  2 3 2 2 1 1 3 1 2 3 
2a  1 2 1 2 1 1 2 1 1 2 
3a  3 1 3 3 4 2 1 4 3 1 

d
~  0.2 0.7 0.4 0.8 0.3 0.5 1.0 0.4 0.3 0.9 

3   Reduct of Objects and Optimization of Decision Rules 

Definition 3. Let }}
~

{,,,{ dFAUS = be a fuzzy objective information system, for AB ⊆  

and Ux ∈∀ , x generates three kinds of fuzzy decision rules as follows: 

 )))(
~

(
~

())(,(: xdRdxaar B
Ba

x ≥→∧
∈

,  

)))(
~

(
~

())(,(: xdRdxaar B
Ba

x ≤→∧
∈

, 

  )]))(
~

(),)(
~

([
~

())(,(: xdRxdRdxaar BB
Ba

x ∈→∧
∈

, 

we call xr ( xr , xr ) lower (upper, interval) approximation fuzzy decision rule. 
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Definition 4. In a fuzzy objective information system }}
~

{,,,{ dFAUS = , for Ux ∈∀ , we 

define: 

|0))(
~

(|)( −= xdRxD B ; |))(
~

(1|)( xdRxD B−= ; |))(
~

())(
~

(|1)( xdRxdRxD BB −−= . (3) 

and call )(xD ( )(xD , )(xD ) lower (upper, interval) approximation accurate degree of x  

respectively.   
It can be shown that the more )(xD ( )(xD , )(xD ) is, the higher degree of certainty 

of xr ( xr , xr ) is. Especially, when 1)( =xD ( 1)( =xD , 1)( =xD ), we call xr ( xr , xr ) a 

definite lower (upper, interval) approximation fuzzy decision rule. 
As of the optimization of decision rules, it often defined as a process of simplifying the 

description of condition attributes of rules under the decision conclusions keep unchanged, 
so that the necessary condition attributes for decision conclusions could be found. 

Definition 5. In fuzzy objective information system }}
~

{,,,{ dFAUS = , for AB ⊆  and 

Ux ∈ , if ))(
~

())(
~

( xdRxdR AB = , we call B a lower approximation simplification of x ; 

furthermore, if ))(
~

())(
~

( xdRxdR BL ≠ for BL ⊂∀ )( BL ≠ , we call B a lower 

approximation reduct of x . 
If ))(

~
())(

~
( xdRxdR AB = , we call B an upper approximation simplification of x ; fur-

thermore, if ))(
~

())(
~

( xdRxdR BL ≠ for BL ⊂∀ )( BL ≠ , we call B an upper approximation 

reduct of x . 
If =)])(

~
(),)(

~
([ xdRxdR BB )])(

~
(),)(

~
([ xdRxdR AA , we call B an interval approximation 

simplification of x ; furthermore, if ≠)])(
~

(),)(
~

([ xdRxdR LL ),)(
~

([ xdRB )])(
~

( xdRB for 

BL ⊂∀ )( BL ≠ , we call B an interval approximation reduct of x . 

If B is a lower (upper, interval) approximation simplification of x , we call 

)))(
~

(
~

())(,( xdRdxaa A
Ba

≥→∧
∈

)),)(
~

(
~

())(,(( xdRdxaa A
Ba

≤→∧
∈

)
~

([
~

())(,( dRdxaa A
Ba

∈→∧
∈

),(x  )])))(
~

( xdRA a simplified lower (upper, interval) approximation decision rule 

of ))(,( xaa
Aa∈

∧ )))(
~

(
~

( xdRd A≥→ ( ))(,( xaa
Aa∈

∧ )))(
~

(
~

( xdRd A≤→ , ∈→∧
∈

dxaa
Aa

~
())(,(  

)]))(
~

(),)(
~

([ xdRxdR AA ); if B is a lower (upper, interval) approximation reduct of x , we 

call )))(
~

(
~

())(,( xdRdxaa A
Ba

≥→∧
∈

( ≤→∧
∈

dxaa
Ba

~
())(,( )))(

~
( xdRA , ))(,( xaa

Ba∈
∧ ∈→ d

~
(  

),)(
~

([ xdRA )]))(
~

( xdRA ) an optimal lower (upper, interval) approximation decision rule. 

By Definition 5, we can obtain following Proposition 1: 

Proposition 1. The lower (upper, interval) approximation reduct of x defined above 
keep lower (upper, interval) approximation of decision class unchanged respectively. 

For UUyx ×∈∀ ),( , denote 

)},(),(|{),( lllll ayfaxfAayx ≠∈=α . (4) 
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then ),( yxα is the set of attributes which can discern x and y . It is obvious 

that φα =),( yx AA yx ][][ =⇔ . UUyxyxM ×∈= ),()),((α is called discernibility matrix 

of S . 

Corollary 1. For AB ⊆ and Ux ∈ , we can obtain 

))(
~

())(
~

( xdRxdR AB ≤ , ))(
~

())(
~

( xdRxdR AB ≥ . 

Theorem 1. Let S be a fuzzy objective information system, for AB ⊆ and Uyx ∈, ,  

1. ))(
~

())(
~

( xdRxdR AB = if and only if  

φα ≠∩⇒< ByxxdRydR AA ),())(
~

())(
~

( ; 

2. ))(
~

())(
~

( xdRxdR AB = if and only if 

φα ≠∩⇒> ByxxdRydR AA ),())(
~

())(
~

( ; 

3. =)])(
~

(),)(
~

([ xdRxdR BB )])(
~

(),)(
~

([ xdRxdR AA if and only if 

))(
~

())(
~

(( xdRydR AA < or φα ≠∩⇒> ByxxdRydR AA ),()))(
~

())(
~

( . 

Proof. We only prove the case of (1), the proofs of remains are similar. 
""⇒  Assume ))(

~
())(

~
( xdRydR AA < holds but φα =∩ Byx ),( , then BB xy ][][ = , and we 

can obtain that ))(
~

())(
~

( xdRydR BB = . Since ))(
~

())(
~

( xdRxdR AB = holds by condition as-

sumption, we have ))(
~

())(
~

( xdRydR AB = . By corollary 1, ≤))(
~

( ydRB ))(
~

( ydRA , 

hence we have ))(
~

())(
~

( xdRydR AA ≥ . This is contradictive to the assumption ))(
~

( ydRA  

))(
~

( xdRA< .  

Therefore, we proved that φα ≠∩⇒< ByxxdRydR AA ),())(
~

())(
~

( . 

""⇐ For Bxy ][∈ , BB xy ][][ = holds, hence φα =∩ Byx ),( , so ≥))(
~

( ydRA ))(
~

( xdRA  

must hold by condition assumption. Therefore we have 

))(
~

(min))(
~

(min)(
~

min)(
~

min))(
~

(
][][][][][][][

xdRydRydydxdR A
xy

A
xyxyxy

B
BBBBBBB ===∈

≥≥== ))(
~

( xdRA=  

On the other hand, we have ))(
~

())(
~

( xdRxdR AB ≤ by corollary 1. 

So, we can obtain ))(
~

())(
~

( xdRxdR AB = . 

Definition 6. In a fuzzy objective information system S , we denote 
 

)),(()(
))(())((

yxx
xdRydR AA

α∨∧=Δ
<

, 

)),(()(
))(())((

yxx
xdRydR AA

α∨∧=Δ
>

, 

)()()( xxx Δ∧Δ=Δ . 

(5) 
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and call )(xΔ ( )(xΔ , )(xΔ ) lower (upper, interval) approximation discernibility func-

tion of x  respectively. Especially, we define l
Aa

aA
l ∈
∨=∨=∧φ for vacuous setφ . 

By Boolean reasoning techniques, from Theorem 1 and Definition 6, we obtain fol-
lowing proposition2: 

Proposition 2. B is a lower (upper, interval) approximation reduct of Bx ∧⇔ is a 

prime implicant of )(xΔ ( )(xΔ , )(xΔ ). 

Example 1. We will illustrate approaches to compute three types of reducts and 
optimal decision rules for the fuzzy decision presented in Table 1. 

We have }][,][,][,][,]{[/ 65421 AAAAAA xxxxxRU = , where },,{][ 9311 xxxx A = , =Ax ][ 2  

},,{ 1072 xxx , }{][ 44 xx A = , },{][ 855 xxx A = , }{][ 66 xx A = . 

We will take }{][ 44 xx A = for example. By definition 6, we have: 

)()()( 32214 aaaax ∧∨∧=Δ , 314 )( aax ∨=Δ , )()()( 32214 aaaax ∧∨∧=Δ . 

By proposition 2, lower (upper, interval) approximation reducts of 4x are },{ 21 aa  

and },{ 32 aa ( }{ 1a and }{ 3a , },{ 21 aa and },{ 32 aa ).  

The optimization of 
4xr (

4xr ,
4xr ) are:  

  )8.0()2,()2,( 21 ≥→∧ daa , )8.0()3,()2,( 32 ≥→∧ daa . 

( )8.0()2,( 1 ≤→ da , )8.0()3,( 3 ≤→ da ; 

])8.0,8.0[()2,()2,( 21 ∈→∧ daa , ])8.0,8.0[()3,()2,( 32 ∈→∧ daa .) 

By definition 4, the degree of certainty of 
4xr (

4xr ,
4xr ) is 8.0 ( 2.0 ,1 ), so

4xr is a 

definite fuzzy decision rule. 

4   Reduct of Systems 

Definition 7. Let S be a fuzzy objective information system, if =))(
~

( xdRB ))(
~

( xdRA  

( ))(
~

())(
~

( xdRxdR AB = , =)])(
~

(),)(
~

([ xdRxdR BB )])(
~

(),)(
~

([ xdRxdR AA ) holds for Ux ∈∀ , 

then we call B a lower (upper, interval) approximation consistent set of S ; if B is a 
lower (upper, interval) approximation consistent set of S , and no proper subset of B is 
a lower (upper, interval) approximation consistent set of S , we call B a lower (upper, 
interval) approximation reduct of S . 

By Definition 6 and 7, we have following Proposition 3: 

Proposition 3. Let S be a fuzzy objective information system. 1. An interval 
approximation consistent set must be a lower (upper) approximation consistent set; 2. 
For AB ⊆ , if B is lower and upper approximations consistent set, B must be an 
interval approximation consistent set. 

By Definition 6 and Theorem 1, we have following Theorem 2: 
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Theorem 2. Let S be a fuzzy objective information system. 1. B is a lower 
approximation consistent set if and only if φ=∩⇒< BBAA yxxdRydR ][][))(

~
())(

~
( for 

Uyx ∈∀ , ; 2. B is an upper approximation consistent set if and only if )
~

(dRA  

))(
~

()( xdRy A> φ=∩⇒ BB yx ][][  for Uyx ∈∀ , ; 3. B is an interval approximation 

consistent set if and only if <))(
~

( ydRA ))(
~

( xdRA  or ( >))(
~

( ydRA ⇒)))(
~

( xdRA  

φ=∩ BB yx ][][ for Uyx ∈∀ , . 

Definition 8. In a fuzzy objective information system S , let 

)(x
Ux

Δ∧=Δ
∈

, )(x
Ux

Δ∧=Δ
∈

, )(x
Ux

Δ∧=Δ
∈

  (6) 

we call them lower, upper and interval approximations discernibility function of S  
respectively. 

By Definition 7, 8 and Theorem 2, we can obtain following Proposition 4: 

Proposition 4. B is a lower (upper, interval) approximation reduct of BS ∧⇔ is a 
prime implicant of Δ ( Δ , Δ ). 

Example 2. We will illustrate approaches to compute three types of reducts of S for 
the fuzzy decision presented in Table 1. 

By Definition 8, we obtain 32 aa ∧=Δ , 32 aa ∧=Δ , 32 aa ∧=Δ . So we obtain lower 

(upper, interval) approximation reduct of S is },{ 32 aa . 

5   Conclusions 

This paper has studied the attributes reduct and optimal decision rules acquisition in 
fuzzy objective information systems. Three types of attributes reducts of objects 
such as lower approximation reduct, upper approximation reduct and interval ap-
proximation reduct are introduced respectively. The judgment theorems and dis-
cernibility functions with respect to these types of reducts are obtained, from which 
attributes reduct of objects in fuzzy objective information systems can be computed. 
Based on these reducts, three types of optimal decision rules are obtained; knowl-
edge hidden in fuzzy objective information systems may be unraveled and can be 
represented by decision rules. In further research, we will develop the proposed 
approaches to more generalize and more complicated information systems such as 
the information systems with both the condition and decision attribute values being 
fuzzy. 
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Cross Sentence Alignment for Structurally Dissimilar 
Corpus Based on Singular Value Decomposition 
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Abstract. Extracting the alignment pairs is a critical step for constructing bilin-
gual corpus knowledge base for Example Based Machine Translation Systems. 
Different methods have been proposed in aligning parallel corpus between two 
different languages. However, most of them focus on structurally similar lan-
guages like English-French. This paper presents a method of cross aligning Por-
tuguese-Chinese bilingual comparable corpus. The proposed approach is based 
on Singular Value Decomposition techniques and similarity measurement, 
which covers the problem in aligning structurally dissimilar corpus and en-
hances the accuracy of the alignment result. 

1   Introduction 

Text alignment is a pre-process mainly used to build bilingual lexical resources which 
improve the quality of Machine Translation (MT). Basically, text alignment can be 
divided into four main different levels: paragraph, sentence, phrase and word [1]. 
Paragraph level and sentence level are procedures responsible in pairing groups of 
sentences and independent sentence respectively. Among different alignment levels, 
Chuang et al. [2] stated by aligning corpus at sentence level, this provides linguistic 
information that helps to build up a knowledge base to assist in natural language 
processing, such as multilingual information retrieval, phrase and word alignment 
analysis, collocation extraction, etc. 

The types of bilingual corpus can be roughly divided into three types: parallel  
corpus, comparable corpus and quasi-parallel corpus [3]. When the bilingual docu-
ments are sentence-aligned and are exact translations to each other is known as paral-
lel corpus, such as law statements and legal articles. If the bilingual documents are 
non-aligned sentences and bilingual content is nearly the exact translation to each 
other is known as comparable corpus, such as news or magazine articles. Quasi-
parallel corpus is bilingual documents contain non-aligned sentence, non-translated to 
each other, with the same or different topic. With different types of input sources and 
alignment level, the applied techniques of the methods also need to be varied.  

In this paper, we mainly focus on the solution of sentence alignment in Portuguese-
Chinese which are structurally dissimilar language comparable corpus. In section 2, 
we will give a brief review of the related researches on alignment topics. Section 3 
describes the proposed alignment algorithm based on Singular Value Decomposition 
technique. Section 4 describes the construction of Statistical Relationship Matrix. 
Then, the experiment results will be given in section 5. Finally, we conclude our  
research and discuss about the future improvements in section 6. 
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2   Related Works 

Recently, existing literature already provides many different approaches on aligning 
sentences in bilingual documents. Those techniques can be generally classified into 
three main categories: lexical based, statistical based and combination of lexical and 
statistical based. 

Lexical based method mainly makes use of lexical information, such as bilingual 
dictionary, to perform the alignment procedure. The research taken by Kay and Ro-
scheisen [4] employs a partial alignment of the word level to introduce a maximum 
likelihood alignment of the sentence level. Chen’s model [5] constructs a word-to-
word translation model which estimates the cost of an alignment by dividing the 
bitext into sequence of sentence beads.  

In statistical approach, Brown et al. [6] and Gale and Church [7] show a method of 
aligning sentences based on a statistical model of character length. Brown et al. make 
use of the major and minor anchor points to facilitate the alignment process. On the 
other hand, Gale and Church’s model assigns a probabilistic score to each proposed 
correspondence of sentence base on the difference of their lengths and the variance of 
the difference.  

Although statistical approach gives a high performance, it may not be suitable in 
cognate different languages, while lexical approach provides a lot of confirmation 
details of alignments but cannot solve the case with rare words or too large lexical 
information will cause low efficiency. Therefore, Li et al. [8] combine both statistical 
(length-based) and lexical methods in sentence alignment. Some lexical cues or pa-
rameters are included in order to maximum the result of a probability function. 

However, the techniques mentioned in above cannot fulfill our cases. Unlike bitext 
from similar language families, Portuguese and Chinese are different in syntactic, 
appearance and grammars. The position of noun, adjective, adverb, etc are different 
from Portuguese and Chinese, and it is also not possible to do similarity measurement 
on words to assist in the alignment process as English-French case performs. More-
over, most of the literatures focus on parallel corpus which does not provide enough 
solutions for crossing alignment problem. With these concerns, a new approach 
should be investigated to deal with the new problems effectively. 

3   Alignment Based on Single Value Decomposition (SVD) 

In order to develop a method to improve the quality of cross alignment results in 
structurally dissimilar languages, we have to determine the main problems to face. In 
this paper, several principal problems have been studied and concluded. 

3.1   Syntax Deviation 

Cross alignment problem refers to situations when the sentence in any position of one 
language may not align to the same position of the sentence in target language. In real 
situation, MT system needs to handle the paraphrasis cases. To improve the system 
quality, knowledge base constructed with news or magazines articles can provide a 
better reference. Chuang et al. [2] states that the success in statistical approach 
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depends on the similarity of the bilingual languages family, and they are about 90% 1-
1 match type for the aligned pairs. Therefore, in our case, we introduce the Singular 
Value Decomposition (SVD) technique to overcome the cross sentence alignment 
problem. 

In a mathematical point of view, SVD is a technique to decompose a matrix W into 
the product of three matrices as shown in formula (1). 

TW U S V= × ×  (1) 

The columns of U and V are the left and right singular vectors describe the row en-
tities and column entities of W respectively. S is a diagonal matrix contains singular 
values s1, s2, ..., sn which ordered in a descending way. There is also mathematical 
proof demonstrate that every matrix has its own decomposition. SVD has been ap-
plied into many areas such as latent semantic analysis (LSA) [9], sense disambigua-
tion analysis [10], image processing and compression and gene expression analysis, 
etc. In these example application areas, they involve in filtering of useless information 
and relationship analysis. For example, LSA used to analyze the relationships be-
tween a set of documents and terms. It forms a term-document matrix which the en-
tries are the occurrences of the terms in documents. SVD technique highlights the 
truly related terms and documents and even reveal the relationship between a term 
and its synonymies which does not show any relationship in the original matrix. 

In our observation, we discover that there is a certain similarity between the cross-
ing sentence alignment problem and LSA. Instead of finding relationships among the 
source terms and target terms, we need to find the relationships among Portuguese 
sentences and Chinese sentences. In LSA, the best related target term of a source term 
does not relate to any positional information, similarly, we need to match the sentence 
pairs with a crossing ability. If SVD assists LSA to filter out noisy information and 
improve the accuracy of the terms similarity measurement, this should also give a 
significant effect on our case. 

3.2   Lexicalization 

The next problem is about the deviation of Portuguese and Chinese linguistic infor-
mation. We need to preserve the sequence of Chinese characters of a translation. This 
is because it is very often that a Chinese translation of a Portuguese word contains 
more than one Chinese character. For example “Abandonar” (leave) means “離離”, if 
the Chinese characters are not in the same sequence, such as “….離 離… …” or 
“…離 離… …”, they will have different meanings. If we count the above example as a 
correct translation for “Abandonar”, this will lower the accuracy of the aligner. Some 
meanings expressed in different Chinese words may actually refer to the same Portu-
guese word. For example, the word “correio” (post) can find a translation “郵郵” in the 
dictionary, but in the corresponding bilingual sentence, it consists of the word “郵郵” 
which cannot be found exactly in dictionary, though the expression in Chinese is a 
little bit different, but the meaning should be the same. 

This problem can be solved in the lexical matching feature. The main concern of 
this feature consists of Full Match and Partial Match cases. By giving a basic Portu-
guese-Chinese dictionary, when a word in Sentencep can find a corresponding 
meaning from the dictionary and all the Chinese characters with the exact order of the 
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meaning exists in the target Sentencec is treated as a Full Match case. For those do not 
fulfill the Full Match case, we treat it as Partial Match case. To conclude these two 
cases, we define the following formula for this feature: 

4

1
1 4

1

, _( , ) arg max
i

i

k t
i

i t

w gram weighti

matched
w

totalF c p
nw

=

=

=

⎛ ⎞×∑⎜ ⎟
= ∑ ⎜ ⎟

⎜ ⎟∑
⎝ ⎠

 (2) 

The process calculates the lexical matching score for all the found meanings by 
sum up the highest score of the Chinese meaning set of a given Portuguese lexicon 
based on a modified 4-gram Chinese character approach. As shown in Eck et al. [11], 
N-gram has a characteristic of preserving sequential order which is suitable in our 
case. We have also encountered the sub-phrase problem in the estimation of basic 
relationship of sentence pairs. The case is defined as follow: 
 

P1: Vamos encontrar-nos a porta do teatro/ C1: 我我我我我我我 
(We are at the cinema entrance) 

 

P2: Vamos encontrar-nos a porta do teatro ou vou buscar-te a casa/ C2: 
我我我我我我我我我我我我我我我我我 

 
(Whether we meet at the cinema entrance or I go to join you at your house) 

 

Ideally, P1 should align with C1 and P2 should align with C2. However, P1 is ac-
tually a sub-phrase of P2 and so as C1 and C2. Without considering this problem, the 
procedure will estimate the relationship between this two pairs wrongly. To correct 
the estimation, we introduce the penalty by applying the formula (3): 

_ _ _
1

_ _

non matched chinese char

total chinese char
−  (3) 

3.3   Deviation in Digit Representation 

There are two sub-problems we need to face in digit problem. The first one is about 
the presentation of numbers or digits in Portuguese and Chinese and the second one is 
the preservation of the ordering of numbers in the group. When the groups of digits 
are not present in roman numbers in both languages, we cannot directly align the 
digits. Moreover, the units of digit presents differently between Portuguese and Chi-
nese. For example, “億” cannot directly translate to “mil” or “milhão”, and the repre-
sentation of unit is totally different. Though this kind of case may not exist in all types 
of corpus, once it exists, it is an important key to align the correct sentence pair.  In 
our solution, we ignore the unit because we are only interested in the groups of digits 
and the decimal points. With formula (4), the probability statistics of digit groups 
among sentence pair can be calculated with guarantee that the digit groups are pre-
served as a whole.  
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( )
{ }

( )

Count DigitGroup DigitGroupPCD Digit

Count TotalDigitGroup

∈∑
∈

 (4) 

4   Construction of Statistical Relationship Matrix (SRM) 

The architecture of SRM is based on idea of occurrences matrix in LSA. It is a sen-
tence-by-sentence matrix. In our case the rows are the relationship vectors of each 
sentence, therefore we need to concatenate the Portuguese and Chinese sentence into 
one partition. There are four zones in SRM, Zone A consist of entries about only 
Portuguese sentence and Zone D for only Chinese sentences. These two zones have 
anchor characteristics for each relationship vectors. In fact, entries with identical 
sentence pair will assign one and others to be zero. For Zone B and Zone C, these are 
the entries with estimated relationship based on the feature scores of each sentence 
pair. The estimation is calculated by formula (5), where F1 and F4 are the lexical 
matching feature and digit group feature discussed in section 3 respectively, F2 and F3 
are punctuation feature and length ratio measuring defined in formula (6) and formula 
(7) respectively.  

11 1 2 2 3 3 4 4W F W F W F W F+ + + ≤  
(5) 

( , ) 1PuncMatch punc sentencecjj
≤∑  (6) 

1, 1
1 1,

lengthr cr mean
lengthr p

≥
− ≤ = −
⎧
⎨
⎩

 (7) 

By applying SVD technique, SRM will be decomposed into three component ma-
trices U, S and V. Dimensionality reduction of SRM, which is SRM’, can be approxi-

mated with the least and necessary rank. We choose the rank R as ⎥⎦
⎥

⎢⎣
⎢

2

k
 where k is the 

sum of sentence of Portuguese and Chinese, this rank is in fact representing approxi-
mately the number of sentences in the bi-text of one language so that we can ensure 
the result can cover the whole text. With this rank, S’ only keeps R highest value of S, 
U’ and V’ only keeps R dimension instead of the original k dimension. As we have 
states that our process only interested on the similarity measurement of the rows, 
therefore the dimensionality reduction of SRM can just multiply U’ and S’.  

Based on the characteristics of SVD, it helps to find the relationship information 
among the sentence which is lack in provide from lexical matching and length ratio 
measurement of the sentence pair. Moreover, this also reduces the complex work in 
analyzing the grammatical problems between two languages through the alignment 
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process. By employing this technique should help to weaken the redundant relation-
ship of a wrong sentence pair and strengthen the one of the correct, so that this can 
help to enhance the accuracy in cross sentence alignment.  

Finally apply cosine similarity measurement to SRM’ to construct the Alignment 
Matrix (AM), which is used for producing final alignment results. Table 1 illustrates 
the effective results of applying SVD by showing the cosine similarity measurement 
(before and after SVD) of one Chinese sentence between other Portuguese sentences. 

Table 1. Effects of sentence pairs before and after applying SVD 

 C1 : P1 C1 : P2 C1 : P3 C1 : P4 
Before SVD 0.317767 0.175213 0.152894 0.164289 
After SVD 0.968804 0.173242 0.096306 0.077471 

From the above table, C1 should align with P1, therefore, the closeness value be-
tween C1 and P1 increase sharply after SVD. On the other hand, the closeness value 
between the other non-related sentences decreases. In order to ensure the result to be 
more reliable and accurate, the process filters out the similarity degree which less than 
a certain threshold, so that the remaining alignment pairs are said to be confirmed 
alignment. 

5   Experiment Results 

With this proposed framework, the experiments are carried out by using the following 
corpora: Macao Year Book 2006 (A), parts of Educational Digest Volume 14 and 17 
(B), administrative laws of Macao SAR (C), Macao SAR Policy Address 2007 (D) 
and internal staff regulations of a company (E). All of the sources are provided with 
Portuguese and Chinese, covering magazines and reports with many crossing sen-
tences, laws and regulations with less crossing sentences, from parallel to comparable 
types. In this way, we can evaluate the effectiveness in handling crossing problems. 
The following table shows the differences between with and without the application 
of SVD technique.  

Table 2. Size of experimented corpus and improvements after applying SVD 

Accuracy (%)  Characte-
ristics 

Portuguese 
Sentences 
(Words) 

Chinese 
Sentences 

(characters) 

Sen-
tences 
Cap-
tured 

Without 
SVD 

With 
SVD 

A Magazine 89 (2564) 72 (2945) 63 60.53 96.83 
B Magazine 140 (3823) 108 (5024) 98 50.30 89.80 
C Law 484 (7850) 484 (12148) 339 52.15 85.84 
D Report 145 (3774) 107 (4707) 102 55.43 84.31 
E Regulation 146 (3765) 132 (4888) 104 63.74 96.15 
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Threshold is a value that guarantees the method can capture 70% sentences of the 
corresponding corpus. Sentence pair with a similarity degree higher or equal to the 
threshold will be captured and is confirmed to be aligned pairs.  

From the experiment results tables, they show the different accuracy gained  
between with and without applying SVD technique. The accuracy increases sharply 
with SVD technique. The main reason is that SVD filters out the noisy and useless 
relationship information among sentence pairs. Moreover, with the dimensionality 
reduction advantage, it makes the similar entries in the statistical relationship vector 
become more similar to each other and the dissimilar ones become more dissimilar. 

6   Conclusions 

In this paper, we have given a brief review of recent research based on lexical and 
statistical approach in similar and dissimilar language structure scenario. Moreover, 
we have stated the limitations of those researches in cross sentence alignment case. 
Therefore, by introducing the application of SVD, we have primarily showed that it 
can enhance the accuracy of cross level sentence alignment. However, the size of the 
initial matrix is quite big which affect the efficiency of the program when the corpus 
is big. We may design another data representation model which can keep the matrix in 
a smaller size. On the other hand, we can consider adding a Named Entity Recogni-
tion module, so that the method will not align wrongly for those sentences pairs with 
the same or similar meanings but with different names or places. 
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Abstract. This paper describes a new method for detecting events. The method 
utilizes density function to initialize cluster centers so as to get center points 
objectively, it can be used in both on-line detection and retrospective detection, 
and the quantity of clusters is affected little by the order in which the news stories 
are processed. This paper deals with event tracking with transductive support 
vector machine (TSVM). TSVM takes into account a particular test set and tries 
to minimize misclassifications of just those particular examples. The problem of 
effective density radius selection is discussed, and the performance differences 
between the event detection and tracking methods proposed in this paper and 
other methods are compared. The experimental results indicate that the methods 
proposed by this paper are effective and advanced. 

Keywords: event detection, event tracking, density function, IIKM, TSVM. 

1   Introduction 

According to the latest statistic report of CNNIC, 84.38% of information got from 
Internet by Chinese users is news. Therefore, research on Internet news is becoming a 
hotspot in natural language processing (NLP) field. As a new direction of research on 
NLP, the aim of TDT[1] (Topic Detection and Tracking) study is to explore the modern 
way of identifying and following new or previously unidentified events in several 
continuous news streams.  

The event detection is the problem of identifying stories in several continuous news 
streams that pertain to new or previously unidentified events. It is sub-divided into two 
forms. One is retrospective detection, which entails the discovery of previously uni-
dentified events in an accumulated collection. The other is on-line detection, where the 
goal is to flag the onset of new events from live news feeds. For the purpose of our goal 
that finds out what happens in the past, the retrospective detection is the main direction 
to pursue, but flagging the onset of new events is also needed in some cases. This paper 
adopts IIKM[2] to detect events. 
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The event tracking is defined to be the task of associating incoming stories with 
events known to the system. A tracking system's goal is to correctly classify all of the 
subsequent stories. Automated tracking of events from chronologically ordered 
document streams is a new challenge for statistical text classification. Existing learning 
techniques must be adapted or improved in order to effectively handle difficult situa-
tions where the number of positive training instances per event is extremely smaller 
than negative instances and the majority of training documents are unlabelled. K 
nearest neighbor (KNN), Decision Trees and Rocchio are well-known methods suited 
to tracking task. However SVM is seldom used to tracking task. The main reason, we 
believe, is that the positive examples are extremely sparse in the training set and SVM 
is not always fit for learning task of small samples. In addition, event detection and 
tracking requires tracking systems offer a confidence measure, but a standard SVM 
produces the values that are not probabilities.  

In order to overcome the limitation of SVM and use it in our tacking implementa-
tion, this paper employs TSVM[4] to finish tracking task. TSVM has substantially 
improved the already excellent performance of SVM, especially for small training sets. 
Finally we map the TSVM outputs into probabilities.  

The structure of the paper is as follows. Section 2 and Section 3 detail the proposed 
event detection and tracking method used in our system respectively. Section 4 presents 
experimental results. Section 5 gives conclusions.  

2   Detection Method Based on IIKM  

The goal of an event detection system is to group together stories that discuss the same 
event and spotting new events as they happen.  

2.1   Document Representation  

Our approach uses conventional vector space model to represent the documents. Each 
document is represented by a vector of weighted terms, which can be either words or 
phrases.  

Text subjects, especially subject concepts, precisely and concisely express the main 
topic and central idea of a whole document. Under this consideration, we give higher 
weight for subject strings. Normally, concepts in title are related to the news subject 
and more than 98% of titles can express the news subject clearly. We may obtain im-
portant subject strings such as who, what, where by finding the reappearance of some 
elements appearing in titles and bodies at the same time.  

To compare the importance of different subject strings in the news, we need to get 
the weights of subject strings. Firstly, higher weights should be assigned to longer 
string. It is because that longer string includes more concrete information than shorter 
one. Secondly, higher weights should be assigned to high-frequency string. Normally 
most of news reporters often use some repeated concepts when they wants to explain 

their important topic. Suppose there are k  subject strings kiTitSubStri ,...2,1, = . 

iTitSubStr ’s weight is normalized by the following formula:  
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Where )(TitSubStrLen is the length of the subject string TitSubStr , and 

)( iTitSubStrFreq is the frequency of the subject string TitSubStr  appearing in the 

body. For the weight of term in body of d , we use traditional “ltc” version of the 

idftf ⋅ scheme. 

2.2   Event Detection Method 

There are lots of drawbacks to traditional incremental K-means in event detection, in 
order to overcome its shortcomings, this paper proposed an improved incremental 
K-means (IIKM) for detecting events. The algorithm utilizes density function to ini-
tialize cluster centers to select initial cluster centers objectively, it can be used in both 
on-line detection and retrospective detection, and the quantity of clusters is affected 
little by the order in which the news stories are processed. The problem of effective 
density radius selection is discussed, and the performance difference between this 
method and other methods including Single-pass and traditional K-means. 

The selection of initial cluster centers affects cluster results and convergence time 
greatly, unsuitable initial values often make results converge to an undesired minimum 
and affect convergence speed. In this paper, we adopt a density function[3] to initialize 

cluster centers. Firstly, the density function of sample ix  is defined as follows: 
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Where dr  is valid density radius, it can be adopted in two forms:  
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1x  is treated as the first initial 

cluster center, and the density functions of latter initial cluster centers is as follows:  
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With the considerations described above, if inputted sample set 
n

im RxxxxZ ∈= },,...,{ 21 , 0=finalFlag ,the IIKM-based event detection 

method used in our system is depicted as follows:  
Step 1: for retrospective detection, anterior m/5 samples is joined to sample set Z , 

go to step 3. 
Step 2: for retrospective detection, latter m/8 samples is joined to sample set Z , go 

to step 3; if residual unsettled sample number 8/mN final ≤ ,then 1=finalFlag  and 

these finalN  samples are joined to sample set Z ,yet go to step 3. 

Step 3: density function is utilized to get K initial cluster centers },...,{ 21 KOOO  

of sample set Z , KClusterNum ← . 

Step 4: For each sample Zxi ∈ , comparing the distance between each story and 

obtained cluster center to find cluster center iO  nearest to the story. 
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Step 5: if ceDisii TOxDist tan),( < , ix  is joined to existed cluster iCCluster . 

}{ iii xCClusterCCluster U←  (9) 

The center of iCCluster  is also adjusted and go to step 7. 
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Otherwise, go to step 6. 
Step 6: A new cluster is added. 

1+← ClusterNumClusterNum  (11) 

}{ iClusterNum xCCluster ←  (12) 

iClusterNum xO ←  (13) 
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Step 7:                    

}{ ixZZ −←  (14) 

Step 8: If the cluster center is not steady yet, go to step 4, otherwise 

if 0=finalFlag , go to step 2 and if 1=finalFlag , the detection process is finished. 

3   Tracking Method Based on TSVM 

A tracking system's goal is to correctly classify all of the subsequent stories when they 
arrive. The principle of TSVM[4] is described as follows: 

For a learning task, )()|(),( xPxyPyxP
rrr = , the learner L  is given a hypothesis 

space H  of functions }1,1{: −→Xh and an i.i.d. sample trainS of n training ex-

amples ),(,),,( 11 nn yxyx
r

L
r

, }1,1{, +−∈∈ yXx . In contrast to the inductive 

setting, the learner is also given an i.i.d. sample testS of k test examples from the same 

distribution. The transductive learner L  aims to selects a func-

tion ),( testtrainL SSLh = from H using trainS and testS so that the expected number 

of erroneous predictions on the test examples is minimized. 
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),( baΘ is zero if ba = ,otherwise it is one.  

For linearly non-separable case, the training process of TSVM can be described by 
the following optimization problem:  
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C  and *C are parameters set by the user. They allow trading off margin size 
against misclassifying training examples or excluding test examples. 
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Standard support vector machines produce an uncalibrated value that is not a 
probability. But constructing a classifier to produce a posterior probability is very 
useful, for example, posterior probabilities are required when a classifier is making a 
small part of an overall decision, and the classification outputs must be combined for 
the overall decision. In this paper, we adopted a function[5]

 

to map the SVM outputs 
into probabilities. Instead of estimating the class-conditional densities )|( yfp , a 

parametric model is used to fit the posterior )|1( fyP = directly. 
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1
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4   Experiment Results 

The dataset used in event detection is NEM study Corpus[6]. The NEM Study Corpus 
comprises a set of Internet news stories, which are collected from several influential 
websites. Each story is represented as a stream of text. It consists of 16560 chrono-
logically ordered news stories. There are 16 events manually identified in this corpus. 
Each story was assigned a label of “Yes”, “No” or “Brief” with respect to each of the 16 
events. Except for a small fraction of the articles, each document belongs to exactly one 
event. We choose 10 events from NEM study corpus to carry out event detection and 
tracking experiment.  

The effectiveness measures for event detection is calculated using the 4 element 
based contingency table[1]. To evaluate the effectiveness of the event tracking results, 
six effectiveness measures including Recall, Precision, F1-measure, Pmiss, Pfalse and 
Costnorm are used[7].  

Table 1 shows the measure results of IIKM-based detection system by using dif-
ferent effective density radiuses. We observe that an appropriate destination can be 
reached if we let Rd=2Rm, because not only Costnorm is smallest, but also each event 
follow the same rule. 

Table 1. Effectiveness measures of different effective density radiuses 

Density radius Recall Precision Pmiss Pfalse Costnorm 

Rd=Rm/8 90.83% 83.21% 9.17% 2.04% 0.1917 
Rd=Rm/6 90.83% 83.21% 9.17% 2.04% 0.1917 
Rd=Rm/4 89.17% 80.86% 10.83% 2.35% 0.2235 
Rd=Rm/2 82.78% 51.56% 17.22% 8.64% 0.5956 
Rd=Rm 86.11% 74.52% 13.89% 3.27% 0.2991 
Rd=2Rm 97.50% 97.50% 2.5% 0.28% 0.0387 
Rd=2.5Rm 96.94% 86.39% 3.06% 1.70% 0.1139 
Rd=3Rm 93.06% 66.21% 6.94% 5.28% 0.3281 

In order to compare with other event detection methods, we adopt Pmiss, Pfalse and 
Costnorm to evaluate the performance of system. Table 2 shows the comparison of dif-

ferent event detection methods( 70.1tan =ceDisT ). 
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Table 2. Comparison of different event detection methods 

Method Pmiss Pfalse Costnorm 

Single-pass 9.02% 0.68% 0.1235 
T-Kmeans 3.35% 0.30% 0.0482 
IIKM 1.67% 0.19% 0.0260 

We can observe that the IIKM based event detection system showed a better per-
formance than other event detection methods. Miss rate, false alarm rate and normal-
ized cost of IKM based system are lower than those of other system. The normalized 
cost of IIKM is reduced by 0.0975 and 0.0222 respectively, when compared to those of 
Single-pass, Traditional k-means and IIKM. 

Table 3. Comparison of different event tracking methods 

Method Pmiss Pfalse Costnorm 

Rocchio 8.0788% 0.4306% 0.1019 
D-Trees 2.0395% 1.3307% 0.0856 
KNN 0.9621% 0.4580% 0.0321 
TSVM 0.9741% 0.4229% 0.0304 

Table 3 shows a result from comparison of four tracking algorithms. As it can be 
seen from the result, our tracking method based on TSVM with probabilistic outputs 
showed a better performance than other methods, the normalized cost of TSVM  
is reduced by 0.0715, 0.0552 and 0.0017 respectively, when compared to those of 
Rocchio, Decision Trees and KNN. Though KNN is gaining popularity due to many 
attractive features and promising performance in the fields of event tracking, the per-
formance of our algorithm is close to that of KNN in miss rate, but as far as the nor-
malized cost is concerned, TSVM performs better than KNN. 

5   Conclusions 

In this paper, we introduced an IIKM based algorithm to detect news event. The algo-
rithm utilizes density function to initialize cluster centers to select initial cluster centers 
objectively, and the quantity of clusters is affected little by the order in which the news 
stories are processed. Furthermore, we have put forward a TSVM based algorithm to 
track topic relevant event. It is especially fit for event tracking when the training set is 
small. In order to offer a confidence measure the TSVM outputs are mapped into 
probabilities. With real world data sets, experimental results indicate that the methods 
proposed by this paper are effective. 

In our future work we plan to concentrate on exploring the suitability of information 
extraction techniques to event detection and tracking, and their effects on system per-
formance. We believe the results are encouraging for the pursuit of some novel strate-
gies of event detection and tracking. 
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Abstract. Recent developments in the fields of business investment, scientific 
research and information technology have resulted in the collection of massive 
data which becomes highly useful in finding certain patterns governing the data 
source. Clustering algorithms are popular in finding hidden patterns and infor-
mation from such repository of data. The conventional clustering algorithms 
have difficulties in handling the challenges posed by the collection of natural 
data which is often vague and uncertain. This paper presents the concept of 
fuzzy clustering (fuzzy c-means clustering) and shows how it can handle 
vagueness and uncertainty in comparison with the conventional k-means clus-
tering algorithm.  

Keywords: Clustering, data mining, fuzzy c-means, fuzzy clustering, k-means, 
overlapping clusters, vagueness and uncertainty. 

1   Introduction 

Data Mining or Knowledge discovery refers to a variety of techniques that have devel-
oped in the fields of databases, machine learning and pattern recognition [1]. The intent 
of these techniques is to uncover useful patterns and associations from large databases. 
Large databases in commerce driven industries such as retailing, manufacturing, insur-
ance, banking and investments contain a staggering amount of raw data. Knowledge 
engineers and system analysts are now faced with challenges of maintaining a competi-
tive edge in the world of e-commerce and rapidly changing delivery channels. To meet 
these challenges, they must look into the accumulated raw data to find new customer 
relationships, possible newly emerging lines of business and ways to cross sell existing 
products to new and existing customers [10]. The process of finding useful patterns and 
information from raw data is often known as Knowledge discovery in databases or 
KDD. Data mining is a particular step in this process involving the application of spe-
cific algorithms for extracting patterns (models) from data [5]. 

Cluster analysis is a technique for breaking data down into related components in 
such a way that patterns and order becomes visible. It aims at sifting through large 
volumes of data in order to reveal useful information in the form of new 
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relationships, patterns, or clusters, for decision-making by a user. Clusters are natu-
ral groupings of data items based on similarity metrics or probability density mod-
els. Clustering algorithms maps a new data item into one of several known clusters.  
In fact cluster analysis has the virtue of strengthening the exposure of patterns and 
behavior as more and more data becomes available [7].  A cluster has a center of 
gravity which is basically the weighted average of the cluster. Membership of a data 
item in a cluster can be determined by measuring the distance from each cluster 
center to the data point [6]. The data item is added to a cluster for which this 
distance is a minimum. 

This paper provides an overview of the crisp clustering technique, its limitation in 
handling natural data and the ability of fuzzy clustering method to process natural 
data with vagueness and uncertainty. Section 2 describes the basic notions of 
clustering and also introduces k-means clustering algorithm.   In Section 3 we explain 
the concept of vagueness and uncertainty in natural data. Section 4 introduces the 
fuzzy clustering algorithm and describes how it can handle vagueness and uncertainty 
with the concept of overlapping clusters with partial membership functions. This 
section also explains the fuzzy c-means algorithm. Section 5 demonstrates the 
concepts presented in the paper.   Finally, section 6 concludes the paper.  

2   Crisp Clustering Techniques  

Traditional clustering techniques attempt to segment data by grouping related attrib-
utes in uniquely defined clusters. Each data point in the sample space is assigned to 
only one cluster. In partitioning the data only cluster centers are moved and none of 
the data points are moved [12]. Thus clustering is an iterative process of finding better 
and better cluster centers in each step.  

K-means algorithm and its different variations are the most well-known and com-
monly used partitioning methods. The value ‘k’ stands for the number of cluster seeds 
initially provided for the algorithm. This algorithm takes the input parameter ‘k’ and 
partitions a set of m objects into k clusters [7]. The technique work by computing the 
distance between a data point and the cluster center to add an item into one of the 
clusters so that intra-cluster similarity is high but inter-cluster similarity is low. A 
common method to find the distance is to calculate to sum of the squared difference 
as follows and it is known as the Euclidian distance [10](exp.1). 

2

∑ −=
n

j
k
jk CiXd  (1) 

where,  
   dk : is the distance of the kth  data point 
   n  : is the number of attributes in a cluster 
   Xj

k   : is jth value of the kth data point 
   Cj

i   : is the jth value of the ith cluster center 
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Pseudo code of k-means clustering algorithm [10] is given below:  

initialise k=number of clusters 
initialise Cj (cluster centers) 
Set Cycle variable t=1 
Repeat 
For i=1 to n Distribute sample points(xi)into k clusters 
For j=1 to k : Calculate Sj

(t) for xi applying  (2) 
For j=1 to k : Compute new cluster centers by calculat-

ing weighted average 
t=t+1 

Until Cj estimate stabilize 
 

With the definition of the distance of a data point from the cluster centers, the k-
means the algorithm is fairly simple. The cluster centers are randomly initialized and 
we assign data points xi into clusters based on their distance to cluster centers using 
expression  (2). 

}||,||||{|| )()()( kjCxCxS t
ki

t
ji

t
j ≠−<−=  (2) 

Here 
 Sj

(t)   : is the membership of xi in jth cluster 
  t       : is the current iteration cycle value 
 xi     : is the ith data point 
 Cj     : is the center of the jth cluster 

Ck    : is the center of the kth cluster 
When all the data points have been assigned to clusters, new cluster centers are 

calculated. The cluster center calculation causes the previous centroid location to 
move towards the center of the cluster set. This is continued until there is no change 
in cluster centers. 

3   Uncertainties and Vagueness in Real World Data 

The real world data is almost never arranged in such clear cut groups. Instead, clusters 
have ill defined boundaries that smear into the data space often overlapping the pe-
rimeters of surrounding clusters [4]. In most of the cases the real world data have 
apparent extraneous data points clearly not belonging to any of the clusters. This 
happens because natural data do not happen to appear in clear-cut crisp fashion but 
suffers from the following limitations: 

1) Not clearly known  :  Questionable; problematical  
2) Vague           :  Not definite of determined 
3) Doubtful          :  Not having certain information 
4) Ambiguous       :  Many interpretations 
5) Not steady  :  Varying   
6) Liable to change   :  Not dependable or reliable 
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When we further examine these meanings two categories of limitations emerge 
quite naturally – Uncertainty and Vagueness [8]. Vagueness is associated with the 
difficulty of making sharp and precise distinctions in the world. Uncertainty is a situa-
tion in which the choice between two or more alternatives is left unspecified [11]. The 
modeling of imprecise and qualitative knowledge, as well as handling of uncertainty 
at various stages is possible through the use of fuzzy sets. Fuzzy logic is capable of 
supporting, to a reasonable extent, human type reasoning in natural form by allowing 
partial membership for data items in fuzzy subsets [2]. Integration of fuzzy logic with 
data mining techniques has become one of the key constituents of soft computing in 
handling the challenges posed by the massive collection of natural data [1]. 

4   Fuzzy Clustering Algorithm 

The central idea in fuzzy clustering is the non-unique partitioning of the data in a 
collection of clusters. The data points are assigned membership values for each of the 
clusters. The fuzzy clustering algorithms allow the clusters to grow into their natural 
shapes [15]. In some cases the membership value may be zero indicating that the data 
point is not a member of the cluster under consideration. Many crisp clustering tech-
niques have difficulties in handling extreme outliers but fuzzy clustering algorithms 
tend to give them very small membership degree in surrounding clusters [14]. The 
non-zero membership values, with a maximum of one, show the degree to which the 
data point represents a cluster. Thus fuzzy clustering provides a flexible and robust 
method for handling natural data with vagueness and uncertainty.  In fuzzy clustering, 
each data point will have an associated degree of membership for each cluster. The 
membership value is in the range zero to one and indicates the strength of its associa-
tion in that cluster.  

Fuzzy c-means clustering involves two processes: the calculation of cluster cen-
ters and the assignment of points to these centers using a form of Euclidian dis-
tance. This process is repeated until the cluster centers stabilize. The algorithm is 
similar to k-means clustering in many ways but it assigns a membership value to the 
data items for the clusters with in a range of 0 to 1. So it incorporates fuzzy set’s 
concepts of partial membership and forms overlapping clusters to support it. The 
algorithm needs a fuzzification parameter m in the range [1,n] which determines the 
degree of fuzziness in the clusters. When m reaches the value of 1 the algorithm 
works like a crisp partitioning algorithm and for larger values of m the overlapping 
of clusters is tend to be more. The algorithm calculates the membership value µ 
with the formula, 
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where 

 µj(xi) : is the membership of xi in the jth cluster  
 dji      : is the distance of xi in cluster cj 

m       : is the fuzzification parameter 
    p      : is the number of specified clusters 
    dki      :  is the distance of  xi in cluster Ck  
 

The new cluster centers are calculated with these membership values using the exp. 4 
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where 

 Cj     : is the center of the jth cluster 
 xi      : is the ith data point 
 µj : the function which returns the membership 
 m : is the fuzzification parameter 

This is a special form of weighted average. We modify the degree of fuzzyness in 
xi’s current membership and multiply this by xi.  The product obtained  is divided by 
the sum of the fuzzified membership. 

Pseudo code of fuzzy c-means clustering algorithm [10]   is given below: 

 
 initialize p=number of clusters 
 initialize m=fuzzification parameter 
 initialize Cj (cluster centers) 
 Repeat 
 For i=1 to n :Update µj(xi) applying (3) 
 For j=1 to p :Update Ci with(4)with current  µj(xi) 
 Until  Cj  estimate stabilize 
 
The first loop of the algorithm calculates membership values for the data points in 

clusters and the second loop recalculates the cluster centers using these membership 
values. When the cluster center stabilizes (when there is no change) the algorithm 
ends. Thus the fuzzy c-means clustering algorithm is efficient in handling data with 
outlier points or natural data with uncertainty and vagueness. It accomplishes this by 
virtue of its unique partial membership features for data items in different clusters so 
that the clusters grow naturally to reveal hidden patterns. 

5   Illustration 

Consider the monthly income and expenses of four different people given in  table1.  
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Table 1. Monthly income, expenses and memberships in cluster centers C1=P1 and C2=P2 

Person 
(Points) 

Income in 
1000s 

Expenses in 
1000s 

Distance 
From 
C1=P1 

Distance 
From 

C2=P2 

Membership 
in  

P1 20  4  0 20.1 C1 

P2 40 6 20.1 0 C2 

P3 60 10 40.45 20.4 C2 

P4 80 12 60.53 40.45 C2 

An illustration of how the two algorithms works is discussed below: 

K-means clustering algorithm can be applied on the above data points with initial 
values of k=2,C1=P1and C2=P2 to identify the cluster memberships ( Table1) using 
expressions (1) and (2). New cluster centers are found by calculating the weighted 
average of all data points in a cluster (figure 1). This process is repeated until the 
algorithm stabilizes to the situation represented in figure 2, with cluster centers at 
C1(30,5) and C2(70,11). 

Now one more data point P5(50,8) is added to the set   (fig. 3). The Euclidean dis-
tances of P5 from both C1(30,5) and C2(70,11) are found to be 20.22. This leads to an 
uncertain situation and   the k-means clustering algorithm fails to include this point to 
any one of the existing clusters. 

  

Fig. 1. New cluster centers(stars) after the 
first iteration of k-means algorithm 

Fig. 2. The final stabilized situation with 
cluster centers at C1(30,5) and C2(70,11) 

To this modified data, the fuzzy c-means algorithm is applied, with initial values m=2 
and p=2.The algorithm finds membership values for each data points in two cluster 
centers using exp.3. This membership value reflects the degree to which the point is 
more representative of one cluster than another. 
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Table 2. Fuzzy membership values of 5 points in two cluster centers C1 & C2 using exp. 3 

Points Distance 
from C1(30,5) 

Distance     
from C2(70,11) 

Memberships 
in  C1   

Memberships  
in C2 

P1(20,4) 10.05 50.488 .834 .166 
P2(40,6) 10.05 30.414 .7516 .2484 
P3(60,10) 30.414 10.05 .2484 .7516 
P4(80,12) 50.488 10.05 .166 .8340 
P5(50,8) 20.224 20.224 .5 .5 

 

Fig.3 Fuzzy overlapping clusters with partial membership of .5 for P5 in C1 and C2  

6   Conclusion  

A good clustering algorithm produces high quality clusters to yield low inter cluster 
similarity and high intra cluster similarity. Many conventional clustering algorithms 
like k-means clustering algorithm achieve this on crisp and highly structured data.  
But they have difficulties in handling unstructured natural data which often contain 
outlier data points. Fuzzy sets and fuzzy clustering algorithms have a significant role 
to play in handling the natural data which suffer from vagueness and uncertainty. 
The fuzzy c-means algorithm is an improved version of the k-means algorithm 
which can handle vague and uncertain data by assigning partial memberships to 
the data points in different clusters. The fuzzy algorithms are found to be more 
efficient in obtaining hidden patterns and information from massive collection  
of natural data, which usually poses challenges to the conventional clustering 
algorithms. 
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Abstract. Paediatric asthma represents a significant public health prob-
lem. To date, clinical data sets have typically been examined using
traditional data analysis techniques. While such traditional statistical
methods are invariably widespread, large volumes of data may overwhelm
such approaches. The new generation of knowledge discovery techniques
may therefore be a more appropriate means of analysis. The primary
purpose of this study was to investigate an asthma data set, with the ap-
plication of various data mining techniques for knowledge discovery. The
current study utilises data from an asthma data set (n ≈ 17000). The find-
ings revealed a number of factors and patterns of interest.

1 Introduction and Background

Asthma is classed as a chronic incurable disease, with the World Health Organ-
isation classifying the disease as ‘recurrent attacks of breathlessness and wheez-
ing’ 1. In Australia, recent surveys suggest that the prevalence of asthma in
school-aged children is amongst the highest in the world, with ≈ 14 − 16% of
children being diagnosed with the disease [1]. In addition, the disease is responsi-
ble for one of the highest instances of hospitalisation among children, and hence
is associated with a significant economic cost burden to the Australian com-
munity, a financial equivalence reported at 4.3 billion AUD [2]. Therefore, it is
not surprising that health care systems are seeking technological solutions and
strategies that may contribute to the successful treatment and prevention of
asthma. Despite this, the application of knowledge discovery to biomedical data
in relation to asthma is an area that to date has lacked attention.

Computational techniques and information technologies permit the manage-
ment and examination of large sets of biomedical data. Specifically, the applica-
tion of knowledge discovery is an area adopted by various successful biomedical
applications [3]. Fayyad et al [4] defines knowledge discovery as ‘the non-trivial
process of identifying valid, novel, potentially useful, and ultimately understand-
able patterns in data’. Knowledge discovery is increasingly being acknowledged
as having significant relevance to medical areas. For example, Kudyba [5] states

1 W.H.O. <http://www.who.int/respiratory/asthma/en/>

D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 888–895, 2008.
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that ‘strong disease management programs depend on data mining techniques’.
More recently, Krieger et al [6] outlined the future trends in data mining, and
identified the issue of increasing usability by making data mining methods more
user friendly, such techniques have the potential to further strengthen ties be-
tween computer science and the medical profession. However, such a task be-
comes difficult when barriers are introduced with heterogenous medical data.
The ‘uniqueness’ of medical data mining, as described by Moore and Krzysztof [7]
may be categorically defined into four groups: Heterogeneity of medical data, Eth-
ical, legal, and social issues, Statistical philosophy and Special status of medicine.
These four groups highlight the differences and challenges that can exist in med-
ical data mining, perhaps offering an explanation as to why the application of
data mining in medical science is still limited.

The current study intends to apply knowledge discovery techniques to search
for relationships and patterns within a large existing data set (n = 16976) that
may otherwise be obscured by solely using traditional statistical methods of data
analysis.

Data was collected between March and September 2005 in Victoria, Australia,
by sampling a random group of primary schools [8]. A total of 92 distinct schools
were surveyed, resulting in a dataset of ≈ 17000 records. Data matching with
the Australian Bureau of Statistics Census survey was completed, deriving new
variables: socio-economic, regional and industrial indices. These methodologies
are described in detail elsewhere [8]. While previous analyses on this data set have
utilised traditional statistical approaches, the current study extends research in
this area by moving to the application of knowledge discovery employing various
data mining techniques.

2 Data Preparation and Transformation

This study follows the Cross Industry Standard Practice for Data Mining (CRISP-
DM) [9] methodology, however a deviation from the specification was required:
data visualisation in regard to data structure. Specifically, within the ‘data un-
derstanding’ phase data structural visualisation is not included. In this study the
‘explore data’ process was exploited to visualise the data structure rather than lo-
cal attributes (or variables). It may perhaps be vital for comprehensibility across
industries to broaden the scope of this phase.

After general understanding of the data set, the next step was to conduct
data cleaning and preparation. As aformentioned, a graph comprehensible across
professions was created, drawing from a set of principles under the acronym
ACCENT with the aim of maximising the visual effectiveness of data [10]. This
is founded upon six principles: Apprehension, Clarity, Consistency, Efficiency,
Necessity and Truthfulness. The visualisation of the data structure proved to be
extremely valuable, enabling instant viewing and recognition of the data set in its
entirety. The data visualisation was constructed in DOT language and processed
with GraphViz to create a hierarchical tree diagram. Furthermore, embedding
metadata could greatly enhance knowledge communication. For example, the
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Table 1. Variables in newly transformed asthma data

Demographics Symptoms Asthma Medication/Management
Variable Description Variable Description Variable Description Variable Description

gender Child gender evwhz r Ever wheezed drforast Doctor for
asthma

antichol1 c Anticholinergics

age Child age evwhz12m r Wheezed within
12 months

drforwhz Doctor visits due
to wheeze

betag1 c Beta agonist

seifa Socio-economic
Index

exwhz r Wheeze during
exercise

emerg Visits to hospital
emergency

inhster1 c Inhaled steroid

absregion Region code ntcough r Coughing during
night

everast r Reported
asthma

leukant c Leukotriene an-
tagonist

industriala Industrial area sleepdisturb Sleep distur-
bance

hospadm Hospital admis-
sions

pipafreq c Parent-initiated
Prednisolone

interpretation between professions may vary, however, the visualisation provides
an instant means for recognition of the data structure.

The data set was then grouped into the following categories: Demographics
(general demographics); Symptoms (known asthma symptoms); Asthma (con-
firmed instances of asthma); and Medication and Management (medication types
and treatment). The data set initially contained 77 attributes, later optimised
into ≈ 30 attributes after data preparation and cleaning. Table 1 lists the 20
variables under examination in the current study.

3 Knowledge Discovery

Initially, segmentation was used for visualisation and comprehensibility of the
data. Association was then performed, followed by classification and neural
networks.

3.1 Segmentation

To assist with data comprehensibility, Kohonen’s Self-Organising Maps (SOM)
were used to segment data and associate different attributes. This study exam-
ined in particular a set of attributes relating to children with asthma with the
intention to discover new knowledge via visual patterns in the SOMs. This was
achieved using the following equation devised by Kohonen [11]:

Δwi = ci(x−wi
old), for i ∈ Nr (1)

As described in equation 1, each node has a weight vector Δ wi, initially having
a random weighting; this changes through the learning process as the euclidean
distance is calculated between x and wi and the smallest distance is chosen. The
neighbours are then updated. ci represents the learning coefficient to weigh the
node to result in thenodebeingmoredistant fromothers.This process iterates until
all nodes are stabilised, and neighbours have the most similar weighting values.

Figure 1 presents an example of six SOM’s, associated with the variable sleep-
disturb. Comprehensibility is demonstrated, and many visual conclusions may
be drawn. For instance, examination of figure 1 from top left to bottom right
indicates that:

1. Children who are least-disadvantaged in terms of the socio-economic indice
(seifa) are most likely to have sleep disturbance.

2. Younger children (age ≤ 8 ) are most likely to have a sleep disturbance.
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Fig. 1. SOM ’s in relation to sleep disturbance in children

3. Children with reported asthma on medication (betag1 c), are the least likely
to have sleep disturbance.

4. Females are much more likely to have sleep disturbed than males.
5. The region (absregion) most likely to have sleep disturbance is region 5,

which represents children living in an ‘Inner City’ area.
6. Children with reported asthma have a low instance of sleep disturbance

(sleepdisturb).

From these results, further logical conclusions and knowledge discovery can be
achieved; the findings provide preliminary evidence to suggest that children liv-
ing in an inner city area are prone to more disturbances, perhaps due to general
city activity during the night, e.g. police sirens, alarms, people. In contrast,
children living in rural areas may not be subject to these disturbances.

Likewise, the correlation between the socio-economic index shows that the
most advantaged group of children have high sleep disturbance, which directly
correlates with the child’s region; i.e. the highest socio-economic value is located
in ‘inner city’ areas. Therefore, the conclusion that highly advantaged children
suffer sleep disturbance due to asthma is unlikely, and the weighting of this
asthma marker may be lowered. As a result, whilst association algorithms such as
apriori rate sleep disturbance as a highly confident attribute to predict whether
a child has asthma, it may not be the best attribute to use in asthma prediction.

Additionally, these results suggest that further research may be necessary to
investigate the high prevalence of sleep disturbance found in females, in com-
parison to males. The result may then be used to weight various attributes for
a more precise prediction of asthma instances. Likewise, with younger children
being more likely to have sleep disturbance, further investigation is required. Fur-
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Fig. 2. Sleep disturbance and night cough correlation

thermore, the investigation of sleep disturbance against single attributes, derived
from an initial comparison against all attributes produced visually identifying
patterns of high correlation. Figure 2 presents the results of children with a sleep
disturbance, as indicated by the red colouring, top right of the SOM. The shaded
area overlapping much of this same area represents the attribute ntcough r. Ex-
amination of figure 2 suggests that there is a high correlation between these two
asthma markers. One possible explanation for this correlation is that if a child
is coughing at night, their sleep may be disturbed, and vice verse. Such implicit
knowledge discovery may be highly beneficial in the design of future research
instruments. For example, these findings suggest that the accuracy of such ques-
tions may be skewed and ideally the two original questions could be merged into
a single question to achieve more reliable findings.

3.2 Association

The apriori algorithm was initially used for knowledge discovery to discover
associations with confirmed asthma cases in children. The apriori algorithm
was initially developed for speed and use on ‘basket data’ [12]. In this example,
due to the speed and robustness of the apriori algorithm it is applied to the set of
asthma symptoms as collected in the initial research instrument. The algorithm
produced fifteen rules; the resulting consequents and antecedents with support
and confidence percentages are presented in table 2.

From the application of the apriori algorithm, the discovery of children with
confirmed asthma, also shows high confidence that they will have most likely

Table 2. Ten rules derived from apriori association

Consequent Antecedent Support Confidence

everast r = 1 exwhz r = 1 and ntcough r = 1 and evwhz r = 1 10.434 92.557
everast r = 1 exwhz r = 1 and evwhz12m r = 1 and evwhz r = 1 12.41 91.202
everast r = 1 exwhz r = 1 and evwhz12m r = 1 12.433 91.156
everast r = 1 exwhz r = 1 and ntcough r = 1 10.818 90.903
everast r = 1 exwhz r = 1 and evwhz r = 1 13.525 90.733
everast r = 1 exwhz r = 1 14.14 88.309
everast r = 1 ntcough r = 1 and evwhz12m r = 1 and evwhz r = 1 13.501 87.528
everast r = 1 ntcough r = 1 and evwhz12m r = 1 13.54 87.507
everast r = 1 sleepdisturb = 1 and evwhz r = 1 10.872 86.634
everast r = 1 sleepdisturb = 1 and evwhz12m r = 1 and evwhz r = 1 10.872 86.634
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wheezed in the past, wheezed during exercise, and had a night cough. Further
variables in order of confidence show exercise wheeze, ever wheezed and wheezed
in the past twelve months and so forth. Such results not only assist in data
understanding, but may be used to validate other algorithms such as the C5.0
decision tree algorithm as discussed in the next section.

3.3 Classification and Neural Networks

The C5.0 Algorithm was used to produce a decision tree, based on the likelihood
of a child getting asthma given the symptomatic variables contained in the data
set. The resulting output of the C5.0 decision tree was converted to a graphical
format using DOT language for added comprehensibility, as shown in figure 3.

Many similar algorithms were performed for comparison in accuracy and com-
prehensibility. The examples include Chi-Squared Automatic Interaction Detec-
tor (CHAID), the Quick, Unbiased and Efficient Statistical Tree (QUEST) and
other such binary split decision tree algorithms. Likewise, C4.5 and C5.0 were
also compared and found to produce almost identical results, however C5.0 was
faster in operation. C5.0 was chosen not only for speed, but the ability to ac-
curately prune the tree to a desired level and the resulting detail for asthma
predication.

The resulting C5.0 algorithm was created using 80/20 of the dataset, 80%
of the dataset for training and the remaining 20% of the dataset for testing
and evaluating the accuracy of the tree. The overall accuracy resulted at 88.2%.
With aggressive pruning, the tree could be simplified to a single node containing

Fig. 3. Decision tree for childhood asthma
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the attribute ‘ever wheezed’ to produce an accuracy of 92%. Whilst the latter
accuracy is higher than the model this study used, it is however not as detailed
and therefore cannot be used as an efficient tool for predication. To compare with
the decision tree classification methods, a neural network was also developed.
Using an exhaustive prune model, the same 12 inputs were introduced to predict
if a child will have asthma. Again, an 80/20 split was used. The estimated
accuracy of the neural network achieved above 90% using the same inputs as per
the classification tree. Within the neural network, surprisingly, the well known
correlation between gender and asthma was not highly deterministic of a child
having asthma, with gender being rated as the lowest determining factor at 7%.
This finding is not consistent with existing research for children of this age group
which has found the opposite to be true [1]. Likewise, ‘children living in industrial
areas’ was surprisingly the second weakest indicator at 9%, when research has
consistently demonstrated that air pollutants are common asthma triggers [1].

4 Conclusions

This research study demonstrates that the use of knowledge discovery techniques
such as data mining may uncover previously unknown correlations and new issues
relating to the characteristics asthma. This has vast implications when studying
the epidemiology of any disease or condition. Furthermore, such insights may be
of great economic value at an international level, as health systems across the
globe struggle with the cost burden associated with asthma.

Such analysis holds enormous potential to unlock useful patterns and knowl-
edge which may otherwise be obscured [3]. Through the knowledge discovery
process, in particular the use of Kohonen’s SOM’s, a variety of correlations
were identified. Most importantly, knowledge discovery of seemingly implicit at-
tributes were identified and shown to be sub-optimal in the diagnosis of asthma.
For example, the finding that sleep disturbance and coughing at night have a
high correlation, and implicitly and logically relate to one another. It is there-
fore recommended that future studies consider this association when designing
research instruments.

Findings from the decision tree results discovered by the C5.0 algorithm (see
figure 3) did not support existing research under some branches. Further research
is therefore required to examine whether this finding is atypical. The findings
from the current study indicate that the utilisation of new knowledge discovery
techniques in medical science areas should be encouraged. Co-operation between
the two professions would also increase understanding of the aims and abilities
of either side to forge new understandings and knowledge. Such development
could have global significance.

The presence of computer science in the medical realm is increasing, with
the potential for far reaching ramifications, particularly in the areas of epidemi-
ology, prevention and public health overall. Professionals in these fields may
have different training and knowledge, and such differences may foster scientific
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miscommunication. As a consequence, the possible implications of such differ-
ences between fields in the research setting requires consideration.
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Abstract. This work presents an experimental semantic approach for mining 
knowledge from the World Wide Web (WWW). The main goal is to build a 
context-specific knowledge base from web documents. The basic idea is to use 
a reference knowledge provided by a dictionary as the indexing structure of 
domain-specific computed knowledge instances organised in the form of inter-
linked text words. The WordNet lexical database has been used as reference 
knowledge for the English web documents. Both the reference and the com-
puted knowledge are actually conceived as word graphs. Graph is considered 
here as a powerful way to represent structured knowledge. This assumption has 
many consequences on the way knowledge can be explored and similar knowl-
edge patterns can be identified. In order to identify context-specific elements in 
knowledge graphs, the novel semantic concept of “minutia” has been intro-
duced. A preliminary evaluation of the efficacy of the proposed approach has 
been carried out. A fair comparison strategy with other non-semantic competing 
approaches is currently under investigation. 

Keywords: Semantic Web, Web Mining, Knowledge Discovery, WordNet. 

1   Introduction 

Tim Berners-Lee introduced the term “Semantic Web” in 2001 with the definition [1]: 
“The Semantic Web is not a separate Web but an extension of the current one, in 
which information is given well-defined meaning, better enabling computers and 
people to work in cooperation”. The Semantic Web approach has the purpose of pro-
viding machines with the ability of understanding the semantic content of a website. 
In the W3C intentions, the Semantic Web is the place where agents operate with the 
tasks of: understanding the semantic content of web pages; creating efficient routes in 
response to the given queries; replacing the user; creating connections among the sites 
and verifying the result plausibility. 

Several problems however arise when dealing with semantics in web documents. 
In fact, it can be easily verified, that there can be found two information sources that 
are semantically similar but morphologically disparate due to the lack of a standard 
reference for the creation of any kind of document. The proposed system endeavours 
                                                           
* Corresponding author. 
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to overcome this problem by generating a correspondence between morphological 
structure and semantic structure. The link structure of a website is related to the corre-
sponding word graph taken from its structure. This graph structure is then referred, by 
an appropriate pseudo-metric, to the word graph provided by a dictionary used as 
reference knowledge. Up to the authors’ knowledge the idea of taking semantics from 
web link texts is quite novel in the literature. Nevertheless, some underpinning con-
cepts such as the use of a reference and a computed knowledge can be found in other 
authors as the related works section explains. 

The outline of the paper is as follows. Section 2 sketches some well-known meth-
ods particularly used to discover knowledge from web pages. Section 3 presents the 
proposed system and the following one presents results obtained from experiments. 
Conclusions are given in section 5. 

2   Related Works 

For the extraction of Web sub-graphs, it is interesting to mention the method pre-
sented by Kleinberg [2]. In [2] the author proposes a method to extract relevant 
sources from document set being not completely interconnected, in response to a 
given query. Particularly relevant in the WWW domain, the proposed system is a 
link-based model for assigning authoritative pages following general research topics. 
The model is based on the relationship that exists between the authorities for a topic 
and those pages – hubs – that link to many related authorities. Kleinberg discovers the 
existence of a natural balance between hubs and authorities in the graph defined for a 
hypertext; this leads to the implementation of an algorithm for the identification of 
both above-quoted categories. The algorithm is applied to the focused WWW sub-
graphs that are produced as output of a common search engine. The algorithm pro-
vides small sized sets with documents that are relevant to a given topic. 

The FCA (Formal Concept Analysis) is a method mostly used for the data analysis 
(e.g., the extraction of the implicit relation among the objects described through a set 
of attributes). This can be considered as a conceptual clustering technique. In [3] the 
authors present a method based on the FCA for the automatic acquisition of taxonomy 
or hierarchical concept from a textual document. First of all the text is labelled 
through POS (Part-Of-Speech) and then analysed to obtain a syntactic tree for every 
phrase. The verb/subject, verb/object and verb/prepositional phrase dependencies are 
extracted from the syntactic trees. These collection couples are filtered to delete low-
level data and then they are weighted with statistical methods; all the couples exceed-
ing the given threshold of weight level are converted in a formal context to which the 
FCA analysis is applied. The graph obtained from the FCA analysis is turned into 
another one which contains all the objects nearest to a conceptual hierarchy. 

In [4] Seo et Al. analyse the main statistical methods used to extract ontology  
relevant concept sets. The evaluation is realized by comparing the ontology obtained 
from each feature selection method with domain ontology manually assigned. The 
considered methods for the feature extraction in a dataset are: Mutual Information, χ2 
Statistic, Markov Blanket and Information Gain. In [4] the authors show the Mutual 
Information and χ2 Statistic methods are better than the others; these methods are used 
in information retrieval for their ability to identify the words with higher semantic 
content for a class, respecting the ontology definition. 
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In [5] a standard based evaluation of ontology learning through a lexical term 
analysis is proposed. The work highlights the difference between two term layers: 
lexical layer and hierarchical concept layer. The first layer is linked to the sets of all 
ontology related terms, while the second layer depends on the semantic structure of 
the same ontology. The evaluation of the considered ontology (computed retrieval) is 
measured in relation to a reference ontology (reference retrieval). Among the testing 
learning techniques, the authors present an approach that compares the ontology 
analysis result with a given standard. This solution is especially suitable for broad 
scale evaluations and in learning methods of more ontologies. 

The afore-mentioned works about the creation of taxonomies and ontologies em-
phasize an important aspect: the learning of conceptual hierarchies cannot be obtained 
in completely automatic way; in this area human role is necessary to assign the data-
set context and the ontology context. Although the current work does not specifically 
analyse ontologies it introduces a tool to extract semantically relevant information 
contained in one or more websites by means of contextual similarity evaluator for the 
web documents. This method is consistent with what stated in [5] but differently, in 
this work, its application is considered at a lower abstraction layer, to be more precise, 
at the taxonomy layer (taxonomy envisages the concept classification – hierarchy – 
while ontology allows for the formulation of complete conceptual pattern in a given 
website). 

3   Proposed System Overview 

The adopted web mining technique requires two distinct phases: supervised pre-
processing  and unsupervised post-processing.  

−  (Phase I – crawling/parsing): During the first phase some websites are classified 
into an a-priori chosen context. This step consists in the user manually providing 
relevant starting URIs to the system crawlers. Alternatively, the system may be 
also fed by URIs collected from the query result of a search engine (these URIs are 
generally  ordered by a decreasing relevance index – e.g., the Page Rank weight 
calculated with the Page Rank Algorithm [6]). Nevertheless, the system requires 
the human role as the input process for primigenial website categorisation. 

−  (Phase II - semantics) The post-processing step refers to the automatic extraction 
of semantics from the document set. The system implements a novel technique to 
assess context-relevant concept words using the two concepts of reference knowl-
edge ([7] i.e. ground-truth knowledge base) and computed knowledge (i.e. ex-
tracted knowledge). WordNet [8], a lexical database for the English language  
provided by the Princeton University, is used here as reference knowledge. The 
underpinning assumption is that knowledge can be structured as a graph where 
concept words (graphically represented by vertices) refer to other concept words. 
Thus, the concept patterns among adjacent vertices become assertions in a given 
context domain. The distances among given concept patterns can be evaluated once 
a proper distance measure among vertices has been defined. 
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3.1   Structuring Knowledge: The Key Concept of “Minutia” 

Let Gr = (Vr, Er) and Gc = (Vc, Ec) be two graphs corresponding respectively to the 
reference and the computed knowledge (actually, as will be pointed later, there may 
be as many Gc graphs as there are different non-interlinked web sites to analyse). 
Each vertex in a graph is labelled with a single word or a sequence of words (in this 
last case we speak as of locution). The labelling process will be explained further in 
the text. Let G be the union of the two graphs Gc ∪ Gc assuming that vertices with the 
same label are considered only once, thus representing connection points for the two 
graphs.  By taking a couple of adjacent vertices on Gc (i.e. Vcx,Vcy with  Vcx pointing 
to Vcy) it is generally possible to find two paths that, moving from both vertices, in-
tersect each other on a Gr vertex. We call this Gr vertex minutia (Figure 1).   

Computed 
knowledge 
(web site 1) 

Reference 
Knowledge
(WordNet) 

Label X 

Label Y 

Label X 

Label Y 

Label X 

Label Y 

Computed 
Knowledge 
(web site 2)  

Fig. 1. 1-order minutia example for two different web sites corresponding to two different 
computed knowledge threads.  Label X vertex points to Label Y vertex on the computed 
knowledge thread 1 and Label Y points to Label X on the computed knowledge thread  2. Label 
X on the reference knowledge thread is found as the connection point of the two paths resulting 
from Label X and label Y on the computed knowledge threads. 

The order of a minutia is defined as the number of edges on G characterizing  the 
longest one of the two paths connecting the two adjacent vertices with the minutia 
itself. 0-order minutiae correspond to couples of adjacent vertices in Gr that are la-
belled alike. In this work only 0-order and 1-order minutiae have been considered. 
Figure 1 depicts a 1-order minutia example where two different web sites intercept the 
same minutia, although they do not have the same morphology. 

The same considerations hold true if Gc represents a web site structure where verti-
ces are weblinks, edges are webpages and labels are the weblink texts. Extending the 
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procedure of finding minutiae to all the couples of adjacent links that can be found in 
a given web site is an easy task. The outcome of this search is a list of minutiae 
ranked by their occurrences. By definition, every minutia corresponds to one or more 
couples of words (locutions) in the computed knowledge base, hence a couple of 
words (locutions) extracted by two weblink texts. This means that there is a 1:N cor-
respondence between minutiae and web pages, i.e. a minutia may pertain to a list of 
web pages. Computing the distance between two given minutiae corresponds to 
evaluating the mutual distances between the corresponding sets of link words. 

3.2   System Architecture 

With the purpose of assessing the semantic relevance of the concept of minutia, a 
web-based software tool has been implemented. The system is mainly composed of 
two logical  components. These are: 

− Knowledge Manager (KM): that handles web crawling ans parsing activities and 
the analysis of the website structure. 

− Web Evaluator (WE): that manages the used dictionaries, finds minutiae and per-
forms semantic-contextual similarity evaluation between websites. 

3.2.1   Knowledge Manager 
This component manages the operations of gaining information from web sources and 
storing it in a MySQL database that can be split into three conceptually semi-
independent parts: 

1. Page repository: it represents the core of the system which stores interlinked web 
pages along with their graph structure (a pointer-to-pointer table is used for this 
scope, that is a table that memorises the couples of adjacent links); 

2. Synonym dictionary: it represents the system reference knowledge stored in a 
graph structure similar to Page Repository where each word (or locution) points to 
its synonyms; 

3. Context synonym dictionary: the document semantic content is contextualised for 
providing a semantic-contextual dictionary (also memorised in a pointer-to-pointer 
fashion).  

The KM performs web structure mining, web content mining and their integration 
[9]. Web mining activity [10] is generally focused on the structure and content  
analysis. These two issues are considered closely related in literature and are managed 
by a web crawler and a parser respectively. A spider has been realised to explore the 
structure of a document set, whose architecture is obtained by a crawler and a page 
repository. Unlike other common tools, KM has the peculiarity of working also on a 
context-dependent dictionary. The context synonym dictionary is built up as the result 
obtained by extraction of contextual information memorised in the link textual  
descriptions found in web pages (Figure 2). From this assumption a table of words 
(locutions) pointing to other words (locutions) is produced. This table of pointers 
represents the context synonym dictionary which describes the explored website. The 
resulting computed dictionary (table of pointers) can be opportunely merged with the 
reference synonym dictionary by means of the pseudo-metric introduced by the con-
cept of minutia. 
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L 1 L 2 L 3 

L 5 L 6 

L 0 

L 1 L 2 L 3 

L 5 L 6 L 4 

P 1

P 0 P 0 P 0 

P 3 P 3 

 

Fig. 2. Two representations of a web-graph. (1) link graph (left side): vertices are web docu-
ments and edges are the hyperlinks; P0 represents the home page; (2) word graph (right side): 
vertices are hyperlink texts and edges are the web documents. L0 is added as a fake link point-
ing to the home page. 

3.2.2   Web Evaluator 
The WE module performs contextual and semantic content analysis by querying in-
formation to the KM module. A first activity performed by WE concerns the popula-
tion of the context synonym dictionary. It requires two inputs: context name and the 
URI representing  the entry in the table of pointers. 

The authors assume that, referring to a web document, the semantic layer can be 
derived from the morphological layer – i.e. the link structure. This assumption has 
been positively tested by numerous experiments as it will be further presented. The 
graphs obtained from the two layers are similar, as shown in Figure 2. In the link 
graph the vertex (Pi) and the oriented edge (Li) represent a page and a hyperlink re-
spectively; while in the word graph the vertex (Li) and the oriented edge (Pi) refer to a 
hyperlink and a page respectively. The word graph is extracted by analysing  the hy-
perlink text – here also called locution; thus a page becomes a bridge among locu-
tions. These elements and their semantics are depicted in Table 1. 

Another task performed by the WE module concerns the evaluation of the distance 
between the vertices of a web-graph. The Dijkstra algorithm has been chosen. This 
algorithm is widely used in telecommunications for data packet routing. Therefore, 
this algorithm can be applied to the web graph without difficulty. The relationships of 
semantic synonyms existing between the context-specific terms, by means of the 
Dijkstra algorithm, are analysed thus obtaining proximity matrix as output. This 
square matrix upper triangular is of order n, where n is the number of terms present in 
the dictionary. It is necessary to define a threshold value for an acceptable processing 
time. The threshold value defines a constant maximum distance. Finally the WE 
module evaluates the semantic-contextual similarity among websites. This analysis is 
the result obtained by integrating the WE activities: evaluation of the contextual simi-
larity among the pages and the creation of the context synonym dictionary. It is then 
possible to define the feature terms (minutiae) extracted by the word graph by evalu-
ating the synonymy among the locutions.  If locutions are made of more than one 
word such a relationship is searched for every tokenised term. These feature terms 
represent the feature words for the website. The feature words for more websites are  
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Table 1. Link graph and word graph semantics in comparison 

Graph 
element 

Link Graph 
semantics 

Word Graph 
semantics 

Pi Relation among 
web links (pointers) 

Relation among 
locutions (synonymy) 

Li web links 
(information sources) 

Locutions 
(dictionary entry points) 

obtained by extending this notion to a set of websites. Finally the feature words for a 
context are obtained by considering only common feature words for the chosen set of 
websites (i.e using the “AND” Boolean conjunction).  

4   Experiments and Results 

It is hard to find a homogeneous workbench where to compare the proposed system 
with other non-semantic ones. The paradigm between the two approaches is rather 
different since they also have different objectives and ways of use. While in tradi-
tional search engine techniques the core element is the term-document data structure, 
in this experimental architecture the leading indexing structure is the one offered by a 
lexical database like WordNet. A non-semantic search engine provides web docu-
ments in response to user query, while a semantic search engine should retrieve con-
cepts refining user query linked to some documents. The first step should be finding 
an evaluation strategy suitable for a fair comparison between the two approaches. 
This is currently under investigation. In the meanwhile, an alternative strategy for 
assessing the quality of the proposed technique has been used. We have made our 
crawler run on a set of semantically similar web domains: universities, low-cost air-
lines, seaports. For each domain the set of more frequent minutiae has been consid-
ered. Then, a simple information retrieval index has been computed according to the 
following formula: 

δ

δ
δ

λ
μ

i

i
ip

#

#
=  (1) 

where δ represents the chosen context domain (i.e. “university”), i represents the 
explored web domain  (e.g. www.manchester.ac.uk), #λδ

i is the number of  locutions  
extracted in the whole web domain  and #μδ

i is the number of minutiae which were 
found. The index in (1) should give an estimate of the frequency of context relevant 
concept words (minutiae) in relation to the whole number of found locutions. In the 
case of the university domain, for example, three minutiae have been found in every 
web site: these are the tokens “university”, “body” and “educational institution” 
which intutively have high semantic closeness. Figure 3 represents the scatter plot of 
the function pδ

i and the related regression line for each considered context domain. An 
interesting empirical behaviour is that index in (1) monotonically increases with the 
number of  locutions. The variance of scattered data gives an important semantic 
indication about the closeness of the feature terms within the web domain in relation 
to the general terms characterising the context. Some low cost companies, for exam-
ple, adopt a marketing strategy that ranges from the core cheap-flight service to other 
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Fig. 3. Scatter plot with regression line of three explored context domains (university, low-cost 
airline and seaport) 

Table 2. Results of the proposed technique for the “university” context domain. The first four 
columns account respectively for the explored web domain, for the number of distinct minutiae, 
for the number of locutions (hyperlink texts) and for the retrieval index defined in (1). The fifth 
column presents an ordered list of found minutiae. They are ranked on their percentage 
occurrence with respect to the whole number of minutiae (first parameter in parenthesis); 
second parameter represents the number of  web domains where minutiae have been found. 

explored  
web domain 

# minu-
tiae 

# locu-
tions pi

δ 
context-specific knowledge 

Ranked list of minutiae 
Manchester 184 1681 0,1095 

Birmingham 34 1008 0,0337 

Southampton 177 1641 0,1078 

Oxford 180 1539 0,1170 

Liverpool 169 1405 0,1203 

Cambridge 140 1362 0,1028 

Warwick 114 1346 0,0847 

Brighton 129 908 0,1421 

Edinburgh 166 1164 0,1426 

Nottingham 139 1443 0,0963 

Lancaster 188 1691 0,1112 

Kingston 216 1648 0,1311 

Loughborough 142 1224 0,1160 

Aston 223 1180 0,1890 

Brunel 127 944 0,1345 

Northumbria 86 572 0,1503 

Bournemouth 157 1207  0,1301 

 
university (24.95%, 17/17) 

body (16.18%, 17/17) 
educational institution (6.81%, 15/17), 

research (4.57%, 14/17) 
alphabetic character (3.51%, 12/17), 

letter (3.51%, 12/17) 
letter of the alphabet (3.51%, 12/17) 

activity (3.36%, 17/17) 
city (2.93%, 12/17) 

information (2.11%, 17/17) 
students (2.07%, 15/17) 
content (1.97%, 17/17) 

establishment (1.92%, 14/17), 
international (1.68%, 15/17) 

education (1.56%, 14/17) 
assemblage (1.36%, 16/17) 

business (1.33%, 14/17) 
accumulation (1.15%, 13/17) 

collection (1.12%, 13/17) 
study (1.09%, 15/17) 

aggregation (1.09%, 13/17) 
learning (1.04%, 14/17) 

… 
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surrounding  services such as hotel booking or car rental services. In this sense, the 
system mines the diversity of marketing approaches. It is not a case if, in the univer-
sity context such discrepancies among web domain are less significant. Table 2 repre-
sents the results of the technique here proposed for the university domain.  

5   Conclusions 

In this work, an experimental method for mining semantic-contextual similarity 
among websites has been presented. This method is based on the application of a 
semantic similarity evaluator among locutions derived from a web-graph structure. 
Both reference and computed knowledge have been structured as graph of words 
pointing to other words. The basic hypothesis is that, referring to a web document, the 
semantic layer can be derived from the morphological layer (link structure) by  ex-
tracting the word graph corresponding to the structure of the web link locutions.  The 
key concept of minutia has been introduced with the aim of finding feature terms 
characterising the given context. This hypothesis seems to be confirmed by multiple 
experiments carried out over different contexts. Many research investigations regard-
ing these concepts are currently under way. 

Our future effort will be devoted to the following topics: 

1. evolution of reference knowledge by means of artificial intelligence systems; 
2. creation of post-processing refinement morphological methods; 
3. realisation of a finished version of a semantic search engine based on the proposed 

techniques; 
4. extraction of ontologies  starting from  the context synonym dictionary. The on-

tology is in fact a data model that represents a concept set and the existing rela-
tionship among these concepts (“An ontology is a formal, explicit specification of 
a shared conceptualisation” [Gruber, 1993]). 

5. finding a way to quantify the evidence that the proposed system largely outper-
forms non-semantic systems or other competing approaches. 

6. exploitation of partially unsupervised intelligent crawling and parsing techniques. 
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Abstract. Sequential pattern is an important research topic in data mining and 
knowledge discovery. Traditional algorithms for mining sequential patterns are 
built on the binary attributes databases, which has three limitations. The first, it 
can not concern quantitative attributes; the second, only direct sequential pat-
terns are discovered; the third, it can not process these data items with multiple 
level concepts. Mining fuzzy sequential patterns has been proposed to address 
the first limitation. We put forward a discovery algorithm for mining indirect 
multiple level sequential patterns to deal with the second and the third limita-
tions, and a discovery algorithm for mining both direct and indirect fuzzy mul-
tiple level sequential patterns by combining these three approaches. 

1   Introduction 

Just like association rule [1], Sequential pattern [2][3] is an important research topic 
in data mining and knowledge discovery, which is firstly proposed by R.Agrawal. 
While association rules mining is to find the intra-transaction relations, sequential 
patterns mining is to find the inter-transactions relations. A sequential pattern is 
formed as (A, B), where A and B are disjoint item sets, and its support is no less than 
a user-specified minimum support. The sequential patter (A, B) means that if A is in a 
transaction, then B would be in another transaction with high probability.  

Traditional algorithms for mining sequential patterns are built on the binary attrib-
utes databases, which has three limitations. First, it can not concern quantitative at-
tributes; second, it can not process these data items with multiple level concepts; 
third, only direct sequential patterns are discovered.  

In the real applications, not only may have binary attributes, but also may have 
quantitative attributes. T. P. Hong put forward a method of mining fuzzy sequential 
patterns from quantitative transaction database to address the first limitation[4]

，which 
first transforms quantitative values in transactions into linguistic terms, then filters 
them to find sequential patterns by modifying the AprioriAll mining algorithm. 

During the discovery of sequential patterns, only the frequent itemsets are consid-
ered while all the infrequent itemsets are ignored. Recently, researchers have recog-
nized that some infrequent patterns can provide very useful insight view into the data 
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set, and a new kind of knowledge discovery problems called as indirect associations 
has been proposed [5]. Consider a pair of item x and y, which are rarely present to-
gether in the same transaction. If both items are highly dependent on the presence of 
another itemsets M, then the pair of x and y is said to be indirectly associated by M 
called as mediator. Inspired by this idea and multiple level association rules, we put 
forward indirect sequential pattern and its discovery algorithm in this paper to deal 
with the second limitation.  

In this paper, we propose an approach for mining both direct and indirect fuzzy 
multiple level sequential patterns by integrating indirect, fuzzy and multiple level 
concept extensions to sequential patterns.  

The rest of this paper is organized as follows. The definitions for fuzzy direct and in-
direct sequential pattern are given in Section 2. In Section 3, we describe the discovery 
algorithm for mining fuzzy direct and indirect sequential patterns. Section 4 presents our 
primary experimental results. The conclusions are made in the last section. 

2   Problem Definition 

2.1   Sequential Patterns 

Let I = {i1, i2, … ,im} be a set of literals called items. Let the database D = { t1, t2, … 
,tn } be a set of n transactions, where each transaction is a subset of I. A non-empty 
subset of I is called itemset. An itemset containing k items is called k-itemset. The 
support of an itemset X denoted as sup(X) is defines as the fraction of all transactions 
containing X in D. An itemset is frequent if its support is greater than a user-specified 
threshold minisup.  

A sequence is an ordered list of itemsets such as s = (s1, s2, … ,su), where each 
itemset si is an element of the sequence.  

A sequence t = (t1, t2, … ,tv) is called a subsequence of s if there exist integer 

1≤j1<j2<…<jv≤u such that 
11 jst ⊆ ,

22 jst ⊆ , … , 
vjv st ⊆ . A sequence is called 

sequential pattern if the support of the sequence is no less than the predefined mini-
mum support threshold minisup.  

2.2   Direct and Indirect Sequential Patterns 

We put forward the concept of indirect sequential patterns. As a result, traditional 
sequential pattern is called as direct sequential pattern.  

Let sequence s1 be (a1,a2, … , ak), and sequence s2 be (b1,b2, … , bk). The indirect 
sequential pattern is defined as follows: 

Definition 1: The pair of sequences s1 and s2 is said to joinable if one of the following 
conditions is hold: 

(1) ai = bi for i = 1,2, … ,k-1; 
(2) ai = bi for i = 2,3, … ,k; 
(3) ai = bi-1 for i = 2, 3… ,k; 

In the context of indirect sequential patterns, we set ak = x, bk = y, (a1,a2, … , ak-1) = M 
if condition (1) is satisfied, or set s1 = Mx, s2 = My; set a1 = x, b1 = y, (a2,a3, … , ak) = M  
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if condition (2) is satisfied, or set s1 = xM, s2 = yM; set a1 = x, bk = y, (a1,a2, … , ak-1) = M 
if condition (3) is satisfied, and s1 = xM, s2 = My. 

Definition 2: A pair of itemsets x and y is said to be a indirect sequential pattern via a 
mediator sequence M, if s1 = Mx(or s1 = xM), s2 = My(or s2 = yM) and the following 
conditions are satisfied: 

(1) sup({x,y})<ts; 
(2) There exists a non-empty set M such that: 

(a) sup(s1)>=tf, sup(s2)>=tf, 
(b) dep({x},M)>=td, dep({y},M)>=td, where dep(A,B) is a measure of the 

dependence between itemsets A and B. 
The thresholds ts、 tf and td are called sequencepair support threshold, mediator support 

threshold, and dependence threshold, respectively. We usually set tf >= ts in practice. 

2.3   Fuzzy Sequential Patterns 

In the context of fuzzy sequential patterns, the support of an itemset can be counted as 
follows: for every sequence in the customer sequences database, take the fuzzy logic 
AND of the membership values of the items under consideration, and summate these 
numbers. Let the customer sequences database be SD and an itemset X = {x1, x2, x 3, 
… , xk} ⊆ I. The support of a sequence s∈SD to the itemset X can be defined as 

I
k

i x ssX
i1

)(),sup(
=

= μ  (1) 

If we take the fuzzy logic AND as the product, the support of X from the customer 
sequences database SD is then defined as  

∑ ∑∏
∈ ∈

=
==

SDs SDs

k

i x ssXX
i1

)(),sup()sup( μ  (2) 

If we take the fuzzy logic AND as the min function, the support of X from the cus-
tomer sequences database SD is then defined as 

)(min),sup()sup( 1 ssXX
ix

SDs SDs

k
i μ∑ ∑

∈ ∈
===  (3) 

2.4   Multiple Levels Sequential Patterns 

Most algorithms for mining sequential patterns focused on finding sequential patterns 
on the single level concept. However, data item taxonomies are usually predefined in 
the real-world applications, which can be represented as concept hierarchy trees such 
as Fig 1. Terminal nodes on the trees represent actual items appearing in transactions; 
internal nodes represent classes or concepts formed by lower-level nodes.  

In Fig. 1, the root node is at level 0, the internal nodes representing categories 
(such as “milk”) are at level 1, the internal nodes representing flavors (such as 
“plain”) are at level 2, and the terminal nodes representing brands (such as “A”, “B”, 
“C”) are at level 3. Only terminal nodes appear in transactions. Nodes in predefined 
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food

1 A   2B  3C   1D     2E  3F 1G        2H     1I        2J 

1   white           2 blackplain   1        Chocolate 2 

bread 2milk 1

 

Fig. 1. concept hierarchy trees 

taxonomies are first encoded using sequences of numbers and the symbol “*” accord-
ing to their positions in the hierarchy tree. For example, the internal node “Milk” in 
Fig. 1 would be represented by “1**”, the internal node “plain” by “11*”, and the 
terminal node “A” by “111”, where “*” is an asterisk wildcard. 

3   Discovery Algorithm for Mining Direct and Indirect Fuzzy 
Multiple Level Sequential Patterns 

We put forward the idea of indirect sequential patterns to resolve the second limita-
tion, and a discovery algorithm for mining both direct and indirect fuzzy sequential 
patterns. Notations used in our algorithm are described as follows. 

n: The total number of transactions in database; 
x: The number of levels ina given taxonomy; 
m[L]: The total number of items at level L, 1≤ L≤ x 
c: The total number of customers 
ni: The number of transactions from the ith customer, 1≤ i ≤c 
Di: The purchase sequence of the ith customer, 1≤ i ≤c 
Did: The dth transaction in Di, 1≤ d ≤ ni 
Ig[L]: The gth item at level L, 1≤ g ≤m[L] 
Rgk[L]: The kth region of Ig[L], 1≤ k ≤ | Ig[L]|, where | Ig[L] | is the number of 

 fuzzy regions for item Ig[L] 
g
idv [L]: The quantitative value of item Ig[L] in Did 

g
idf [L]: The membership value of g

idv [L] in region Rgk[L] 
gk

if [L]: The membership value of region Rgk[L] in the ith customer sequence Di 

countgk[L]: The scalar cardinality of region Rgk[L] 
maxcountg[L]: The maximum count value among countgk[L] values 
maxRg[L]: The fuzzy region of item Ig [L]with maxcountg[L] 
Ck[L]: the set of candidate itemsets with k items at level L 
Lk[L]: the set of large itemsets with k items at level L 
SCk[L]: the set of candidate sequences with k itemsets at level L 
SLk[L]: the set of large sequences with k itemsets at level L 
SNLk[L]: The set of non-large sequence with k itemsets at level L 
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minsup[L]: The predefined minimum support value at level L 
ts[L]: The predefined sequencepair support threshold at level L; 
tf[L]: The predefined mediator support threshold at level L 
td[L]: The predefined dependence threshold at level L 
The proposed mining algorithm is described as follows. 

Algorithm: MDIFMSP(Mining both direct and indirect fuzzy multiple level se-
quential patterns) 

Input: A body of n transaction data, each consists of customer ID, transaction time 
and the purchased items with their quantities, a set of membership functions and a 
predefine minimum support threshold minsup, sequencepair support ts, mediator sup-
port threshold  tf, and dependence threshold td; 

Output: A set of direct fuzzy sequential patterns DFSP, a set of indirect fuzzy se-
quential patterns IFSP; 

(1) Encode the predefined taxonomy using a sequence of number and the symbol 
“*” according to their positions in the hierarchy tree. 

(2) Translate the item names in the transaction data according to the encoding 
scheme. 

(3) The transaction database is sorted by customer ID as the major key and trans-
action time as the minor key. 

(4) Set L=0, L is used to store the level number to be processed. 
(5) Set L=L+1. 
(6) Form a customer purchase sequence Di for each customer i by sequentially 

listing his/her ni itemsets, where ni is the number of transactions from customer 
i . Denote the dth itemset in Di as Did. 

(7) Transform the quantitative value ][Lvg
id of each itemset Ig[L] appearing in Did 

into a fuzzy set ][Lf g
id represented as  

)
][
][

][
][

][
][

(
2

2

1

1

LR

Lf

LR

Lf

LR

Lf
gl

gl
id

g

g
id

g

g
id +++ L  using given membership functions, 

where Rgk[L]is the kth fuzzy region of itemIg[L], ][Lf gk
id is ][Lvg

id ’s fuzzy 

membership value in region Rgk[L], and l is the number of fuzzy regions for 
Ig[L]. 

(8) Find fuzzy membership value ][Lf gk
i of each region Rgk[L] in each customer 

sequence Di as ][Lf gk
i = ])[(||

1 LfMAX gk
id

D
d

i
= ,where |Di| is the number of 

itemsets in Di. 
(9) Caculate the scalar cardinality of each attribute region Dgk[L]as 

][][
1

LfLcount
c

i

gk
i

gk ∑ =
= . 

(10) Find maxcountg[L]= ])[(1 LcountMAX gkl
k = , where 1≤ g ≤m[L] and l is the 

number of regions for item Ig[L]. Let maxRg[L] be the region with max-
countg[L] for item Ig[L]. The maxRg[L] will be used to represent the fuzzy 
characteristic of item Ig in later mining processes. 
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(11) Check whether the value maxcountg[L] for a region maxRg[L], for g=1 to 
m[L], is larger than or equal to the predefined minimum support threshold 
minsup[L]. If the value of maxcountg[L] is equal to or greater than minsup[L], 
put maxRg[L] in the large 1-itemsets L1[L]. That is L1[L]={ maxRg[L] | max-
countg[L] ≥minsup[L], 1≤ g ≤m[L] }. 

(12) If L1[L]is null, then goto the step (5); otherwise, do the next step. 
(13) Set k=1, where k is used to represent the number of items kept in the current 

large itemsets. 
(14) Generate the candidate set Ck+1[L] from Lk[1], Lk[2] ,…, Lk[L] in a way simi-

lar to that in the apriori algorithm [1]. 
(15) Do the following substeps for each newly formed (k+1)-itemsets s with items 

(s1, s2, … , sk+1) in Ck+1[L]: 

(a) Caculate the fuzzy value ][Lf s
i for s in each customer sequence Di as: 

])[(][ ||
1 LfMAXLf s

id
D

d
s

i
i

== , and 

][][][][ 121 LfLfLfLf kS
id

s
id

s
id

s
id

+∧∧= L .  

(b) Caculate the scalar cardinality of s as ∑ =
= c

i

s
i

s LfLcount
1

][][ . 

(c) If counts is larger than or equal to the predefined minimum support thresh-
old minsup, put s in Lk+1[L]. 

(16) If Lk+1[L]is null, then do the next step; otherwise, set k=k+1 and repeat Step 10 
to Step 12. 

(17) Map each larger itemset to a contiguous integer and put it in the large 1-
sequence set SL1. 

(18) Transform each customer sequence using the integer representation. 
(19) Set w=1, where w is used to represent the maximum length of sequences cur-

rently kept. 
(20) Generate the candidate set SCw+1[L] from SLw[L] by joining two large w-

sequence from SLw[L] in a way similar to that in the aprioriAll algorithm [2].. 
(21) Do the following substeps for each newly formed (w+1)-sequence u= (u1, u2, 

… , uw+1) in SCw+1[L] (each ui is actually an itemset for the original data): 

(a) Calculate the fuzzy value ][Lf u
i of u in each transformed customer se-

quence Di as ])[(][ 1
1 LfMINLf uk

i
w
k

u
i

+
== ,where itemset uk must appear after 

itemset wk-1 in Di. If the sequence u occurs more than once, ][Lf u
i  is set by 

maximum fuzzy value of all the occurrences. 

(b) Calculate the scalar cardinality of u as ][][
1

LfLcount
c

i

u
i

u ∑ =
= . 

(c) If countu[L] is larger than or equal to the predefined minimum support 
threshold minsup, put u in SLw+1[L];otherwise put u in SNLw+1[L]. 
(d) If w≥2, for each <x, y, M> ∈ SNLw+1[L], if sup({(x, fx), (y, fy)})<ts[L], 
dep({(x, fx)}, (M, fM)>=td[L] and dep({(y, fy)}, (M, fM))>=td[L] are all hold, 
then put the <x, y, M> in IFSP. 

(22) If SLw+1[L]is null, then do next step; otherwise, set w=w+1, and repeat step 20 
to 22. 
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(23) If L ≤ x, then goto the step (5); otherwise, do next step. 
(24) Transform the maximally large q-sequences, q≥2, into sequences of original 

items and put them to DFSP. 

4   Experiments 

To test the performance of our proposed algorithm, we have done some experiments. 
The computation environments are Pentium D820, memory of 1G, operating system of 
Windows XP. The algorithm is implemented with C++. The number of levels was set to 
3. The synthetic experiment data set is generated by Assocgen[2] program of IBM Al-
maden research center. The meanings of used parameters are as follows: 

D: Number of customers(size of database) 
C: Average number of transactions per Customer 
T: Average number of items per Transaction 
S: Average length of maximal potentially large Sequences 
I: Average size of Items in maximal potentially large sequences 
NS: Number of maximal potentially large Sequences 
NI: Number of maximal potentially large Itemsets 
N: Number of items 

We set parameters C=10, T=5, S=4, I=2.5, NS =500, NI =2500, N =10000, total 
number of customers D=100000, and the generated dataset is named as 
C10T5S4I25.  

Figure 2 shows the algorithm executing time variance with minimum support decreas-
ing from 1% to 0.2%. It shows that the algorithm increases with the declining of minsup.  

 

Fig. 2. Execution times 

5   Conclusions  

In this paper, we addressed three limitations of traditional sequential patterns general-
ized sequential patterns mining: crisp itemsets, only direct sequential patterns and 
only single level concept sequential patterns. The fuzzy extension of crisp itemsets 
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results in approaches of mining fuzzy sequential patterns, indirect sequential patterns 
can be discovered while direct sequential patterns are mined, and the data item tax-
onomies extension of data item results in approaches of mining multiple level sequen-
tial patterns. We put forward an algorithm for mining both direct and indirect fuzzy 
multiple level sequential patterns by combining these three extensions. The primary 
experiments demonstrated that the algorithm is efficient and scalable. 

Acknowledgements. We would like to thank T. P. Hong for his kindly email some 
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Abstract. Rough Set theory and its extensions are found to be very effective in 
Knowledge Discovery in Data Bases. A number of tools are available in RST to 
solve Data Mining tasks such as clustering, rule mining, handling missing val-
ues and elimination of redundant data.  In Data Mining handling of information 
tables with missing data values plays a very important role as missing values 
reduces the quality of information extracted.  In this paper we discuss three dif-
ferent approaches to handle missing values. First method is called RSFit 
approach which predicts the missing attribute values based on a distance func-
tion.Second method, called   Characteristic set based approach, provides deci-
sion rules from incomplete information systems.  Finally a novel approach is  
introduced for constructing decision rules. This is based on a similarity relation. 
Experiment with small data set shows that the new approach is slightly better 
than the second method.  

Keywords: rough sets; indiscernibility relation; missing attribute values; char-
acteristic set; similarity relation; modified similarity relation. 

1   Introduction 

Rough set is a mathematical approach proposed by Z Pawlak in the early 1980’s 
[1][2][3]. The basic concept of Rough Set theory includes Indiscernibility relation, 
Lower approximation, Upper approximation, Reduct and Core.  Rough sets are ap-
plied in many domains such as medicine, finance, image analysis, pattern recognition 
etc. Rough set theory and its extensions are found to be very effective in data mining 
[4][5] tasks such as data reduction, handling missing values, feature selection and 
feature extraction.   

Missing attribute values are common in any real world data set.  Even a small per-
centage of missing data can cause serious problems during data analysis stage leading 
to wrong conclusions and predictions.  Data values are missing because of two main 
reasons – either they are lost or they may exist due to do not care conditions.  Missing 
values can be classified into missing at random (MAR), Missing completely at Ran-
dom (MCAR)and not ignorable (NI) [14].  In MAR, the process that determines 
whether or not a cell is missing should not depend on the values in the cell. In MCAR, 
missing values cannot be predicted any better with the information in the data table. 
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In NI, the probability that a cell is missing depends on the unobserved value of the 
missing response.  

In this paper, we discuss three Rough Set theory based approaches. In predicting 
missing attribute values, the RST concepts Reduct and Core are effectively utilized. A 
Reduct is a subset of condition attributes that are sufficient to represent the whole data 
set.  The intersection of all possible Reducts is Core. In all these approaches, we as-
sume that the missing attribute values exist only in condition attributes.  In the first 
approach the incomplete table is converted into a complete table by supplying appro-
priate value for the missing attribute.  In the second and third method Rough Set ap-
proaches are applied to derive rules from incomplete tables.  

In section 2 we explain the RSFit approach.  The Characteristic Set based approach is 
discussed in Section 3 and in section 4, we introduces a modified Rough Set approach.    

2   RSFit Approach to Assign Missing Values 

The input to RSFit approach is a decision table T=(C, D), where C is the set of condi-
tion attributes and D is the set of decision attributes.  U = {U1, U2 …Un} is the set of 
data instances in T.  The RSFit approach is based on the (attribute, value) pairs con-
tained in the Reduct/Core of T, because the attributes of Reduct/Core are dependent 
on each other on certain statistic measure [6]. The similar attribute-value pairs for the 
data instances containing missing values are identified and the most relevant value is 
supplied. 

Let Ck represent the target attribute, for which the value is missing.  Generate the 
Core of the data set T=(C, D).  If the target attribute Ck does not belongs to the core 
consider a Reduct of T.  If Ck does not belong to the Reduct we simply add the attrib-
ute Ck into the Reduct.  Based on the Reduct/Core, a new decision table T' = (C', D) is 
constructed, where C'⊆C, is the set of attributes in the Reduct/Core including Ck.  To 
design a match function to predict the target attribute value, select the data instances 
from this new decision table T', by considering all other data instances with missing 
values.  When considering the match cases there are two possibilities existing.  Con-
sider all data instances or consider data instances having the same decision attribute 
value.   The first possibility is called “global” and second possibility is called “con-
cept” [6].  In this approach the prediction of the missing attribute value is based on a 
distance function. To define the distance function, let Ui = (vi1, vi2 ….vik, ….,vim’, di), 
1≤k≤n’, be the attribute value pair containing the missing attribute value vik for Ck, 
1≤k≤m’.  Let Uj be any data instance from U.  Now the distance from the target data 
instance Ui to Uj, dist(Ui, Uj), is defined as: 
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For attributes with missing values, the distance is set as 1, the maximum difference 
between unknown values.  The smallest value of dist(Ui, Uj) is considered and con-
clude that Uj is the best matched object for Ui and the value of the corresponding 
attribute value in Uj is assigned to the target attribute Ck in Ui.  In case there are mul-
tiple match cases, randomly select any one for Ck. For non-numeric attributes, convert 
them into numeric ones during the preprocessing stage. 
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We applied this approach in a data set as shown in Table 2, which is obtained from 
Table 1 by replacing one attribute value with “?”. 

Table 1. Sample data set 

Case Temperature Headache Nausea Cough Flu 
1 high yes no yes yes 
2 very_high yes yes no yes 
3 high no no no no 
4 high yes yes yes yes 
5 normal yes no no no 
6 normal no yes yes no 

Table 2. Data set with missing attribute 

Case Temperature Headache Nausea Cough Flu 
1 high yes no yes yes 
2 very_high yes yes no yes 
3 high no no no no 
4 high ? yes yes yes 
5 normal yes no no no 
6 normal no yes yes no 

A reduct of this data set is {Temperature, Headache, Nausea} and the target attribute 
Headache belongs to this reduct.  Then a new data set is constructed by considering 
reduct attributes and the decision attribute.  By applying the distance function defined 
above we have to find a value for the attribute Headache in case 4.  For RSFit global, 
we find that the cases 2 and 6 have the smallest difference from the case 4 and hence 
cases 2 and 6 are the best match cases.  We arbitrarily select any one for filling the tar-
get attribute value.  If we select Headache value of case 2, which is ‘yes’, to fill the 
target attribute, we get a correct prediction.  But if we use the Headache value of case 6, 
which is no, to fill the target attribute, we get a wrong prediction.  For RSFit concept, 
we find case 2 is the best match case and assign Headache value of this case, that is yes, 
to fill the target attribute Headache in case 4 again we get a correct prediction. 

 3   Characteristic Set Based Approach 

Any decision table T=(C, D) defines a function f that maps the direct product of U and 
C into the set of all values, where U is the set all cases.  A decision table with an incom-
pletely specified function f is called incomplete decision table.  In an incomplete deci-
sion table, the lost values will be denoted by “?” and do not care conditions will be 
denoted by “*”.  Let a ∈ A ⊆ C, and let v be a value of a for some case.  For incomplete 
decision tables, for an attribute a, there exist an instance x such that f(x, a) =?, then  x 
should not be included in any block of attribute value pairs [(a, v)] for all values v of 
attribute a.  For an attribute a, there exist an instance x such that f(x, a) =*, then x 
should be included in all blocks [(a, v)] for every possible value of attribute a.  Based on 
the above argument, the characteristic set KB(x) is defined as the intersection of blocks 
of attribute value pairs [(a, v)] for all attributes a from B for which f(x, a) is specified 
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and f(x, a) = v.  The characteristic set KB(x) may be interpreted as the smallest set of 
cases that are indistinguishable from x using all attributes form B using a given interpre-
tation of missing attribute values [7].  The characteristic relation R(B) is a relation de-
fined on U for x, y ∈U as (x, y) ∈R(B) if and only if y ∈ KB(x). 

For incompletely specified decision tables the lower and upper approximations are 
defined by considering the characteristic sets.  Let X be a concept, B be a subset of 
the set of all attributes and R(B) be the characteristic relation of the incomplete deci-
sion table with characteristic set KB(x).  There are two ways of defining lower and 
upper approximations.  The first definition, called subset B-lower approximation of 
X, defined as  ( ) ( ){ }XxKUxxKXB BB ⊆∈∪= ,   and subset B-upper approximation is 

defined as     B X = ∪{KB(x) | x∈U, KB(x)∩X ≠ ∅} . 
The second possibility is to modify the subset definition of lower and upper  

approximations by replacing the Universe U from the subset definition by a concept  
X [7].  Hence the modified definition, concept B-lower approximation of the concept 
X, is defined as  ( ) ( ){ }XxKXxxKXB BB ⊆∈∪= ,  and the concept B upper approxi-

mation is defined as  B X = ∪{KB(x) | x∈X, KB(x)∩X ≠ ∅} . 
The subset B-lower approximation of X is same set as the concept B-lower ap-

proximation of X.  The concept B-upper approximation of X is a subset of the sub-
set B-upper approximation of X.  Based on these lower and upper approximations 
we derive various association rules.  Rules induced from the lower approximation 
of the concept X certainly describe the concept.  So they are called certain rules and 
the rules induced from the upper approximations are called possible rules. Based on 
these rules we take necessary decisions by considering the missing values.  

An example of an incomplete decision table is presented in Table 3.  In Table 3 the 
lost values are denoted by “?” and do not care conditions are denoted by “*”.  The 
blocks of attribute value pairs consistent with the interpretation of missing attribute 
values, “lost” and “do not care” conditions are as follows: 

[(Temperature, high)] = {1, 4, 5, 8}   [(Temperature, very_high)] = {2, 8} 

[(Temperature, normal)] = {6, 7, 8} [(Headache, yes)] = {2, 4, 6, 8} 

[(Headache, no)] = {3, 7}  [(Nausea, no)] = {1, 3, 6, 8} 

[(Nausea, yes)] = {2, 4, 5, 7, 8} 

For Table 3 and B=A, the values of the characteristic sets KB(x) are: 

KA(1) = {1, 4, 5, 8}∩{1, 3, 6, 8}={1, 8} 

KA(2) = {2, 8}∩{2, 4, 6, 8}∩{2, 4, 5, 7, 8} = {2, 8} 

KA(3) = {3, 7}∩{1, 3, 6, 8} = {3} 

KA(4) = {1, 4, 5, 8}∩{2, 4, 6, 8}∩{2, 4, 5, 7, 8} = {4, 8} 

KA(5) = {1, 4, 5, 8}∩{2, 4, 5, 7, 8} = {4, 5, 8} 

KA(6) = {6, 7, 8}∩{2, 4, 6, 8}∩{1, 3, 6, 8} = {6, 8}  

KA(7) = {6, 7, 8}∩{3, 7}∩{2, 4, 5, 7, 8} = {7} and   KA(8) = {2, 4, 6, 8} 
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Table 3. Incomplete decision table with lost and don’t care values 

Case Temperature Headache Nausea Flu 
1 high ? no yes 
2 very_high yes yes yes 
3 ? no no no 
4 high yes yes yes 
5 high ? yes no 
6 normal yes no no 
7 normal no yes no 
8 * yes * yes 

From Table 3, the concept A-lower and A-upper approximations are : 

{ } { } { } { } { } { } { }  8,7,6,5,4,37,6,5,3A     8,6,4,2,18,4,2,1A   7,3}7,6,5,3{A         8,4,2,18,4,2,1 ====A  
The following are set of certain rules in LERS format induced from Table 3 using 

concept lower approximation 

2, 2, 2 (Temperature, high) & (Nausea, no) → (Flu, yes)  (R2.1) 
2, 3, 3 (Headache, yes) & (Nausea, yes) → (Flu, yes)  (R2.2) 

1, 2, 2 (Headache, no)  → (Flu, no)    (R2.3) 

The corresponding possible rules set induced from the concept upper approxima-
tion is  

2, 2, 2 (Temperature, high) & (Nausea, no) → (Flu, yes)  (R2.4) 
1, 3, 4 (Headache, yes) → (Flu, yes)    (R2.5) 
2, 3, 1 (Temperature, high) & (Nausea, yes) → (Flu, no)  (R2.6) 
1, 2, 3 (Temperature, normal) → (Flu, no)    (R2.7) 
1, 2, 2 (Headache, no) → (Flu, no)    (R2.8) 

4   A Modified Rough Set Approach to Handle Missing Values 

In this approach the definition of indiscernibility relation, used in complete informa-
tion systems is extended to an equivalent relation [8].  This approach introduces some 
restrictions and conditions on the similarity relation used to handle incomplete infor-
mation systems. 

Any information table T = (U, A) where U and A are non empty finite sets called 
the “Universe” and “the set of attributes” respectively.  In an incomplete information 
system some of the attribute values are missing and all these missing attribute values 
are denoted as “*”.  In order to process incomplete information systems the indis-
cernibility relation has been extended to similarity relation, say SIM(B) which was 
defined by 

SIM(B) = {(x, y)∈U × U, a ∈B, f(x, a) = f(y, a) or f(x, a) = * or f(y, a) = *} and de-
fines a relation SB(x) as  SB(x) = {y∈U : (x, y) ∈SIM(B), B⊆A}, where  f is a function 
that maps the direct product of U and A into the set of all values. SB(x) denotes the 
maximal set of objects which are possibly indiscernible by B with x.   
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Based on the above definitions we can define the reducts of the given decision ta-
ble and using these reducts the decisions can be taken.  But it is evident that when the 
number of missing values increases in an object it will greatly affect the decision 
making.  But this is not considered in the   method discussed in section 3 and hence 
the generalized decisions are far from the actual decisions.  So the number of missing 
values must be taken into account during the process of analyzing missing values. 

To introduce the new definition of similarity relation we use the following defini-
tions of f(x, a), where f(x, a) = v means that the object x has a value v for the attribute 
a where x∈U and a∈A.  f(x, a) is called a defined value, if and only if f(x, a) ≠ *, 
where * represents a missing value in the given information table.  x is called a com-
pletely defined object if and only if f(x,a) ≠ * ∀a∈A.  Let (f(x, a), f(y, a)) represents a 
pair of values of the attribute a for the objects x and y respectively.  The number EP 
where EP=|(f(x, a), f(y, a))| ∀a∈B,B⊆A is the number of equal pairs for the attribute a 
for all a∈B for all objects x and y respectively.  The number, Mx, denotes the number 
of missing values for the object x.  The  object x is called well defined object of B⊆A 
iff Mx ≤ N/2 if N is even or Mx ≤(N+1)/2 if N is odd; otherwise x is called poorly 
defined object.  The number NMx denotes the number of not missing values for the 
object x.  Then by considering NMx,  an object x  is defined as ‘well defined object’ 
of B⊆A  iff NMx ≥ N/2 if N is even or NMx  ≥ (N+1)/2 if N is odd; otherwise it is 
called poorly defined [8]. Here N represents the number of attributes in B.  Now the 
modified similarity relation (MSIM) can be defined as follows: 

(i) (x, x) ∈ MSIM(B) where B⊆A, ∀x∈U; 
(ii) (x, y) ∈ MSIM(B) where B⊆A, N=|B|≥2 if and only if 

(a)   f(x, a) = f(y, a) ∀a∈B where f(x, a) and f(y, a) are defined values.(b) 

⎩
⎨
⎧

+
≥

odd is N if  1)/2(N

even is N if  2/N
EP                                                (2) 

Now, MSB(x) is defined as MSB(x) = {y∈U: (x, y) ∈ MSIM(B), B⊆A}.                

Table 4. Incomplete decision table containing missing values only 

Case Temperature Headache Nausea Flu 

1 high * no yes 
2 very_high yes yes yes 
3 * no no no 
4 high yes yes yes 
5 high * yes no 
6 normal yes no no 
7 normal no yes no 
8 * yes * yes 

MSB(x) is the maximal set of objects which are possibly indiscernible by B with x.  
If B represents a minimal Reduct of the decision table, then MSIM(B) = MSIM(A), 
∀P⊆B, MSIM(P) ≠ MSIM(A).  By constructing the reducts, we can reduce the num-
ber of attributes of an information system without affecting the whole information 
system. By applying the definition of MSIM the vagueness of decisions derived using 
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SIM approach can be greatly reduced and this leads to a proper decision making even 
if the decision table contains missing values. 

The application of the above definitions on Table 4 with B = A, the complete set of 
attributes given in Table 4, produces the following results: 

Table 5. Complete decision table 

Case Temperature Headache Nausea Flu 
1 high yes no yes 
2 very_high yes yes yes 
3 high no no no 
4 high yes yes yes 
5 high yes yes no 
6 normal yes no no 
7 normal no yes no 
8 normal yes no yes 

MSIM(A) = {(1,1), (2,2), (3,3), (4,4), (4,5), (5,4), (5,5), (6,6), (7,7), (8,8)};  

MSA(1) = {1}        MSA(2) = {2} MSA(3) = {3} MSA(4) = {4, 5} 

MSA(5) = {4, 5}     MSA(6) = {6}      MSA(7) = {7}      MSA(8) = {8} 
By applying the definition of MSIM (2) the concept B-lower and B-upper ap-

proximations are defined as follows: 
The concept B-lower approximation B X = ∪{ MSB(x) ⏐x∈X, MSB(x) ⊆ X} and  

The concept B-upper approximation B X = ∪{ MSB(x)  ⏐x∈X, MSB(x) ∩ X ≠ ∅}. 

For the decision table presented in Table 4 and B=A, the available set of attributes, 
the concept A-lower and A-upper approximations of the two concepts {1, 2, 4, 8} and 
{3, 5, 6, 7} are: 

 

A {1, 2, 4, 8}  = {1, 2, 8}  A {1, 2, 4, 8} = {1, 2, 4, 5, 8} 

A {3, 5, 6, 7} = {3, 6, 7}         A {3, 5, 6, 7} = {3, 4, 5, 6, 7} 

Rules in LERS format induced from Table 4 using concept approximations are: 

The certain rule set: 

2, 3, 3    (Temperature, high) & (Nausea, no) → (Flu, yes)  (R3.1) 
2, 2, 2    (Headache, yes) & (Nausea, yes) → (Flu, yes) (R3.2) 
1, 2, 2    (Temperature, normal) → (Flu, no)   (R3.3) 

The possible rule set: 

2, 2, 2     (Temperature, high) & (Nausea, no) → (Flu, yes)   (R3.4) 
         1, 3, 4  (Headache, yes) → (Flu, yes)            (R3.5) 
         2, 1, 3  (Temperature, high) & (Nausea, yes) → (Flu, no)   (R3.6) 
         1, 2, 2  (Headache, no) → (Flu, no)   (R3.7) 
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5   Conclusion  

In this paper we discussed three rough set based approaches to deal with missing val-
ues. In the first approach, missing values are filled with values found using 
Core/Reduct concept and a distance measure. The outcome is a complete table.  It is 
observed that the method doesn’t give a correct prediction in data sets with multiple 
match cases.  The second approach derives rules based on the available information 
contained in the incomplete and inconsistent information table based on a Characteris-
tic relation defined from Rough Set theory.  In the third approach, the idea used in 
second approach is modified by considering the number of missing values existing in 
various cases of the given information table. Rules generated in methods two and three 
are compared by calculating the confidence of these rules based on the given incom-
plete decision table and the corresponding complete decision table given in Table 5. It 
is found that the third approach is slightly better than that of the second approach. 

A large number of parameters have been proposed by researchers to ascertain qual-
ity of rules generated. The work is being extended by incorporating these parameters 
as well as large data sets  
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Abstract. In this paper, we present an extension of the rough set theory based 
on similarity relation, called Φ-Rough Set Theory, where the indiscernibility re-
lation of the crisp rough set theory is replaced by the notion of Φ-approximate 
equivalence relation. Many of the related concepts of crisp rough set theory are 
redefined, e.g., equivalence class, lower and upper approximations, Φ-
reduction, etc. After that, we give an adequate interpretation of approximate de-
pendencies(ADs) and partial approximate dependencies(PADs) from the point 
of view of Φ-RST, which sheds a new light on the functional dependency(FD) 
theories. The methodologies of Φ-Rough Set Theory are used on mining the 
ADs and PADs, on relational or fuzzy relational schema database. Finally, a 
numeric example is given to illustrate the process of mining the ADs and PADs 
in decision system database with similarity relation. 

Keywords: Rough set theory, Database, Functional dependency, Approximate 
dependency, Partial approximate dependency. 

1   Introduction 

In addition to fuzzy sets theory, the rough set theory of Pawlak[1][2] represents a 
different mathematical approach to vagueness and uncertainty. It has stimulated ex-
plorations both on real-world applications and on the theory itself since its emergence 
in 1982, e.g., in decision analysis, machine learning, knowledge discovery, market 
research, etc. The classical rough set theory of Pawlak assumes that the information 
system concerned is a crisp information system based on the crisp relational database, 
where any feature(attribute) of any object(tuple) has a precise and unique value. 
Ziarko[3][4] presented the variable precision model of rough set theory(VPRS) to 
soften or relax the strict constraint in the definition of lower and upper approxima-
tions, which leads to this theory to be more competent in dealing with the ill or noisy 
information. Quafafou[5] transmitted the crisp rough set theory to a fuzzy rough set 
theory based on fuzzy-set-based fuzzy relational database, where a α-parameterized 
approximate discernibility relation was employed to replace the crisp discernibility 
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relation. Chakrabarty et al[6] and Coker[7] incorporate the fuzzy set theory into rough 
set theory to generate the rough set theory on fuzzy database.  

However, in real world, the extents of illness or imprecision of the information on 
different features of object are always different to somewhat. For some features the 
values of which can be accurately measured while other features may be far from 
accuracy. Therefore, besides softening the lower and upper approximations, the dis-
cernibility relation, which is the basis of rough set theory, should also be softened to 
rightly handle fuzziness or imprecision database. The extent of softening the de-
scernibility relations of different fields may be at different levels due to the different 
extents of imprecision features, which is certain to make the decision system more 
powerful on handling the imprecision values. 

In this paper, we extend the rough set theory by similarity relation on field do-
main of database, called Φ-Rough Set Theory, in short Φ-RST, where the indis-
cernibility relation is replaced with the notion of Φ-approximate equivalence class 
that leads to the redefinitions of all the basic concepts of rough set theory. The Φ-
approximate equivalence does not request the tuples in an equivalence class are 
similar to each other on all attribute at same level, but allows multi-levels of simi-
larity thresholds on different attributes.  

After that, we use the methodology of Φ-RST theory on mining approximate de-
pendencies in relational database. The unmatchable success achieved by the relational 
data model[8] in recent decades is essentially due to the concept of relation’s simplic-
ity and to its solid theoretical background, i.e., the functional dependencies(FDs). As 
extensions of FDs, the approximate dependencies(ADs) and partial approximate de-
pendencies(PADs) of relational data model, also attracted extensive atten-
tions[9][10][11]. Mining ADs and PADs on decision database is much attractive both 
in practice and in academic research, as well as on fuzzy relational data-
base[12][13][14]. In the last section of this paper, we redefined the notions of AD and 
PAD from the view point of Φ-approximate equivalence to shed a new light on the 
FDs theories. And then apply the methodologies of Φ-RST to mine the unknown ADs 
and PADs in a database of decision system. The detailed algorithm is presented, an 
example of which is given to illustrate the mining process. 

This paper is organized as follows: In section 2, we present the Φ-RST based on the 
Φ-approximate equivalence relation. In Section 3, we first give a redefinition of ADs 
and PADs based on Φ-approximate equivalence class and interpret the notions of ADs 
and PADs from the point of view of Φ-RST. Detailed algorithm is given to mine ADs 
and PADs on decision system database. In Section 4, we give an example of mining 
ADs and PADs by employing the methodologies of Φ-Rough Set Theory. 

2   Φ-Rough Sets Theory 

2.1   Φ-Approximate Equivalence Relation 

Definition 2.1. α-approximate equivalence relation: For a relational database R, let ti 
and tj be members of R. If ti and tj are similar to each other to α level in field c, then ti 
is proximate equivalent to tj with respect to the attribute c with a level value α. Denote 
it as jci tt α≈ . 
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Let [ ]αcit  represent the equivalence class of tuple ti with respect to an attribute c 

with level value α, and [ ]αcit  be the number of elements. Let }|]{[ Rtt icic ∈= ααπ  

represent the set of equivalence classes of R under c with level value α, and ∂
cπ  the 

number of classes. If not mentioned particularly, the metric || ⋅  always denotes the 

cardinality of the set in this paper. 

Definition 2.2. Φ-approximate equivalence relation: If we have jci tt k

k

α≈  for all 

Cck ∈ , AC ⊂  and Φ∈kα , then it  is proximate equivalent to tj with respect to 

attributes set C with level values set Φ, where },,,{ 21 mcccC L= , 

},,,{ 21 mααα L=Φ , and m  is the number of attributes of C. Denote it as jCi tt Φ≈ .  

We can obtain the features of Reflexivity, Symmetry and Transitivity of Φ-
approximate equivalence relation.  

Lemma 2.1. For t1, t2, t3∈R such that 

11 tt C
Φ≈     (Reflexivity) 

1221 tttt CC
ΦΦ ≈⇔≈   (Symmetry) 

313221 , tttttt CCC
ΦΦΦ ≈⇒≈≈   (Transitivity) 

Let [ ]Φ
Cit  represent the equivalence class of tuple ti with respect to attributes set C 

with level values set Φ, and [ ]Φ
Cit  be the number of elements. Let 

}|]{[ Rtt iCiC ∈= ΦΦπ  represent all the set of equivalence classes of R under attributes 

set C with level value set Φ, which are called Φ-approximate equivalence classes, and 
Φ
Cπ  be the number of classes. Some features of the Φ-approximate equivalence class 

can be induced as the following: 

1) [ ] θ≠Φ
Cit  

2) [ ]Φ∪= CitR , 

3) If βα ≥  then βα ππ cc ≥ . 

Definition 2.3. Φ-Reduction: C is a Φ-Reduction set of attributes if and only if for 
any CC ⊂′  and Φ⊂Φ′  we have Φ′

′
Φ > CC ππ , where Φ′  and Φ  are the similarity 

thresholds of attributes of C′  and C , respectively. 

We can get the following Lemmas in accordance to the definition of Φ-Reduction: 

Lemma 2.2. For an attribute d and the corresponding similar threshold α such that 
Φ′

′
Φ ≤ CC ππ  where }{dCC ∪=′  and }{α∪Φ=Φ′ .  
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Lemma 2.3. For an attribute d and the corresponding similar threshold α, d is α re-
dundant if and only if Φ′

′
Φ = CC ππ  where }{dCC ∪=′  and }{α∪Φ=Φ′ .  

The redundant attribute is related to its similarity threshold α and the level values set 
Φ, which may be read as: d is α redundant with respect to attributes set C with level 
values set Φ. 

Lemma 2.4. If an attribute d is α redundant to Φ
Cπ , then d is functional dependent to 

attributes set C with level values set Φ. 

2.2   Lower and Upper Approximations  

Denote Ω∈ DX π , where Ω
Dπ  is the set of equivalence classes of R on attributes set D 

with level values set Ω. D is the decision attributes set and AD ⊂ . Ω
Dπ  is the num-

ber of classes. Therefore, the lower and upper approximations of X can be defined 
consequently: 

Lower approximations: [ ] }|{ XtRtCX Cii ⊂∈= Φ  

Upper approximations: [ ] }|{ θ≠∩∈= Φ XtRtCX Cii  

Boundary of X in R:  CXCXBNX −=   

With the definitions of lower and upper approximations, X is called a rough set. If 
an approximate equivalence class defined on C with the level values of Φ is called a 

granule, i.e., the set: [ ]Φ
Cit  is a granule and Φ

Cπ  is the set of all granules, then the 

lower approximation of X is consisted of the tuples of the granules whose ele-
ments(tuples) are all contained in X, and the upper approximation of X is consisted of 
the tuples of the granules that have at least one element (tuple) contained in X. The 
boundary of X is consisted of the tuples of those granules whose elements(tuples) are 
partially contained in X. 

The notions of CX  and CX  above are strictly defined. However, in real world, the 

data may be contaminated by error or noise. The granule, of which most ele-
ments(tuples) are contained in X except only a few ones(which may be ill information 
or noise), should be assigned to CX  instead of BNX . On the other hand, the granule, 

of which most elements(tuples) are not contained in X except only a few ones, should 

not be assigned to CX . Therefore, to identify strong rules, a variable should be added 

to the rough set theory to calculate CX  and CX , which is called precision variable 

of Φ-rough set theory. Such a notion was firstly presented by Ziarko in his 
works[3][4]. It is also necessary to add such a variable to Φ-rough set theory to deal 
with the ill information or noise. Therefore, we get the new definitions of lower and 
upper approximations of X. For β∈[0.5,1], such that:  

Lower approximations:
[ ]

[ ] ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≥
∩

∈=
Φ

Φ

ββ

Ci

Ci

i
t

Xt
RtCX , 
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Upper approximations:
[ ]

[ ] ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−≤
∩

∈=
Φ

Φ

β
β

1
Ci

Ci

i
t

Xt
RtCX , 

Boundary of X in R: βββ CXCXBNX −= , 

where β is the threshold of the ratio of elements contained in X to those not contained 
in X, which means that if the ratio of a granule is greater than β then it should be as-

signed to βCX . Otherwise, it should not. On the other hand, if the ratio is even lower 

than 1-β then the granule should not be assigned to βCX . 

Obviously, if β=1 then CXCX =β  and CXCX =
β

, which leads the decision 

rules found by rough set to be so-called strong rules. 

2.3   The Accuracy of Rough Set 

The measure of accuracy of a rough set X can be characterized numerically by the 
following coefficient: 

( )
β

β

μ
CX

CX
X = , 

Obviously ( ) 10 ≤≤ Xμ . If ( ) 1=Xμ , X is crisp or definable; otherwise X is rough 

with a definability degree of μ. Therefore, the notion of roughness is defined as:  

( ) ( )XX μδ −= 1 . 

2.4   Belongingness Matrix 

The Φ-approximate equivalence classes are obtained by partitioning the relations R 
based on the Φ-equivalence relation on condition attributes set C, denoted by Φ

Cπ . We 

define the following coefficient as the belongingness of all these classes with respect 
to set X: 

[ ]( ) [ ]
[ ]Φ

Φ

Φ
∩

=
Ci

Ci

Ci
t

Xt
tσ , 

which is the ratio of the number of elements(tuples) that belong to both [ ]Φ
Cit  and X to 

those of [ ]Φ
Cit . Obviously 10 ≤≤ σ , it describes the degree to which a granule( [ ]Φ

Cit ) 

belongs to X. 
Besides X, a granule [ ]Φ

Cit  belongs to all the other elements of Ω
Dπ  to some de-

grees, the one-to-one belongingness coefficient of the Φ-approximate equivalence 
classes in Φ

Cπ  to those in Ω
Dπ  is a mapping ]1,0[: →× ΦΦ

DChr ππσ , which forms a 
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ΦΦ × DC ππ  matrix and may be denoted as B , where Φ=∈ Chr hB πσ ,,2,1, L , 

Ω= Dr π,,2,1 L . It is easy to get the feature that ∑
Ω

=

=
D

r
hr

π

σ
1

1, for all Φ= Ch π,,2,1 L . 

2.5   Coverage Matrix 

In addition to belongingness coefficient, the coverage coefficient is defined corre-
spondently as the following: 

[ ]( ) [ ]
X

Xt
t

Ci

Ci

∩
=

Φ

Φρ . 

The coverage coefficient is the ratio of the number of elements(tuples) that belong 
to both [ ]Φ

Cit  and X to those of X. Obviously 10 ≤≤ ρ , it describes the degree to 

which a granule( [ ]Φ
Cit ) covers X. 

The one-to-one coverage coefficient of the Φ-approximate equivalence classes in 
Φ
Cπ  to the Ω-approximate equivalence classes in Ω

Dπ  is a mapping: 

]1,0[: →× ΦΦ
DChr ππρ , which forms a ΦΦ × DC ππ  matrix and may be denoted as W , 

where Φ=∈ Chr hW πρ ,,2,1, L , Ω= Dr π,,2,1 L . It is easy to get the feature that 

∑
Φ

=

=
C

h
hr

π

ρ
1

1, for all Ω= Dr π,,2,1 L . 

2.6   Deterministic Area and Non-deterministic Area  

According to the lower and upper approximations defined in Section 2.2, the set that 
unions all the lower approximation is defined as the deterministic area, and the set 
that unions all boundaries is defined as the non-deterministic, as the following: 

U
Ω

=

=Π
D

i
iCX

π
β

1

  (Deterministic area) 

U
Ω

=

=Π
D

i
iBNX

π
β

1

  (Non-deterministic area) 

ΠΠ= UR . 

The deterministic area indicates that, for a tuple Π∈t  the values of the decision 
attributes are dependent on the values of the condition attributes, which is valuable for 
decision supporting. The ratio of the deterministic area of the relational schema R can 
also be characterized by the following coefficient: 

R/Π=λ , 

which is named as the precision measurement of the decision system (R, C ∪ D). 
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3   On Mining Approximate Dependencies 

In this section, we will introduce some basic concepts of approximate dependency 
firstly, which is an extension of the functional dependencies. And then develop meth-
ods of mining approximate dependency or partial approximate dependency by the 
methodologies of Φ-rough set theory. 

3.1   Approximate Dependency  

A Function Dependencies(FDs), as defined in[17], is an expression of the type X →Y 
is valid in R ⇔ ∀ t1,t2∈R such that (t2.X=t2.X) → (t1.Y=t2.Y), where X,Y ⊆ A. The 
extensions of FDs, which are called fuzzy functional dependencies(FFDs), have been 
involved in many proposals. Generally, as defined in[15], a FFD is an expression 
that YX f→  is valid in R ,, 21 Rtt ∈∀⇔  )).,.().,.(( 2121 YtYtXtXt f ≈⇒≈ , where 

AYX ⊆, , ( ≈ ) is a resemblance relation defined on ill-known data aiming to soften 

or relax the strict equality relation, and (
f⇒ ) is a fuzzy implication.  

The notion of approximate dependencies(ADs), as mentioned in[16], is an exten-
sion of FDs such that equality of tuples is extended and replaced with the notion of 
approximate equivalence class. If one attribute d is approximately dependent on at-
tributes set C, it means that each approximate equivalence class partitioned with re-
spect to d is functionally dependent on an approximate equivalence class partitioned 
with respect to C, which can be formulized as the following definition.  

Definition 3.1. Approximate dependencies(ADs): An AD over a relational schema A is 
expressed as dC a→ , where AC ⊂ , and Ad ∈ . Interpreted formally, an AD: dC →  

holds or is valid in a given relation R over A  if for any pair of tuples it , Rt j ∈ , we have: 

if [ ] [ ]ΦΦ =
CjCi tt  then [ ] [ ] dd

djdi tt αα = , where Φ is the level values set with respect to C, 
dα  is 

the level value of attribute d. Interpreted informally, an AD: dC a→  holds if all tuples 

that agree on C approximately also agree on d approximately. 

In additional to FFD, Intan and Mukaidono[11] introduced the concept of partial 
fuzzy functional dependency(PFFD), which expresses the fact that a given attribute X 
does not determine Y completely, but in partial area of X it might determine Y. Conse-
quentially, we define the partial approximate dependencies as the following:  

Definition 3.2. Partial approximate dependencies(PADs): A PAD over a relational schema 
A is expressed as dC pa→ , where AC ⊂ , and Ad ∈ . Interpreted formally, a PAD: 

dC pa→  holds or is valid in a given relation R over A  if existing such an approximate 

equivalence class [ ] ΦΦ ∈′ CCt π  that for any pair of tuples [ ]Φ′∈ Cji ttt ,  we have: if [ ] [ ]ΦΦ =
CjCi tt , 

then [ ] [ ] d

d

d

d ji tt αα = , where Φ is the level values set with respect to C, 
dα  is the level value of 

attribute d. Interpreted informally, a PAD: dC pa→  holds if all pairs of tuples of some 

certain area that agree on C approximately also agree on d approximately. 
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3.2   Mining Approximate Dependencies by Φ-RST  

Rough set describes the relations between two non-overlapped attributes sets while 
the current functional dependency theory just studies the dependency of one attribute 
on an attributes set. Therefore, the following theorem and lemma have expressed their 
relations. 

Theorem 3.1. For a decision system DS=(R,C ∪ D), an AD C → a D holds or is valid 
if and only if C → a d holds for all Dd ∈ . 

Lemma 3.1. For a decision system DS=(R,C ∪ D), an AD C → a D holds or is valid if 
and only if C → a D′  holds for all DD ⊂′ . 

According to the definition of ADs in Definition 3.1, it is not difficult to prove the 
theorems and lemma above. 
Φ-RST is able to provide a more general formulation to describe the ADs of fuzzy 

database, as follows: 

Definition 3.3. Mining ADs by Φ-RST: An AD over a relational schema A is  
expressed as DC ⎯⎯⎯ →⎯ ΠΩΦ ,,,, λβ , where C is the condition attributes set, D is the  
decision attributes set, and A=C ∪ D. Φ and Ω are the level values sets of C and D, 
respectively. β is the precision variable. λ is the measure of precision of decision sys-
tem. Π is the deterministic area. 

These five parameters of Φ-rough set, namely, Φ, Ω, β, λ, Π, can systematically de-
scribe the approximate dependencies, which are stated in detail as the following: 

1. Φ and Ω represent the thresholds of degrees of similarity among the ele-
ments(tuples) in a equivalence class. Φ is for the condition attributes and Ω is for 
the decision attributes, respectively. If all elements of Φ and Ω are equal to 1, then 
the Φ-approximate equivalence relation degrades to be indiscernibility relation, 
and the Φ-rough set theory degrades to be a crisp rough set theory. 

2. β can be used to soften or relax the strict definition of Lower and upper approxi-
mations, which may enhance the ability of resisting ill information or noise in 
fuzzy database. If β=1, we call the dependency strong dependency; otherwise, 
weak dependency. The degree of weakness can be measured by β. 

3. λ can measure the degree of AD: C → a D, which raises the notion of partial ap-
proximate dependency. We may say the dependency is approximate dependency 
in the case of λ=1 and partial approximate dependency when 0<λ<1. 

4. Π provides the certain area that the PAD: DC pa→  holds. 

Therefore, the following conclusions can be obtained: 

Lemma 3.2. For a decision system DS=(R,C ∪ D) on fuzzy database, an AP 
DC a→  holds or is valid if and only if 1=λ , where λ  is the measure of precision 

of the decision system. 

Lemma 3.3. For a decision system DS=(R,C ∪ D) based on fuzzy database, a PAD 
DC pa→  holds or is valid if and only if 10 << λ , where λ describes the degree to 

which the PAD holds. 
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Lemma 3.4. For a decision system ( )DCR,DS ∪=  based on fuzzy database, a PAD 

DC a→  holds or is valid on the area of Π. Interpreted formally, for any pair of tu-

ples Π∈ji tt ,  we have: if [ ] [ ]ΦΦ =
CjCi tt , then [ ] [ ]ΩΩ =

DD ji tt . Interpreted informally, a 

PAD: dC pa→  holds or is valid if all pairs of tuples in Π that agree on C approxi-

mately also agree on d approximately. 

3.3    Algorithm of Mining Approximate Dependencies 

For a relation R over A, where A=C ∪ D and C ∩ D=θ, the Φ-equivalent classes with 

respect to C and D are denoted as Φ
Cπ  and Ω

Dπ , respectively. Suppose 

},,,{ 21 lC EEE L=Φπ  and },,,{ 21 kD XXX L=Ωπ , where Φ= Cl π  and Ω= Dk π . We 

define the measure of belongingness Ei to Xj as:  

i

ji

ij E

XE ∩
=σ , 

which describes the probability of the tuples contained in Ei being simultaneously 
contained in Xj. Thereby, the one-to-one belongingness coefficient of the elements in 

Φ
Cπ  to those in Ω

Dπ  is a mapping ]1,0[: →× ΩΦ
DCij ππσ , which forms an kl ×  ma-

trix. Furthermore, we have ∑
=

=
k

j
ij

1

1σ , for all li ,,2,1 L= . 

Proposition 3.1 
1) If all 0<

ijσ <1 then attributes set D is independent from C; 

2) If all 
ijσ  are either equal to 1 or 0 then DC a⎯⎯ →⎯ ΩΦ，  holds; 

3) If there exist both 
ijσ =1 and 0<

ijσ <1 then DC pa⎯⎯ →⎯ ΩΦ，  holds. The areas the 

PADs hold can be formulated as { }1=∪=Π ijiE σ , and the degree to which the 

PADs hold can be formulated as R/Π=λ . 

Below, we introduce the algorithm of mining the Φ-equivalent classes and the 
ADs/PADs from a relational schema DCR ∪= : 

Algorithm of finding Φ-equivalent classes and ADs/PADs: 

1. For each ti∈R  

2. Ei=φ  // Φ∈ CiE π  

3. Xi=φ  // Ω∈ DjX π  

4. For each tj∈R 
5. If 

jCi tt Φ≈  then Ei= Ei ∪ {
jt } 

6. If 
jDi tt Ω≈  then Xj= Xj ∪ {

jt } 

7. Next For 
8. {Ei}=Ei ∪ {Ei}  
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9. {Xj}=Xj ∪ {Xj} 
10. Next For 
11. eliminate the repeated elements in {Ei} 
12. eliminate the repeated elements in {Xj} 
13. For each Ei∈{E} and Xj∈{X} 
14. σij= Card(Ei∩Xj) / Card(Ei)  
15. Next For  
16. Determining C → a D holds or C → ap D holds according to Proposition 3.1. 
17. If C → ap D holds, determine the holding area according to Proposition 3.1. 

4   Numeric Example  

In this section, we give an example to illustrate how to use Φ-rough set theory to 
mining the approximate dependency in a decision system. A schema of the relational  
 

Table 1. A fuzzy Database Relation(R)  

EMP # JOB EXP SALARY 
1 Salesman 3 37K 
2 Design Engineer 10 40K 
3 System Engineer 5 45K 
4 Software Engineer 5 45K 
5 Accountant 12 47K 
6 Accountant 5 50K 
7 Secretary 10 53K 
8 Secretary 15 55K 

Table 2. Similarity relation of JOB field 

 Sec SW Eng Acct Sys Eng Sales man Dn Eng 
Sec 1 0.6 0.7 0.6 0.5 0.6 
SW Eng 0.6 1 0.6 0.8 0.5 0.8 
Acct 0.7 0.6 1 0.6 0.5 0.6 
Sys Eng 0.6 0.8 0.6 1 0.5 0.8 
Salesman 0.5 0.5 0.5 0.5 1 0.5 
Dn Eng 0.6 0.8 0.6 0.8 0.5 1 

JOB={Sec,SW Eng,Acct,Sys Eng,Salesman,Dn Eng} 

Table 3. Similarity relation of EXPERICENCE field 

 3 5 10 12 15 
3 1 0.9 0.7 0.7 0.5 
5 0.9 1 0.7 0.7 0.5 

10 0.7 0.7 1 0.9 0.6 
12 0.7 0.7 0.9 1 0.6 
15 0.5 0.5 0.6 0.6 1 

EXPERICENCE={3,5,10,12,15} 
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Table 4. Similarity relation of SALARY field 

 37 40 45 47 50 53 55 
37 1 0.9 0.7 0.7 0.5 0.5 0.5 
40 0.9 1 0.7 0.7 0.5 0.5 0.5 
45 0.7 0.7 1 0.9 0.5 0.5 0.5 
47 0.7 0.7 0.9 1 0.5 0.5 0.5 
50 0.5 0.5 0.5 0.5 1 0.9 0.9 
53 0.5 0.5 0.5 0.5 0.9 1 0.9 
55 0.5 0.5 0.5 0.5 0.9 0.9 1 

SALARY={37,40,45,47,50,53,55} 

database with similarity relations defined is shown in the Table 1 below representing 
the JOB, EXPERIENCE and SALARY of eight EMPLOYEES. 

The purpose of the decision system is to find the decision rule between JOB, EX-
PERIENCE and SALARY. So that R={JOB, EXPERIENCE, SALARY}, C={JOB, 
EXPERIENCE}, D={SALARY}. Suppose Φ={0.8, 0.7}, Ω={0.9}, according to the 
approximate relation of Definition 2.2, we obtain the following Φ-approximate 
equivalence classes and Ω-approximate equivalence classes, respectively. 

},{
}7.0,8.0{

EXPJOB
C ππ =Φ

={{1},{2,3,4},{5,6},{7},{8}}, },,,,{ 54321 EEEEEC =Φπ  

that E1={1}, E2={2,3,4}, E3={5,6}, E4={7} and E5={8}. 
}{

}9.0{
SAL

D ππ =Ω
={{1,2},{3,4,5},{6,7,8}}, Ω

Dπ ={X1,X2,X3} that X1={1,2}, X2={3,4,5} 

and X3={6,7,8}. 
Let β=1, which is the precision variable presented by Ziarko[3][4] that will soften 

the strict constraint definition of lower and upper approximations when β departs 
from 1 to 0.5, then the lower and upper approximations of Xi, i=1,2,3, can be obtained 
as following: 

1CX ={E1}={1}, 1CX ={E1,E2}={1,2,3,4}, 1BNX ={2,3,4}, 25.0)( 1 =Xμ  

θ=2CX , 2CX ={E2,E3}={2,3,4,5,6},
2BNX ={2,3,4,5,6}, 0)( 2 =Xμ , 

3CX ={E4,E5}={7,8}, 3CX ={E3,E4,E5}={5,6,7,8}, 3BNX ={5,6}, 5.0)( 3 =Xμ . 

The belongingness matrix B and the coverage matrix W are: 

B=

0

0

1
 

0

3/2

3/1
 

5.0

5.0

0
 

1

0

0
 

1

0

0
, W=

0

0

5.0
 

0

3/2

5.0
 

3/1

3/1

0
 

3/1

0

0
 

3/1

0

0
. 

The deterministic area and non-deterministic area are: },,{ 321 CXCXCX=Π = 

{1,7,8}, }6,5,4,3,2{},,{ 321 ==Π BNXBNXBNX .The measure of precision of the 

decision system is: 8/3/ =Π= Rλ . 

According to the Lemma 3.2, we can get the conclusion that the C → aD (or {JOB, 
EXPERIENCE} → a{SALARY}) does not hold because λ≠1. However, according to  
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Lemma 3.3 and Lemma 3.4, the C → paD(or {JOB, EXPERIENCE} → pa {SAL-
ARY}) holds in a degree of 3/8 and the partial area is just Π, which means that the 
value of attribute SALARY are partially dependent on the values of JOB and EX-
PERIEBCE in the area of {1,7,8}. 

5   Conclusion 

In this paper a new extension of rough set theory based on similarity relation, called 
Φ-RST, is presented. The approximate equivalence relation: Φ-approximate equiva-
lence relation is defined and replaces the indiscernibility relation of traditional rough 
set theory, which leads to the redefinition of many notions in Φ-RST. At the same 
time, the notions of approximate dependencies are also redefined, as well as the par-
tial approximate dependency. Detailed algorithm is given to illustrate the process of 
using the methodology of Φ-RST to mine approximate dependencies and partial ap-
proximate dependencies in a decision system database. 
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Abstract. This paper present a cellular automaton (CA) based diffusion model 
and its application in the edge detection of images. The CA-based diffusion 
model consists of a regular lattice of cells with local state. These cells interact 
with their neighbors subject to a uniform rule which governs all cells. By set-
ting the initial condition as an image, the diffusion model can be used as an al-
ternative tool for diffusion equation in image processing. Experimental results 
showed that the CA-based diffusion model has a steady and convergent dy-
namical behavior and a better performance than the diffusion equation. This 
model can detects the image edge more accurately and suppress the noise much 
better than the classical edge detectors, such as LoG, Laplace, Canny and Sobel 
operators.  

1   Introduction 

A cellular automaton (CA) is a regular lattice of cells with local state, which interact 
with their neighbors subject to a uniform rule that governs all cells. The rule is the 
program that governs the behavior of the systems. It is well known that CA has the 
potential to perform complex computations with a high degree of efficiency and  
robustness, as well as to implement massive parallel computing devices. For these 
reasons CA has been studied and used in image processing. Examples are Wong-
thanavasu [1] and Rosin [2]. However, this approach has significant limitation: The 
rule is not determined by the global behavior of the CA. Designing CA rule according 
to the global behavior will lead to a huge rule space, for example in the application of 
CA to process a binary image, with a Von Neumann neighbor hood, the space of CA 
rules is as large as 232. It is quite difficult to find the best rule in such large space. 

The challenge posed by the design of CA rule motivates us to explore methods that 
do not simply rely on the global behavior of the CA. As an alternative, we propose to 
modify the existent lattice gas CA-based models which are not based on the Boolean 
operations and have been successfully used for modeling the complex systems, to 
make use of a predictable dynamics which have the potential for image processing 
and, therefore, remove the need for seeking the CA rule in a large rule space. To 
achieve this we examine an approach of the diffusion model, which is adapted to 

                                                           
* Corresponding author. 
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image processing by setting the initial condition as the image, for example Perona and 
Malik [3] used the diffusion equation for anisotropic image smoothing while preserv-
ing the image edges. We approach this regarding the CA cells as the image pixels and 
the state of cell as the pixel gray level, deriving a simple expression for the local gra-
dient of image pixels from the lattice gas diffusion model that was proposed by Tof-
foli and Margolus [4]. Experimental results showed that the modified CA-based 
model had steady and convergent dynamical behavior while performing better than 
the diffusion equation. Importantly, compared to the existent CA-based method, this 
derivation has many applications in image processing because the diffusion equation 
has been applied to many fields of image processing, for example image enhance-
ment, image segmentation and image recovery etc. In this paper, the modified CA-
based model is used for the robust simulation of image edge detection that achieves 
better performance against the traditional methods such as LoG, Laplace, Canny and 
Sobel operators. We present quantitative results on synthetic image data and compara-
tive results on MRI image data of human brain. 

2   The CA-Based Diffusion Model  

We start by considering a lattice gas diffusion model with Von Neumann neighbor-
hood that was proposed by Toffoli and extended by Chopard and Droz [5]. The study 
of Chopard and Droz showed that in the limit of the infinite lattice, the discrete parti-
cle CA model maps directly onto the continuum description, diffusion equation of 
which the initial condition is equivalent to that of CA model. Koenderink[6] pointed 
out that when set the initial condition of the diffusion equation as an image, the  
diffusion equation can be used in image smoothing and the solution of the diffusion 
equation can be viewed as convolving the original image with a Gaussian kernel. By 
regarding the cells as the pixels of the image and the particle density as the grey level 
of the pixel, the CA model can be used as an alternative tool for diffusion equation in 
image processing.  

In our study, we defined the CA rules as following: 1) Each cell of the model con-
nects to its four neighbors by four channels, the particle density equals to the gray 
level of corresponding image pixel. 2) Each cell can receive no more than 64 particles 
from each of its neighbors at one moment. 3) At next moment the particles of each 
cell move out in four directions to the neighbors with probabilities P0, P1, P2 and P3, 
respectively, where P0=P1=P2 = P3=1/4, and P0+ P1+ P2+P3=1. 

With these rules, we have developed a modification to the derivation, described in 
more detail in the Appendix, which provides a formulation for the diffusion given by 

( ) ( )( )trdivD
t

tr
,

, ρρ ∇⋅=
∂

∂  (1) 

where r is a vector (x, y) denoting the position of the cell. ρ(r,t) is the updated version 
of the initial image ρ(r,0). Diffusivity D is D=λ2/(4τ), λ and τ stand respectively for the 
space and the time intervals, which are described in the Appendix.  

From the macroscopic view of point, starting from the initial image ρ(r,0) and by 
running (1), a family of images ρ(r,t) representing successive versions of ρ(r,0) is 
constructed. As t increases the image ρ(r,t) changes into more and more simplified 



 A Cellular Automatic Method for the Edge Detection of Images 937 

images. The noise is eliminated and the image is smoothed. From the microscopic 
view of point, starting with the initial image ρ(r,0), the particles randomly move ac-
cording to the CA rule. During each iteration step, particles move out of the cells and 
enter the neighbors with probabilities P0, P1, P2, and P3 in four directions. As itera-
tions increases, the particles are dispersed from the cell of high particle density to the 
one of low density step by step, and then a smoothed image is obtained. 

The choice of D is determining the speed of diffusion. In this research, the space in-
terval λ and the time interval τ are set to be one, and then D is dominated by P0. For 
P0=P1=P2=P3, the largest value of P0 and D is one fourth. If P0 is less then one fourth, 
D will be decreased and the diffusion speed is slow down because some particles are 
remained where they were. Usually, we can adjust D to be lager than a fourth by ad-
justing λ and τ. By this means, a D of arbitrary value can be obtained. Condition 
P0+P1+P2+P3=1, which grantee the conversation of the particles of the CA-based 
model, is derived from the conversation law. 

3   Edge Detection  

As an alternative tool to the diffusion equation, the modified CA-based model has 
more flexible applications than the existent CA method. In this section the modified 
CA-based edge detection method are described firstly, and then the evaluations are 
performed. Both qualitative and quantitative evaluations demonstrate the method 
achieves better performance against the traditional methods such as Sobel, Lapace, 
LoG, and Canny. 

3.1   The CA-Based Edge Detection Method 

Consider the equation (1), where ρ(r,0) is the original image. The left side of equation 
(1) is the second order derivative of the image. For numerical computation, the left 
side of equation (1) should be discretized, and then the second order derivative of the 
image ρ(r, t) can be calculated with [ρ(r,t) - ρ(r,0)]/D. By finding the zero-crossings, 
the algorithm can accurately detect the image edges.  

To formulate the algorithm, the following initial parameters are defined: 1) The 
particle number ni(r, t)  moving through the channel i, where i=1,2,3,4; 2) The num-
ber of iteration K; 3) A stochastic sequence u(r,i) which denotes the channels selected 
by particles of each cell such as {1,2,4,3,3,4,1,2,3,…}, the value of which equals 
1,2,3,4 with probabilities of 1/4,1/4,1/4,1/4 respectively; 4) Kronecker function δ(x) 
which equals 1 if x=0 and 0 if x≠0; 5) The threshold for detecting the edge T; 6) The 
total number of the image pixel M. 

The algorithm consists of four steps. Fig.1 presents the overview of the algorithm. 
Step 1: Set ρ(r,0) as the grey level of the image pixel. Step 2: Iterate: a) generate sto-

chastic sequence u on each cell; b) compute ( ) ( )
( )

∑
=

−=
tr

j
i ijrutrn

,

1

),(,
ρ

δ ; c) compute 

ρ(r,t+τ)= n1(r+△r1, t) + n2(r+△r2, t) + n3(r+△r3, t) + n4(r+△r4, t); d) If t+τ ≥ τK, then 
output ρ(r, t) and end the iteration, else t= t+τ; Step 3: Calculate L(r) = [ρ(r,t)－ρ(r,0)] 
/ (D · t). Step 4: Search the zero-crossings with the thresholding value T=∑L(r)/(2M). 
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Fig. 1. A schematic overview of the algorithm 

 

Fig. 2. Illustration of the behavior of the CA-based edge detection method on a synthetic noisy 
image 

In this study, [ρ(r,t)－ρ(r,0)]/D is used to calculate the second order derivative of 
the image ρ(r,0). But the false zero-crossings would degrade the edge map. We elimi-
nate the false zero-crossings by adjusting the parameter t. Fig. 2(a) is the synthesized 
noisy image with a Gaussian noise of variance σ =2. Fig. 2(b) to Fig. 2(e) illustrate the 
ρ(r,1), ρ(r,5), ρ(r,100), ρ(r,200) of Fig. 2(a), and the central part of the cross-section 
of line number 150 of [ρ(r,t)－ρ(r,0)]/(D·t), where t=1, 5, 100 and 200. With the in-
creasing of t, the number of the false zero-crossings is dramatically reduced and the 
dislocation is small. 

3.2   Qualitative Evaluation 

To qualitatively demonstrate the effect of the CA-based edge detection method on 
real image, we compared the result processed by the modified CA-based model with 
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those by some classical edge detectors. Fig. 3 shows the edge detection using the 
modified CA model, LoG, Laplace, Canny and Sobel operators. Fig. 3(a) is the origi-
nal MR image of human brain’s coronal plane; Fig. 3 (b) to Fig. 3(f) are the edge 
detected images resulting from the CA-based model, LoG, Laplace, Canny, and Sobel 
operators, respectively. The modified CA-based model clearly detects almost the 
entire image features, such as the cerebral longitudinal fissure, the third ventricle, the 
pons, the white matter, and the medulla oblongata. The edge is continuous and the 
false zero-crossings are suppressed. Compared with the CA method, Fig. 3(c) has too 
much breaks and the edges are not clear, Fig. 3(d) which is processed by Laplace 
operator contains too much noise, the edges of Fig. 3(f) are too thick, Fig. 3(e) is 
much better but it still has some noise and breaks. 

 
              (a)               (b)                  (c)                (d)                   (e)                (f) 

Fig. 3. Edges resulting from different operators (a) Original image; (b) CA-based model; (c) 
LoG operator; (d) Laplace operator; (e) Canny operator; (f) Sobel operator. 

3.3   Quantitative Evaluation 

In order to evaluate the performance of the modified CA method quantitatively in 
edge detection, we calculate an index E for evaluating the edge detection results de-
tected on an array of 259-by-259 images which are generated artificially. The index E, 

proposed by Pratt [7], was computed as: ),max(/
)(1
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1
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, where IA is 

the number of edge pixels detected by the edge detector; II is the actual number of 
edge pixel in the test image; d(i) is the distance between the actual pixel and the one 
found by the edge detector. α is a constant used for scaling, and as it was in Pratt’s 
work, a value of 1/9 is used. This index is a function of distance between the actual 
and detected edge pixels. Better the edge detection is, closer to one the E is, and E  
will be one if the detected edges are exactly the actual edges. In this study, a group of 
test images are generated by adding white noise with different variance to Fig. 4. Fig. 
8 is the graph of E resulting from compared edge detectors calculated from the test  

 

                              

 Fig. 4. Original test image          Fig. 5. The graph of E resulting from compared edge detectors 
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images. As shown in Fig. 5, the CA-based method provides the highest E , while the 
other detectors give lower E values while the noise variance increases. This means the 
edge found by the CA-based model is more close to the actual edge, and can suppress 
the noise much better than the other operators. 

4   Discussion 

4.1   Uniform and Non-uniform Transition Rules 

The development of CA has left a wrong impression that CA should be restricted to a 
regular lattice and should use uniform transition rules during its evolution. The capabili-
ties of computers were reduced by these apparent restrictions. But, this does not mean 
people should use the non-uniform transition rules in all of their studies. What kind of 
rules should be used is determined by what kind of model is to be described. In this 
research, we used a uniform transition rule to model the diffusion model. The main 
reason is that, from a physical point of view, the particles of the diffusion phenomenon 
in real world all move randomly according to a same law. Thus, the uniform transition 
rules can accurately describe the diffusion model. Moreover, this research is the base-
ment of the further study for designing non-uniform CA rules in advanced image proc-
essing. A non-uniform CA rule can be designed easily by modifying the parameters of 
our model. For example, considering the diffusivity D is determined by the parameters 
Pi, people can modify Pi to be variables of the image gradient, and therefore a non-
uniform transition rule is designed. Such a non-uniform CA rule has the potential to be 
used in anisotropic image diffusion. This is what should be studied in our future work. 

4.2   The Dynamical Behavior of the CA-Based Model 

In image smoothing, starting with the initial image ρ(r,0), the particles randomly 
move according to the CA rule. During each iteration step, particles move out of the 
cells and enter the neighbors with probabilities P0, P1, P2 and P3 in four directions. As 
iterations increases, the particles are dispersed from the cell of high particle density to 
the one of low density step by step and a smoothed image is obtained. When parame-
ter t is large enough, the modified CA-based model is reaching a steady state. Particle 
densities of all the cells are almost the same and the image is totally blurred. This 
means the modified CA-based model is steady and convergent in image smoothing. 

                     
(a) Variance=1        (b) Variance=3           (c) Variance=5         (d) Variance=7 

Fig. 6. The dynamical behavior of the CA-based edge detection method 
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For edge detection, we used the parameter E to investigate the dynamical behavior 
of the modified CA-based model. Fig.6 shows the dynamical behavior of the CA-
based method, the variance of noise in Fig.6 (a) to Fig.6 (e) equates to 1, 3, 5, and 7, 
respectively. With the increasing of the iterations, the E values tend to approach to a 
constant which do not change much when the variance of noise has a minor variety. 
Fig.6 illustrates that the CA-based method is steady and convergent in edge detection.  

5   Conclusions 

In this paper we propose to modify the existent lattice gas CA-based diffusion model 
which has been successfully used for modeling the complex systems, to make use of a 
predictable dynamics which have the potential for image processing and, therefore, 
remove the need for seeking the CA rule in a large rule space. 

This modified CA-based model has many applications in image processing, for ex-
ample edge detection. By computing the second order derivative and finding the zero-
crossings, the edge map of the image is obtained. In the qualitative evaluation, we 
qualitatively evaluated the performance of the modified CA-based model by compar-
ing it with the traditional edge detectors, such as LoG, Laplace, Canny and Sobel 
operator, in detecting the edge of a MR image of human brain's coronal plane. In the 
quantitative evaluation of the modified CA-based model, the method proposed by 
Pratt was used to quantitatively evaluate the results of the detection. The evaluation 
shows that the modified CA-based model is steady and convergent and also provides 
the highest E, while the other detectors give lower Es when the variance of noise 
increases. This means the edge found by the CA-based model is more close to the 
actual edge and can suppress the noise much better than the other operators. 

There are a few interesting problems worth for further investigation. Firstly, in edge 
detection, the number of iteration K is chosen manually. With a larger K, the model 
will probably lose some important edges; with a smaller K, the model will detect more 
false edges which are caused by the false zero-crossings. Therefore, an automatically 
chosen iteration number will improve the performance of the model in edge detection. 
Secondly, considering the diffusivity D is determined by the parameters Pi, Pi can be 
modified to be variables of the image gradient, and thus a non-uniform transition rule 
is designed. It is interesting and useful to design such a non-uniform CA rule which 
has the potential to be used in anisotropic image diffusion. 
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Appendix: Derivation of the Diffusion Equation (1) 

The particle number entered into the cell in position (r+λci) at next time step t +τ from 
direction i (i=1,2,3,4)can be written as: 
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where μm ,i+j(r,t) (j=0,1,2,3) is a Boolean variable that denotes the mth particle that 
entered into the cell in position r from direction j+i at time t and move out in direction 
i+2 at time t+τ. It equals 1 with probability Pj and 0 with probability (1-Pj). Take the 
expectations of the both sides of equation (2), we have 
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where Ni(r,t) is expectation of ni(r,t). Expand Ni(r,t) as Ni(r,t)= Ni
(0)+ εNi

(1)+ 
ε2Ni

(2)+…, where ε is an infinitely small term. Substitute Ni(r,t) for the right side of 
equation (3) and expand the left side of equation (3) in an infinite Taylor series, we 
obtain 
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Use the Chapman-Enskog condition: λ~ελ, τ~ε2τ and ρ=N1
(0)+N2

(0)+N3
(0)+N4

(0), and 
consider about the O(ε0), O(ε1) and O(ε2) of both sides of (4), thus 
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respectively. The diffusion equation ( ) ( )( )trdivD
t

tr
,

, ρρ ∇⋅=
∂

∂ , where D=λ2/(4τ), can 

be derived by substituting both (5a) and (5b) in (5c). 
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Abstract. There has been considerable interest in computer viruses since they 
appeared. Firstly, computer viruses make software developers pay more atten-
tion to security and develop anti-virus technology more carefully. Secondly, 
computer viruses are vital simulation platforms to study biological viruses. 
Moreover, computer viruses (a form of artificial life) are helpful to enhance the 
understanding of the philosophy of life. Therefore, computer viruses and their 
evolutions are worth thoroughly studying in scientific research sense. To further 
investigate the evolution of computer viruses, a DNA-based model for com-
puter viruses evolution, which draws inspiration from biological DNA and arti-
ficial life, is proposed. The formal definition of computer virus is introduced, 
and the evolution operators which include selection, mutation, and recombina-
tion operator are presented. The simulation experiments were conducted and the 
results indicate that computer viruses have enormous capabilities of self-
propagation and self-evolution. 

Keywords: computer virus evolution, biological DNA, artificial life. 

1   Introduction 

The ease of Internet information transmission and the vulnerabilities of computer 
systems provide good opportunities for computer viruses propagation [1, 2, 3]. So far, 
computer viruses have caused enormous economic losses. In the endless arms race 
between viruses and anti-viruses, anti-virus technologies are generally in disadvanta-
geous position. At present, most mature anti-virus technologies are based on viruses’ 
signatures and subsequently they have advantages in detecting known viruses, not in 
detecting unknown viruses or mutations of known viruses. In order to enhance the 
detection rate of unknown viruses or mutations of known viruses, a further study on 
how computer viruses evolve must be carried on, which makes anti-viruses effec-
tively detect unknown viruses so as to protect information systems against damage 
[4]. This is called “Know yourself and know your enemy, victory is assured.” 

Computer viruses are generally considered by people as malicious codes that only 
consume system resources, block network, and damage data. As a possible form of 
artificial life, however, computer viruses may do good to the study of biological viruses 
because of some similarities between them such as self-replication, self-construction, 
and self-evolution. Therefore, how computer viruses evolve may have enlightenment in 
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the deeper understanding of the mechanistic properties of biological viruses, which 
could contribute to improvements in public health, and play a unique and positive role 
in exploring the natural origin of life and the essence of life on earth [5, 6]. 

So far, there is little literature in the computer virus evolution domain. Ludwig [7] 
discussed the relationship between computer virus and artificial life and their evolu-
tion. Agapow [8] examined the allegations that computer viruses are improbable to 
evolve due to programs computational brittleness, and concluded that programs are 
far less brittle than expected. Hao [5] discussed the evolution of computer viruses 
from the philosophical angle. SPTH [9] introduced the possibility of computer viruses 
evolution based on the similarity between program code and biological DNA. They 
studied computer viruses and their possible evolution, but none of them investigated 
how computer viruses evolved. To further investigate computer viruses evolution and 
how they evolve, a DNA-based model which draws inspiration from artificial life and 
biological DNA is proposed. The structure of computer viruses, the life cycle of com-
puter viruses, and the relationship between computer viruses and biological ones are 
introduced. This model comprehensively simulates the propagation of biological 
viruses, and profoundly reveals the evolution of computer viruses. Experimental re-
sults show that computer viruses, which have both algorithm characteristics and life 
characteristics, have extremely enormous evolution capabilities. 

In the remaining sections of the paper, we first presented the proposed model in Section 
2. Experiments and results are discussed in Section 3. Conclusions are stated in Section 4. 

2   The Proposed Model  

2.1   The Life Cycle of Computer Viruses 

Biological viruses hijack a biological cell and make it produce many new viruses from a 
single original. They have evolved elaborate mechanisms of cell infection, proliferation 
and departure from the host when it bursts from virus overcrowding. Similarly, a com-
puter virus is a program that is able to infect other programs by modifying them to in-
clude a possibly evolved copy of it. The likeness between computer virus and biological 
virus makes computer virus a possible form of artificial life, which can self-replicate 
and self-evolve during the proliferation to infected machines. The life cycle of computer 
viruses can be divided into four stages, namely, the generation of new computer viruses, 
the propagation of computer viruses, the triggering of computer viruses and the eradica-
tion of computer viruses by anti-virus, as shown in Figure 1. And Figure 1 implies that 
computer virus evolution which caused a variety of computer virus variants generally 
occurs in the stage of computer viruses’ propagation.  

 

Fig. 1. The life cycle of computer virus 
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2.2   The Logical Structure of Computer Viruses 

The self-replication of computer programs, the vulnerabilities of computer systems, 
and the sharing of computer networks are the primary foundation of computer viruses 
evolution, which consequently determines the logical structure of computer viruses. 
Generally, a computer virus functionally consists of infection mark, initialization 
module, propagation module, and performance module. The infection mark indicates 
whether or not the host program is infected; the initialization module makes prepara-
tion for viruses execution; the propagation module makes its copy infect the other 
programs as more as possible; the performance module does annoying things such as 
causing random damage to data files, occupying disk space and main memory, and 
using up CPU processing time. 

Based on the computer virus structure discussed above, we can formally define it 
as a quaternion V = (V1, V2, V3, V4), in which V1 labeled the set of infection marks, 
V2 the set of initialization modules, V3 the set of propagation modules, and V4 the set 
of performance modules. Each set also consists of n-vector, namely, Vi＝(v1i ,v２ i 
,…,vｎ i)

Ｔ . Thus, the computer virus can be represented as the following equation, 
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The computer virus structure is so reasonable as to make full use of system re-
sources to carry out sabotage activities [10, 11]. 

2.3   The Relationship between Biological DNA and Computer Virus Code 

DNA[12] is the chromosomal component  composed of Adenine (A), Thymine (T), 
Cytosine (C) and Guanine (G) that carries hereditary information. Similarly, the com-
puter virus program is composed of functions, and functions consist of codes which 
are composed of commands built of the two bits (0, 1). Consequently, we can obtain 
the following equations which represent the relationship between a biological cell and 
a computer virus program. 

Chromosome = Program Function (2) 

DNA = Code  (3) 

Genes = Commands  (4) 

Bases = Bits  (5) 

Firstly, a chromosome is built of many DNAs. It has its own functions and is re-
sponsible for specifically jobs. Similarly, programs consist of functions. These func-
tions are responsible for their own jobs. Secondly, the biological DNA is responsible 
for the development and the behavior of a cellular life form. Equally, the code of a 
program is responsible for the development and the behavior of the program. Thirdly, 
a gene has one small specifical function, and it is build of bases. It is nearly the same 
as our command which has a small function, and consists of bits (0, 1). The slightly 
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difference is that the roots of the chromosome are the four bases, but the roots of 
programs are two bits. Based on the relationship between a biological cell and a com-
puter virus program mentioned above, we naturally have an idea that computer vi-
ruses may be evolve in the cyberspace just as the lives evolve in the nature.  

Inspired by the similarity between a biological cell and a computer virus program 
mentioned above, we can represent a computer virus as a DNA-based chromosome, 
which was proposed by Equation (1). As a result, the variation of its evolution could 
be a Descartes set Vevolution, namely,  

Vevolution = 
4

1
i

i

V
=

∏ ＝V1×V2×V3×V4＝ ( ){ }1 2 3 4, , , 4, i iv v v v i v V∀ ≤ ∈  (6) 

2.4   The Computer Virus Evolution Model 

Due to the algorithm characteristics and life characteristics, the viruses’ mutations or 
unknown viruses are generally created in the evolution of known computer viruses. 
Virus writers have created new viruses as the following steps. Firstly, the known 
viruses are code-analyzed. Secondly, various modules are extracted within the vi-
ruses. Finally, a new virus is generated by using a variety of algorithms to combine 
known virus modules. The main steps are shown in Figure 2. 

 

Fig. 2. The evolution of computer viruses 

We will mathematically model the three operators including selection operator, 
mutation operator and recombination operator, which are inspired by the biological 
viruses’ evolution on earth. 

2.4.1   The Selection Operator 
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Equation (7) depicts the computer virus evolution process using the selection opera-

tor, in which initialV  is a virus initialization set, and delV  is the virus set detected and 
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removed by anti-virus. Virus fitness adaptionf  is defined as a piecewise function, whose 

value is 0 if detected by anti-virus, otherwise 1. This model simulates the selection 
process of genetic algorithm, that is, the virus with highly fitness is selected from the 
current virus groups to constitute the mating pool of the next generation viruses. 

2.4.2   The Mutation Operator 
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Equation (10) depicts the computer virus evolution process using the mutation op-

erator, in which selectV  is the mating pool from the selection process, delV  is the de-

leted virus set for being matched by any of signatures in antivirus signatures set 

sigV during mutation, and newV is the new generation individuals through mutation 

operation. Equation (13) simulates mutation operation process to generate the new 
virus, in which a randomly selected virus exchanges its genes with a certain probabil-
ity p to generate the new viruses. Equation (14) is the matching function between 
computer virus and antivirus signatures, whose value is 1 if matched by antivirus 
signatures, otherwise 0. Figure 3 shows the mutation operator for example. One 
command can change to another one with mutation of only one bit of it. 

 

Fig. 3. The illustration of mutation operator 

2.4.3   The Recombination Operator 
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( ) { | , ( 1) ( ( , ))}new recombinationV t v x y V t v Recombination x y= ∃ ∈ − ∧ ∈
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Equation (15) depicts the virus evolution process using the crossover operator, in 

which selectV  is the mating pool from the selection process, delV  is the deleted virus 

set because of being matched by any of signatures in antivirus signatures set sigV dur-

ing recombination, and newV is the new generation individuals through recombination 

operation. Equation (18) simulates recombination operation process to generate the 
new virus, in which two randomly selected viruses mutually exchange genes in the 
seat of the corresponding alleles to generate the new viruses containing more complex 
genes. Figure 4 shows the mutation operator for example. The new commands are 
generated by recombination of three different commands. 

 

Fig. 4. The illustration of recombination operator 

3   Experiment and Results 

The experiments were carried out in the computer virus and anti-virus laboratory at 
computer network and information security Institute of Sichuan University. The goal 
of the experiment is to evaluate the evolution of computer viruses and how computer 
viruses evolve with the proposed model. Ten Windows script viruses’ samples were 
chosen from the WildList [13]. Experimental environment is shown in table 1. 

We did experiments to test our model by watching how many viruses can survive 
during the evolution. To simplify the experiment, each virus was only extracted its 
performance module to form the final virus gene pool which is totally composed of 10  
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Table 1. Experiment platform of computer virus evolution 

− Experiment  
platform 

− VMWare5.0, Windows XP,2.4GHZ /512M 

− Anti-virus tool − Kaspersky7.0 
− The number of 
virus genes 

− 10 

− Windows script 
virus samples 

− VBS/Soraci, − VBS/Areses!ITW#48, 
− VBS/Redlof.C, − VBS/Solow!ITW#1, 
− VBS/Solow!ITW#10, − VBS/Solow!ITW#20, 
− VBS/Yosenio!ITW#1, − VBS/Z0X!ITW#1, 
− VBS/Gedza, − VBS/Redlof.A-m 

−  

 

Fig. 5. The relationship between virus genes and survival viruses 

virus genes. This experiment was divided into 10 groups. A randomly selected virus  
gene was in the first group, and two randomly selected viruses genes were in the sec-
ond group, and so on. All of ten virus genes were in the 10th group. Each experiment 
has generated 100 virus samples. 

The experimental results are shown in Figure 5. There is an obvious tendency that 
the survived new virus generations are proportional to the virus genes during the evo-
lution. Theoretically, with the increasement of virus samples, the virus gene pool also 
will be larger, which results in avoiding premature convergence and loss of diversity 
within the virus population. Thus, in the process of the virus evolution, the new vi-
ruses’ chromosomes have a diversity of genes, which expanded their signature space, 
and thus increasing the probability of their survival. Suppose that m randomly se-
lected genes out of the virus gene pool consisting of n genes are reorganized, then 

there are m
nP  different types of new viruses produced in the evolution. Since there 

are tens of thousands of viruses at present, the computer viruses have enormously 
evolutional capabilities with the proposed evolution operators. 



950 Y. Zhang, T. Li, and R. Qin 

4   Conclusions 

Computer viruses, on one hand, have always been an important research topic in the 
information security community since they are helpful to enhance anti-virus technol-
ogy; on the other hand, they are very important research objects in the study of artifi-
cial life. Based on the study of computer viruses and their logic structure and life 
characteristics, a DNA-based model for computer virus evolution is proposed. This 
model comprehensively simulates the computer virus propagation process, and pro-
foundly reveals how computer viruses evolve. The experimental results show that 
computer viruses have enormously evolutional capabilities. Meanwhile, this model 
provides research idea for anti-virus to take precautions to combat with virus. Anti-
virus that applies gene analysis to detect virus gene could achieve the purpose of 
intelligently eradicating unknown viruses. In addition, this model could cast a new 
and intriguing light on how artificial life propagate and evolve, and provide new ideas 
and inspirations for the study of the biological virus evolution. 
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Abstract. Based on research for anomaly detection and immune control mecha-
nism in the biological immune principles, a method of immune control computing 
is introduced in immune detection. Such problems as immune detection model 
and immune memory are discussed. The experiments that are in the area of in-
trusion detection are made. Shown by experiments, the algorithm joined immune 
control computing provides a dynamitic detecting way and keeps stability of de-
tection. Its detecting efficiency is increased obviously. 

Keywords: immune control; immune detection; information security; vaccines. 

1   Introduction 

In essence, information security is the valid control of information. The mechanism of 
active defense is a difficult problem in the area of information security. The biological 
immune system is successful at protecting the human body against a vast variety of 
foreign pathogens [1]. The artificial immune system inspiring by biological immune 
principles is a good solution hitherto. Immune detection algorithms in artificial immune 
system have gained prominence because of their promise to provide for feasible and 
efficient detection mechanisms. 

Negative selection algorithm proposed by Forrest and Hofmeyr is based on negative 
selection method in biological immune mechanisms [2]. However, it shows several 
drawbacks. The major limitation appears to be the excessive computational time caused 
by the random generating the initial repertoire. Moreover, it is very difficult to know 
whether the number of generated detectors is large enough that can satisfy the accepted 
detection failure probability. P. D'haeseleer provides the two algorithms: The linear 
time algorithm and the greedy algorithm [3]. The former has made it practical to  
construct efficient detector sets for large data sets. The space requirements for this 
construction algorithm are substantial. However, this space is only needed once, to 
calculate the detector set, and can be discarded afterwards. The later sacrifices some  
of the speed of detector generation in exchange for a more compact detector set and  
a failure probability guaranteed to be below the acceptable Pf. Kim and Bentley  
adopt such a strategy as a clone selection operator with negative selection operator for 
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network intrusion detection [4]. Immune control computing begins with 1990’s. 
Bersini, Krishnakuma and Takahash are the main researchers. But study of immune 
control is usually discussed in the control area. 

This paper based on real date sets to study the feasibility of immune selection in-
vestigates the use of immune control and vaccines operator provided by an immune 
selection algorithm within an artificial immune system. In order to solve the scaling 
problem of an independent negative selection algorithm, a niching strategy and vac-
cines operator are adopted in this paper. 

2   Biological Immune Control Method 

Immune system controls the individual responses by B-cells and T-cells. The process 
of immune feedback control is shown in Fig.1 [4]. By interplay between main feedback 
and inhibition feedback, immune system can rapidly respond to foreign material and 
stabilize itself simultaneously. 

 

Fig. 1. Scheme of the whole immunity Circle 

3   Immune Detection Algorithm 

3.1   Negative Selection Algorithms 

Forrest et al [1] proposed and used a negative selection algorithm for various anomaly 
detection problems. This algorithm defines ‘self’ by building normal behavior patterns 
of a monitored system. It generates a number of random patterns that are compared to 
each self pattern defined. If any randomly generated pattern matches a self pattern, this 
pattern fails to become a detector and thus it is removed. Otherwise, it becomes a 
‘detector’ pattern and monitors subsequent profiled patterns of the monitored system. 
During the monitoring stage, if a ‘detector’ pattern matches any newly profiled pattern, 
it is then considered that new anomaly must have occurred in the monitored system. 

3.2   Clone Selection Algorithm with Negative Selection Operator 

In order to solve the scaling problem of an independent negative selection algorithm, 
Kim and Bentley [4] argued the artificial immune system that adopts a clonal selection 
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algorithm which embeds a negative selection operator. A conclusion is made that the 
embedded negative selection operator plays an important role in the artificial immune 
system by helping it to maintain a low false positive detection rate. 

3.3   Gene Immune Detection Algorithm 

Gene immune detection algorithm (GIDA) [5] is mainly based on such characteristics 
as high detecting efficiency and low false alert efficiency in biological immune system 
and the most important function of immune system, that is, which is able to alert and 
opposes to novel attacks. 

The main idea is that vaccine mechanism and positive selection is added when the 
clone selection method is combined with negative selection to obtain a comprehensive 
definition of the nonself space. 

4   Immune Control Model and Immune Control Computing 

4.1   Mathematical Model of Immune Control  

The Th-cells concentration relate to the inbreaking antigens concentration. If we define 
Th(k) as the Th-cells concentration and Ag(k) as the inbreaking antigens concentration, 
this relation can be presented by Hill's function:  

))(()( 1 kAgfkTh =  (1) 

))((

)(
))((

22

2

1 kAg
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Where Ag(k) stands the concentration of the k" generation antigen, 2θ 1s a range con-
stant and concerned with the kinds of antigen and Th-cell. 

The kth generation Ts-cells concentration is concerned with the difference of the dth 
forth generation antibody, then the kth generation Ts-cells concentration can be pre-
sented by: 

)())(()( 21 kAgdkAbfkkTs ⋅−Δ=  (3) 

)1()()( −−−−=−Δ dkAbdkAbdkAb  (4) 

Where k1 is rate constant, d denotes the life cycle of antibody, Ts (k) stands for Ts-cells 
concentration. 

We adopt the nonlinear function as follows: 

[ ]{ }adkAbdkAbf /)(exp1))(( 2
2 −Δ−−=−Δ  (5) 

Where )1,0(∈a . 
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Th-cells activate B-cells product antibodies, but Ts-cells suppress B-cells product 
antibodies. So the antibodies concentration can be presented by the difference of Th 
and Ts concentration: 

)()()( kTskThkAb −=  (6) 

Substituting (I), (2) and (3) into (6): 

[ ]{ }{ } )(/)(exp1
)(

)(

))(())(()(

2
12

2

211

kAgadkAbk
kAg

kAg

dkAbfkkAgfkAb

⋅−Δ−−⋅
+

=

−Δ⋅−=

θ

 (7) 

If we define the governing error e(t) in control system as an antigen Ag(k), the 
output u(t) as antibody Ab(k), we can transform (7) to (8): 
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The configuration of immune system is shown by Fig.2. 

 
Fig. 2. Configuration of immune control system 

4.2   Immune Control Computing 

In this paper, on the basis of the previous research, an immune detection algorithm with 
immune control computing (ICDA) is discussed. In this algorithm, according to the 
biological immune method, after negative selecting, a B-cells set generates. In order to 
obtain detection sets (antibodies), the system generates an antigens set in advance. 
When it encounters antigens in the first time, the B-cell with high fitness value will be 
stimulated to be an antibody and cloned to be new more antibodies. This is help T-cells 
mechanism. At the same time, the suppressor T-cells mechanism starts up. Through the 
niching strategy, all the antibodies but one with high similarity will be killed, the an-
tibodies library generates. As the antigens intrude, the antibodies can recognize anti-
gens relying on muzzy match. The antigens with high fitness will be feedback to the 
antibodies library and to be vaccines. Those antibodies which have not been used will 
be killed. Thus, the new generation of antibodies occurs.  

The flow diagram of ICDA is shown in Figure 3 
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Fig. 3. The flow diagram of Immune Control Detection Algorithm 

4.3   Immune Memory 

In our algorithm, the process of extracting vaccines is a very important. There are  
two methods of vaccination: using expert’s previous knowledge rule-matches data 
files; during the censoring process, vaccines are generated by algorithm itself and the  
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antibodies responding at the first time join antibodies library as vaccines. Then de-
tecting data files protected using positive selection operator. Once matched, it will be 
considered as illegal. 

Here, the vaccines can also be taken as memory cells that immune system generates 
after it responds to antigens encountered at the first time in the process of immunity. 
The function of memory cells is that the immune system is able to respond rapidly 
through activating memory mechanism when the antigen is encountered again. Under 
the r-contiguous match rule, the accurate definition of vaccine is a scheme which 
achieves r bit gene contiguous match. Thereby, a vaccine isn’t a complete individual, 
but some characteristics of the individual depend on the situation of the genes. But 
because of continuous bit match, a vaccine is asked for a fixed place. Thus, the anti-
body including the vaccine joins vaccine-antibodies library as the carrier of the vac-
cine. Based on the character of negative selection, the generating process of vaccines 
is as followed: 1) Generate nonself set using negative selection algorithm. 2) Detect 
nonself. 3) The antigens detected join vaccine-antibodies library as vaccines. The 
principle of extracting vaccines lies in affirming the detector that may be repeated as a 
vaccine-antibody. Thus, it either guarantees vaccines’ quality or increases antibodies’ 
diversity. 

In the following study, the immune control method will be improved according to 
the biological mechanisms and control methods. The immune controller could be used 
so as to improve the algorithm’s shortcomings. 

Table 1. Detection and alarm for the intrusion behaviours 

Testing item Operation step Anticipation 
result 

1. modifying
Password 

a．acquire authorization of root；  
b． ：modifying password file      vi/etc/password；  
c．add a back door user with the following command lines: 
newuser：  
X: 00::/home/newuser: /bin/bash； ．d save and exit. 

The number of 
antigens de-
tected is 
shown, alarm. 

2. setting 
script SUID 
bit 

a．acquire authorization of root；  
b． ：setting SUID bit chmod  － －perm 4000/bin/tcsh；  
c． ：owner of file is instead of root chown  root tcsh；  
d． save and exit. 

The number of 
antigens de-
tected is 
shown, alarm. 

3. modifying 
the important 
file 
self-defined 
by user 

a．acquire authorization of root；  
b．modifying the important file self-defined by user; 
c． save and exit. 

The number 
of antigens 
detected is 
shown, 
alarm. 

4modifying 
host com-
puter’s log 
file 

a．acquire authorization of root；  
b． ，landing with a new user name modifying host computer’s 
log file 
c． save and exit. 

The number 
of antigens 
detected is 
shown, 
alarm. 
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Table 2. Contrast of GIDA and ICDA (intrusion detection experimental Result) 

GIDA ICDA 
Attacking mode 

NR Time Pf NR Time Pf 
Ls Lsa 

67 0.241 0.130 60 0.408 0.034 

90 0.301 0.091 88 0.525 0.050 
Modifying 
Password 

103 0.409 0.041 69 0.291 0.031 

2006 1975 

110 0.204 0.350 78 0.507 0.060 Setting 
SUID bit of 
script 178 0.569 0.203 131 0.799 0.122 

2886
04 

288604 

89 0.017 0.255 56 0.00308 0.090 

125 0.046 0.148 70 0.00234 0.115 

Modifying im-
portant files 
self-defined by 
user 179 0.087 0.097 104 0.00536 0.026 

14 11 

58 0.104 0.062 28 0.0409 0.110 Modifying mas-
ter computer’s 
log files 86 0.312 0.010 72 0.0760 0.037 

2351 1657 

The data in Table 2 shows the feasibility of GIDA and ICDA in the area of intrusion 
detection;  

Ls (bytes)= the Length of source file, LSa (bytes) =the Length of the file after at-
tacked; NR = the number of detectors, Time (s)= detecting time , Pf =the failure 
probability of detection. 

When the file protected is long enough, i.e. in the item of Setting SUID bit of script, 
it is unnecessary that protecting the whole file. Here, we adopt the method of sampling 
the file. The head, tail and midst of the file protected will be sampled to be a selfish file. 
Based on such characteristics as distributed and specific, at the time of sampling the 
middle information of the source file, a dynamic method that sampling in random every 
time is used. We can verify that if the sampling situation has appropriate distributing 
probability and sampling times is enough, the result is creditable. 

5   Experiments 

Based on the above analyses, a kind of experiment is conducted in order to check the 
effectiveness and feasibility of the proposed algorithm: intrusion detection. The pa-
rameters are set as followed: m—the number of alphabet symbols, m=2, l—the 
number of symbols in a string, l=32, r—the number of contiguous matches required 
for a match, r=8. 

The environment of hardware: two test computers. One is used to imitate attack ac-
tions. Another is used to detecting intrusion or computer virus. The environment of 
software: Windows XP, Linux, IE explorer, VC++ 6.0. 

The process of the experiment is shown as Table 1. 
The result of the experiment is shown as Table 2. 
In order to show the effect of ICDA, GIDAis made to be compared with it. 
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6   Conclusion 

In this paper, we have described a novel change detection algorithm---immune control 
detection algorithm (ICDA). The immune control method is introduced in the first. The 
process of detection is regard as a system. The stimulation and compression of T-cells 
embody the extent of immune control. Immune feedback control makes the system 
obtain stability. System information can be feedback and detected in time. Thus, the 
detection method can be considered as a dynamic detecting way. Shown by experiments, 
it is very effective for the change detection of the compiled C object file. The efficiency 
of detection is increased and the number of valid detectors is largely decreased. 

The key to the approach lies in the realization of immune control method. We imitate 
the function of help T-cells and suppress T-cells in the immune control. Feedback 
procedure is designed as a dynamic state. A variety of detection operators is joined in 
the process.  
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Abstract. Machine Learning methods have been widely used in bioin-
formatics, mainly for data classification and pattern recognition. The
detection of genes in DNA sequences is still an open problem. Identify-
ing the promoter region laying prior the gene itself is an important aid
to detect a gene. This paper aims at applying several Machine Learning
methods to the construction of classifiers for detection of promoters in
the DNA of Escherichia coli. A thorough comparison of methods was
done. In general, probabilistic and neural network-based methods were
those that performed better regarding accuracy rate.

Keywords: Bioinformatics; Data classification; Machine Learning; DNA.

1 Introduction

The DNA (Deoxyribonucleic acid) is a organic molecule responsible for the co-
ordination and functioning of all living beings. It not only carries the genetic
information of the organism, but also stores all the necessary information for
synthesizing proteins.

The DNA is composed by simple elements (monomers) forming a long poly-
mer. Monomers, in turn, are called nucleotides and are formed by chemical com-
pounds and one of four types of molecules (bases): adenine (A), cytosine (C),
guanine (G) and thymine (T).

Within the cell, the DNA is organized into structures called chromosomes,
and the set of chromosomes is the genome of the organism. Most part of the
DNA of eukaryotes (organisms having a membrane surrounding the nucleus of
their cells) is not expressed in an amino acid chain of a protein is known as "junk
DNA". For instance, only 1.5% of human genome is known to be protein-coding
[16]. Although it is speculated that junk DNA may be involved in regulatory
or catalytic activities, their function is still unknown. The remaining segments
� This work was partially supported by the Brazilian National Research Council –
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of DNA that are related to the genetic information of the organism are called
genes. Many effort has been spent in developing methods for identifying genes
in DNA, from both Biochemistry/Biology and Computer Science communities.

Proteins, the product of genes, are synthesized after transcription and traduc-
tion of stretches of DNA. The beginning of the transcription of the gene takes
place when the enzyme RNA-polymerase binds to given regions of the DNA
known as promoters. These regions indicate to the enzyme that the genetic in-
formation to be transcribed is about to come in the linear sequence of nucleotides.
Therefore, the following stretch of DNA is transcribed into mRNA (messenger
Ribonucleic Acid), from which introns will be later extracted, and then will map
a protein [7]. The rules that dictate the behavior of RNA-polymerase are not
precisely known. Therefore, many studies have been carried out on this subject,
basing on known examples. Using such approach, supported by Computational
Intelligence methods, researchers aim at improving the current knowledge of this
important biological process.

After the genome of an organism be sequenced, the following task is the
identification of genes present in its DNA. Actually, gene detection is still an
open problem and many methodologies have been proposed. The most usual
approach for finding a gene is detecting signals, that is, particular sequences with
biological meaning in the DNA. Among them, searching for promoter regions is
one of the most important tasks [9], since a promoter indicates precisely where
a gene will start in the DNA sequence.

Currently, the techniques most frequently used for recognizing promoter re-
gions in DNA are based on machine learning methods, such as neural networks,
decision trees and others.

Machine learning is a branch of Computer Science related to the development
of algorithms and techniques that allow computers to learn from data. Basically,
there are two types of computational learning: inductive and deductive. The
later type is focused on logic. On the other hand, the methods of the former
type are the most popular and they extract rules or formatted knowledge from
data. The objective of this work is to evaluate and compare several machine
learning methods applied to the detection of promoter regions in the DNA of a
common bacteria, Escherichia coli.

2 Methodology

2.1 The Data Set

In this work we use a data set compiled by Towell et al. [13] with 106 instances,
half of which having promoter sequences (positive cases) and the remaining being
intragenic sequences (negative cases). The positive cases were withdrawn from
another data base created by Harley and Reynolds [5], whereas the negative cases
were obtained by selecting contiguous substrings from a 1500-base sequence (for
more details, see [13]).

Each instance is 57 nucleotide long, and promoter regions correspond to po-
sitions -50 to +7 from the beginning of a gene. That is, the 50 nucleotides that
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precede the starting point of a gene, together with the 7 first nucleotides of the
gene. For simplicity purposes, in this work we did not consider positions from
+1 to +7, considering only the nucleotides that precede the gene.

2.2 Computational Methods

Two computational tools for machine learning were used in this work. The first
software is known as Weka [15] and is frequently used by the data mining com-
munity. It has a large number of conventional methods for data analysis in a
single tool. HMMER version 2.3.2 [2] is the other software, and is a tool used by
the bioinformatics community for the analysis of sequences.

The input file for Weka was formatted to ARFF model. This is a text file in
which attributes are described and corresponding instances are listed. The con-
vention used for data was: m50,m49, ...,m1, corresponding to positions from -50
to -1 in the nucleotide sequence, followed by the target attribute, that identifies
the class of each instance.

HMMER was used for evaluating the Hidden Markov Model (HMM) method.
HMMs have been used for pattern recognition in many domains and, in special,
in bioinformatics for the detection of patterns in protein and DNA sequences
[2][14]. HMMs are considered in this work due to its efficiency in dealing with
the probabilistic nature of biological sequences. A HMM is an statistical method
considered a simple Bayesian network. A system modeled by a HMM is consid-
ered as a Markovian process which parameters are unknown. Consequently, the
objective is to estimate the value of the parameters from known instances, and
then, use the model for analyzing unknown instances and detecting patterns [3].

The input file for HMMER must be a pre-aligned set of sequences. The 53
positive sequences (that is, corresponding to a promoter sequence) were already
aligned in the original database.

3 Computational Experiments and Results

A total of 30 different methods for supervised learning in Weka were used. These
methods were grouped as Bayesian, neural networks, meta-learners, trees, lazy-
learners and rules.

The default training/testing methodology included a 10-fold cross-validation
[6]. That is, the data set is divided into 10 parts. In the first round, nine parts
are used for training and the remaining for testing. Next, another other nine
partitions are chosen for training and one is set apart for testing. This procedure
is repeated until all 10 possible combinations have been tested. The reported
result is the average of the 10 runs. The purpose of cross-validation is to avoid
biased results when using a small sample of data.

Each HMM was constructed using the tool hmmbuild and, later calibrated
using hmmcalibrate [2]. In both cases the running parameters were configured to
the standard values. The detection threshold was empirically set to -8.4, in such
a way to minimize the number of errors.
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The main objective of this work is to compare the performance of classifiers
in detecting promoters. Therefore, performance is measured according to the
predictive accuracy of the classifiers and other parameters, such as processing
time or memory requirements were not taken into account.

Table 1 shows the results for the 31 supervised classification methods. Methods
are divided by category and, within categories they are ordered by descending
order of predictive accuracy. In this table it is also shown parameters used in
the evaluation of supervised classifiers and, from which, some metrics can be
derived. These parameters are drawn from a confusion matrix (or contingency
table). For a two-class prediction problem, outcomes can be binary labelled as
positive (class "promoter") or negative (class "non-promoter"). When applying
a given classifier method to a set of instances, depending on the outcomes, four
different parameters can be computed:

– tp: true positive - number of positive instances that were correctly classified
as positive;

– fn: false negative - number of positive instances that were wrongly classified
as negative;

– fp: false positive - number of negative instances that were wrongly classified
as positive;

– tn: true negative - number of negative instances that were correctly classified
as negative.

By combining these parameters, it is possible to compute several metrics com-
monly used in machine learning, such as sensitivity (Se), and specificity (Sp), de-
fined in Eq. 1. Another measure of quality for two-class problems is the Matthews
Correlation Coefficient (MCC) (Eq. 2), regarded as a balanced measure and fre-
quently used in bioinformatics [8][1]. These measures are also shown in Table 1
for all classifiers.

Se =
tp

(tp + fn)
Sp =

tn

(tn + fp)
(1)

MCC =
tp.tn− fp.fn√

(tp + fp).(tp + fn).(tn + fp).(tn + fn)
(2)

A ROC (Receiver Operating Characteristics) graph is a useful technique for
comparing classifiers and observing visually their performance. This kind of
graph is commonly used no only in decision making, but also in machine learn-
ing, data mining and bioinformatics [12]. In a ROC graph axes x and y are
defined, respectively, as 1−specificity and sensitivity. These axes can be inter-
preted as the relative trade-offs between the benefits and costs of a classifier. In
this work, all classifiers were run once since they used the standard parameters.
Therefore, the ROC graph can be represented by a single ROC point for each
non-parametric classifier, corresponding to their (1− Sp, Se) pairs [4].

When comparing classifiers using a ROC graph, the best possible prediction
method would be that lying as close as possible to the upper left corner (coor-
dinates (0, 1)), representing 100% sensitivity and 100% specificity. A completely



A Comparative Study of Machine Learning Methods 963

Table 1. Comparative performance of 31 machine learning methods

Group Method tp fn fp tn MCC accuracy
rate (%)

HMM HMM 50 3 5 48 0.850 92.45
Bayes CNB 49 4 3 50 0.868 93.40

NaiveBayes 48 5 3 50 0.850 92.45
NaiveBayesSimple 48 5 3 50 0.850 92.45
NaiveBayesUpdateable 48 5 3 50 0.850 92.45
AODE 50 3 7 46 0.814 90.56

Neural Net MultiplayerPerceptron 49 4 3 50 0.968 93.40
SMO 49 4 4 49 0.849 92.45
RBFNetwork 48 5 6 47 0.793 89.62
Logistic 45 8 5 48 0.756 87.73
VotedPerceptron 46 7 10 43 0.680 83.96

Meta LogitBoost 47 6 5 48 0.793 89.62
MultiBoostAB 47 6 7 46 0.755 87.73
MultiClassClassifier 45 8 5 48 0.756 87.73
ThresholdSelector 44 9 5 48 0.738 86.79
ADABoost 46 7 8 45 0.717 85.84

Trees NBTree 47 6 5 48 0.793 89.62
LMT 47 6 6 47 0.774 88.67
ADTree 47 6 8 45 0.736 86.79
J48 45 8 12 41 0.624 81.13
ID3 44 7 14 37 0.594 76.41

Lazy LBR 48 5 3 50 0.850 92.45
IB1 49 4 15 38 0.656 82.07
Kstar 48 5 14 39 0.651 82.07
IBk 49 4 16 37 0.639 81.13
LWL 41 12 14 39 0.510 75.47

Rules PART 44 9 11 42 0.623 81.13
DecisionTable 41 12 11 42 0.566 78.30
Ridor 41 12 11 42 0.566 78.30
JRip 42 11 13 40 0.548 77.35
NNge 31 22 2 51 0.591 77.35

random guess would give a point along a diagonal line (the so-called line of no-
discrimination) from coordinates (0, 0) to (1, 1) the left bottom to the top right
corners.

Figure 1 shows the ROC graph for the classifiers evaluated in this work. Since
the performance of all classifiers were above the no-discrimination line, this figure
shows only the upper left quadrant of the graph. This is done only for compari-
son purposes, so as to amplify the differences between classifiers. The top classi-
fiers are identified in the ROC space: HMM (Hidden Markov Model [2]), SMO
(Sequential Minimal Optimization algorithm for support vector machine [10]),
MLP (Multilayer Perceptron neural network [15]), LBR (Lazy Bayesian Rules
classifier [15]), CNB (Complement class Naive Bayes [11], and Bayes. This last
one comprehends three different versions: Naive Bayes, NaiveBayesSimple and
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Fig. 1. ROC space for the classifiers tested. Each symbol represents the classifiers of a
given group (see text).

NaiveBayesUpdateable. It should be noted that all classifiers tested are repre-
sented in the ROC space. Since some of the classifiers have achieved the same (or
near the same) performance, there are several points superimposed in the graph.

Besides comparing the classifiers with themselves, our results were also com-
pared with other published works. Using the same data set, Towell et al. [13]
proposed a hybrid approach mixing neural networks and symbolic rules, named
KBANN (Knowledge Based Neural Network). This approach was compared
with a multilayer perceptron neural network, a decision tree induced with ID3
algorithm, a clustering algorithm k-NN and the technique known as O’Neill.
These results are shown in table 2 [13].

Table 2. Comparison of different methods for the same data set, by Towell et al. [13]

Method accuracy rate (%)
KBANN 96.22
Multilayer Perceptron 92.45
OťNeill’s method 88.68
k-NN 87.74
Decision tree (ID3) 82.08
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4 Discussion and Conclusions

Several methods for detecting promoters in nucleotide sequences were compared.
Table 1 shows that, considering only the accuracy rate, HMM and the Bayesian
methods (including LBR and excluding AODE) were those that performed bet-
ter. The results of another methods (table 2) are approximately similar to those
obtained in this work. Also, they obtained the best results with neural network-
based approaches, a fact that was confirmed in our work. Recall that no effort was
done to fine-tune parameters in our experiments. Results were obtained using
the default parameters, except for HMM where the threshold was set empirically.
Therefore, it could be reasonable to expect slight better performances.

The ROC graph shows the difference between methods more clearly than table
1. Possibly, the small differences in performance of the methods tested may be
due to the small number of instances of the data set. A single misclassified
instance may lead to an error of almost 2%.

In general, the probabilistic methods, including HMM and Naive Bayes clas-
sifiers achieved better results than other classifiers. Possibly, this is due to the
specific nature of biological sequences, where uncertainty is also present. That
is why Bayesian methods have been traditional in bioinformatics, for tasks such
as sequence alignment, pattern recognition and others. Similarly, some neural
network-based methods, namely SMO and MLP, obtained results competitive
to those of Bayesian methods, possibly due to its ability to establish complex
hiperplanes in the problem space. This shows its adequacy for dealing with
biological sequences. Regarding MCC, again a Bayesian and a neural-network
method, respectively, CNB and MLP, were those that performed better.

Traditional methods for induction of decision-trees, such as ID3 and C45, are
considered baseline in many data mining applications. However, for the data set
and standard parameters used in this work they did not performed so well as
others. This was confirmed by analyzing the MCC of those classifiers.

Future work include the use of ensemble methods for associating classifiers
and the application of these methods to the detection of promoters in DNA
sequences of eukariotes, as part of an automatic gene detection system.
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Abstract. Much work has been done on the evolutionary divergence
of duplicated genes in protein coding regions. However, this remains a
partial view, and little is known how duplicated genes diverge in non-
coding regions, which can play an important role in the evolutionary
preservation of duplicated genes. Here we compared the evolutionary
rates of different parts of of duplicated genes in the human and mouse
genomes, including 5’-UTRs, coding regions, 3’-UTRs, and 500 bps up-
stream and downstram of the untranslated regions. Results show that
compared to orthologous genes, the ratios of the genetic distance of non-
coding regions such as UTRs and upstream and downstream regions
vs. synonymous substitutions tend to be smaller in paralogous genes,
suggesting that synonymous substitutions benefit more greatly from re-
laxed selective constraints than noncoding regions. Moreover, we also
examined the most frequent types of rate comparison among different
genic regions in both orthologs and paralogs and found that the ranks of
the most frequent types of rate comparison differ little between human
paralogs and mouse paralogs, but differ greatly from those in orthologs,
suggesting that duplication enables changes of evolutionary dynamics
along different parts of genes. We also classified duplicated genes into
three categories based on their chromosomal locations, tandem dupli-
cates, intra-chromosomal duplicates, and inter-chromosomal duplicates.
Results show that in both the human and mouse, selective constraint
(measured by Ka/Ks) on intra-chromosomal duplicates tends to be much
lower than that on tandem duplicates, which in turn is significantly lower
than that on inter-chromosomal duplicates. This shows that genomic lo-
cation is an important factor in determining the evolutionary divergence
of duplicated genes.

1 Introduction

Gene duplication is generally believed to be one of the most efficient ways to
generate genetic novelty. Right after gene duplication, it has been predicted and
also empirically shown that the evolutionary rate should increase due to the
subsequent relaxation of selective constraints [1]. Occasionally, the rate increase
could also be caused by the action of positive selection that diversified the dupli-
cates (e.g. [2]). Many studies have been devoted to the evolutionary divergence
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of coding regions of duplicated genes to address the questions such as how fre-
quent adaptive evolution is after duplication, and how duplicated genes diverge
and gets preserved after duplication. The most recent work started to examine
whether genes are duplicated equally and some progress has been made on the
asymmetry of rates of evolution due to the inequality of birth of duplicated genes
(e.g. [3]).

However, all the current studies have been focused on the evolutionary di-
vergence of duplicated genes in their protein coding regions, the evolutionary
divergence of noncoding regions has been largely ignored. In order to address
this issue, we compared the evolutionary divergence of human and mouse par-
alogous genes in their noncoding regions including 5’ UTRs, 3’ UTRs, and 500
bps noncoding upstream and downstream of the untranslated regions with that
of coding regions. To put this into context, we used orthologous genes between
human and mouse as reference. We also examined the location effect on the evo-
lutionary divergence of duplicated genes. Previous studies suggest that location
is an important factor in determining the evolutionary fate of duplicated genes
[3]. Taking advantage of the current dataset, we tested the location effect by
partitioning the paralogous gene pairs into three categories, tandem duplicates
where two paralougs genes on the same chromosome are separated from each
other by no more than one non-homologous gene, intra-chromosomal duplicates
where two paralougs genes are on the same chromosome but are not tandem du-
plicates, and inter-chromosomal duplicates where two paralogous genes are on
different chromosomes. We compared the distribution of Ka/Ks in these three
types of paralogs to examine whether selective constraints differ among them.

2 Methods

Selection of paralogous and orthologous gene pairs. We collected all the
5’UTR, 3’UTR, Coding sequences (CDSs) and peptide sequences of the human
and mouse protein coding genes from the ENSEMBL version 46. We used the
longest transcript of a gene if the gene has multiple alternative splicing forms.
We also retrieved Ensembl’s gene family tables of these two species. We included
singleton families, i.e. families have only one member, in our dataset. We removed
genes shorter than 50 amino acids in both our sequence collection and the fam-
ily tables. Then, we selected the families that have no more than 5 members
for analyses to reduce the amount of dependence in pairwise comparisons. We
obtained the paralogous gene pairs by pairing genes within each family and the
orthologous gene pairs by pairing genes of difference species that share the same
ENSEMBL family id. Since we intended to compare 5’UTR, 3’UTR and CDS re-
gions of these gene pairs simultaneously, we required that each gene should have
all these three parts. At the same time, we excluded the genes whose 5’UTR are
shorter than 20 bps and 3’UTR are shorter than 40 bps [4].

Sequence alignment. We did the pairwise alignment for these gene pairs
using the GAP program [5], which uses a global optimal alignment algorithm.
The parameters for the GAP program are the same as in [4]: the mismatch
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penalty is -3 for DNA and the PAM120 scoring matrix for peptide alignments;
the match is 10; the gap open penalty is 50; the gap extension penalty is 5; and
the longest penalized gap is 10. CDSs were aligned by using the correponding
peptide sequence alignments as templates. To ensure the homology of a gene pair,
we further removed the gene pairs that have an aligned overlaping percentage,
i.e. the proportion of the length of the overlaping region to that of the total
alignment, less than 50% in their CDS alignments. Consequently, we got 2,772
and 2,296 paralogous gene pairs in human and mouse respectively, and 11,394
orthologous gene pairs between human and mouse.

Substitution Rates. We estimated the evolutionary rates of 5’UTR, 3’UTR
and CDS between the members of homologous gene pairs. The rates were es-
timated in terms of the number of substitutions per bp under the Kimura’s
two-parameter model [6]. For CDSs, we also estimated the synonymous (Ks)
and nonsynonymous (Kn) rates using the YN00 method implemented in the
PAML software package [7]. We excluded all gaps when calculating the rates.

3 Results and Discussion

We obtained 2,772 and 2,296 paralogous gene pairs in human and mouse respec-
tively, and 11,394 orthologous gene pairs between human and mouse. All gene
pairs contain UTRs (untranslated regions) and CDS (coding sequences). We also
examined the 500 bps immediately upstream and downstream of the untrans-
lated regions. These regions should be enriched with regulatory elements and
their sequence evolution can shed light on the divergence of gene expression pat-
terns [8]. The larger number of orthologs than paralogs is because for orthologs,
singleton genes can be used to be matched between species, but for paralogs,
only those families that have at least two members can generate paralogous
gene pairs.

UTR divergence in paralogs and orthologs. The sequence identities are
similar between the paralogs of human and mouse, but smaller than that of the
orthologs in both 5’UTRs and 3’UTRs. 90% of the sequence identities in 5’UTR
are between 37.7% and 72.7% in human paralogs, between 37.8% and 91.3% in
mouse paralogs, while between 42.6% and 89% in human-mouse orthologs. In
3’UTR, 90% of them are between 39.7% and 77.5% in human paralogs, between
40.2% and 85.0% in mouse paralogs, while between 44.2% and 85.9% in human-
mouse orthologs.

Up/down-stream divergence in paralogs and orthologs. The patten of
sequence identities is similar to that of UTR regions. The sequence identities
of up and down-stream regions are similar between the paralogs of human and
mouse, but smaller than those of the orthologs. The up-stream region in ortho-
logues (55%) has a slightly higher average identity than the down-stream region
(48%). 90% of the sequence identities in up-stream regions are between 36.7%
and 57% in human paralogs, between 37.5% and 62.4% in mouse paralogs, while
between 38.7% and 78.1% in human-mouse orthologs. In down-stream regions,
90% of them are between 37.1% and 66.6% in human paralogs, between 37.7%
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and 67.2% in mouse paralogs, while between 38.5% and 68.8% in human-mouse
orthologs.

CDS divergence in paralogs and orthologs. The sequence identities of
CDSs in either DNA level or protein level tend to be higher than those of UTRs.
90% of the sequence identities in CDSs are between 42.8% and 86.2% in human
paralogs, between 42.8% and 86.5% in mouse paralogs, while between 55.6%
and 92.2% in human-mouse orthologs. Similar to UTRs, the results show more
conservative CDSs alignments in orthologs than in paralogs, but the degree of
conservation is not as great as that of UTRs.

Relative substitution rates within genes. To see how different parts of
a gene evolve comparatively, we also obtained the relative substitution rate be-
tween different parts of the genes. To facilitate the comparison, we used the Ks

of the coding region as the common denominator, and the distances of all other
regions as the numerator. For each pair of genes (orthologs or paralogs), the
divergence time is the same for different regions of the pair, therefore, the ratio
between certain K distance vs. Ks represents the ratio of evolutionary rates in
the corresponding regions. The distribution of the relative rates is shown in Fig-
ure 1. All rates of UTRs vs. the Ks of CDSs have a peak at around 0.2 when
compared with the Ks of CDSs (Figure 1A-D). The distribution of the distance
ratios of 5’UTR vs. Ks is similar to that of the distance ratios of 3’UTR vs. Ks

for both human paralogs and mouse paralogs (Figure 1B,D). In contrast, for the
human and mouse orthologs, the distance ratios of 5’UTR vs. Ks (or 3’UTR vs.
Ks) tend to be much higher than those for both human and mouse paralogs, sug-
gesting that gene duplication might confer a greater degree of relaxed selective
constraints on synonymous substitutions than on substitutions in untranslated
regions, which lead to a higher rate increase in synonymous substitutions than
substitutions in untranslated regions. It has to be mentioned that increasing ev-
idence suggests that synonymous mutations are not neutral [9]. As there seems
little reason for possible slowdown of rates of evolution in untranslated regions in
duplicated genes, the current observation offers yet another supporting evidence
for the non-neutral evolution of synonymous mutations.

Similar to the patterns observed in UTRs, the distance ratios of upstream (or
downstream) regions vs. Ks in paralogs also tend to be smaller than those in
orthologs. It is expected that because of redundancy after gene duplication, there
is relaxed selective constraints on mutations on every part of a gene, however, the
magnitude of relaxation might differ in different regions. As evolution rates of
noncoding regions such as UTRs and upstream and downstream regions of UTRs
tend to be higher than coding regions under usual circumstances, relaxation of
selective constraints on these regions might not have as a big effect as on coding
regions. The Ka/Ks distribution is as what we expect, i.e., Ka/Ks tend to be
higher in paralogs than in orthologs, which is the result of reduced purifying
selections on nonsynonymous substitutions in coding regions.

As within a gene, the distance comparison is the same as the rate com-
parison, we thus sorted the distances in different regions of the same genes
and counted the frequency of each type of rate comparison. Figure 2 shows
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Fig. 1. Distributions of relative substitution rates for (A). K in 500 bp upstream region
vs. Ks in CDS, (B). K in 5’UTR vs. Ks in CDS, (C). Ka/Ks in CDS, (D). K in 3’UTR
vs. Ks in CDS, and (E). K in 500 bp downstream vs. Ks in CDS.

the top 25 most frequent types of rate comparisons using human paralogs as
the reference. To examine the effect of duplication further, we divided the or-
thologs into three types, orthologs where both human and mouse genes are
singletons (ortholog ss), orthologs where either the human or mouse gene has
duplicated copies (ortholog sd), and orthologs where both human and mouse
genes have paralogs (ortholog dd). It is interesting to see that the most frequent
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type of rate comparison for both paralogs and orthologs is “CDS < 5UTR <
3UTR < 5hup < 5hdn”, which means, the K distance is the highest in 500
bps downstream of 3’UTRs, followed by 500 bps upstream of 5’UTRs, 3’UTRs,
5’UTRs, and coding regions. The ranks of different rate comparisons are very
similar between human paralogs and mouse paralogs. The ranks of different rate
comparisons are also very similar within different types of orthologs.

Fig. 2. The 20 most common types of
rate comparisons along different regions of
genes

However, the ranks differ greatly be-
tween orthologs and paralogs. For ex-
ample, the second most frequent type
of rate comparison in human par-
alogs or mouse paralogs is “CDS <
5UTR < 3UTR < 5hdn < 5hup”,
however, it only ranked sixth most
frequent type of rate comparison in
ortholog ss, and instead the second
most frequent type of rate compari-
son in orthologs is “CDS < 3UTR <
5UTR < 5hup < 5hdn”. This suggests
that relaxed selective constraints in du-
plicated genes lead to a larger magni-
tude of rate increases in 3’UTRs than
in 5’UTRs. Therefore, clearly, the evo-
lutionary dynamics in different parts of
the genes differ depending on whether
the genes arose from duplication or
speciation. As numerous studies have
shown that duplication leads to re-
duced selective constraints and provide
opportunies for duplicated copies to ex-
plore what would have been impossi-
ble prior to duplication, the observa-
tion here further suggests that duplication can also alter the evolutionary rate
comparisons in duplicated genes as compared to their orthologous counterparts.

Caution must be taken when interpreting the results. As non-coding regions
tend to evolve faster than coding regions and there are no good models on the
evolution of non-coding regions, it is extremely difficult to study these regions
and make reliable sequence alignments. Although we take steps to ensure the
quality of the sequence alignments, it is still possible that some of the alignments
are of low quality. Moreoever, for the non-coding regions that are fast-evolving,
making reliable sequence alignments is nearly impossible. Therefore, the studied
non-coding regions might be the ones that are more conserved. Nonetheless, as
we are making a relative rate comparison across different genic regions and using
the frequency of the rate comparison to extrapolate the relative abundance of
each type, the results should be quite robust.
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Fig. 3. The cumulative distribution of
Ka/Ks for different types of duplicates in
human

Tandem duplicates, intra-
chromosomal duplicates, vs.
inter-chromosomal duplicates.
It has been observed that the differ-
ence in evolutionary rates between
duplicated genes tends to be much
greater for the duplications where one
copy has been relocated (i.e. moved
to a different genomic location, [3]).
This suggests that location is an
important factor in determining the
evolutionary divergence and fate of
duplicated genes. In order to examine
how location has affected the sequence
divergence of the paralogs in our
data, we classified all the paralogs
into three categories according to their
current genomic locations, tandem duplicates where two paralogous genes have
no more than one spacer (spacer refers to genes that are not homologous to the
duplicates, see [10] for detailed definition), intra-chromosomal duplicates where
two paralogous genes are on the same chromosome but are separated by more
than one spacer), and inter-chromosomal duplicates where two paralogous genes
are on different chromosomes. We examined the Ka/Ks distributions in the three
types of duplicates to see whether they have any systematic difference in selective
constraints.

Fig. 4. The cumulative distribution of
Ka/Ks for different types of duplicates in
mouse

Figures 3 and 4 show the cumulative
distributions of Ka/Ks for the three
types of duplicates in the human and
mouse. There is a pronouced differ-
ence between the three distributions.
In particular, the intra-chromosomal
duplicates have a higher proportion
of duplicates with large Ka/Ks than
TAGs have, which in turn have higher
proportion of duplicates with large
Ka/Ks than inter-chromosomal dupli-
cates. The three distributions in the
mouse show a similar pattern to those
in the human. All the observed dif-
ferences are statistically significant (in
human: inter-chromosomal vs. TAGs,
p− value < 2.2e− 16; TAGs vs. intra-
chromosomal, p−value < 1.599e−07;
in mouse: inter-chromosomal vs. TAGs, p − value < 2.2e − 16; TAGs vs.
intra-chromosomal, p − value < 3.273e− 07). Therefore, our observation offers
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additional evidence that relative location of duplicated genes can play an impor-
tant role in affecting the subsequent divergence of gene copies.

So why does tandem duplicates and intra-chromosomal duplicates tend to
have higher Ka/Ks values than inter-chromosomal duplicates? It is likely that
genes on the same chromosome tend to have more constant interactions such
as gene conversions than duplicated copies that are on different chromosomes.
Although gene conversion should not affect synonymous and nonsynonymous
mutations differently, the known GC biased mismatch repair mechanism does in-
troduce a bias, which could contribute to a higher number of mutations. Because
there are more nonsynonymous sites in a gene than synonymous sites, we expect
that the bias GC mismatch repair will introduce more nonsynonymous muta-
tions than synonymous mutations, leading to an increase in Ka/Ks. However,
although this seems to be able to explain at least in part the higher Ka/Ks values
in tandem duplicates and intra-chromosomal duplicates than inter-chromosomal
duplicates, it has some difficulty in explaning why tandem duplicates have lower
Ka/Ks than intra-chromosomal duplicates. As the frequency of gene conversion
decreases with the increase of chromosomal distances between two duplicated
genes on the same chromosome, it is likely that intra-chromosomal duplicates
tend to have lower rates of gene conversion than tandem duplicates. So if gene
conversion can cause an increase in Ka/Ks, then our current observation that
tandem duplicates tend to have lower Ka/Ks than intra-chromosomal dupli-
cates is not expected. Therefore, there might be other reasons for the difference.
Future studies can be directed to identify the mechanisms of duplication and
features of duplication, which might help address the question.
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Abstract. CpG islands (CGIs) are clusters of CpG dinucleotides in GC-rich re-
gions and represent an important gene feature of mammalian genomes. Several 
algorithms have been developed to identify CGIs. Here we applied Support 
Vector Machine (SVM), a machine learning approach, to classify CGIs that are 
associated with the promoter regions of genes. We demonstrated that our 
SVM-based algorithm had much higher sensitivity and specificity in classifying 
promoter-associated CGIs than other algorithms, and had high reliability. The 
advantages of SVM in our method and future improvements were discussed.  

Keywords: CpG islands (CGIs); Support Vector Machine (SVM); promoter; 
human; mouse. 

1   Introduction 

1.1   General Features of CpG Islands (CGIs)  

CGIs are clusters of CpG dinucleotides in GC-rich regions, usually ~1 kb long [1]. 
They are identified in the promoter regions of approximately 50% of genes in verte-
brate genomes and are considered gene markers. The number of CGIs varies greatly 
among mammalian genomes. However, this great difference is unlikely attributed to 
the CGIs located in the promoter regions because the numbers of promoter-associated 
CGIs in the two genomes are very close [2]. These CGIs tend to present stronger CGI 
characteristics than the CGIs in other genomic regions [3]. Therefore, it is important to 
distinguish and classify the promoter-associated CGIs from the others. So far, this issue 
has not been successfully resolved. 

1.2   Existing Algorithms for Identifying CGIs  

Several algorithms have been reported in the literatures [1, 4, 5], but all these algo-
rithms utilize sequence properties only and fail to identify promoter-associated CGIs 

                                                           
* Corresponding author. 
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specifically. At present, there is one algorithm, which was named CpGProD and was 
developed by Ponger and Mouchiroud [6], to classify promoter-associated CGIs by 
predicting the potential promoters and their orientation. The sensitivity and specificity 
for CGI predictions was 0.38 and 0.62, respectively, when promoter-associated CGIs 
on human chromosome 22 were classified, using the threshold 0.3. For the whole 
human genome, the sensitivity and specificity were 0.27 and 0.60, respectively. Over-
all, the performance of their predictions is not strong. Promoter-associated CGIs are 
longer, have larger observed over expected CpG ratios (ObsCpG/ExpCpG) and higher 
G+C content than other CGIs. Such differences form theoretical bases for distin-
guishing promoter-associated CGIs from other CGIs in mammalian genomes. 

1.3   Support Vector Machine (SVM) 

SVM is a popular and powerful machine learning approach for classifications. The 
details of SVM are available in Vapnik et al. [7]. The basic principle of SVM is based 
on a training set of n samples, {xi, yi}, i= 1,…, n, where xi

 are vectors with features, 
yi∈{+1, -1} and denote the classes. The classifier can be generated by the following 
formula: 

( )
⎭
⎬
⎫

⎩
⎨
⎧ += ∑

=

n

i
iii bxxKyxf

1

,sgn)( α               (1) 

where K is the kernel function that defines the feature space, αi and b are parameters that 
are optimized during training process in order to maximize margin separating hyper-
plane from among the many that can separate the positive from negative samples. SVM 
has been broadly applied in pattern recognition [8, 9].  

1.4   Application of SVM in CGI Classification 

Recent studies have demonstrated the utility of SVM in prediction of methylation status 
of CpGs [10] or CGIs [11]. To date, there is no algorithm that applies SVM in classi-
fication of promoter-associated CGIs. In this study, we developed an SVM-based 
method to distinguish and classify promoter-associate CGIs. 

2   Materials and Methods 

2.1   Genome Sequences and Gene Annotation 

We downloaded the reference sequences of human and mouse genomes and their gene 
annotations from the National Center for the Biotechnology Information (NCBI) 
(ftp://ftp.ncbi.nlm.nih.gov/genomes/). We used the Perl script developed by Jiang and 
Zhao [12] to extract the location of transcriptional start sites (TSS) of each gene. The 
promoter region of each gene was marked using the definition in Ioshikhes and Zhang 
[3], i.e., -500 to +1500 bp around its TSS.  
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2.2   CGIs Identified by Existing Algorithms 

We identified CGIs in genomic sequences using Takai and Jones’ algorithm, which is 
optimized for searching CGIs associated with the 5’ end of genes in the human and other 
mammalian genomes. The search criteria were: GC content ≥55%, ObsCpG/ExpCpG 
≥0.65, and length ≥500 bp. To evaluate the performance of CGI classification by 
CpGProD, we also identified CGIs according to the criteria in CpGProD: GC content 
≥50%, ObsCpG/ExpCpG ≥0.60, and length ≥500 bp.  

We extracted the location and parameters of each CGI and then mapped it to the cor-
responding chromosome. A CGI was classified as a promoter-associated CGI if it over-
lapped with a promoter region; all others were classified as a non-promoter-associated 
CGI. 

2.3   Classification of Promoter-Associated CGIs by SVM 

CGIs identified by Takai and Jones’ algorithm and their characteristics (length, GC 
content and ObsCpG/ExpCpG ratio) were used to generate SVM classifiers. There were 
three steps in the procedure (Figure 1). (1) We generated a training set of sub-samples 
that were randomly selected from all the available CGIs in a genome according to the 
ratio of promoter-associated CGIs over non-promoter-associated CGIs. We empirically 
set the sub-sample size 4000 because such a size is expected to have sufficient statis-
tical power and to minimize the probability of retaking a sample (i.e., a CGI) from the 
pool (e.g., ~37,000 human CGIs). For each sub-sample set, a classifier was generated 
based on the features of two CGI groups. The process was repeated 50 times, thus, 50 
independent classifiers were generated. (2) To examine whether promoter-associated 
CGIs are distinguishable from the others by our trained SVM classifiers, we performed 
a 5-fold cross-validation (Figure 1). (3) For each classifier generated by the training set, 
we then classified CGIs in a test set (sample size 4000), which was randomly selected 
from the whole CGI pool. Similarly, we repeated this step 50 times to assess the per-
formance. In each round, we calculated sensitivity (SN), specificity (SP), accuracy 
(AC) and correlation coefficient (CC). The equations (2-5) are below:  

( )FNTPTPSN += /               (2) 

( )FPTNTNSP += /               (3) 

( )FNFPTNTPTNTPAC ++++= /)(          (4) 

( ) ( )
( ) ( ) ( ) ( )FNTNFPTPFPTNFNTP

FPFNTNTP
CC

+×+×+×+
×−×=        (5) 

where TP are true positives (predicted promoter-associated CGIs and true pro-
moter-associated CGIs); TN are true negatives (predicted non-promoter-associated 
CGIs and true non-promoter-associated CGIs); FP are false positives (predicted  
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Fig. 1. Flow chart of SVM-based algorithm for CGI classification 

promoter-associated CGIs but false promoter-associated CGIs) and FN are false nega-
tives (predicted non-promoter-associated CGIs but false non-promoter-associated 
CGIs). There were a total of 2500 rounds in the computational procedure. 

The SVM-based algorithm was implemented by Python PyML package 

(http://pyml.sourceforge.net/). 

3   Results 

3.1   General Features of CGIs in the Human and Mouse Genomes 

Consistent with previous studies [3], in both the human and mouse genomes,  
promoter-associated CGIs presented stronger CGI characteristics than 
non-promoter-associated CGIs, but the variation of the three parameters within each 
class of CGIs were even stronger (Figure 2). This made it difficult to distinguish pro-
moter-associated CGIs.  
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Fig. 2. Characteristics of CGIs in the human and mouse genomes. Gray bars: promoter-associated 
CGIs; white bars: non-promoter-associated CGIs. (A) Length (bp). (B) GC content (%). The 
ObsCpG/ExpCpG shows the similar pattern. 
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3.2   Evaluation of SVM-Based Algorithm in Classifying CGIs  

We calculated sensitivity (SN), specificity (SP), accuracy (AC) and correlation coef-
ficient (CC) to assess how effective the SVM was in classifying the pro-
moter-associated CGIs. The SN, SP, AC and CC values were, respectively, 0.83, 0.67, 
0.75 and 0.48 in the human genome. The corresponding values in the mouse genome 
were 0.77, 0.64, 0.71 and 0.42 (Figure 3). Importantly, sensitivity and specificity in our 
study were much higher than the CpGProD [10].  
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Fig. 3. Performance of CGI classifications in the human and mouse genomes based on SVM 
algorithm. SN: sensitivity; SP: specificity; AC: accuracy; and CC: correlation coefficient. 

3.3   Reliability of SVM-Based Algorithm in Classifying CGIs  

As shown in Figure 3, small standard errors of SN, SP, AC and CC of the 2500 sets of 
sub-samples indicated a high reliability of our method. We further examined the dis-
tributions of SN, SP, AC and CC for reliability and found a very narrow distribution 
range in the human genome (Figure 4). The result was similar in the mouse genome 
(data not shown).  
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Fig. 4. Frequency (number of counts, Y-axis) of test results for random samples in the human 
genome: (A) Accuracy, (B) Correlation coefficient. Note that the scale on X-axis varies in each 
sub-figure. The sensitivity and specificity show the similar patterns. 

4   Discussion 

4.1   Comparison of Classified Results with Previous Study 

Promoter-associated CGIs can not easily be distinguished from non-promoter-associated 
CGIs individually, which makes their classification challenging. The performance of our 

A B 
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method is better than that of the CpGProD. This is likely because of the following points. 
(1) Large-scale data is now available. The predictive classifier in CpGProD was gener-
ated according to the features of only 818 CGIs in the human genome and 163 CGIs in 
the mouse. Our prediction was based on all the genomic CGIs and well annotated gene 
data, especially human genes. (2) The SVM in our method is a powerful tool for classi-
fications. (3) The initial CGI data used in our method were obtained by Takai and Jones’ 
algorithm, which was empirically refined to identify gene-associated CGIs. This might 
help the classification of CGIs. However, this seems not the case. We used the same 
parameters in the CpGProD to identify CGIs on human chromosome 22, and then  
used our SVM-based algorithm to classify CGIs. The sensitivity and specificity were 
0.85 and 0.78, respectively, which again were much higher than the corresponding values 
by the CpGProD. 

4.2   Future Improvement 

Our algorithm could classify 71% (mouse) ~75% (human) of CGIs correctly. We may 
improve our algorithm by the following ways. First, in the present study, we used only 
3 parameters in SVM to identify the CGIs. In particular, GC content is significantly 
correlated with ObsCpG/ExpCpG (r= 0.14, P= 6.6×10-168) in the human CpG island se-
quences. SVM should be more powerful to process the samples when more features are 
employed. Therefore, more features, such as representative motifs in the promoter 
regions, methylation status of CpGs, and location of CGIs may be added to improve our 
algorithm. Second, we may increase sample size, number of tests and rounds of 
cross-validations in identification. Third, we may improve the performance of classi-
fiers by using alternative Kernel functions rather than linearity. 
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Abstract. In the post-genomic era, the identification of genes involved in hu-
man disease is one of the most important tasks. Disease phenotypes provide a 
window into the gene function. Several approaches to identify disease related 
genes based on function annotations have been presented in recent years. Most 
of them, starting from the function annotations of known genes associated with 
diseases, however, can not be used to identify genes for diseases without any 
known pathogenic genes or related function annotations. We have built a new 
system, CDGMiner, to predict genes associated with these diseases which lack 
detailed function annotations. CDGMiner is implemented mainly by two 
phases, text mining and functional similarity analysis. The performance of 
CDGMiner was tested with a set of 1506 genes involved in 1147 disease pheno-
types derived from the OMIM database. Our results show that, on average, the 
target gene was in the top 13.60%, and the target gene was in the top 5% with a 
40.70% chance. CDGMiner shows promising performance compared to other 
existing tools. 

1   Introduction 

Human diseases are commonly associated with both the environmental factors and 
genetic factors. Identifying genes that are likely to be involved in human genetic dis-
ease is of vital importance for both understanding disease pathogenic mechanism and 
improving clinical practice [1,2]. Through complex-trait linkage studies, many dis-
ease genes are located within one or more specific chromosomal regions, which regu-
larly contains hundreds of genes [3]. Clearly, it is a tedious, labor-intensive task to 
perform mutation analysis for the large number of genes one by one in the regions of 
interest. Therefore, prioritizing candidate genes by computational algorithms is 
prevalent to speed the identification of disease genes. 

During recent years, some bioinformatics application tools for prioritizing 
candidate genes have been developed and released to public [4-15]. They can be clas-
sified into two broad, while not mutually exclusive categories. One is based on single 
type of genomic data (functional annotations, sequences, expression profiles  
et al.) [4-12], the other is based on the integration of various types of genomic data 
[13-15]. The later strategy is a recent development and a trend for the future. How-
ever, Franke, et al. [15] observed that GO annotation is the most effective data re-
source, and the accuracy based on GO was slightly improved by adding other types of 
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data. Therefore, improving the accuracy of function annotation based methods will 
greatly help improve the accuracy of multi-information fusion methods.  

Most function annotation based tools often suffer from annotation bias as they can 
not deal with diseases lacking known causative genes. Neither can these tools handle 
known genes lacking sufficiently detailed function annotations. We have developed a 
computational web tool, CDGMiner, to prioritize genes on a chromosomal region for 
the diseases lacking known causative genes. Starting with the assumption that genes 
involved in phenotypically similar diseases share similarity in their functional annota-
tion[16], CDGMiner makes prediction by using a combination of text mining and 
gene-function similarity analysis. The process of the text mining of CDGMiner adopts 
similar approach as that of G2D, and the function-similarity analysis uses a novel 
algorithm based on the GO directed acyclic graphs (DAG). Specifically, we explored 
how to make use of the structure of DAG to analyze function similarity for improving 
the performance of identifying disease genes. G2D, POCUS, and other methods are 
also based on GO annotation. However, these methods just find candidates with the 
same functions (shared GO terms). Different from these methods, we search for can-
didate genes of similar functions with similar but not necessarily shared GO terms.  

2   Methods 

2.1   The Flowchart of CDGMiner 

Given a phenotypical definition of a disease, and a chromosomal region where to 
search for causative genes associated with the disease of interest, the flowchart of 
CDGMiner for  prioritizing candidate genes is shown in Fig.1.  

 

Fig. 1. The flowchart of CDGMiner 

It includes the following two phases: 

1. mining a set of GO terms related to the given disease from MEDLINE/PubMed [17] 
and protein function annotation database GOA provided by the GO Project[18], and 
weighting them. The text mining and weighting procedures are described in detail in 
section 2.2.  
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2. Prioritizing the candidate genes in the chromosomal region of interest by function 
similarity analysis. Firstly, we retrieve the GO terms of the candidate genes in the 
given chromosomal region. Secondly, based on the GO DAG, the function simi-
larities between the GO terms of candidate genes and the set of GO terms mined 
from biomedical literatures are analyzed, and the possible relations of candidate 
genes to the disease are computed. Finally, we prioritize the candidates according 
to the relation degrees of the candidates to the disease. The algorithm for function 
similarity analysis is presented in detail in section 2.3. 

2.2   Mining Disease-Related GO Terms from the Biomedical Literature 
Database 

The OMIM IDs are taken from OMIM-morbid map lists[19] as the phenotypical 
definition of a disease. For a given OMIM ID, there are some MEDLINE references, 
given as PubMed IDs annotations in OMIM database. And most of the references in 
MEDLINE / PubMed are annotated with a controlled set of MeSH C terms (‘Disease 
Category’, describing the phenotype of the disease) [20].  

However, there are often not enough literature in MEDLINE to directly relate 
disease phenotypes, represented by MeSH C terms, to gene product functions, 
represented by GO terms. While genes can be related to diseases symptoms through 
chemical features of molecules, they are represented by MeSH D terms (‘Chemicals 
& Drugs’). Mesh D terms are used as an alternative way to annotate the biomedical 
literature in MEDLINE / PubMed, similar to MeSH C terms. In these cases, we take 
MeSH D terms as the intermediate to increase the relation between MeSH C terms 
and GO terms.  

The GO annotation database by the GO projects provides comprehensive, non-
redundant functional annotations of gene products, i.e. proteins. And every annotation 
submitted to GO in the database must be attributed to a source, which is a kind of 
evidence to support the association between the gene product and the GO term. The 
evidence is often a PubMed ID linked to a biomedical reference in MEDLINE. 
Therefore, we can use the biomedical literature to associate MeSH D terms with  
GO terms.  

Obviously, according to the transitive relations of MeSH C to OMIM, MeSH D to 
MeSH C, and MeSH D to GO terms, we can retrieve a set of GO terms associated 
with the disease phenotype defined by the OMIM ID, and weight them by the 
following algorithms.  

The Evaluation of the Association between MeSH C and OMIM 
Given a disease phenotype as o, and the set of MeSH C terms associated with o as 
MC:{ mc1, mc2, … , mcm }, the relation degree of any MeSH C term mci in MC to o is 
scored by: 

||
||

),(2
o

mc
mcoomc i

i =  (1) 

where | o | represents the number of the MEDLINE references linked by o, and | imc | 

represents the number of the ones annotated by mci. 
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The Evaluation of the Association between MeSH D and MeSH C 
To obtain the association between MeSH C (mc) and MeSH D (md), the co-
occurrence frequency of mc and md is considered. We assume that these two terms 
are highly related if they frequently appear together. Here the strength of the associa-
tion between mc and md is evaluated by counting the co-occurrences of both terms. 

||

||
),(2

mdmc

mdmc
mdmcmcmd

∪
∩=     (2) 

where | mdmc ∩ | denotes the number of the MEDLINE references annotated by 

both mc and md, and | mdmc ∪ | denotes the number of the MEDLINE references 
annotated by either mc or md. 

The Evaluation of the Association between GO Term and MeSH D 
Given a MeSH D term as md, and a GO term as go, the association between md and 
go is assigned a score by the following formula: 

||
||

),(2
go

md
gomdmdgo =  (3) 

Where | go  | represents the number of the MEDLINE references which have been 

found to be the evidences of go in the GOA database, and | md | represents the num-
ber of the ones annotated by md among the | go  | references. 

The Evaluation of the Association between GO Term and OMIM 
According to the transitive relations of MeSH C to OMIM, MeSH D to MeSH C, and 
MeSH D to GO term, we weight the contribution of a GO term go to the disease phe-
notype o by the following formula:  

),(2),(2),(2),(2 gomdmdgomdmcmcmdmcoomcgooogo ××=  (4) 

Here, the higher scored GO terms are considered to contribute more to the disease 
phenotype. 

2.3   Prioritizing the Candidate Genes by Function Similarity Analysis 

Based on the set of the weighted GO terms mined from MEDLINE, we can evaluate 
the possibility for a gene to be the cause of a disease. The function similarity of any 
given two terms is the basis to make the evaluation.  

The Evaluation of the Function Similarity of Two GO terms 
Recent years, the GO consortium has established a set of structured, controlled vo-
cabularies to describe gene functions. The GO ontologies are structured as directed 
acyclic graphs (DAG), which are similar to hierarchies but differ in that a child (more 
specialized) GO term has more than one parent (less specialized) GO terms. The 
DAG structure provides a rich description about gene functions.  



986 F. Yuan and Y. Zhou 

Every GO term in DAG must obey the true path rule： if the child term describes 
the gene product, all its parent terms must also apply to that gene product. This means 
that two GO terms will be considered to have similar functions, if they have one or 
more same ancestors. Obviously, through their co-ancestry nodes, the two terms can 
be connected by one or more, short or long paths. Here, we define that the unit 
distance between two adjacent GO terms is 1, and of course the distance of a GO term 
to itself is 0. under the definition, the functional similarity degree of two terms, goi 
and goj , is calculated according to the shortest distance between them, as shown in 
the following equation. 

1),(
1

),(2
+

=
ji

ji gogosp
gogogogo  (5) 

Where sp(goi, goj) denotes the distance of the shortest path between goi and goj. 

The Evaluation of the Relation Degree of Genes to Disease 
Here, given the set of GO terms mined as SG: { go1, go2,…, gom}, and the set of GO 
terms related to a candidate gene g in the target region as SC: { go1, go2,…, gon}. 

Before defining the relation between a candidate gene and the disease, we evaluate 
the relation degree of a single GO term gok of the candidate to the disease phenotype 
o, as the following formula. 

{ }Gikihk Sgogogogogogooogogooocgo ∈×= |),(2max),(2),(2  (6) 

Where goh is the one in SG most similar to gok and makes go2go(goh, gok) the max 
value. 

Finally, the relation of the candidate gene g to the disease phenotype is assigned a 
score by the following equation.  

∑
=

=
n

i
igooocgo
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goog

1
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1
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The genes with high scores are considered as the candidate genes related to the 
given disease with high possibility. 

3   Test and Comparison 

3.1   Test and Result 

The performance of CDGMiner is tested with a set derived from Morbid Map table in 
the OMIM database. To assure the validity of the test, the diseases(OMIM pheno-
types) in the test set must be assumed to have no known related genes, and must con-
tain at least one related GO terms by mining MEDLINE literature via PubMed. The 
items meted the conditions in Morbid Map table were all selected into the test set, in a 
completely fair manner. The set(dataset1) consisted of 1506 genes involved in 1147 
OMIM phenotypes. Here, we picked a fixed target gene for each disease phenotype, 
and took a region of 30 Mb around this gene as the target region. On average each 
region of interest contained 337 genes. 
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To evaluate the performance from the test results, we calculated sensitivity(Sn) and 
specificity(Sp). Sensitivity refers to the frequency (% of all prioritizations) of target 
genes that are ranked above a particular threshold position. Specificity refers to the 
percentage of genes ranked below this threshold.  To allow comparison between data 
sources we plotted the receiver operating characteristic (ROC) curves, from which 
sensitivity/specificity values can be easily deduced. The area under this curve (AUC) 
is a standard measurement of the performance of this algorithm. 

For the test set, CDGMiner reached a high performance, as the dash-dotted curve 
shown in Fig.2. The result shows that 40.70% target genes were ranked among the top 
5% of the prioritized list, and on average the target gene was within the top 13.60%. 
The AUC score was as high as up to 86.40%, indicating that CDGMiner could iden-
tify correct disease gene with high effectiveness. 
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Fig. 2. The ROC curves of CDGMiner and G2D.  The dash-dotted curve for CDGMiner was 
the result using the dataset1 which was all the data available from OMIM, the solid curve for 
CDGMiner and the dotted curve for G2D were the results using the dataset2 which was derived 
from the website of G2D(http://www.ogic.ca/projects/g2d_2/table_benchmark_complex.html). 

3.2   Comparison with Other Similar Methods 

Like CDGMiner, the Phenotype method of G2D can also make predictions for such 
diseases lacking detailed GO terms. G2D identifies disease genes through sequence 
similarity analysis based on the assumption that sequence homology indicates com-
mon functions.  

To compare CDGMiner to the phenotype method of G2D in a fair manner, the 
same test dataset(dataset2), derived form the website of G2D has been used. The 
corresponding ROC graphs of CDGMiner and G2D were plotted as the solid curve 
and the dotted curve, respectively (Fig.2). the AUC for CDGMiner is 88.50%, higher 
than that for G2D (73.99%). Besides, the ROC of CDGMiner was also completely 
higher than that of the later method at every point. These results suggest that 
CDGMiner performs better than G2D. The difference between CDGMiner and the 
phenotype method of G2D is that the former identifies disease genes by functional 
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similarity analysis, while the later does this by sequence similarity analysis. Our re-
sults suggest that identifying disease genes through functional similarity analysis is 
likely more reliable than through sequence similarity analysis. 

4   Conclusions 

We have presented a novel web tool, CDGMiner, to prioritize candidate disease genes 
located in a region of interest by a combination of text mining and function similarity 
analysis. Based on disease-related GO terms mined from biomedical literature, 
CDGMiner is able to retrieve not only candidates with the same GO annotations but 
also those with similar GO annotations. The search quality of CDGMiner can be 
improved with increasing accuracy and completeness of GO DAG and gene function 
annotations by GO terms. 

Unlike many existing tools for diseases with rich function annotations, CDGMiner 
makes predictions mainly for diseases lacking known causative genes and/or diseases 
with known genes but lacking sufficient function annotations. However, the GO terms 
mined from biomedical literatures may not be accurately related to a disease and this 
may result in predictions with poor precision. For diseases that lack detailed function 
annotations, it might be a better idea to combine our method which is based on mined 
GO terms with other methods that are based on sequence, expression profiles, and so 
on. Following this idea, we would be able to improve the performance of our method 
in the future.  
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Abstract. Based on the fact that fuzzy system is universal approxi-
mator , we made use of fuzzy system to design the genetic regulatory
network. First, we viewed the differential equation as difference equation
and classified the input data in term of time point and obtained the out-
put data, so the system can be viewed as the two-input and one output
system. Second, we fuzzy the spaces of input and output. Third, accord-
ing to the theory of fuzzy system, we designed a fuzzy genetic regulatory
network. In this paper, we established connection between discrete data
and continuous data, and investigated the dynamical behaviors of gene
network.

1 Introduction

Fuzzy logic is based on fuzzy set theory and especially on the concept of a fuzzy
set. Informally, a fuzzy set is a set with imprecise boundaries, in which the
transition from membership to non-membership is gradual rather than abrupt.
A fuzzy set F in a universe of discourse U is characterized by a membership
function μF , which associates each element u ∈ U with a grade of membership
μF (u) ∈ {0, 1}. Note that a classical set A in U is a special case of a fuzzy set with
all membership values μF (u) ∈ {0, 1} A fuzzy implication is viewed as describing
a fuzzy relation between the fuzzy sets forming the implication. A fuzzy rule,
such as “ if x is A then y is B ” is implemented by a fuzzy implication which
has a membership function μA→B(x, y) ∈ [0 1]. Note that μA→B(x, y) measures
the degree of truth of the implication relation between x and y. A set of related
fuzzy rules forms a fuzzy rule base that can be used to infer fuzzy results in the
form of fuzzy sets.

Fuzzy logic offers an appealing method for describing phenomena by a set of
rules and data sets. These data sets relate directly to concepts used on a daily
basis, such as “fast”, “strong ” or “high”, while the rules express knowledge
approximately the same way a human expert would. An example of a fuzzy rule
would be “if the car is fast, then the force applied to the brakes is strong”.

Given these characteristics, fuzzy rules are easy to understand, since they are
very similar to the way a person might express knowledge. This also makes them
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attractive for us in domains where experts are available and can seed the systems
with a number of effective rules from the outset.

From above, we can know that it is very effective to deal with data by using
fuzzy set theory. At present, Microarray technologies have produced tremendous
amounts of gene expression data. In this paper, we can design the genetic network
by using fuzzy set and describe the dynamical behavior of gene.

2 Designing the Fuzzy Genetic Regulatory Network

Generally, a genetic network can be expressed by a set of nonlinear differential
equations with each gene expression level as variables

dx(t)
dt

= f(x(t)), (1)

where x(t) = (x1(t), .......xn(t))T ∈ Rn and f = (f1, ......fn)T : Rn �→ Rn, x1(t)
is the expression level (mRNA concentrations) of gene i at time t. Assume that
there are total t time points for a given experimental condition from microar-
ray,i.e, t1, ...tm., f1 is a C1 class nonlinear function

Generally, we can obtain mRNA concentrations of gene xi(t) at time t, but do
not know the expression of f(x(t)) ,i.e., we do not know the interaction relation
between gene xi(t) . To study the genetic regulatory network, we should obtain
the the expression of f(x(t)), according to the microarray data. In fact, it is
impossible to find the exact f(x(t)). From the theory of fuzzy system, we know
that fuzzy system is universal approximator [1]. So we will construct a fuzzy
system according to the microarray data in different time points, and make the
fuzzy system universal approximator of f(x(t)).

The equation (1) can be viewed as follows

ẋi(tj) =
xi(tj+1)− xi(tj)

tj+1 − tj
= f(xi) = yi(tj), (2)

For the microarray data, input data is x(t) = (x1(t), · · ·xn(t)), the output
data is y = (f(x1), · · · , f(xn)), we can obtain f(xi) from (2)

Microarrays are based on the idea that, in every cell, at every states, only
a fraction of the total DNA is transcribed into mRNA, which is subsequently
translated into protein, the translated gene is said to be expressed. In general,
Describing the expression level of gene is imprecise. To study the dynamical
behavior of genes precisely, we design the fuzzy rules according to the gene
expression level and deduce relation between genes.

It is assumed that each feature may be associated with several fuzzy sets,
described in Table 1. This is different from the situation one would face in a
Boolean gene network where the gene could be either expressed (binary value 1)
or not (binary value 0), Obviously, since fuzzy logic is being used, membership
can be different from 0 to 1 in any set at any given time.

The expression space of each feature is divided evenly, so that each fuzzy set
has an equal support. The process is shown in Fig.1. There is overlapping among
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adjacent fuzzy sets, so that more than one rule may be active for each expression
value.

When we are using fuzzy logic, there is no need to normalize the expression
data because each expression value will be turned into a membership value, which
will be used in the rules. Linear transformations would be specially pointless ,
due to the fuzzy sets would be exactly the same, but dislocated in space. A
nonlinear transformation of the data, such as the application of a log transform
is possible, especially in the case where there may be a large variation in the
expressions of the expression values where of the same order of magnitude.

Each fuzzy set must be associated with at least one rule.
Suppose we are given a set of desired input-output data from microarray data

and equation (2) as follows

(x(1), y(1)), · · · , (x(n), y(n)), (3)

In the following, we will describe the step to construct fuzzy system according
the microarray data.

Step 1. Order the microarray data according to time points.
For the gene xi , we order the gene according to time points as follows

xi(t1), · · ·xi(tn), wheret1 < t2 < · · · < tn
Step 2. Computing the yi according to Eq.(2)
By using the Eq.(2), we can obtain the output data yi(tj)
Step 3. Divide the Input and Output Spaces into Fuzzy Regions
Assume that xi is concentration of gene i, the domain internals of xi and

yi are [x−i , x
+
i ], [y−i , y

+
i ],respectively, where domain interval of a variable means

that most probably this variable will lie in this interval. Divide each domain
interval into 2N + 1 regions ( N can be different for different variables and the
lengths of these regions can be equal or unequal), denoted by SN, · · ·S1 , CE,
B1, · · ·BN , and assign each region a fuzzy membership function.

Step 4. Generate Fuzzy Rules from Given Data Pairs
Assume that xl

i(tj+1), x
j
i (tj); y

l
i(tj) is input-output data. First, determine the

degrees of input-output data in different regions. Section, assign a given input-
output data to the region with maximum degree. Finally, obtain one rule from
one pair of desired input-output data.

Step 5. Assign a Degree to Each Rule
Since there are usually lots of data pair and each data pair generates on rule,

it is highly probable that there will be some conflicting rules, i.e., rules that have
the same IF part but a different THEN part. One way to resolve this conflict is
to assign a degree to each rule generated from data pairs, and accept only the
rule from a conflict group that has maximum degree. In this way not only is the
conflict problem resolved , but also the number of rules is greatly reduced.

We use the following product strategy to assign a degree to each rule: “ IF
xi(tj+1) is A and xi(tj) is B THEN yi(tj) is C ”, the degree of this rule, denoted
by D(rule), is defined as follows,

D(rule) = mA(xi(tj+1))mB(xi(tj))mC(yi(tj)), (4)
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Fig. 1. The form of a fuzzy rule base

In fact, we often have some priori information about the data pair according to
the experience of expert. So we design the degree of rule and should add the
degree of these experiences of expert. If the degree of experiences is m(1), then

D(rule) = mA(xi(tj+1))mB(xi(tj))mC(yi(tj))m(1), (5)

Step 6. Create a Combined Fuzzy Rule Base.
Intuitively, xi(tj) represents abscissa axis and xi(tj+1) represents axis of or-

dinates, we can select fuzzy set (for example, we select the three fuzzy set), see
Fig.1 In Fig.1, L is fuzzy set which represents “Low expression Level”, M is
fuzzy set which represents “Medium expression Level” and H is fuzzy set which
represents “High expression Level”. We fill the boxes of the base with fuzzy rules
according to the following strategy: a combined fuzzy rule base is assigned rules
from either those generated from numerical data or linguistic rules. If there is
more than one rule in one box of the fuzzy rule base, use the rule that has maxi-
mum degree. In this way, both numerical and linguistic information are codified
into a common framework-the combined fuzzy rule base.

In Fig.2, abscissa axis represent concentration of gene and vertical axis rep-
resents membership function.

Step 7. Design the Fuzzy System Based on Fuzzy Rule Base.

Fig. 2. Divisions of the input and output spaces into fuzzy regions
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In this step, we use the following defuzzification strategy to determine the
output control yi(tj) for given input (xi(tt+1), xi(tj))

First, for input data (xi(tt+1), xi(tj)), we combine the antecedents of the fuzzy
rule using product operation to determine the degree ml

Ol , of the output control
corresponding to input data, i.e ml

Ol = mIl
1
(xi(tj+1))mIl

2
(xi(tj))

Where Ol denotes denotes the output region of Rule l and Ii
l denotes the input

region of Rule l for ith component. Thus, we use the centroid defuzzification
formula to determine the output

y =
∑K

l=1 m
l
Ol ȳ

l

∑K
l=1 m

l
Ol

, (6)

Where ȳl denotes the center value of region Ol (the center of a fuzzy region
is defined as the point that has the smallest absolute value among all the points
at which the membership function for this region has membership value equal
to one), and K is the number of fuzzy rules in the combined fuzzy rule base.

From the Step 1 to Step 7, we can infer the fuzzy gene regulatory network as
follows

ẋi(tj) =
∑K

l=1 m
l
Ol ȳ

l

∑K
l=1 m

l
Ol

, (7)

3 Fuzzy System Is Universal Approximate System of
Original System

Lemma 1. Assume that U ∈ Rn is a compact set, if f(x) is real and continuous
function, which defined in U for ∀ε > 0.Then there exists a fuzzy system y which
satisfy the following

supx∈U |f(x)− y| < ε, (8)

From the reference [1], we can prove that (6) is universal approximator of f(x)
in arbitrary accuracy, so we can replace (1) with (7) and to study the genetic
network.

4 Discussion and Conclusion

In this paper, we design the fuzzy genetic network represented by differential
dynamical system, we design the fuzzy rules according to expressing level of gene,
and fuzzy set theory. This method constructs a bridge between the continuous
model and discrete data.
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Abstract. Computational identification of the mechanisms of drug toxicity is a 
very challenging problem. Little progress has been made thus far. In this work, 
we propose a novel framework to identify proteins involved in the chosen tox-
icities. Specifically, we used the proteins (bait proteins) that have been identified 
empirically to be involved in the toxicities to fish out additional proteins that 
might be strongly associated with the bait proteins in the protein-protein inter-
action network. We applied our method to 14 toxicities and manually validated 
two toxicities including bleeding disorders and urinary disorders. Literature re-
search indicates that most of the newly identified proteins are involved in the 
toxicities in some degrees, and the networks identified are consistent with the 
known studies related to the toxicities. 

1   Introduction 

Developing a novel compound that can effectively bind to its target protein, known as 
drug’s therapeutic target, has been a daunting task for the drug industry [1]. Moreover, 
the identification of drug’s toxicity profile, especially the cases that happen in human 
therapy, become an impossible task due to the rare study on how compounds influence 
human biochemical pathways. Currently, there are several methods for screening the 
drug toxicity. One is the metabonomics method, which involves the usage of chemical 
analysis technique for evaluating the toxicity of drug-candidate compounds [2]. Al-
though the approach is novel, the entire process is time and cost consuming and relies 
on the existence of biomarkers for evaluation. Several empirical methods exploit the 
genetic risk factors distributed among humans and use informative pharmacogenetic 
severe adverse drug reaction (SADR) studies to elucidate the link between genetic 
defects and specific SADR [3]. However, this requires the availability of large patient 
databases containing well-documented cases and carefully selected controls.  

Other approaches include computational ligand screening methods, such as the 
quantitative structure activity relationship/structure activity relationship (QSAR/SAR)- 
based analysis and the statistical methods, which have been developed to emphasize the 
role of ligands or their components in the onset of toxicity. Unfortunately, none of the 
computational methods have been generally accepted and validated by real data. They 
are limited by factors such as the quality of molecular descriptors, the diversity of the 
compounds in the training set, and the efficiency of computing algorithm. 
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Recently, Lim et al. proposed a system approach to link a particular inherited phe-
notype symptom to a protein interaction network and suggested that many seemingly 
unrelated protein partners may work within one network in the pathogenesis [4]. It has 
been commonly accepted that many adverse drug events are induced by the interaction 
of drugs or their interactive metabolites with proteins that are named as the 
drug-induced toxicity-related proteins (DITRPs). By binding to these proteins, drugs or 
reactive metabolites disturb their normal physiological activities, which therefore di-
rectly or indirectly lead to toxicities. The toxicities may happen in ways of reversible 
inhibition/stimulation of therapeutic targets or some key proteins in other physiological 
pathways, blockage of drug transportation, disturbance of drug metabolism, encum-
brance of drug excretion, excessive antigen-antibody interaction, and genetic suscep-
tibility. Even more, the DITRPs may interweave into a network and thus further 
strengthen the possibility of the occurrences of specific drug toxicity [3-5]. Linking 
such DITRP networks to phenotypes of drug toxicities is important because it can shed 
light on the mechanisms of drug toxicities.  

In this paper, we provide a method to build a DITRP network and an efficient  
algorithm to parse such network in order to find the most relevant unknown protein 
partners involved in the ontology of phenotypes of drug toxicities. 

2   Methods 

Datasets preparation. Two public databases are downloaded in Dec, 2007 and pre-
processed in this study. One is the STRING protein-protein interaction database from 
the well-known ensemble database (http://string.embl.de/). This database contains 373 
distinct organisms and more than 1.5 million proteins involved in the network. One key 
feature of STRING is that it provides an estimated score for every edge of protein in-
teraction, which makes convenient to construct a weighted graph based on the score 
information. The other key feature of STRING is that it also provides the same protein 
across different species, which make the comparison between different species easier. 
The other database used in our study is Ditops (http://bioinf.xmu.edu.cn/databases/ 
ADR/) that collects drug induced toxicity related proteins. It contains 618 distinct lit-
erature-reported DITRPs, 529 drugs/ligands, and 418 distinct toxicity terms. Those 
proteins are curated from many sources of publications and experimental data and thus 
have high possibility in association with specific symptom of drug toxicities.  

The generation of bait protein sets. We use the Ditops data as bait protein sets and 
categorized data according to their phenotypes of toxicity. There are altogether 32 types 
of toxicities, but for our preliminary work, we randomly selected and examined 14 of 
the toxicities in the Ditops database (Table 1).  

The generation of protein-protein interaction network. We downloaded the 65 
Megabytes interaction data from the STRING database. As the focus of this paper is on 
humans, we only extracted human protein-protein interaction data and specifically 
choose the interaction edges that have weights larger than 500. In this way, we can  
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Table 1. Bait and protein numbers in each known Adverse Drug Reaction 

Types of disorders Bait protein number Prey protein num-
ber 

urinary system 20 12 
Cardiovascular 6 5 
Endocrine 9 5 
Gastro-intestinal system  32 18 
hearing and vestibular 8 3 
heart rate and rhythm 6 10 
Metabolic and nutritional  32 4 
muscular-skeletal system  21 9 
Neoplasms 5 2 
Psychiatric 24 7 
Red blood cell 6 2 
Respiratory system 17 3 
Platelet and bleeding 11 8 
Liver 18 15 

ascertain that the chosen proteins are on the strong bonding sub-network. A java pro-
gram is implemented for the representation of graph data structure. 

The Steiner-tree algorithm and its biological implications. Computational identi-
fication of proteins involved in certain drug toxicities is a challenging problem. There 
might be many proteins involved and complex interactions among them. However,  
we can take advantage of the proteins that have been empirically validated to be re-
sponsible for the toxicity (hereafter called bait proteins) and use them to “fish out” 
additional proteins (hereafter called prey proteins) that might also be involved in the 
toxicity. If we consider the interactions among these proteins in a network framework, 
we may convert this problem into a Steiner tree problem. The stein tree problem is to 
find the shortest path that connects the given vertices in a network. If we take the bait 
proteins as the Steiner points, we could identify the Steiner tree that includes prey 
proteins that minimizes the total length of the subnetwork. In this case, the prey pro-
teins have practical meanings in that they have strong association with the bait proteins 
since they are in the same tree. Also, the newly identified prey proteins can be con-
sidered as “missing links” between the bait proteins. The shortest path also implies that 
the proteins in the tree have strongest interactions with one another. In this case, if bait 
proteins are associated with known drug-induced toxicity phenotype, the prey proteins 
are also highly likely to be ascribed to this phenotype of toxicity. Also, since Steiner 
trees always include the minimum set of vertexes that make the weigh of sub-graph 
minimum, in biological sense, it could be a useful tool in partitioning clusters within the 
protein-protein interaction network.  

The most general form of Steiner-tree is: given a weighted graph G (V, E, w) and  
a vertices subset S∈V, find a tree of minimal weight that includes all vertices in  
S. Though this problem is NP-complete [6], certain heuristic algorithms have been 
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designed to approximate the result within polynomial time [6]. Here, we implement  
the JAVA code of the algorithm stated in: http://www.cs.mcgill.ca/~cphill1/  
SteinerTrees.html  

3   Results and Discussion 

Figure 1 summarizes the computational steps that we used to identify proteins that 
might be involved in different toxicities. For our preliminary work, we analyzed alto-
gether 14 toxicities from the Ditop database, shown in Table 2. The number of bait 
proteins that have been empirically identified to be associated with these toxicities 

ranges from 5 to 32. 
The number of prey 
proteins that are iden-
tified by our computa-
tional approach ranges 
from 2 to 18. It seems 
that the more bait pro-
teins, the more prey 
proteins. The Gas-
tro-intestinal system 
disorder involves the 
most number of pro-
teins (=50) among the 
15 toxicities, suggest-
ing that the toxicity 
might be a result of 
many proteins affected 
in the network.  

To evaluate the 
performance of our 
approach in identify-

ing the possible mechanisms of the toxicities, we manually examined the prey proteins 
that were identified in the bleeding and urinary toxicities. We searched the prey pro-
teins in the literature to see whether they are involved in biochemical functions or 
pathways related to either blood or urinary disorders. 

For the prey proteins identified in bleeding toxicity, we found that 10 out of the 11 
prey proteins are to some degree related to bleeding disorder (table 2).  

Close examination of the bleeding related proteins in the Steiner tree reveals some 
intriguing findings (Fig 2). There are two cycles and thus two putative pathways that 
closely overlap with each other, suggesting they may work together in the consequence 
of blood toxicity. Especially notable are the two pairs of proteins, Epoxide hydrolase 1 
(EPHX1) and transcription factor GATA-4, which exist in one such putative pathway,  
 

Fig. 1. The flowchart of the implementation of the whole program 
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Table 2. Bait proteins that are associated with palate, bleeding and clotting disorders 

Protein name Pubmed evidence (Pubmed id) 

Sodium/bile acid cotrans-
porter 

transcellular route and its permeation was partially affected 
by bile acid transporters,  which lead to chemically modified 
heparin for long-term oral administration (17490773) 

Aldo-keto reductase family 
1 member B10 

thyroid hormone (TH) induce Aldo-keto reductase genes 
that skin fibroblasts (15507505) 

Transcription factor 
GATA-4 

GATA-4 mediates 5-HT-induced growth of PASMC 
(12615926) 

ABCC2 No evidence found 
TPMT Thiopurine 
S-methyltransferase 

polymorphisms in TPMT gene may be responsible for ap-
proximately 12.5% of all leukopenia episodes in renal 
transplant recipients treated with azathioprine. Genotyping 
for the major TPMT variant alleles may be a valuable tool in 
preventing AZA toxicity and optimization of immunosup-
pressive therapy (16044099) 

Cytochrome P450 2C9 clopidogrel is a CYP 2C9 inhibitor, is on on platelet inhibi-
tion by clopidogrel (17442686) 

Erythropoietin precursor Mechanism of increased mortality risk with erythropoietin 
treatment to higher hemoglobin targets (17942772) 

SP1 Transcription factor suppression of Sp1 expression and consequent 
down-regulation the downstream targets of Sp1 that are key 
to angiogenesis (17973266) 

PTH Parathyroid hormone 
precursor 

human platelets express the PTH1R. PTHrP can interact 
with this receptor to enhance human platelet activation in-
duced by several agonists through a MAPK-dependent 
mechanism (17501718) 

VEGF Vascular endothelial 
growth factor A 

VEGF-A can stimulate platelet-derived growth factor 
(PDGF) receptors, which regulates MSC migration and 
proliferation, which a key therapeutic objective, since while 
increased neovascularization can be advantageous during 
tissue ischaemia, it is deleterious during tumourigenesis 
(17979880) 

ABCC2 No evidence found 

 
and thrombospondin and VEGF-A, which exist in the other putative pathway. This two 
pairs of proteins become the distinguished feature between two putative pathways. Zhu 
et al. [7] reported that the regulation of human microsomal EPHX1 expression by the 
transcription factor GATA-4, which when inhibited, may lead to hypercholanemia, 
suggesting that this putative pathway is controlled by EPHX1. For the other pathway, 
Straume et al. [8] reported that increased expression of VEGF-Receptors (FLT-1, 
KDR, NRP-1) and Thrombospondin-1 is associated with glomeruloid microvascular 
proliferation. 
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Fig. 2. The putative pathways identified by the Steiner-tree algorithm. The red circles represent 
the bait proteins that have been experimentally verified to be associated with Platelet and blood 
toxicity, and the yellow ones are prey proteins that are predicted by our algorithm. 

We also found that the proteins associated with urinary toxicity are recovered by our 
algorithm. Fig. 3 shows the proteins identified by our approach. There are at least two 
cycles in the graph. If we take each cycle as a putative pathway, the two cycles reveal 
some interesting findings. For example, one of the two putative pathways (red con-
nections) comprises 9 proteins with the nuclear receptor coactivator 1 (NRC1) being 
the key protein in the pathway. Two kinases and one phospholipase are also included in 
this putative pathway. It has been reported that coregulator phosphorylation can alter 
enzymatic activity and protein interaction [8]. Xiong et al. [9]  further point out that 
progression of renal diseases is almost always associated with inflammatory processes 
and/or involve metabolic disorders of lipid and glucose, cell proliferation, hypertrophy, 
apoptosis, and hypertension, the importance of nuclear receptors and their coregulators 
in these contexts is thus very important. 

In general, our preliminary work indicates that the Steiner-tree algorithm of 
searching for the subnetwork involved in various toxicities is very promising in gen-
erating the putative pathways which may lead to the drug induced toxicity. As we 
know, discovering what kind of pathways that foreign compounds may accidentally hit 
into is the very first step to elucidate such complicated mechanisms involved in tox-
icities. For the two diseases that we manually validated using the literature, most of the 
newly predicted proteins are associated with the corresponding diseases and fur-
thermore, these proteins together with the bait proteins seem to form naturally some 
putative pathways that reveal their biochemical function in the corresponding toxicity  
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Fig. 3. The putative pathways built by the Steiner-tree algorithm, notice that the red circles 
represent the bait proteins which are experimentally verified to be associated with urinary tox-
icity, and the yellow ones are prey proteins which are predicted by our algorithm. There are two 
putative pathways, represented by red (pathway A) and green connections (pathway B). 

 
phenotypes. Our current and future research includes several directions. One is to 
combine genome-wide gene expression data and the protein-protein interaction net-
work data. Although our preliminary work shows very promising results, there is still 
limitation with protein-protein interaction data. For example, there might be many 
false positive interactions. Using expression data to validate the interactions will be a 
good way to alleviate this problem. Another improvement is to incorporate the 
knowledge in drug target development for those toxicities that have little empirical 
studies on bait proteins, either to expand the number of putative bait proteins or to 
predict bait proteins in silico so that we are not limited to only toxicities with much 
empirical studies.    
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Abstract. Post-translation modification by sumoylation is an important step in 
the regulation of many cellular processes. Existing programs predict sumoylation 
sites based on a consensus motif ϕ-K-X-E/D. However, ~23% of real SUMO 
sites do not match this motif, which makes prediction of sumoylation sites 
complicated. Here, we present a new method, FindSUMO, which predicts su-
moylation sites using a position-specific scoring matrix.  The comparison of 
FindSUMO with other two programs (SUMOsp and SUMOplot) indicates that 
FindSUMO accurately predicts sumoylation sites out of fewer total candidates 
and, in many cases, real sites with the highest scores. Overall, FindSUMO has at 
least the same performance as the other methods. While many improvements are 
expected, FindSUMO can also be applied to predict sumoylation sites that do not 
follow the consensus motif.  

Keywords: SUMO; sumoylation; PSSM; position-specific scoring matrix. 

1   Introduction 

A variety of modifications occur at different levels in cell processes. Post-translational 
modification has been reported to be an indispensible biological process presented in 
cell signaling, death or localization. Sumoylation, a modification of lysine side chains 
in the target proteins by small ubiquitin-related modifier (SUMO), involves in many 
important cellular processes such as transcriptional regulation, transcription factor 
activity, and signal transduction [1-3].  

SUMO proteins are highly conserved across eukaryotes. There are four SUMO 
family members in humans [4], three members in mice, two SUMO members in yeast, 
and at least eight SUMO paralogs in plants [5]. Many sumoylation modifications occur 
at a consensus amino acid motif ϕ-K-X-E/D (where ϕ represents the hydrophobic L, I, 
V or F and X represents any amino acid) [1,4]. However, previous work has shown that 
                                                           
* Corresponding author. 
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approximately 23% of real sumoylation sites do not match this consensus motif [6], 
which makes SUMO site prediction difficult. 

There have been a few approaches to predicting sumoylation sites in proteins such as 
SUMOsp [6] and SUMOplot (http://www.abgent.com/sumoplot). These approaches 
usually predict sumoylation based on the consensus motif, thus they not only generate 
high false positive rates because many sites matching the consensus motif are not ac-
tually sumoylated, but also fail to identify the true positives that do not match the 
consensus motif. As a result, these approaches have limitations on accuracy and cov-
erage in prediction.  

To ease the limitation of prediction based on the ϕ-K-X-E/D motif, we applied a 
position-specific scoring matrix (PSSM) rather than pattern matching that is simply 
based on the specific sites within protein sequences. In a PSSM-based approach, an 
amino acid may be given different scores at different sites in protein sequences. The 
scores that are generated for a sub-region of a sequence can be either positive or 
negative, where a positive score represents a site at which the amino acid occurs more 
frequently than would be expected by chance and a negative score less frequently than 
would be expected by chance. Furthermore, our method (which we named FindSUMO) 
takes into account the information content present in each column of our PSSM, rather 
than simply using all columns present for a given length around a motif. This speeds up 
processing time since not all columns in the candidate motifs and matrix need to be 
searched, but rather only those that contain sufficient information.  

2   Methods 

2.1   PSSM-Based Method (FindSUMO) 

We applied a PSSM to predict SUMO sites. Our matrix is built from a manually curated 
data set of known sumoylation sites. This list of known sites was based on the sup-
plementary data set given by Xue et al. [6]. 

We retrieved the supplementary data and placed the information into a pre-formatted 
delimited text file, hereafter called the “mapping file.” Each line in the mapping file 
contained the protein accession number and coordinate location of the lysine residue 
present in the SUMO motif. For example, K84 indicates that the sumoylation site is 
identified by the lysine which is the 84th amino acid in the protein sequence. The se-
quences were downloaded from the NCBI protein database using Batch Entrez and 
stored in another file, hereafter called the “training file.”  Records that were not found 
using the batch process, due to use of alternate IDs in the supplemental data set, were 
manually downloaded and added to the training file. The general algorithm is shown in 
Figure 1. 

First, data from the mapping and training files are read by the computer program and 
motifs are extracted from the entire protein sequence using coordinates in the mapping 
file. The amino acids at each position in the motifs are counted, and the amount of 
information [7] present in each column was determined and stored if an arbitrary cutoff  
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Fig. 1. Algorithm implemented to build a PSSM from mapping and training files 

(0.6) is met. Next, for each informational column, the motif frequencies are determined 
as well as the background frequencies of each amino acid. With this now complete 
PSSM, the testing protein sequences are parsed and scored. If the scores meet or exceed 
a cutoff value, they are stored and output to files. 

For each protein in the mapping file, the corresponding known SUMO site is ex-
tracted and stored using the mapping file coordinates and two parameters: the motif 
length, which we chose to fix at 7 to encompass the consensus motif plus some flanking 
region, and the lysine position in our mapping file. Once all of the motifs are extracted, 
the amino acids at each position are counted. To calculate the information contained in 
each column, we first determine the individual probabilities of the amino acids in each 
column. If an amino acid is not found in a column, its probability is set to zero. The 
column amino acid probabilities are then used to calculate the amount of uncertainty in 
a column (Hc) is given by equation 1: 

 2
1

log
M

c i i
i

H P P
=

= −∑  (1) 

Therefore, the information present in each column is given by the following equa-
tion describing information as the decrease in uncertainty [7]. Here, M = 20 because 
there are 20 possible amino acids. The formula for calculating the information content 
(R) is given in equation 2: 

 2 2log log 20before c c cR H H M H H= − = − = −  (2) 

If the information content in a given column is greater than our chosen cutoff value 
of 0.6, that column is stored for later use in the PSSM-based scoring of candidate  
sequences. 

We then calculate the relative frequencies of amino acids for each informational 
column in the motif, using a pseudocount of 0.01 to avoid math errors and bias in 
situations where an amino acid is not found in a column, as shown in equation 3: 

 ,

( ( * ))
log ln( ) ln aa aa

q aa aa

count pseudocount backgroundfrequency
F

pseudocount numberofsequences

+
= =

+
  (3) 
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The background frequency of each amino acid is calculated according to equation 4 
below using the sequences from our training data.   

 , ,log ln( ) ln( )p aa bg aa aaF backgroundfrequency= =  (4) 

Now that these values are obtained for each amino acid in our training set, as cal-
culated from the matrix, we score candidate protein sequences in a sliding window 
fashion of width equal to our motif length, starting at the first amino acid in our can-
didate sequence until the end. Each sub-region of the candidate is given a score based 
on the log-odds ratio of each amino acid in that informational position (log_q) to the 
background frequency of that amino acid (log_p). If that hit is greater than our cutoff 
value, we store that hit as a potential sumoylation candidate.   

2.2   Method Evaluation 

2.2.1   Motif Start Position 
Our initial challenge was to determine the effect of the number and location of the 
informational columns in the PSSM on the ultimate prediction ability of the program.  
We did this by calibrating our program using the experimentally-verified data given by 
the n = 242 coordinates in the mapping file. To determine if our program could predict 
the verified sumoylation sites from our training data, the first step was to create sepa-
rate FASTA-formatted files, each containing the protein sequences with the accession 
numbers as headers, for each training protein sequence. We set our program to use a 
score cutoff value of zero so that by including all positive hits we could maximize our 
chances of the program predicting a known site. We then chose increasing lysine po-
sitions from zero (not part of the motif) to nine (past the motif) in increments of one. 
For each lysine position, we kept track of the number of columns that contain infor-
mation, the number of known SUMO sites from our training data that were predicted 
(“found”), the number of known SUMO sites that were not predicted (“not found”), and 
the percentage of known sites that were predicted.  

2.2.2   Cutoff Value Maximization 
With the start position determined, we processed each training sequence as before, but 
this time varying only the score cutoff, those values above which are included in our 
output, from 0 to 6 in 0.20 increments. First, we again discard all scores less than 0, 
allowing only scores which potentially can occur more frequently than expected by 
chance to be candidates for inclusion. Second, we calculate sensitivity (Sn), specificity 
(Sp), and accuracy (Ac), equations (5-7) for which are shown below. 

 
TP

Sn
TP FN

=
+

                         (5)   

 
TN

Sp
TN FP

=
+

 (6)   

                   
TP TN

Ac
TP FP TN FN

+=
+ + +

                                   (7) 
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We defined true positives as predictions above a cutoff value and also in our map-
ping data, false positives as predictions above a cutoff value and not in our mapping 
data, true negatives as predictions below a cutoff value and not in our mapping data, 
and false negatives predictions as predictions below a cutoff value and in our mapping 
data. We then plotted the probabilities associated with each performance metric against 
the tested cutoff values.  

2.3   Testing Data 

We obtained a group of 25 new protein sequences from the UniProt database [8]. These 
proteins have been experimentally verified for sumoylation sites recently, as confirmed 
by searching iHOP [9] for SUMO-1 and selecting target proteins uploaded between 
2006 and 2008,  and as such are not included in the training dataset. After this verifi-
cation, we used our program to predict sumoylation target sites in 10 randomly chosen 
protein sequences, termed the “testing set,” comprising 12 known sumoylation sites 
from this group. For comparison, we also predicted sumoylation sites using two other 
programs: SUMOsp and SUMOplot. 

3   Results and Discussion 

3.1   Motif Start Position 

Using the procedures in subsection 2.2.1 (e.g., increasing lysine position from zero to 
nine by an increment of one each time), we kept track of the number of columns that 
contain information and count the number of “found”. With start positions such that the 
lysine is either fourth or fifth, we were able to predict a known SUMO site 93% of the 
time (Table 1). Interestingly, although higher prediction percentages were found when 
the lysine is the sixth and seventh positions, the PSSM does not contain the maximum 
number of informational columns (i.e., the entire motif). Based on these results, we set 
the lysine at the fourth position to simultaneously maximize both prediction percentage 
and informational column number in the PSSM. 

3.2   Cutoff Value Maximization 

After setting the lysine at the fourth position, we calculated sensitivity, specificity, and 
accuracy using the training data. Figure 2 shows the distribution of these measurements 
using cutoff score values ranging from 0 to 6 in 0.20 increments (see subsection 2.2.2). 
We observed a trend that when cutoff value increases, sensitivity (and accuracy)  
increases but specificity decreases. The cutoff score value is 3.4, the point at which 
sensitivity and specificity first intersect. At this cutoff, Sn = 0.864, Sp = 0.875, and  
Ac = 0.874. 

3.3   Performance of FindSUMO 

We assessed FindSUMO using the testing dataset. Among the 10 proteins which  
contain 12 sumoylation sites, FindSUMO predicted 10 known sumoylation sites  
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Table 1. Results for varying lysine start positions 

Position Info. cols. Found Not found Found (%) 

0 1 190 52 78.5 

1 2 227 15 93.8 

2 3 222 20 91.7 

3 3 223 19 92.2 

4 3 225 17 93.0 

5 3 225 17 93.0 

6 2 232 10 95.9 

7 2 231 11 95.5 

8 1 182 60 75.2 

9 0 0 242 0 

 

Fig. 2. Performance evaluation with varying cutoff scores with length = 7 and start = 4 

(10/12 = 83%). In the case where a prediction of a real site was made, it was predicted 
with the highest score 70% of the time.  

3.4   Performance Comparison of FindSUMO with Other Two Programs 

For the 12 sumoylation sites that we tested, there are several interesting features. One 
clear observation is that when our program could not predict a real SUMO site, all three 
programs failed (Table 2). Another equally important observation is that there is a 
protein for which our program is the only one able to make a correct prediction.  There 
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are also cases that, although the real site was not predicted by any program, all three 
programs made another prediction. The Q8IZQ8 prediction exhibits this behavior. 

We also found that when predictions were made by each program, they were given 
different rankings within each result set. For example, our program predicted the real 
K101 of Q04410 as the highest scoring possibility out of three potential sumoylation 
candidates for that protein, but SUMOsp predicted four possible SUMO sites and the 
real site was the least scoring hit. For this same protein, SUMOplot predicted seven 
total SUMO sites with the real site scoring the highest. We found similar scenario with 
Q9UQR1. Limited to these randomly selected test data, FindSUMO predicted the real 
site with the highest score 70% of the time, which is greater than both SUMOsp (38%) 
and SUMOplot (67%). Moreover, of those hits that were predicted less than the highest 
score, our program and SUMOplot found the same sites at the same rank. 

The comparisons above indicate that FindSUMO, which is based on PSSMs, is a 
useful program for prediction of sub-regions of protein sequences that may be su-
moylated. FindSUMO performs at least equally as well in locating known sumoylation 
sites as the other two methods described above. While our method also fails to predict 
the same real sumoylation sites as the other two programs, it predicts the real site with 
the highest score more frequently than the others. 

With respect to the program itself, there are several advantages. First, we may extend 
PSSMs to any protein sequence motifs to identify functional regions for which there is 
sufficient experimental data. Second, the program, written in Perl, can be easily used  
 

Table 2. Comparison of known SUMO sites that were predicted by three methods 

� � Score (rank/total) 

UniProt# Pos. of real K FindSUMO SUMOsp 2.0 SUMOplot 

Q60953 160 * * * 

Q04110 5 7.2 (1/3) 4.972 (1/4) 0.94 (1/7) 

Q04110 101 7.2 (1/3) 2.972 (4/4) 0.94 (1/7) 

P12956 556 3.7 (3/6) 0.635 (4/6) 0.61 (3/12) 

P17544 118 7.2 (1/2) 3.536 (1/2) 0.94 (1/4) 

Q8IZQ8 445 * * * 

Q9UQR1 115 6.8 (1/5) 3.464 (2/9) 0.93 (1/15) 

Q9UQR1 356 6.8 (1/5) 2.848 (7/9) 0.93 (1/15) 

Q07666 96 6.3 (1/3) 5.071 (1/3) 0.93 (1/7) 

Q9UBW7 963 3.6 (3/5) * 0.67 (3/13) 

P04818 292 5.2 (2/3) 0.863 (2/2) 0.85 (2/6) 

P00374 179 3.4 (1/1) * * 
* Real K (lysine) not predicted by the program. 
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and modified in any platform. While all of the compared programs perform equally 
well, FindSUMO has the added benefits of supporting batch input of files while at the 
same time not needing a web server on which to run. 

Although FindSUMO seems to be working well, many improvements are needed. 
For example, there is uncertainty whether the ranking of real hits within the total set of 
predictions is an indication of success. It might be possible that with different training 
data, the sites would be ranked differently in the output. We plan to test the effects of 
random sampling within the training set to construct the PSSM over many iterations to 
find any selection or ordering bias that effects our prediction rate or ranking. Another 
improvement is to incorporate structural information about these proteins to further rule 
out false positives, but the lack of such readily available information in computational 
form may pose a challenge. 
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Abstract. Establishing a trade-off between robustness and fragility has been an 
active research topic in constructing biochemical networks. In this paper, we 
formulate a compromise between robustness and fragility as a cooperative 
game, based on which a dynamical incomplete information game is constructed. 
In addition, three channels are chosen as players, and eight pure control strate-
gies are created. Algorithms in seeking the perfect Bayesian-Nash equilibrium 
are consequently constructed. Based on the perfect Bayesian-Nash equilibrium, 
Maximal-Robustness-Minimal-Fragility controller (MRMFc) is derived, and 
MRMFc is effectively applied to biochemical networks. And computer simula-
tions demonstrate that the biochemical network achieves a good balance be-
tween robust stability and dynamical performance. Consequently, an attractive 
solution in attacking the problem of the trade-offs between robustness and fra-
gility is therefore laid out in this paper. 

Keywords: 
2/H /H∞μ control; Biochemical networks; Maximal-Robustness-

Minimal-Fragility controller; Perfect Bayesian-Nash equilibrium. 

1   Introduction 

A system-level understanding of a biological system can be divided into two steps: (1) 
System modeling. It is meant to derive a mathematical model from the system struc-
ture. (2) Controller devising [1-2]. It is meant to apply control theory to the biological 
mathematical model, and devise the negative controller to get better robustness and 
dynamical performance. In general, biological robustness is an essential property of 
biological systems [3-5]. The biological robustness is usually related to the feedback 
control [3-6]. The robustness of perfect adaptation is the result of the integral feed-
back control [5], and biological complexity is the interplay between complexity,  
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robustness, modularity, feedback and fragility [6]. In literature [7], a simple graphical 
method was presented to analyze the presence of multi-stability, bifurcations, and 
hysteretic behavior of positive-feedback systems. 

The trade-offs among robustness, fragility and performance exist often in biologi-
cal systems at different levels [8] while robustness and fragility are the important 
features of biological systems [9]. Robustness is generally viewed as robust stability 
while fragility is viewed as dynamic performance. While fragility is considered bad, 
the dynamic performance is deemed good. Therefore, it is a vital research problem 
that the biological system should achieve a good balance between robust stability and 
optimal dynamic performance. To solve this problem, we employ the game theory 
[10-11] to perform the task. Multi-objective control theory offers a very flexible de-
sign framework in which a control engineer can freely select arbitrary performance 
channels and uncertainty models, and the most appropriate norm to represent the 

design specification for each channel can be provided [12-14]. Mixed ∞μ H/H/ 2 con-

trol incorporates all three control methods, i.e, μ control for improving the stability of 

uncertainty[15-17], 2H control for improving dynamic performance, and ∞H control 

for improving robust stability. We choose the structured singular value to represent 
the stability of uncertainty when we select μ control. Moreover, we employ H2 norm 

to represent dynamic performance, 
∞H norm to represent the robust stability. Conse-

quently, we can readily formulate a mixed ∞μ H/H/ 2  control. 

2   Mathematical Model 

Since S-system [18] is a universal biological system, we transform it into linear sys-
tem in order to construct robust control model. Generally, S-system is a type of 
power-law formalism. The equation of the S-system can incorporate the robustness 
and dynamical performance of a biological system. Using S-system steady-state 
evaluation, the control analysis of a given system can be easily established. Assuming 

reactant ix  is concentration, iα and iβ are rate constants, ijg and ijh are the values of 

interactive effect of ix and jx , thus we can have [18,20] 
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Now, define )ln(b,hga,xlny
i

i
iijijijjj β

α=−==  equation (4) can be denoted as 

0uBBAY u =++ ωω ,where 
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We could obtain state-space equation when YX g = : 0uBBAX ug =++ ωω  

And , the state-space equation  could be derived when 0x i ≠& :  
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[ ]T
1 ωpω = , qz1 = ， z=2z ， gx is general state variable, )s(mΔ  is the worst 

case uncertainty )s(Δ , ω  is disturbance signal, u is control input signal, z is the 

evaluated output, y is the measured output, and q and p are input and output signals of 
)s(mΔ , respectively. 

3   A Dynamical Incomplete Information Game 

We formulate the trade-offs between robustness and fragility as a dynamical incom-

plete information game, and at the same time, choose channels qpT 、 zωT and 

ωTu as three players and eight control strategies as pure strategies, which are shown 

in Figs 1.  

Three  players could be constructed as follows: (1) Player1 refers to qpT . From 

equation (6), it can be seen that qpT is the transfer function from p, which is the 

output signal of )s(mΔ  to q with the input signal of )s(mΔ . (2) Player2 refers to zωT . 

It can be seen that zωT is the transfer function from ω , which is disturbance signal to 

z with the evaluated output signal. (3) Player3 refers to ωTu . It can be readily seen 

that ωTu  is the transfer function from ω , which is disturbance signal to u with the 

control input signal.  
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      Fig. 1. Control of the generalized plant          Fig. 2. The perfect Bayesian-Nash equilibrium 

According to three controllers including μ 、 2H  and ∞H  control, three players 

could select each of three controllers and design eight control strategies. Thus, eight 
control strategies and norms can be described as follows: 

A1) ∞H control .  

A2) Mixed 2H/H∞ control. Minimizing 
2uT ω  and γ<⎥

⎦

⎤
⎢
⎣

⎡

∞ωz

qp

T

T
 

A3) Mixed 2H/H∞ control. Minimizing 
2zT ω  and γ<⎥

⎦

⎤
⎢
⎣

⎡

∞ωu

qp

T

T
 

A4) Mixed 2H/H∞ control. Minimizing 

2

2u

qp2

qp T

T
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⎢
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A5) Mixed ∞μ H/ control. Minimizing
μqpT and 

∞ω

ω

u

z

T

T
 

A6) Mixed 2H/H/ ∞μ control. Minimizing
μqpT and 

2

2u

2

z TbTa ω∞ω +  

A7) Mixed ∞μ H/H/ 2 control. Minimizing 
μqpT and

2

u

2

2z TbTa
∞ωω +  

A8) Mixed 2H/μ control. Minimizing 
μqpT and 

2ω

ω

u

z

T

T
 

Generally, a payoff matrix is a table that describes the utility in a game for each pos-
sible combination of strategies. Therefore we obtain the payoff matrix of Tables I as 
follows. In the 3-person game, the row of a payoff matrix is player2’s strategy and the  
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column of a payoff matrix is player3’s strategy when player1 chooses the strategy. 

For example, ∞ωzT and
2zωT  are player2’s strategy, meanwhile,

∞ωTu and 

2ωT u are player3’s strategy from Table I. The values of matrix are the utility of 

player2、player1 and player3, which are the reciprocal of their own norms.  

Table 1. The payoff matrix when player1 chooses { } { }1 2f H control / f control∞= = μ  

/
∞ μqp qpT T  u ∞ωT  uω 2

T  

zω ∞
T  
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22a
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22c
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2zωT  (
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1
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1

13c

1
)/(

23b

1

23a

1

23c

1
) (

14b

1

14a

1

14c

1
)/(

24b

1

24a

1

24c

1
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4   The Algorithms for Seeking Perfect Bayesian-Nash Equilibrium 

We devise an algorithm to seek the perfect Bayesian-Nash equilibrium of a dynamical 
incomplete information game. In a cooperative dynamical incomplete information 
game, the utility depends on not only their own action, but the actions of others. Usu-
ally the perfect Bayesian-Nash equilibrium is the optimal strategy of players. No 
player can increase the system’s utility by unilaterally deviating from the perfect 
Bayesian-Nash equilibrium. When seeking the perfect Bayesian-Nash equilibrium, we 
begin with 2-person game (player1 and player2), which can be described in Fig.2. 
When this game is finished, we can get the Bayesian-Nash equilibrium of 2-person 
game. Considering player3’s strategy and 2-person Bayesian-Nash equilibrium we 
can obtain the Bayesian-Nash equilibrium of 3-person game. 

Each player has its own strategy space }{ mmm fff 21 ,=  which includes 
mf1 and mf2 .Therefore we can obtain strategy profiles, which include 

),( 11
mm ff 、 ),( 21

mm ff 、 ),( 12
mm ff  and ),( 12

mm ff  (m=1,2,3). From Fig.2, it 

can be seen that p and q are player1’s posterior probabilities with )|( 1 ∞= Htpp  

and )|( 1 μtpq = respectively. Meanwhile, we can get )|(1 2 ∞=− Htpp and 

)|(1 2 μtpq =− . We also define probabilities 
2

1
)t(p)t(p 21 ==  when we consider 

equilibrium state of 1t .and 2t . )q,q,t(u mm11  is player1’s utility function, 

where { }2m H,H,q ∞μ== (m=1,2,3). 
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Algorithm 1. (Player 1 Selects }{ controlH,controlH ∞∞ or }{ control,controlμμ ) 

Step 1:  Posterior probabilities are defined as follows: 

)t(p)t(p

)t(p
)|t(p)H|t(p

21

1
11 +

=μ=∞  , 
)t(p)t(p

)t(p
)|t(p)H|t(p

21

2
22 +

=μ=∞           

Step 2: Judge the strategy of Player2.  

Step2.1: Judge the strategy of Player2 when Playe1 selects }{ controlH,controlH ∞∞ . 

)H,H,t(u)H|t(p k2
t

k

k

∞∞∞∑  is the player2’s probabilistic utility function when Player2 

selects the strategy of ∞H control. Meanwhile, )H,H,t(u)H|t(p 2k2
t

k

k

∞∞∑  is  

the player2’s probabilistic utility function when Player2 selects the strategy of 2H  

control. 

Step2.2: Judge the strategy of Player2 when Player1 selects }{ control,control μμ  

)H,,t(u)|t(p k2
t

k

k

∞μμ∑  is the player2’s probabilistic utility function when Player2 

selects the strategy of ∞H control. Meanwhile, )H,,t(u)|t(p 2k2
t

k

k

μμ∑  is  

the player2’s probabilistic utility function when Player2 selects the strategy of 2H  

control. 

Rule1.1: If )H,H,t(u)H|t(p)H,H,t(u)H|t(p 2K2
t

KK2
t

K

kk

∞∞∞∞∞ ∑∑ > , then Player2 

selects ∞H control; otherwise, Player 2 selects 2H control. 

Rule1.2: If )H,,t(u)|t(p)H,,t(u)|t(p 2K2
t

KK2
t

K

kk

μμ>μμ ∑∑ ∞ , then Player2 

selects ∞H control; otherwise, Player2 selects 2H control. 

Step 3: Judge the strategy of Player1 on account of Player2’s strategy. 

Rule1.3: If )H,H,t(u)H,H,t(u 21111 ∞∞∞ >  and )H,H,t(u)H,H,t(u 22121 ∞∞∞ > , then Player1 

selects ∞H control and Player2 selects ∞H control. 

Rule1.4:If )H,H,t(u)H,H,t(u 11211 ∞∞∞ > and )H,H,t(u)H,H,t(u 21221 ∞∞∞ > , then Player1 

selects ∞H control, and Player2 selects 2H control. 

Rule1.5: If )H,,t(u)H,,t(u 21111 μ>μ ∞  and )H,,t(u)H,,t(u 22121 μ>μ ∞ ， then Player1 

selects μ  control and Player 2 selects ∞H control.  
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Rule1.6: If )H,,t(u)H,,t(u 11211 ∞μ>μ and )H,,t(u)H,,t(u 21221 ∞μ>μ , then Player1 

selects μ control and Player2 selects 2H control. 

 
B.  Algorithm 2 (Player1 Selects the Strategy of }{ controlH,control ∞μ ). The im-

plementation is just like Algorithm 1 
 
C.  Algorithm 3 ( Player1 Selects the Strategy of }{ control,controlH μ∞ ) 

Step1: If ∞H control is the optimal strategy of 1t , then ∞H control is not the optimal 

strategy of. 2t . If μ control is the optimal strategy of 2t , then μ control is not the 

optimal strategy of 1t .we can define

   

1)|t(p)H|t(p 21 =μ=∞ and 0)|t(p)H|t(p 12 =μ=∞   

Steps 2 and 3 is like Steps 2 and 3 of Algorithm 1. 

5   Experimental Results 

Considering the glycolytic-glycogenolytic pathway in rat liver, the kinetic properties 
of the pathway can be described as shown in the following equations [18]: 
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Diseases always alter the kinetic properties of a biochemical network. Suppose the 
pathway suffers from a parameter perturbation, which can be described as follows: 
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1
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035.3
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02.56 =x , 9.4909 =x , 9
10 10*04.2 −=x   (i.e. AAA 0 Δ+=  , A)s(m Δ=Δ )   

Denoting 1=γ , a=0.5, b=0.5, and results is as follows: Player1 selects μ control, 

Player2 selects 2H control and Player3 selects ∞H control (2) Player1 selects ∞H con-

trol, Player2 selects ∞H control and Player3 selects ∞H control. 

It is shown that this system is stable and can converge to the steady state when 

there exists the uncertainty disturbance )s(mΔ and noise disturbanceω from Fig. 3 to 

Fig. 5. The ∞μ H/H/ 2
 controller produces good robustness of the biochemical network  
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Fig. 3. The concentration of glucose-1-P      Fig. 4. The concentration of glucose-6-P 

 

Fig. 5. The concentration of fructose-6-P           Fig. 6. The concentration of iP  

 
Fig. 7. The concentration of glucose 
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and robustness provides insensitivity to the parameter changes in this biochemical 

network. The poles of ∞μ H/H/ 2 controller
∞μ H/H/ 2

K  are –17.2360, -

0.2518+3.0200i, and -0.2518-3.0200i, respectively, so the controller 
∞μ H/H/ 2

K  is a 

stable controller. The concentrations of glucose-1-P, glucose-6-P and fructose-6-P 
with ∞μ H/H/ 2

 controller achieve a better dynamical performance and the peak values 

of the concentration of glucose-1-P, glucose-6-P and fructose-6-P are lower than 
those of other controllers as shown from Fig 3 to Fig 5. Convergent rate is rapid and 
convergent time is short when we use ∞μ H/H/ 2

 controller. It is shown that 

mixed 2H/H∞ control has the worst performance from Fig 3 to Fig 4 and μ control has 

the worst performance from Fig 5. From Fig 6, the biochemical network achieves 
better disturbance attenuation performance specification with mixed 2H/H∞ control 

controller when the input value is identical. Also from Fig 7, it can be seen that the 
biochemical network achieves better disturbance attenuation performance specifica-
tion with ∞μ H/H/ 2

 controller when the input value is identical. In conclusion, ∞μ H/H/ 2
 

controller, which is Maximal-Robustness-Minimal-Fragility controller, outperforms 
other controllers and the biochemical network achieves a good balance between ro-
bust stability and dynamical performance. Maximal-Robustness-Minimal-Fragility 
negative feedback controller is helpful for maintaining stability margin and distur-
bance attenuation when uncertainty disturbance and noise disturbance are considered. 
This achievement is important to biochemical network, as errors in signal transduc-
tion can result in growth impairment or cancer [19]. 

6   Conclusions 

Generally, S-system is a popular biochemical networks model, so we transform it into 
robust control model. The trade-offs between robustness and fragility is formulated as 
a dynamical incomplete information game model. We seek the perfect Bayesian-Nash 
equilibrium and devise the Maximal-Robustness-Minimal-Fragility controller when 
this control model has noise disturbance and uncertainty disturbance. Biochemical 
network needs to work in robust state against the various sources of inter- or intra-
cellular perturbations. The biological robustness and dynamical performance provide 
general principle for understanding many biological phenomena and for constructing 
a system-level view of medical therapy and disease.  
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Abstract. Build rat’s molecular regulatory network by integrating five hetero-
geneous data types that serve as evidence for either protein-protein interaction 
or protein-DNA interaction. P-values for evidence types are calculated by dif-
ferent algorithms and merged together by Support Vector Machines according 
to estimated weights which indicate respective contributions of different evi-
dence types to the final prediction. Proper classification threshold is specified to 
effectively control the false discovery rate, and the result is validated by search-
ing predicted interactions in related databases as well as projecting them to sig-
naling pathways to mark up key factors in disease mechanism. An analysis of 
our methodology versus previous studies and data integration versus single evi-
dence is performed to demonstrate that the solution we present here is more 
comprehensive and advantageous than traditional ones due to its rational frame 
structure and full use of information. 

Keywords: data integration; evidence; molecular regulatory network; protein-
protein interaction; protein-DNA interaction; support vector machines. 

1   Introduction 

To unfold the whole gene map in front of human beings and shed light on the cure of 
human diseases, systems biology has been built up by modern biologists to deeply 
investigate the molecular regulatory network (MRN) of creatures by exploring dy-
namic characteristics at genomic/proteomic level [1]. 

Three types of data are widely used in molecular biology research: high-throughput 
experiment data such as microarray, existing knowledge proven by previous experi-
ments or researches, predictions result from newly developed algorithms [2,3]. Each 
type of data has its own intrinsic drawbacks, as a result, any model basing on single 
data source may probably be partial or even misleading. Therefore, there is an urgent 
call for us to substitute traditional methods with a more integrative and comprehen-
sive one. Systems biology presents itself under such circumstances. It integrates vari-
ous types of data (also called evidence) by employing proper modeling tools such as 
Bayesian Network [4], Probabilistic Decision Tree, Support Vector Machines (SVM) 
[5], etc. This strategy makes full use of information from diverse aspects and allows 
different evidence types to make up shortcomings for each other.  
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In April 2004, NATURE announced the genome sequencing result of Norway Rat. 
The fact that 90% of rat’s genes have matches in human and mouse makes rat one of 
the most important model organisms to study human diseases [6]. This article tries to 
figure out a systematic way to construct MRN of rat with detailed methodology given. 
Under data integration frame, five types of evidence are prepared to provide useful 
information from different viewpoints and SVM is introduced to merge them accord-
ing to estimated weights. Compared with traditional methods, a more comprehensive 
view of gene map is promised by the diversity of data sources as well as SVM’s su-
pervised learning capability and good control of false discovery rate.  

2   Methods 

Protein-protein interaction (PPI) and protein-DNA interaction (PDI) are two of the 
most important molecular interactions in cells. PPI occurs almost everywhere in cells 
transferring biological signals, while PDI mainly occurs in nucleus as a transcriptional 
level interaction between transcription factors (TFs) and DNA molecules. The pre-
dicted MRN would be more convincing if more than one evidence types are found to 
indicate the high possibilities of PPI/PDI’s existence among the molecules contained 
in the network. Five types of evidence are selected either from PPI or PDI perspective 
in this article: (1) Pearson Correlation Coefficient (PCC) calculated from microarray 
as evidence for PDI, (2,3) supervised classification results inferred by SVM as evi-
dence for PDI and PPI, (4) subcellular localization as evidence for PPI, (5) homolo-
gous alignment among rat, human and mouse as evidence for PPI and PDI.  

2.1   Data Preprocessing 

324 Affymetrix RG-U34A gene array samples are downloaded from GEO database of 
NCBI. Then, microarray normalization is carried out to eliminate the noise to improve 
data quality. Firstly, Total Intensity Normalization is performed to make different 
samples comparable, secondly, Locally Weighted Linear Regression is conducted to 
clean up systematic bias which is the major source of deviation. Both normalization 
methods are implemented by an R package of Bioconductor. 

There are 5152 genes with symbols On Affymetrix RG-U34A gene array. How-
ever, only those differentially expressed genes who have bigger chance to be involved 
in PPIs or PDIs will be taken into account, because this can not only avoid unneces-
sary distraction but also lighten computation burden in order to increase efficiency of 
calculation [7]. Among the 5152 genes having symbols, 2513 are assigned by the 
software of Significance Analysis of Microarrays (SAM) as significantly differen-
tially expressed with the false discovery rate of 3.225%. The integration frame is 
established just on these 2513 genes and there are totally 3158841 interaction candi-
dates to be investigated. 

2.2   Pearson Correlation Coefficient 

PCC is a popular measurement of how much two molecules relate with each other [8]. 
If one gene regulates another, the absolute value of PCC measuring the similarity  
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Fig. 1. Differentially expressed genes are assigned by SAM. The dark dots lying between delta 
lines represent regularly expressed genes, and the other 2513 dots marked in light gray are 
differentially expressed. The false discovery rate is merely 3.225% which means that almost all 
differentially expressed genes are selected out with a very small chance of mistaking.  

between their expression patterns should be closer to 1 than the average. For all inter-
action candidates, PCCs are calculated and transformed to probability densities by 
Gaussian Kernel Density Transformation (GKDT) which scales all PCCs in a more 
statistical way to facilitates the calculation of P-values. Gaussian kernel density of ith 
interaction candidate gkdi is computed as follows: 
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In the formula above, Δ(pcci) is a neighborhood area with a fixed width of λ around 
pcci, and N indicates the number of pcck located in this neighborhood area. P-values 
are calculated according to Gaussian kernel densities.  

2.3   SVM Classification 

Being a supervised learning algorithm, SVM takes advantage of prior knowledge of 
confirmed PPIs/PDIs to classify the unknown ones [5]. The main idea is to transform 
Nonlinear separable issues to linear separable ones in high-dimensional space, where 
an optimal interface between interactions and non-interactions is found. This charac-
ter differentiates SVM from the linear solution of PPC.  

For PPI prediction, 2068 known PPIs with high credibility are downloaded from 
BIND. Part of them are assigned as positive samples in the training dataset, and the 
others are left to do the validation. Besides, a series of parameters have to be specified 
to ensure that the SVM is well trained by but not over fits to the training datasets. The 
input of the SVM classifier is a vector x composed of expression values of two genes 
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and a binary which is either 1 or -1 indicating whether there is interaction between 
them. A weight vector w  and a bias constant b are estimated after training, and the 
predicted value for the ith candidate is svmi = w·xi + b. All of the predicted values are 
finally transformed to P-values by GKDT mentioned above. The recall of our SVM is 
90.6% which is high enough to guarantee that most true positive samples are correctly 
predicted, and the precision is 67.7% which is not too strict to prevent discovering 
new interactions from the negative set. The process of PDI prediction is basically the 
same as PPI with only two major differences: known PDIs are downloaded from 
TRED which stores almost all interactions between TFs and genes so far; only the 
proteins located in nucleus are under consideration because or else there is little 
chance for them to get in touch  with the genes. 

2.4   Subcellular Localization 

Gene ontology is an indispensable tool to do clustering, classification, MRN inferring, 
etc. Cellular component as an important subcategory of GO is integrated to our frame 
because a lot of investigation shows that the possibility of interaction increases as two 
proteins get closer to each other [9]. Distance between proteins can be measured by 
Minimum Number of Transport Process (MNTP) which calculates the number of 
membranes that one protein has to pass through to meet the other. The smaller MNTP 
is, and the more likely two proteins are going to have physical interaction. 

The selected 2513 genes are submitted to Princeton University’s GO query system 
to be grouped into 26 different subcellular localizations including Cytoplasm, Golgi 
apparatus, Nucleus, etc. The MNTP for each pair of subcellular localizations is esti-
mated and then the P-value for MNTP = k (k = 0, 1, 2…) is computed as follows: 

MNTP=i MNTP=i MNTP=i
MNTP=k

i k

N (N 1) / 2 N
P =1- 1-

( 1) / 2 i ka a aN N N≥ ≥

− ≈
−∑ ∑  . (2) 

NMNTP=k denotes the number of protein pairs whose MNTPs are k. In this article 
NMNTP=k is approximated by the number of proteins that can be found in k different 
cellular components for convenience. Na is the total number of proteins. When MNTP 
equals 0 which means protein pairs locate in the same cellular component, P-value 
has to be manually assigned to be 0.05. If we are not sure about the distance between 
two subcellular localizations, P-value is assigned to be 0.95 for conservative consid-
eration. P-values for all possible MNTPs are shown in Table 1 in detail. 

Table 1. P-values for MNTPs which measure distance between proteins 

MNTP NMNTP (estimated) P-value 
0 696 0.05 
1 312 0.4974 
2 370 0.5834 
3 491 0.6855 
4 402 0.8209 
5 167 0.9318 

Not sure - 0.95 
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2.5   Homologous Alignment 

The assumption behind Homologous alignment is straightforward that the closer two 
mammals are on the evolutionary tree, the more genomic/proteomic similarities they 
have [10]. As we can see in the following figure, Human, mouse and rat (underlined) 
come from the same major clade. Intuitively, PPIs and PDIs can be inferred by 
comparing rat’s interactome with that of human and mouse. A name matching is per-
formed between the 3158841 interaction candidates and all known interactions of 
human and mouse downloaded from BIND and TRED. As long as some candidate 
has interlog in human or mouse, its P-value is assigned to be 0.05 which is usually 
taken as the significance threshold to refute the null hypothesis. 

 

Fig. 2. Evolutionary tree of mammals cited from Nature [10]. Rat, mouse and human come 
from the same clade and are underlined to mark their Physiological closeness.  

3   Results 

In order to integrate multiple evidence types in a more objective manner, SVM is 
carried out again learning from foregone knowledge to estimate coefficients for five 
evidence types. Table 2 presents the final weights transformed from SVM coefficients 
to show how much each type of evidence contributes to the final prediction. Obvi-
ously, SVM for PPI and homologous alignment are the most dominant because the 
sum of their weights reaches 0.76. As for subcellular localization, PCC and SVM for 
PDI, the low level of importance may be due to inherent lack of valuable information 
or overlapping with other types of evidence. 

Table 2. Weights of evidence types estimated by SVM 

Evidence SVM Coefficient Weight of Evidence 
PCC -0.056 0.138 

SVM for PPI -0.101 0.449 
SVM for PDI 0.011 0.070 

Subcellular  localization -0.027 0.032 
Homologous alignment -0.084 0.311 
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Evidence types are integrated according to their weights for all candidates. Under 
conservative consideration, the classification threshold is set as 0.001 which is com-
paratively small to avoid large number of false positives. 3282 candidates are pre-
dicted true accordingly, and 31 of them overlap with records in BIND and TRED. To 
further validate our predicted MRN, APID2NET, a plug-in of Cytoscape which col-
lects all PPIs stored in BIND, BioGrid, DIP, HPRD, IncAct and MINT is introduced, 
and another 19 candidates are verified to be true positives as a result. The network 
composed of these 50 true positives is shown in Fig. 3 with its layout automatically 
given by Cytoscape. Consequently, The true positive rate (TPR) also known as sensi-
tivity is 9.1%, and the false positive rate (FPR) is 0.1% which equals 1-specificity. 
TPR can be further increased by setting higher threshold; however, FPR will rise as a 
sacrifice. Researchers should determine the threshold according to the dynamic bal-
ance between TPR and FPR as well as their specific requirements.  

 

Fig. 3. Predicted MRN validated by authorized databases at the significance level of 0.001. 
Each node corresponds to a specific gene and each line indicates that there is interaction be-
tween the two nodes it connects. The 50 validated interactions are projected to pathways stored 
in KEGG by Pathway-Express. Node darkness and Line width are proportional to the appear-
ance frequency of corresponding genes and interactions in all related pathways.  

One of the goals of systems biology is to find out the relationship between molecu-
lar interactions and macroscopic phenotypes. Therefore, the final step of our method 
is to project predicted interactions to signaling pathways stored in KEGG to mark key 
factors in the mechanism of diseases. Pathway-Express is a component of the Onto-
Tools ensemble and is designed to provide a system automatically finding well-
known pathways involving our predicted interactions. Among the 53 pathways found 
to be associated with the 50 validated interactions, ErbB signaling pathway, MAPK 
signaling pathway and prostate cancer have the smallest P-values which implies that 
they have the closest relations with some of our predicted interactions. In Fig. 3, node 
darkness and line width are proportional to the frequency of finding corresponding 
gene and interaction in all signaling pathways respectively. 

4   Discussion 

The five evidence types are organized in parallel under our data integration frame. By 
comparison, a previous research which similarly combined evidence from six datasets 
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divided all protein pairs into 26 subsets according to combinations of evidence types 
and estimated error rates for each subset [11]. However, it performs poorly because 
the burden of calculating error rates grows exponentially as the number of evidence 
types increases. Besides, huge number of parameters induces potential over-fitting. 
These problems are tackled by our research in which all evidence types are processed 
separately and then merged together by specific weights inferred from their relative 
contributions to the final prediction. It is flexible for us to add or remove evidence 
with limited change of parameter number when the evidence weight is too big or too 
small. To allow more evidence types incorporated, Jansen et al. published a related 
study using Naïve Bayes method assuming conditional independency between evi-
dence types [4]. However, this is not usually the case even if they proved the lack of 
linear correlation between most of the evidence types. Our study handles this problem 
by estimating weights for different types of evidence with SVM  no matter whether 
there is dependency between them or not. SVM captures linear or nonlinear correla-
tion between evidence types, as a result, the loss of one weight is compensated by 
another’s increase to keep their total influence unchanged. 

Table 3. Compare predicting performance of data integration with that of single evidence 

Evidence TPR FPR 
5 evidences integration 9.1% 0.102% 

Pearson Correlation 3.1% 0.104% 
SVM for PPI 5.5% 0.103% 

Homologous Comparison 4.5% 0.103% 

Does data integration really outperform single evidence?  Table 3 indicates that the 
major difference between them is TPR. Data integration has the highest TPR of 9.1% 
which means it is able to find out the most true molecular interactions among the four 
listed methods. This character makes it more reliable than single evidence to explore 
new regulatory relationships in the unknown world of molecular biology. TPR of 
SVM for PPI is substantially higher than the other two types of single evidence which 
might be one of the reasons that it has the highest weight out of five. The following 
conclusions can be drawn from above analysis that data integration indeed over-
matches single evidence regarding our research due to the fact that it allows different 
evidence types to complement each other to lead to a more integrative and compre-
hensive solution. 

5   Conclusions 

Data integration is becoming prevalent in the field of systems biology. In our re-
search, five evidence types are selected to construct rat’s MRN from perspectives of 
PPIs and PDIs. On one hand, different types of evidence make up shortcomings for 
each other; on the other hand, SVM is employed to make use of existing knowledge 
to the largest extent. Both of the above jointly promise a high predicting sensitivity  
as well as a good control of FPR. The approach we present here provides testable 
hypotheses for high-throughput experimental validation and a systematic way to  



 Predict Molecular Regulatory Network of Norway Rat 1029 

discover more molecular interactions efficiently. This general approach can be readily 
applied to other characteristics of gene or protein pairs and in other organisms as 
large-scale genomic/proteomic information becomes available. 
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Abstract. Gene conversion, a non-reciprocal transfer of genetic infor-
mation from one sequence to another, is a biological process whose im-
portance in affecting both short-term and long-term evolution cannot
be overemphasized. Knowing where gene conversion has occurred gives
us important insights into gene duplication and evolution in general. In
this paper we present an ensemble-based learning method for predicting
gene conversions using two different models of reticulate evolution. Since
detecting gene conversion is a rare-class problem, we implement cost-
sensitive learning in the form of a generated cost matrix that is used
to modify various underlying classifiers. Results show that our method
combines the predictive power of different models and is able to predict
gene conversion more accurately than any of the two studied models.
Our work provides a useful framwork for future improvement of gene
conversion predictions through multiple models of gene conversion.

1 Introduction

Gene conversion is a process by which all or part of the sequence of a gene
is changed to match the sequence of another gene. Figure 1 gives a schematic
demonstration of how gene conversion between two sequences occurs. Its role
in both short-term and long-term evolution of genes and genomes cannot be
overemphasized. Gene conversion is an important process that can affect the
evolutionary fate of duplicated genes. For instance, gene conversion can affect
how similar two duplicated genes remain after gene duplication. After gene du-
plication, depending on which gene is the donor, any mutations in one gene
could either be made to disappear or be transferred to the other copy through
gene conversion. On the one hand, very frequent gene conversion can lead to two
highly identical duplicated genes even long after their duplication. This supports
the false impression that the two genes arose from a recent gene duplication as
their sequences are highly similar. On the other hand, gene conversion can boost
the amount of variation and divergence between duplicated genes, e.g., in the
major histocompatibility complex (MHC) genes [1].

Detecting gene conversion is computationally challenging. A number of
methods have been proposed for detecting recombinations, of which gene con-
version is one type. However, to our knowledge, only a couple of programs
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(e.g. GENECONV [2]) are specifically designed for detecting gene conversions.
Moreover, previous comparisons of the power of existing software to test for
recombination have indicated that, while some perform better than others, no
single program is universally superior[3]. Similarly, little is known about which
program is the best for gene conversion prediction. To address this problem and
to take advantage of the existing programs of recombination prediction, we pro-
pose an ensemble based learning method to combine optimally the predictions
from different programs to form a unified program prediction and to boost the
power of gene conversion prediction.
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Fig. 1. Gene conversion between
two sequences

As in real life, the incidence of gene conver-
sion in a gene family may be restricted to only
a few members, and thus the majority cases
are gene pairs that do not exhibit gene conver-
sions. Prediction of gene conversion thus falls
into the rare-class prediction problem, which is
a common phenomenon and has been an issue
with many classification problems [4]. Unfortu-
nately, the majority of classifiers will label all
data objects as belonging to the majority class.
Thus a high accuracy is achieved, however none
of the rare-class data objects are correctly iden-
tified. There are a variety of ways to deal with
rare-class datasets (a paper by Sun et al. pro-
vides a nice overview [5]) but for our purposes
we went with an implementation of the Meta-
Cost algorithm [6] as our cost-sensitive learner.

In this study, we investigated the use of
cost-sensitive learning, to combine the output
of two programs that are specifically designed for detecting gene conversion,
GENECONV [2] and Partimatrix [7]. Our preliminary studies indicate that the
cost-sensitive classifier performs better than either of the two programs.

2 Methods

A variety of programs exist that deal with gene conversions and recombination.
However few programs exist that provide a definitive prediction on between
which two sequences in a set of sequences a gene conversion occurred. Two such
programs are GENECONV [2] and Partimatrix [7] which we elaborate next.

GENECONV was developed specifically to identify gene conversions. Given
an aligned file of sequences, it will give a prediction of what sequence fragments
have the highest, unique similarity between two sequences. It then presents p-
values that show the significance of these paired sequence fragments. p-values are
determined both globally and pairwise. Global p-values are determined by com-
paring each fragment with all other possible fragments, thus establishing the
overall uniqueness of the paired fragments. Pairwise compares each fragment
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with the maximum score that would be expected had gene conversion not oc-
curred.

Partimatrix is designed to identify cases of gene conversion and recombination
and analyze anomalous phylogenetic history in a multiple sequence alignment.
For each sequence pair it determines a support score for whether a recombination
has occurred and a conflict score that identifies the uniqueness of this recombi-
nation. If the support score is significantly higher than the conflict score, this
represents evidence for a recombination event between these sequences.

The basic idea behind ensemble-based learning is to use multiple tools that
predict, for example, gene conversion, and to use these tools in tandem to
achieve prediction results better than each tool could produce alone. Neither
GENECONV nor Partimatrix is 100% accurate when it comes to determining
gene conversions and preliminary work we did with these programs showed that
they would identify correct gene conversions at different times. After running
extensive evaluations, we determined that GENECONV performs better in sit-
uations where the gene conversion event was recent and the sequences were not
very diverged. Partimatrix on the other hand performs better on “ancient” dupli-
cation events where the sequences are also more diverged. So through combining
them and also features that are measurable that may be associated with gene
conversion, we hoped to create an ensemble classifier that would predict gene
conversions more accurately than both of these programs.

Each row of attributes used in the classifier is based on data from a pair of
sequences. This means that we must divide each set of sequences into a set of
sequence pairs. So a set of six sequences for instance would constitute 15 sequence
pairs and thus 15 rows of attributes. The attributes include the following data
values: average GC content of both sequences, sequence identity between the
sequences, global and pairwise p-values from GENECONV, and the support and
conflict scores from Partimatrix.

Especially when considering each row of attributes as a pair of sequences, the
likelihood of there being a gene conversion is very slim. Due to this fact, we
looked into methods of creating a classifier that can handle learning a rare-class.
For this we implemented a version of the MetaCost classifier first proposed by
Domingos [6]. This method takes a cost matrix and applies it to a base classifier
in order to adjust the weights of the training data.

Since our situation is a two-class problem (a gene pair is either labeled as
gene conversion or no gene conversion), the cost matrix is a 2x2 matrix (as seen
in Table 1). Each of the cells corresponds to the following values: true positives,
false negatives, false positives, and true negatives. Within each of these cells, the

Table 1. Cost Matrix

True Positive False Positive
(Correctly Identified Gene Conversions) (Incorrectly Identified Gene Conversions)

False Negative True Negative
(Incorrectly Identified No Gene Conversions) (Correctly Identified No Gene Conversions)
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user can then set the penalty for misclassifiying a row or potentially the reward
for correctly classifying one. This cost matrix is then applied to a base classifier.

The difficulty with this approach however is selecting the right cost matrix. In
our situation, we definitely want to penalize false negatives (situations in which
there was a gene conversion, yet the pair was classified as having none) and
reward true positives. However, we do not want this to increase the amount of
false positives too much as well, so a penalty must also exist for them. Finding
this balance is certainly non-trivial and we have developed a method to do it
automatically based on a greedy-search approach.

Starting with a basic, default cost matrix in which the penalty is 1 for both
false positives and false negatives and 0 for both true positives and true neg-
atives, we determine how the base classifier does after being trained on the
training data and tested on an initial test set. We then increase the penalty of
false negatives and false positives by 1 and decrease the reward value for true
positives by 1 and every combination of these. We do not adjust the reward
for true negatives as this represents the majority class (correctly identified pairs
with no gene conversion). After seeing how the classifier performs on every com-
bination of incrementing/decrementing the cost matrix values (7 in total), we
then take the best combination and then proceed using that as the base matrix.
The determination of best is done through the use of the F-measure (= 2 / (1
/ Recall + 1 / Precision)), which represents the harmonic mean between recall
and precision. Because accuracy is not a good metric in rare-class predictions,
a common approach is to use two different metrics: recall and precision [5,8,9].
Recall (=True Positives / (True Positives + False Negatives)) “measures the
fraction of positive examples correctly predicted by the classifier”, and precision
(=True Positives / (True Positives + False Positives)) “determines the fraction
of [data objects] that actually turns out to be positive in the group the classifier
has declared as a positive class” [10]. These are better metrics than accuracy
as they indicate how many of the rare-class are identified while still indicating
a balance between true and false positives. However, the disadvantage is that
sometime it can be difficult to compare two metrics simulatenously and find a
classifier that give the best values for both metrics. We therefore adopted the
single metric–F-measure to evaluate different classifiers. The cost matrix that
produces the best F-measure is used subsequently as the best cost matrix. Since
not every iteration produces a best cost matrix that is better than the previous
best cost matrix, we keep track of an overall best cost matrix. This can then be
repeated for a user-specified number of iterations (we used 30).

We used four base classifiers as part of our experiments. The first is an imple-
mentation of the NaiveBayes learner. The second is J4.8 which is a variation of
the C4.5 decision tree learner. The third is PART which is a rule-based learner
that creates rules based on partial C4.5 decision trees [11]. The fourth is called
JRip which is an implementation of the RIPPER algorithm [12]. We implemented
these classifiers in the Weka learning environment [13].

As few examples of actual gene conversion events exist, we had to generate our
own training data. The generation of the sequences was done in similar fashion
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to that by Marais [14]. Basically a set of sequences was generated from a ran-
domly generated phylogenetic tree, thus creating a simulated gene family. These
sequences are mutated over time and a gene conversion event is inserted between
two sequences. Since genes that exhibit gene conversion are known to have in-
creased GC levels, we included a GC bias when inserting the sequence fragment
into the acceptor gene. These sequences were aligned with MUSCLE [15].

We generated two separate training sets under different conditions. The first
set (SET1) was done under conditions that mirror typical features of gene con-
versions [16]. In this case GENECONV performs very well under these conditions
(and Partimatrix not so well), we created a second dataset (SET2). Recall, Par-
timatrix performs better in conditions where the sequences are highly diverged
and the gene conversion event happened early (i.e. an ancient gene conversion
event). This second dataset was created to reflect this situation. In SET1 the
overall average sequence identity was 0.83 (with values ranging between 0.99
and 0.66) and in SET2 the overall average identity was 0.49 (with values rang-
ing between 0.6 and 0.39). Each training dataset contained 500 sets of sequences.
Each set of sequences contained 6 sequences, in which one gene conversion has
taken place. For each training set, two additional test sets of 100 sequences were
generated, one to determine the cost matrix and one to test the cost matrix.

3 Results

The results for the various classifiers can be seen for SET1 and SET2 in Table 2
and Table 3, respectively. The upper part represents the “basic classifiers” while
the lower part represents the classifiers that were used as the base classifiers with
the MetaCost implementation and the generated cost matrix. The basic classi-
fiers are as follows: “Perfect” represents an ideal classifier and is included to see
how each of the classifiers compare to it. “Just Say No” represents a classifier
where every gene pair is considered to have no gene conversion. As can be seen
here, a classifier like this has a relatively high accuracy, but a recall of 0 and an
undefined precision (due to a division by zero) and F-measure. “GENECONV
Strict” represents using GENECONV with its default settings and only evaluat-
ing the global p-values. “GENECONV LP” also uses the local pairwise p-values.
Partimatrix does not actually give a finite prediction on whether a gene con-
version has occurred so we took the pair that has the lowest conflict score as
the pair that exhibits gene conversion. “G-or-P” represents a basic combining of
the two classifiers based on one rule: if either GENECONV LP or Partimatrix
says a gene conversion has occurred, then the pair is labeled as having a gene
conversion. In addition, since Partimatrix does not perform as well on sequences
that are too similar it gave no results for some pairs in SET1. These pairs were
excluded and a total of 2190 pairs were used instead of 2250.

In SET1, GENECONV performs well. “GENECONV Strict” has a high ac-
curacy, even higher than the “Just Say No approach”. However, through our
method we are able to increase the amount of true positives, increase the ac-
curacy, and most importantly, increase the F-measure. The best performers are



Using Cost-Sensitive Learning to Determine Gene Conversions 1035

Table 2. SET1

Classifier TP FP TN FN Accuracy Recall Precision F-measure

Perfect 139 0 2051 0 1 1 1 1
Just Say No 0 0 2051 139 0.937 0 UNDEF UNDEF
GENECONV Strict 102 4 1448 35 0.975 0.745 0.962 0.840
GENECONV LP 123 57 1395 14 0.955 0.898 0.683 0.776
Partimatrix 9 137 1315 128 0.833 0.066 0.062 0.064
G-or-P 128 191 1261 9 0.874 0.934 0.401 0.561

NaiveBayes 122 58 1394 15 0.954 0.891 0.678 0.770
PART 107 5 1447 30 0.978 0.781 0.955 0.859
J4.8 109 11 1441 28 0.975 0.796 0.908 0.848
JRip 111 9 1443 26 0.978 0.810 0.925 0.864

Table 3. SET2

Classifier TP FP TN FN Accuracy Recall Precision F-measure

Perfect 150 0 2250 0 1 1 1 1
Just Say No 0 0 2100 150 0.933 0 UNDEF UNDEF
GENECONV Strict 1 8 2092 149 0.930 0.007 0.111 0.014
GENECONV LP 5 68 2032 145 0.905 0.033 0.068 0.045
Partimatrix 15 135 1965 135 0.880 0.100 0.100 0.100
G-or-P 19 197 1903 131 0.854 0.127 0.088 0.104

NaiveBayes 8 75 2025 142 0.904 0.053 0.096 0.069
PART 35 214 1886 115 0.854 0.233 0.141 0.175
J4.8 23 160 1940 127 0.872 0.153 0.126 0.138
JRip 40 265 1835 110 0.833 0.267 0.131 0.176

JRip and PART, which is not surprising as they are rule-based classifiers and
rule-based classifiers are known to perform well on rare-class data [10]. Both
have a higher F-measure than “GENECONV Strict”, a higher accuracy, and
both identify more true positives. J4.8 does well too and identifies more true
positives as PART, but more false positives as well. Of all the cost matrix classi-
fiers, NaiveBayes identifies the most true positives, but is hindered by the amount
of false positives it identifies.

In SET2, GENECONV performs poorly. Partimatrix identifies more gene con-
versions and G-or-P has the best F-measure of these basic classifiers. This set
also shows the shortcoming of using accuracy as a metric as the “Just Say No”
approach would appear to be the best classifier. Among the cost matrix clas-
sifiers, the NaiveBayes classifiers performs quite poorly. It has an F-measure
lower than G-or-P, so it shows no improvement over a basic classifier (it does
not identify more gene conversions correctly either). But the rule-based classi-
fiers again perform quite well, with both identifying more gene conversions and
having higher F-measures than any of the basic classifiers. In fact, aside from
NaiveBayes, all classifiers exhibit both a higher recall and a higher precision than
the basic classifiers, showing a definite improvement.
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Table 4. Cost Matrices

NaiveBayes SET1 -3 2 NaiveBayes SET2 -2 1
2 0 2 0

PART SET1 -4 5 PART SET2 -3 19
3 0 1 0

J4.8 SET1 -2 4 J4.8 SET2 0 4
3 0 1 0

JRip SET1 -4 6 JRip SET2 0 7
1 0 1 0

Table 4 shows the cost matrices that were determined for each classifier by the
greedy-based approach and subsequently used to make gene conversion predic-
tions. It indicates that a cost matrix is highly dependent on both the classifier
and the data being used. No classifier has the same cost matrix across both
datasets and no dataset has a cost matrix that is best for more than one classi-
fier. In fact, all cost matrices that were determined by our approach are unique.

Many trends are noticeable when looking at the cost matrices. If we exclude
NaiveBayes, which performed poorly on both datasets, all classifiers have higher
penalties for false negatives than false positives. This makes sense as the initial
problem most classifiers have when dealing with rare-class problems is identifying
those rare-class members and reducing the number of false negatives.

Further interesting to note are trends in the cost matrices for each classifier
when comparing them across the two datasets. The reward for true positives for
SET1 is generally “greater” (i.e., the lower the value is, the greater the reward)
than that for SET2. This seems to reflect the relative comparison of the true
positives between SET1 and SET2 as the number of true positives predicted
by GENECONV and Partimatrix in SET1 are much higher than that in SET2
(see Tables 2 and 3). Moreover, that the penalty for false positives in SET2 is
higher or equal to that in SET1 seems also to reflect the relative comparison of
the number of false positives in SET1 and SET2; the number of false positive
predictions in SET2 are slightly higher than that in SET1. Comparatively, the
difference in the penalty for false negatives between SET1 and SET2 does not
seem to be reflected by the difference in the number of false negative predictions
between the two sets.

4 Discussion

In our analysis we have shown how a greedy-search for a best cost matrix can
be a quite effective method to deal with a rare-class dataset and help with the
identification of gene conversions. This method paired with a rule-based classifier
seems to be an effective and robust pairing as in both datasets JRip and PART
were the best classifiers (with JRip usually outperforming PART). Through our
method we have not only improved upon each of the programs GENECONV
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and Partimatrix but also on their basic combination (G-or-P). This represents
an exciting step forward in the accurate prediction of gene conversions.

An interesting observation is the necessity for a way to generate a best cost
matrix. As revealed by our analysis, a cost matrix that maximizes the F-measure
is highly dependent on both the dataset and the classifier being used. No cost
matrix was the same across datasets or classifiers. The majority of research on
cost matrices deals with how to implement them [6] and not with how to generate
a cost matrix. However, due to this dependency on both data and classifier, it is
certainly not a trivial task and further research into generating an “ideal” cost
matrix in an efficient and accurate manner is warranted.

SET1 represents a set of sequences in which the gene conversion occurred rela-
tively recently in the life-cycle of the gene family whereas the sequences in SET2
had a gene conversion that was earlier and thus more obscured by mutations that
have occurred in the sequences since. Our method shows more improvement in
SET2 than it does in SET1. In SET1 the best improvement is approximately
0.024 better in terms of F-measure (JRip better than GENECONV Strict). But
in SET2, we have an F-measure improvement of greater than 0.07 (JRip better
than G-or-P). This shows that while our approach does improve prediction in
both situations, it improves the identification of “older” gene conversions more
than more recent ones. Future studies can be directed to better identify these
relative ancient gene conversion by taking account of sequence mutation patterns
and also incorporating additional gene conversion prediction models.
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Abstract. Microarrays are becoming more and more utilized in the ex-
perimental platform in molecular biology. Although rapidly becoming af-
fordable, these micro devices still have quite high production cost which
limits their commercial appeal. Here we present a novel multiobjective
evolutionary approach to the optimization of the production process of
microarray devices mainly aimed at lowering the number of fabrication
steps. In order to allow the reader to better understand what we describe
we report herein a detailed description of a real-world study case carried
out on the most recent microarray platforms of the market leader in this
field. A comparative analysis of the most widely used approaches, main
potentialities and drawbacks of the proposed approach are presented.

1 Introduction

An oligonucleotide microarray is a piece of glass or plastic material on which
single-stranded fragments of DNA, called probes, are placed or synthesized. The
chips produced, for instance, can contain more than one million spots (or fea-
tures) as small as 11 μm, with each spot accommodating several million copies of
a probe. Probes are typically 25 nucleotides long and are synthesized in parallel,
on the chip, in a series of repetitive steps. Each step appends the same nucleotide
to probes of selected regions of the chip. Selection occurs by exposure to light
with the help of a photolithographic mask[1].

Formally, we have a set of probes P = {p1, p2, . . . pn} that are produced by a
series of masks M = {m1, m2, . . .mT }, each mask mt allowing the addition of
a particular nucleotide St ∈ {A, C, G, T } to be included in a subset of P . The
nucleotide deposition sequence S = S1S2 . . . ST corresponding to the sequence
of nucleotides added at each masking step is therefore a supersequence of all
p ∈ P [10].

In general, a probe can be embedded within S in several ways. The embedding
step of pk can be described as T -tuple εk = (ek,1, ek,2, . . . ek,T ) in which ek,t = 1
if probe pk receives nucleotide St (at step t), or 0 otherwise. The deposition
sequence is often denoted repeated permutation of the alphabet, mainly because
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of its regular structure and because such sequences maximize the number of
distinct subsequences. We distinguish between synchronous and asynchronous
embeddings. In the first case, each probe has exactly one nucleotide synthesized
in every cycle of the deposition sequence; hence, 25 cycles or 100 steps are needed
to synthesize probes of length 25. In the case of asynchronous embeddings, probes
can have any number of nucleotides synthesized in any given cycle, allowing
shorter deposition sequences. All chips manufactured by this producer of can be
asynchronously synthesized in 74 steps (18.5 cycles), which is probably due to
careful probe selection. The problem of finding the sequence that reduces the
number of steps required to accomplish the microarray production process is
called SCS (Short Common Supersequence). The SCS problem is well-known
to be NP-complete. In this paper, we present a novel approach to the problem
of finding the SCS based on a multi-objective genetic algorithm that tries to
minimize both the number of steps and the number of mask change in order to
minimize the costs related to microarray production.

2 The SCS Problem with Applications in Bioinformatics
and Nanotechnology

2.1 Microarray Techonology

Several microarray technologies are available today, based on a variety of fabrica-
tion techniques including printing with fine-pointed pins onto glass slides, ink-jet
printing, electrochemistry on microelectrode arrays and photolithography. This
paper is mainly concerned with the production of high-density oligonucleotide
microarray, also called DNA chips or gene chips, that are fabricated by pho-
tolithography. This type of microarray consists of relatively short DNA probes
synthesized at specific locations, named features or spots, on a solid surface.
Each probe is a single-stranded DNA molecule of 10 to 70 nucleotides that
perfectly matches with a specific portion of a target molecule. sequence of nu-
cleotides added in each step is called deposition sequence or synthesis schedule.
The selection of which probes receive the nucleotide is achieved by photolithog-
raphy [1][2]. Figure 1 illustrates this process: The quartz wafer of a GeneChip
array is initially coated with a chemical compound topped with a light-sensitive
protecting group that is removed when exposed to ultraviolet light, activat-
ing the compound for chemical coupling. A lithographic mask is used to direct
light and remove the protecting groups of only those positions that should re-
ceive the nucleotide of a particular synthesis step. A solution containing ade-
nine (A), thymine (T), cytosine (C) or guanine (G) is then flushed over the
chip surface, but the chemical coupling occurs only in those positions that have
been previously deprotected. Each coupled nucleotide also bears another protect-
ing group so that the process can be repeated until all probes have been fully
synthesized.
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Fig. 1. Probe synthesis via photolithographic masks. The chip is coated with a chemical
compound and a light-sensitive protecting group; masks are used to direct light and
activate selected probes for chemical coupling; nucleotides are appended to deprotected
probes; the process is repeated until all probes have been fully synthesized.

2.2 SCS Problem

The problem of finding the Shortest Common Supersequence (SCS) of a given
set of sequences is a very important problem in computer science, especially in
computational molecular biology. The SCS of a set of sequences can be stated
as follows: Given two sequences S = s1s2 . . . sm and T = t1t2 . . . tn, over an
alphabet set Σ = {σ1, σ2, . . . , σn}, we say that S is the subsequence of T (and
equivalently, T is the supersequence of S) if for every sj , there is sj = tij for some
1 ≤ i1 < i2 < . . . < im ≤ n. Given a finite set of sequences S = {S1, S2, . . . , Sk},
a common supersequence of S is a sequence T such that T is a supersequence
of every sequence Sj(1 ≤ j ≤ k) in S. Then, a shortest common supersequence
(SCS) of S is a supersequence of S that has minimum length. In this paper,
we shall assume that k is the number of sequences in S, n is the length of each
sequence, and q = |Σ| is the size of the alphabet. The SCS problem has ap-
plications in many diverse areas, including data compression [3], scheduling [4],
query optimization [5], text comparison and analysis, and biological sequence
comparisons and analysis [6][7]. As a result, the SCS problem has been very
intensively investigated [8][9]. One basic result is that the SCS of two sequences
of length n can be computed using dynamic programming in O(n2) time and
O(n2) space (see, for example, [10]). There are also several papers that reported
improvements on the running time and space required for dynamic program-
ming algorithms [9]. For a fixed k, the dynamic programming algorithm can be
extended to solve the SCS problem for k sequences of length n in O(nk) time
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and space. Clearly, this algorithm is not practical for large k. The general SCS
problem on arbitrary k sequences of length n is well-known to be NP-hard. In
fact, Jiang and Li [10] showed that even the problem of finding a constant ratio
approximation solution is also NP-hard.

Previous Research in SCS problem. We now present a brief survey of the
most popular heuristic algorithms proposed in literature. Let S be any instance
of the SCS problem and let CSA(S) be the supersequence of S identified by a
heuristic algorithm A. Let opt(S) denote an optimal solution for the instance S.
Then, we say that A has an approximation ratio of λ if |CSA(S)|/|opt(S)| ≤ λ
for all instances S.

Alphabet Algorithm
The Alphabet algorithm is a quite simple approach to the problem undest
investigation[8]. Let S be a set of sequences of maximum length n over the
alphabet Σ = {σ1, σ2, . . . , σq}, then the Alphabet algorithm outputs a common
supersequence of (σ1, σ2, . . . , σq)n. The Alphabet algorithm has an approxima-
tion ratio of q = |Σ|. The time complexity of the Alphabet algorithm is O(qn).
There have also been modifications of the Alphabet algorithm that uses informa-
tion from S to ‘remove’ redundant characters in (σ1, σ2, . . . , σq)n. These methods
improve the performance in practice, but not in the worst case approximation
ratio of q.

Majority Merge Algorithm
The Majority-Merge algorithm [10](MM) is a simple, greedy heuristic algorithm.
Let’s suppose we analyze every sequence from left to right, the frontier is defined
as the rightmost characters to be analyzed. Initially, the supersequence CS is
empty. At each step, let s be the majority among the ‘frontier’ characters of the
remaining portions of the sequences in S. Set CS = CS||s (where || represent
concatenation) and delete the ‘frontier’ s characters from sequences in S. Re-
peat until no sequences are left. This algorithm is the same as the Sum Height
algorithm (SH) proposed in [12]. This algorithm does not have any worstcase
approximation ratio, but performs very well in practice. The time complexity of
the Majority-Merge algorithm is O(qkn).

Greedy and Tournament algorithms
The Greedy algorithm (GRDY) and Tournament algorithm (TOUR) studied
in [13] are two variations of an iterative scheme based on combining optimal
sequence pairs. Given any pair of sequences, Si and Sj , an optimal superse-
quence of the pair, denoted by SCS(Si, Sj), can be computed in O(n2) using
dynamic programming. The Greedy algorithm first chooses the ‘best’ sequence
pair the that gives the shortest SCS(Si, Sj). Without loss of generality, we as-
sume that these two sequences are S1 and S2. The algorithm then replaces the
two sequences S1 and S2 by their supersequence, SCS(S1, S2). The algorithm
proceeds recursively. Thus, we can express it as follows:
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Greedy(S1, S2, ..., Sk) = Greedy(SCS(S1, S2), S3, . . . , Sk)

The Tournament algorithm is similar to the Greedy algorithm. It builds a ‘tour-
nament’ based on finding multiple best pairs at each round and can be expressed
schematically as follows:

Tournament(S1, S2, . . . , Sk) = Tournament(SCS(S1, S2), SCS(S3, S4), . . . ,
SCS(Sk−1, Sk)).

Both Greedy and Tournament algorithms have O(k2n2) time complexity and
O(kn + n2) space complexity. Unfortunately, it was shown in [11] that both
Greedy and Tournament do not have approximation ratios.

3 Multi-objective Genetic Algorithms in Microarray
Production Process Optimization

Multi-Objective Genetic Algorithms (MOGAs) are a relatively recent extension
of Genetic Algorithms (GAs) that are well established bio-inspired computa-
tional optimization approaches with a wide range of applications that spans
from finance to medicine. The concept of GA was developed by Holland and his
colleagues in the 1960s and 1970s [14]. GA are inspired by the evolutionist theory
explaining the origin of species. In nature, weak and unfit species within their
environment are faced with extinction by natural selection. The strong ones have
greater opportunity to pass their genes to future generations via reproduction.
If these changes provide additional advantages in the challenge for survival, new
species evolve from the old ones. Unsuccessful changes are eliminated by natural
selection. In GA terminology, a solution vector x ∈ X is called an individual or
a chromosome. Chromosomes are made of discrete units called genes. Each gene
controls one or more features of the chromosome. In the original implementation
of GA by Holland, genes are assumed to be binary digits. In later implemen-
tations, more varied gene types have been introduced. Normally, a chromosome
corresponds to a unique solution x in the solution space. This requires a mapping
mechanism between the solution space and the chromosomes.

Being a population-based approach, GA are well suited to solve multi-objective
optimization problems. A generic single-objective GA can be modified to find a
set of multiple non-dominated solutions in a single run. The ability of GA to si-
multaneously search different regions of a solution space makes it possible to find
a different set of solutions for difficult problems with non-convex, discontinuous,
and multi-modal solutions spaces. Most multi-objective GA do not require the
user to prioritize, scale, or weigh objectives. Therefore, GA have been the most
popular heuristic approach to multi-objective design and optimization problems.
Jones et al. [15] reported that 90% of the approaches to multiobjective optimiza-
tion aimed to approximate the true Pareto front for the underlying problem. A
majority of these used a meta-heuristic technique, and 70% of all metaheuris-
tics approaches were based on evolutionary approaches. From this perspective it
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could be easily intended how MOGAs can be used in order to carry out an opti-
mization that aims at pursuing a minimization in terms of the number of steps
required for manufacturing a microarray and, contemporary, to minimize set up
times costs associated to the change in base to base to be deposited on the sur-
face of the so far assembled biochip. In the next paragraph we will show how this
provblem has been addressed using a MOGA and we will expose computational
results relating to a specific instance of this problem.

4 Novel Optimisation Procedure

In the proposed experimental design we evaluated the performance of the MOGA
approach (Pareto front in Fig. 2, i.e. the times required. In order to make our
evaluation as close to a real case as possible we used 4 oligonucleotide sequences
taken from the most advanced chip for gene expression evaluation from the mar-
ket leader. It is well known that the manufacturing process consists of depositing
nucleotides in a step-by-step flavor, so as to reach the 25 oligonucleotide length
for each of the features on the array. We selected the sequences:

8146645 gaagactcgcctgttgggacagcgc
8054479 gcatgtggctacttagtaaatagta
8154660 gcttagaaaacaggtcctcagcaca
8162631 ggtagcaaccgtcacaatctggatg
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Fig. 2. Pareto front of the solutions found by the MOGA
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Table 1. The deposition sequence and the corresponding embedding matrix

G G C T A C G T G C T G A C A G C T A G C G A
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3

ATCGAAGCGCGA - - - - A - - T - C - G A - A G C - - G C G A
CCGTCCAGCTAA - - C - C G T - C - - - - C A G C T A - A - -
GTACTTAGCTAC G - - T A C - T - - T - A - G C T A - C - - -
GGATGGAGCTAC G G - - A - - T G - - G A - - G C T A - C - -

- - - - 1 - - 1 - 1 - 1 1 - 1 1 1 - - 1 1 1 1
Embedding - - 1 - 1 1 1 - 1 - - - - 1 1 1 1 1 1 - 1 - -

Matrix 1 - - 1 1 1 - 1 - - 1 - 1 - 1 1 1 1 - 1 - - -
1 1 - - 1 - - 1 1 - - 1 1 - - 1 1 1 1 - 1 - -

and we evaluated the performances of the algorithm using the following protocol:
we started taking 12 bases from each of sequence and running the optimization
algorithm 100 times on the same problem. We proceeded by adding each time
one base to the previous sequence and re-evaluating the performances of the
algorithm, until the end of the sequences has been reached. At each step we
recorded the time required for each optimization task, the number of steps re-
quired by each solution and the reason why the optimization algorithm ended.
For each of the 14 tests carried out we extracted the mean and the confidence
intervals for both optimization times and optimization results; this was done in
order to extract main estimators of the performances of the proposed algorithm
under the hypothesis that the process under observation is ergodic (so that the
mean estimation is independent on the specific realization and that it tends
to the real value for n, number of observations, n → ∞). Computational time
analysis of the optimization task revealed that times required by the proposed
algorithm can be adequately fitted with a relatively low order polynomial that
seems to enforce the thesis that states that the computational complexity of this
approach can be approximated to O(x6). This algorithm was able to complete
the optimation task proposed in the previous section using only 23 deposition
setps are reported in Tab. 1. As it can be observed no deposition step can be
suppressed without affecting the whole process. This suggest that the necessary
condition for optimality is at least satisfied. The results reported herein seem to
confirm the robustness and versatility of the proposed algorithm and push the
need for further research in this field.

5 Discussion

In this paper, we have proposed a novel Multi-Objective approach for reduction
of manufacturing steps required for microarray assembly. The algorithm is built
on a MOGA that firstly generates random templates, and the Evolution process
to reduce templates from template pool to get shorter and less expensive result.
These processes are shown to be powerful for solving the SCS problem. Compar-
ing the performance of our approach with the industry gold standard we can state
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that the proposed system is able to outperform alternative approaches under pre-
defined conditions. The proposed solution results to be quite interesting in terms
of result optimality; however it should be noticed that computational complexity
of the algorithm under investigation is not negligible and it requires many opti-
mization tasks before completion. However much research effort must be spent
on border conflicts minimization in microarray production due to the specific
technological limitations that characterize the photolitographic processes.
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Abstract. DNA microarray allows the measurement of transcript abundances for 
thousands of genes in parallel. Though, it is an important procedure to select 
informative genes related to tumor from those gene expression profiles (GEP) 
because of its characteristics such as high dimensionality, small sample set and 
many noises. In this paper we proposed a novel method for feature extraction that 
is named as Orthogonal Discriminant Projection (ODP). This method is a linear 
approximation base on manifold learning approach. The ODP method charac-
terizes the local and non-local information of manifold distributed data and ex-
plores an optimum subspace which can maximize the difference between 
non-local scatter and the local scatter. Moreover, it introduces the class infor-
mation to enhance the recognition ability. A trick has been employed to handle 
the Small Sample Site (SSS). Experimental results on Non-small Cell Lung 
Cancer (NSCLC) and glioma dataset validates its efficiency compared to other 
widely used dimensionality reduction methods such as Principle Component 
Analysis (PCA), Linear Discriminant Analysis (LDA). 

Keywords: NSCLC; SRBCT; Feature Extraction; GEP; ODP. 

1   Introduction 

Medical genetics seeks to understand how genetic variation relates to human health and 
disease [1]. When searching for an unknown gene that may be involved in a disease, 
researchers commonly use genetic linkage and genetic pedigree charts to find the lo-
cation on the genome associated with the disease [2]. Although it is not an inherited 
disease, cancer is also considered a genetic disease.  

Cancer classification is the critical basis for clinical therapy. With the development 
of technology, gene expression profiles (GEP) can be set up. The diagnosis based on 
GEP offers a systematic and precise prospect for tumor classification. DNA microarray 
technology is the most widely used method in cancer diagnosis, which has become a 
powerful tool in functional genome studies [3]. In the literature of microarray the “class 
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prediction” has been named for this technique of cancer diagnosis based on the gene 
expression profiles.  

There are many feature selection method focus on cancer classification. In 2000, 
Terrence S. Furey et.a offered a Support Vector Machines method for classification and 
validation between normal and cancer tissues [4]. In 2002, A. Antoniadis proposed 
dimensional reduction statistical techniques in conjunction with nonparametric dis-
criminant procedures method [5]. In 2006, Huang and Zheng proposed Independent 
Component Analysis method for cancer data dimensional reduction [6]. In 2007, Liao 
and Chin proposed the logical regression method for disease classification in applica-
tion of miroarray data [7]. Also a comparative study of several discrimination methods 
based on filtered sets of genes has been proposed by Dudoit et al at 2002 [8]. Recently, 
a novel method based on manifold has been proposed for feature extraction from the 
original gene space.  

In resent years, manifold learning based methods are becoming the most promising 
feature extraction approaches. Among them, one representative is Laplacian Eigenmap 
(LE) [9], which is also a spectral mapping method. LPP [10,11] is a linear approximation 
of LE. Inspired by the idea, J. Yang et al. presented a UDP algorithm [12]. However, it 
must be noted that both LPP and UDP are a linear approximation to the manifold learning 
approaches without taking the class information into account.  

  In this paper, Orthogonal Discriminant Projection (ODP), is proposed to overcome 
the problems mentioned above. Unlike the original manifold learning methods, ODP 
follows the supervised techniques and the label information is taken to model the 
manifold. Furthermore, combined to labels, both local information and non-local in-
formation is utilized to define the weights of any two points, which can explore the 
intrinsic structure of original data and enhance the recognition ability. 

The paper is organized as follows: in Section 2.1, the PCA [15] algorithm is re-
viewed briefly. Then the Linear Discrimination Analysis (LDA) algorithm is reviewed 
in Section2.2. In Section 3, the proposed method Orthogonal Discriminate Projection 
(ODP) is illuminated exactly. Some experiments are performed and comparisons with 
this method are also presented in Section 4.  

2   Review of PCA and LDA 

2.1   PCA 

PCA seeks to find a subspace whose basis vectors correspond to the maxi-
mum-variance directions in the original space. Such that the global scatter is maxi-
mized after the projection of samples. The global scatter can be characterized by the 
mean square of the Euclidean distance between any pair of the projected sample points. 
Specifically, a set of training samples 1 2, , , MX X X of nR dimensions. We get their 

images 1 2, , , My y y  after projecting the original points into a subspace.  

The object function of PCA is defined by 

2

1 1

1 1 1
( ) max .

2

M M

T i j

i j

J w y y
M M = =

= −∑∑                                     (1) 
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It follows that 1, .T
i iy w x i M= =  After deduction Eqn. (1) an be written as 

{ }( ) max
T

T T
J w tr w S w=                                              (2)                                            

where
TS  is defined as follows: 

( )( )
1 1

1 1 1

2

M M
T

T i j i j

i j

S x x x x
M M = =

= − −∑∑                                     (3) 

Eqn.(3) indicate that TS  is essentially the covariance matrix of data. Applied the 

Lagrange multiplier to Eqn.(2). The optimized solution is T i iS w wλ= . So the projec-

tion axes w  that maximizing Eqn. (2) can be selected as the eigenvectors of the largest 
eigenvalues of TS  . Similarly, we can select a set of axes of PCA by selecting the d  

eigenvectors of TS  corresponding to the d  largest eigenvalues. 

2.2   LDA 

LDA tries to find the optimal subspace that can maximize the between class scatter and 
minimize the within class scatter simultaneously. The fisher criterion is defined by:  

( ) max
T

B

F T
W

w S w
J w

w S w
=                                              (4)                  

where BS is the between-class and WS is within-class scatter matrices. Obviously, 

that BS and WS are both semi-positive definite matrix and satisfy B W TS S S+ = .The 

optimized solutions of Eqn. (4) are the generalized eigenvectors 1 2, , , dw w w of 

B WS w S wλ=  corresponding to the d largest eigenvalues. These generalize eigenvec-

tors form the coordinate system of LDA. 

3   Orthogonal Discriminant Projection 

In the proposed algorithm, we use difference instead of ratio between non-local scatter 
and local scatter as the definitions of weights, the local scatters and the non-local 
scatters are provided in the following subsections. 

3.1   The Definition of the Neighbors  

In manifold learning the adjacency matrix H among instances with the size 
of M M× should be defined. M represents the number of the total instances. Specifi-
cally, two samples iX and jX  are viewed as a local neighborhoodσ − if and only 
if 2

i jX X σ− ≤ . The elements of the adjacency matrix H are given below: 
2

,

1

0

i j
i j

if X X
H

else

σ⎧ − ≤⎪= ⎨
⎪⎩

                                              (5) 
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Where k neighborhood− matrix H can be defined if jX belong to the k nearest 
neighbors of instance iX the parameter , 1i jH = . The elements of the adjacency matrix 
H can be denoted as: 

,

1 ,

0 .
j i

i j

if X is belong to k nearest neighbors of X
H

else

⎧⎪= ⎨
⎪⎩

                    (6) 

3.2   The Weights Matrix among Instances  

In the original LE [9] or LPP [13], the weight between two instances is defined to be a 
heat kernel or simply either 1 or 0, which can not reflect their class information. In the 
proposed algorithm, the weights between any two points are defined based on both their 
local information and class information. The definition is stated as below.  

2 2

2

1 exp( )(1 exp( ))

2 1 exp( )

3 1

i j i j

i j

i j
ij

i j

X X X X
L if X and X havethe samelabel also among nearest neighbors

X XW L if X and X are among nearest neighbors with different labels

L others

β β

β

⎧ − −
⎪ = − − −
⎪
⎪
⎪ −= ⎨ = − −⎪
⎪
⎪
⎪ =⎩

     (7) 

where β  is a parameter that is used as a regulator. We know that the magnitude of 

β will be the same size as the stand deviation of the data set.  

3.3   The Local Scatter and No-Local Scatter 

First, the adjacency matrix H takes the second definition of k neighborhood− .  Then 

the local scatter has the following form: 

( ) ( )

( )( )

2'

1 1

1 1

'

1 1 1

2

1 1 1

2

L

L

M M

ij ij i j
i j

M M TT
ij ij i j i j

i j

T

J A H W Y Y
M M

A H W X X X X A
M M

A S A

= =

= =

= −

= − −

=

∑∑

∑∑                        (8) 

And local scatter matrix '

L
S  can be computed according to (9) 

( )( )' '

1 1

1 1 1 1 1 1

2 2L

M M T T
ij ij i j i j

i j

S H W X X X X XL X
M M M M= =

= − − =∑∑            (9) 

Where we define ijQ = ij ijH W , then ' 'L D Q= − , '
ijj

D Q=∑ . 

Based on the definition of local scatter, the non-local scatter can be computed from 
the following expression: 
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( ) ( )2' '

1 1

1 1 1
(1 ) ( )

2N

M M
T

ij ij i j T L
i j

J A H W Y Y A S S A
M M = =

= − − = −∑∑                         (10)  

3.4   Justification 

After the local scatter and the non-local scatter have been constructed, an optimization 
objective function can be devised to maximize the difference between the non-local 
scatter and the local scatter. That is: 

( ) ( ) ( )' ' ' ' ' '( ) ( 2 )
N L N L

T T
T LJ A J A J A A S S A A S S A= − = − = −               (11)                                

Also we can get the weight difference under constraint of TA A I=   

( )' 'arg max arg max ( 2 )
T T

T
T L

A A I A A I

J A A S S A
= =

= −                             (12)  

We can easily find that A consists of the eigenvectors associated with d top eigen-
values of the following eigen-equation. 

'( 2 )
LT i i iS S A Aλ− =                                              (13)    

Thus, ODP can be applied to extract the most useful features from real-word data. 
The outline of the proposed algorithm is summarized as follows. Firstly, the weights 
between any two points constructed based on Eqn. (7). Secondly, the local scatter and 
the non-local scatter should be computed according to Eqn. (9) and Eqn. (10). Thirdly, 
obtain the optimized subspace A  by solving Eqn. (13). At last, project a point to the 
low dimensional space using transform matrix A and predict its class label with a given 
classifier.  

4   Experiments 

Experiment A     
This experiment is based on the Non-Small Cell Lung Cancer, in which the medical 
data of 174 patients with non-small cell lung cancer have been gathered in the early 
stage which are classified as stage I and stage II. The 37 features represent different 
conditions of the patients. If the life span longer than 60 months mean survival. In the 
experiment a binary prediction of the survival rate method has been set as follows, 
where those survived more than five years are labeled ‘0’ and other cases labeled ‘1’ .  
The first 80 patients were chosen as training and the other 94 as the test data. At the 
same time the CPU time is also listed for comparing. KNN are chose as the classifier in 
the experiment and K is set to 1. 

Table 1 lists the prediction results based on the methods PCA, LDA and ODP. Every 
experiment has been done ten times and the average prediction rate is shown. The 
average CPU time is listed in Table 1 as well. 
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Table 1. The prediction rate of the methods 

 Death Live Time 
PCA 25.93% 86.57% 0.2882 
LDA 48.15% 47.76% 0.8467 
ODP 59.26% 65.67% 0.4108 

Experiment results shows that, the elapse time LDA is four times of PCA but the 
prediction rate is awfully worse than PCA. The die prediction rate gives rise to 33.33% 
compared to PCA, the live prediction rate gives rise to 17.91% compared to LDA.  

Experiment B   
This experiment based on the glioma dataset. Glioma is a type of cancer that starts in 
the brain or spine of the central nervous system. The glioma cancer is classified by cell 
type, grade, and location. In this experiment we classify the dataset by the Pathology. 
Table 2 list some parts of the cancer data profile. In this experiment the training data set 
has 21 instances and the test set has 29 instances.  

Table 2. Summary of clinical parameters for the high-grade glioma dataset 

Sample Name Pathology Vital status Survival  
(days) 

Brain_CG_1 Classic      GBMa Dead 308 
Brain_CG_2 Classic      GBM Dead 281 
Brain_CG_3 Classic      GBM Dead 501 
Brain_CG_4 Classic      GBM Dead 670 
Brain_CG_5 Classic      GBM Alive 729 
Brain_CG_6 Classic      GBM Dead 21 
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Fig. 1. The prediction rate of glioma 



 A New Orthogonal Discriminant Projection Based Prediction Method 1053 

The prediction rates are shown in Fig.1. From this picture we can find that the new 
algorithm ODP could give out a stable prediction rate. The maximum prediction rate 
can keep steel on more than seven dimensions variance. While PCA only on 5, 8, 9, 10 
dimensions have the maximum prediction rate. The most stable algorithm is LDA, but 
its prediction rate is low as the fig shows.  

Table 3 give out the CPU time elapsed in the 16 time of experiment with the units 
second. In this experiment we also find the CPU time LDA is almost three times of 
ODP. While PCA is almost the same as the proposed algorithm when computing time 
consume. 

Table 3. The CPU Time of three methods 

 ODP LDA PCA 
CPU Time 1.265 3.125 1.086 

While β  has the same amount as the stand deviation of the data set a good predic-

tion rate will be reached. In the further research we will make the algorithm much easier 
to use and find the optimum β  automatically.  
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Abstract. Microarray gene expression profile data is used to accurately predict 
different tumor types, which has great value in providing better treatment and 
toxicity minimization on the patients. However, it is difficult to classify differ-
ent tumor types using microarray data because the number of samples is much 
smaller than the number of genes. It has been proved that a small feature gene 
subset can improve classification accuracy, so feature gene selection and ex-
traction algorithm is very important in tumor classification. In this paper, a 
novel hybrid gene selection method is proposed to find a feature gene subset 
so that the feature genes related to certain cancer can be kept and the redun-
dant genes can be leave out. In the proposed method, we combine the advan-
tages of the PCA and the LDA and proposed a novel feature gene extraction 
scheme. We also compared several kinds of parametric and non-parametric 
feature gene selection methods. We use the SVM as the classifier in the  
experiment and compare the performance of three common SVM kernels. 
Their differences are analyzed. Using the n-fold cross validation, the proposed 
algorithm is carried out on three published benchmark tumor datasets and  
experimental results show that this algorithm leads to better classification  
performance than other methods. 

Keywords: Feature Gene Selection; Tumor Classification; PCA; LDA; SVM; 
k-NN. 

1   Introduction 

The development of DNA microarray technology has been produced large amount of 
gene data and has made it easy to monitor the expression patterns of thousands of 
genes simultaneously under particular experimental environments and conditions [1]. 
Microarray gene expression profile data is used to accurately predict different tumor 
types, which has great value in providing better treatment and toxicity minimization 
on the patients. Cancer classification using gene expression profiles is becoming 
popular in both biological and engineering fields in these days. Compared with tradi-
tional tumor diagnostic methods mainly based on the morphological appearance of the 
tumor, the method using gene expression profiles is more accurate and reliable. More 
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importantly, some tumors, for example lymphoma, have subtypes which have very 
similar appearances and are very hard to be classified through traditional meth-
ods[2][3]. It has been proved that gene expression profile data has good capability to 
clarify different tumor types and subtypes and this area has become a hot topic be-
cause of its promising application.  

However, it is difficult to classify different tumor types using microarray data  
because the number of tissue samples is much smaller than the number of genes. It 
has been proved that most of the genes may be irrelevant to a specific classification 
problem and a small feature gene subset can improve classification accuracy, so the 
important feature genes that contribute most to the reliable classification of cancers 
need to be identified and selected. Feature genes selection can reduce the number of 
genes while retaining most of the discriminative information, which will reduce the 
computational and storage requirements. Finally, feature gene selection also helps to 
better understand the functions of certain genes. It is very important for designing 
microarray experiments for clinical diagnosis and prognosis purposes. According 
above stated, feature genes selection and extraction algorithm is very important in 
tumor classification and diagnosis[4][5]. 

The feature selection method can be divided to two categories: filter methods and 
wrapper methods[3]. In filter methods, genes are selected based on their relevance to 
certain classes such as statistical tests, Pearson correlation coefficient, etc. The wrap-
per methods are particular learning algorithms. They can obtain a small subset of 
genes with high accuracy rate and require extensive computation to search the best 
features. In addition, the essential difference between these two approaches is that 
wrapper methods make use of the algorithm that will be used to build the final classi-
fier, while a filter method does not need. 

In the past decade, various statistic or machine learning algorithms have been de-
veloped for feature gene selection[6][7][8]. In [7], Golub proposed a classical method 
in which features are ranked according to their linear discriminant ability with an 
assumption that features are orthogonal to each other. Several kinds of feature gene 
selection approaches have been proposed in these years and a good review of them 
can be found in the recent textbook written by Guyon [9]. 

In this paper, we developed a novel approach to select the relevant feature genes. 
Different from previous feature gene selection algorithms, the proposed method can 
obtain the high recognition accuracy rate. Our approach proceeds in three phases. In 
the first phase we use four kinds of parametric or  non-parametric feature gene selec-
tion methods to obtain a subset from the gene expression profiles. It provides an 
initial assessment of a filtering approach. In the second phase, we choose candidate 
feature gene subsets according to proposed hybrid feature gene extraction algorithm, 
which combines the advantages of the PCA (Principal Components Analysis) and 
LDA (Linear Discriminant Analysis). Then the feature subset is delivered to a classi-
fier. This phase substantially reduces the number of feature genes that are input to 
the SVM classifier. Finally, in the third phase we use Support Vector Machines 
(SVM) as the classifier. It will be seen that a great accuracy improvement can be 
achieved by the classification algorithms if discriminatory features are first deter-
mined by the above feature selection and extraction methods. We also compare the 
performance of RBF-SVM classifier with k-NN classifier and their differences are 
analyzed in the paper. 
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The remainder of this paper is organized as follows. In Section 2, we present the 
algorithm description and the classification algorithm is shortly describes in Section 3. 
Section 4 present the experiments and some results. Finally, Section 5 concludes the 
paper and gives the discussion and conclusion. 

2   Algorithm Description 

2.1   Representation of Gene Expression Data 

In this paper, the gene expression matrix can be described by M*N expression matrix 
G (as defined in Equation 1), in which the horizontal axis represents genes, and the 
vertical axis represents samples and conditions. 

11 12 1

21 22 2

1 2

...

...
( )

: : : :

...

N

N
ij

M M MN

x x x

x x x
G x

x x x

⎛ ⎞
⎜ ⎟
⎜ ⎟= =
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

 (1) 

where ijx  denotes the expression level of sample j for gene i, such that 

1, 2,...,i M=  and 1, 2,...,j N= . For convenience, we consider the tumor classifi-

cation problem as follows. Suppose there are k  classes, labeled as 1 2, ,..., kG G G . 

For tumor classification, we randomly select in  samples from each class 

, 1, 2,...,iG i k=  to train the classifier, where ( ) ( ) ( )
1 2: , ,...,

k

k k k
k nG x x x . 

2.2   Gene Ranking Approach 

The problem with existing gene ranking approaches for selecting feature genes is that 
many of these genes are highly correlated. Feature selection algorithm selects a subset 
from a complete set of features and can increase the efficiency of the classifier by 
reducing redundant and irrelevant features[10]. It can be formally defined as follows. 

Let S  be a subset of X  and 1 2{ , ,... , }n iS s s s s X n X= ∈ , where n  is the 

number of features in the subset. The feature selection function F  selects is  from 

X , that is :F X S→ . 
In this paper we adopt four parametric or non-parametric feature gene selection 

methods: the B-statistic method, the T-statistic method, the Revised Feature Score 
Criterion (RFSC) and the Wilcoxon Rank-Sum test method. By performing feature 
selection on the microarray features, it is possible reduce redundancy by excluding 
features that are not significant. The following sections briefly describe these three 
statistical methods. The first three are parametric test statistics, while the last one is 
nonparametric. 
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2.2.1   B-Statistic 
The definition of this test is: 

2

1

2

1

( )
( )

(1 )

k

i i
i

k
i

i
i

n u u
B x

n
s

n

=

=

−
=

−

∑

∑
 (2) 

Where in is the number of samples from class , 1, 2,...,iG i k=  . n is the number of 

all samples. The mean value of the samples from iG  can be calculated by 

1

ni
u x nij ii

j
∑=
=

.The mean value of all samples can be calculated by 
1

n
u x nij

j
∑=
=

. 

Also, the standard deviation of the samples from iG  can be expressed by 

1

21 2( )
1 1

ni
s x uij ii ni j

= −∑
− =

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

. 

2.2.2   Revised Feature Score Criterion 
Consider a binary classification problem with training instances and its class label 

pairs ( , )j jX y , where 1, 2,...,j N= and { 1,1}jy ∈ − . The jX is called a positive 

instance if the corresponding label is +1; otherwise, it is a negative instance. The 
Revised Feature Score Criterion is given by: 

2 2( ) ( )
( ) 0.5 0.5

2
i i i i

i
i i i i

u u
RFSC g In

σ σ
σ σ σ σ

+ − + −

+ − + −

⎛ ⎞− += + ⎜ ⎟+ ⎝ ⎠
 . (3) 

Where iu+  and iu−  are the mean values of the samples from positive and negative 

instance respectively. iσ +  and iσ −  are the standard deviation of the samples from 

positive and negative instance respectively. 

2.2.3   T-Statistic 
The definition of this test is: 

( )
1 1

i i
i

w

u u
T g

S
n n

+ −

+ −

−=
+

 
(4) 

Where
2 2( 1)( ) ( 1)( )

2
i i

w

n n
S

n n

σ σ+ + − −

+ −

− + −=
+ −

, the meaning of iu+ , iu− , iσ + , iσ −  is the 

same as above explanation. 
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2.2.4   Wilcoxon Rank-Sum Test 
The Wilcoxon rank-sum test is a nonparametric alternative to the two sample t-test 
which is based on the order in which the observations from the two samples fall[11]. 
The Wilcoxon rank-sum test involves comparisons of differences between measure-
ments, so it requires that the data are measured at an interval level of measurement. 
However, it does not require assumptions about the form of the distribution of the 
measurements. It should therefore be used whenever the distributional assumptions 
that underlie the t-test cannot be satisfied. 

The general idea of Wilcoxon rank-sum test is that, instead of using the original 
observed data, we can list the data in the value ascending order, and assign each data 
item a rank, which is the place of the item in the sorted list. Then, the ranks are used 
in the analysis. Using the ranks instead of the original observed data makes the rank 
sum test much less sensitive to noises than the classical parametric tests. An noise will 
change the t-statistic value greatly, but not much to the ranks. A gene expression data 
set often has many noises. Thus, it is more suitable to apply the rank sum test on in-
formative gene selection[12]. 

Given a data set of two classes. The statistic W is the sum of ranks of the samples 
in the smaller class. The major steps of the Wilcoxon rank sum test are as follows. 
Firstly, we combine all observations from the two populations and rank them in value 
ascending order. Secondly, we add all the ranks associated with the observations from 
the smaller group. This gives the Wilcoxon statistic; Finally, the p-value associated 
with the Wilcoxon statistic is found from a statistics toolkit, such as Matlab.  

2.3   Feature Gene Extraction Algorithm 

The following sections briefly describe the methods of Principal component analysis 
(PCA) and Linear Discriminant Analysis (LDA), which is the theoretical foundation 
of the proposed algorithm. 

2.3.1   PCA Algorithm 
PCA is a technique used to reduce multidimensional data sets to lower dimensions  
for analysis. It is a widely used data analysis technique that allows reducing the  
dimensionality of the system while preserving information on the variable interac-
tions[13][14]. PCA method transforms the original variables into a set of linear  
combinations, the principal components (PC), which capture the data variability, are 
linearly independent and weighted in decreasing order of variance coverage.11 This 
allows a straightforward reduction of the data dimensionality by discarding the feature 
elements with low variability. Thus, all original M-dimensional data patterns can be 
optimally transformed to data patterns in a feature space with lower dimensionality.  

The basic approach in PCA is conceptually quite simple. Given matrix ( )G xij= , 

where ijx  denotes the expression level of sample j for gene i, such that 1, 2, ...,i M=  

and 1,2,...,j N= . Firstly, the M-dimensional mean vector iu  and M M×  covariance 

matrix ∑  are computed for the full data set. Next, the eigenvectors and eigenvalues 
are computed, and sorted according to decreasing eigenvalue. Call these eigenvectors 

1e with eigenvalue λ , 2e with eigenvalue 2λ , and so on. Next, the largest k such 
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eigenvectors are chosen. In practice, this is done by looking at a spectrum of eigen-
vectors. The largest eigenvalues correspond to the dimensions that explain larger 
amounts of variance of the dataset. Form a M k×  matrix A whose columns consist of 
the k eigenvectors. Then the k-dimensional feature space (k <M) can be transformed 

by: ( )TY A G x= .It has been proved that this representation minimizes a squared error 
criterion. 

2.3.2   LDA Algorithm 
Linear Discriminant Analysis (LDA) is another technique that has been successfully 
used for gene expression profile data analysis. LDA aims to find a set of projection 
vectors that maximize the between-class scatter and simultaneously minimize the 
within-class scatter, there by achieving maximum discrimination[15]. 

Let p nX R ×∈ be a sample matrix containing , 1,...,p
ix R i n∈ =  as columns, 

where p is the number of features, and n is the number of samples. The between-

class scatter matrix bS and the within-class scatter matrix wS are defined as: 

( ) ( )

1

1
( )( )

c
k k T

b k
k

S n m m m m
n =

= − −∑  . (5) 

( ) ( ) ( ) ( )

1 1

1
( )( )

knc
k k k k T

w j j
k j

S x m x m
n = =

= − −∑ ∑  . (6) 

where c is the number of classes， kn  is the number of samples in class k , 
( )k

jx
 

is the jth  sample in class k . ( )km  and m are the mean vector of class k  and the 

total mean vector, respectively. Then, classical LDA finds the projection matrix 
W that maximizes the Fisher criterion: 

1( ) (( ) ( ))T T
LDA w bJ W trac W S W W S W−=  (7) 

subject to TW W I= . By solving a generalized eigenvalue problem, W  can be 

found as the eigenvectors of 1
w bS S− corresponding to the largest eigenvalues. How-

ever, when the dimensionality of samples is larger than the sample size, i.e. p n> , 

wS becomes singular and we cannot compute 1
w bS S− , which is a major drawback of 

classical LDA. This is known as the singularity problem or the small sample size 
problem. 

2.3.3   Our Proposed Hybrid Approach 
In this paper, we propose a novel hybrid approach to select a feature gene subset  
from microarray data so that the feature genes related to particular cancer can be kept 
and the redundant genes can be leave out. Our approach sequentially combines gene  
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ranking method and feature extraction approach. In this approach, we first applied 
gene ranking algorithms to select a set of top-ranked informative genes and then  
applied proposed hybrid gene selection algorithm which combines the PCA and LDA. 
Finally, selected genes are classified using SVM and KNN classifier. When applied  
to two benchmark cancer datasets for tumor classification, our approach is capable  
of selecting very small sets of informative genes without sacrificing classification 
accuracy. 

The PCA method can transform the original space feature to a new uncorrelated 
feature set, but it is unable to provide useful class information for classification. On 
the other hand, the LDA can form the feature set with more discriminability, but it is 
instable and can not guarantee that features are uncorrelated with each other. Many of 
feature extraction methods using PCA discard the discriminant information contained 
in the within-class scatter matrix, but this discriminant information is very effective 
for the classification problem. PCA method can compute a projection vector which 
has the largest variance, while LDA method can compute a vector that best discrimi-
nates between two class. PCA gives the optimal projection vectors that have the larg-
est variance and just select part of eigenvectors corresponding to the value of the 
eigenvalues. Actually, some PCs that may be benefited to the classification are 
thrown away if we only apply the PCA method. It is probably that the PCs which 
contain the information of discriminatory are thrown away after dimension reduction 
using PCA. On the other hand, the with-class scatter matrix Sw contains discrimina-
tive information for classification using LDA. This kind of information is ignored by 
PCA approach. When the dimension of dataset is not very large and the number of 
sample is not relatively small, the performance of LDA gains an advantage over PCA. 
The largest variance direction was not always the best direction for classification  
(Fig. 1 shows an example). 

 

Fig. 1. Shows two class classification instances, marked by circles and crosses. Taking all of 
the data into account, PCA will compute a vector that has the largest variance associated with 
it. This is shown by the diagonal line labeled PCA. On the other hand, LDA will compute a 
vector which best discriminates between the two classes. This vector is shown by the diagonal 
line labeled LDA. 
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Combining the methods of PCA and LDA, we develop a novel algorithm, which 
can give the classifier more valuable discriminative and achieve high classification 
accuracy. 

The rationale of proposed hybrid gene extraction method is to combine the advan-
tages of the PCA and LDA. After eigen-decomposing in PCA, we select those princi-
pal components (PCs) with more individual discriminant information instead of those 
PCs with the highest variance in traditional PCA. By this way, the most valuable 
information about the discernment between the classes will be obviously added. In 
particular, our method can guarantee that the PCs are uncorrelated. At the same time, 
the robust estimate for the PCs based on our method can guarantee that those selected 
PCs are more efficient for classification. 

In summary of the discussion so far, our approach is given as below: 

Step 1(gene ranking): We firstly adopt the three parametric or non-parametric feature 
gene selection methods one by one: the T-statistic method, the Revised Feature Score 
Criterion (RFSC) and the Wilcoxon Rank-Sum test method to select a small feature 

gene subset. Let’s take RFSC method for example. For each gene ig in G , we calcu-

late the mean iu +
， iu −  and standard deviation iσ +

， iσ − which correspond to the 

gene ig  of samples labeled +1, -1 respectively. Then we calculate a feature score as 

equation (xx) for each ig G∈ , then rank the genes according to their score values. 

At last, we simply select the genes with the highest ( )iRFSC g  scores as our top 

genes subset topG , where topG G . In this paper, the number of selected gene 

subset is about 300. 

Step 2 (obtain all PCs using PCA): Applying PCA method to the top ranking genes 

subset topG , we transform the gene subset to a new uncorrelated feature set in which 

all PCs corresponding to non-eigenvalues are kept. 

Step 3 (select a portion of informative PCs with high discrimination power by intro-
ducing LDA method): After Step 2, we have obtained a number of uncorrelated PCs. 

Applying LDA criterion ( )
T

B
T

w

V S V
J V

V S V
=  described above, we can choose those in-

formative PCs with high discrimination power as selected features. Apparently, the 
higher the discriminant power is, the more powerful the PC is in classification. When 
the number of the selected features k  is specified, we can choose the first k discrimi-
nant PCs which have largest discriminant power for classification task. 

Step 4 (classification using SVM and KNN classifier): After selecting the feature 
genes, we classify the test data using one of the following classifiers: k-Nearest 
Neighbor (k-NN) and Support Vector Machine (SVM). The classification results of 
these algorithms are then used to evaluate the effectiveness of our proposed hybrid 
feature gene selection method. 
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3   Classification Algorithms 

We use k-Nearest Neighbor (k-NN) and Support Vector Machine (SVM) classifier in 
our study. In this section we provide a brief description of these classifiers. 

3.1   Support Vector Machine 

Support Vector Machine (SVM) introduced by Vapnik has attracted much research 
attention in these years due its demonstrated improved generalization performance 
over other techniques in many real world applications including the analysis of mi-
croarrays[16][17]. SVM is a relatively new type of statistic learning theory. The SVM 
originated from the idea of the structural risk minimization developed by Vapnik [13]. 
SVM is an effective algorithm to find the maximal margin hyperplane to separate two 
classes of patterns. The main difference between this technique and many other con-
ventional classification techniques including neural networks is that it minimizes the 
structural risk instead of the empirical risk. The principle is based on the fact that 
minimizing an upper bound on the generalization error rather than minimizing the 
training error is expected to perform better. A transform to map nonlinearly the data 
into a higher dimensional space allows a linear separation of classes, which could not 
be linearly separated in the original space. The objects that are located on these two 
hyperplanes are the so-called support vectors. The maximal margin hyperplane, which 
is uniquely defined by the support vectors, gives the best separation between the 
classes[18].  

SVM realizes the following basic idea: it maps the input vector nx X∈  through 

kernel function ( , )K x y  into the high dimension feature space ( )xΦ  and then use 

the maximal margin to build linear machine in the feature space. The final decision 
function given by an SVM could be expressed as: 

 

( ) ( ) ( , )i i i
i

f x w x b y K x x bα= Φ + = +∑ . (8) 

In this paper, radial basis functions (RBF) 
2

( , ) exp( )
22

x xi j
K x xi j

σ

−
= −  kernel is ap-

plied, which has better boundary response and most high-dimensional data sets can be 
approximated by Gaussian like distributions. In the experiment, we use the well 
known software LIBSVM to classify the tumor dataset[19].  

3.2   k-Nearest Neighbor (k-NN) 

The k-NN classifier is a well-known nonparametric classifier. It is based on a simple 
and effective supervised classification technique[10]. To classify a new input X , the 
k-NNs are retrieved from the training data. Given an input vector X , k-NN extracts  
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k closest vectors in the reference set based on similarity measures, and the input X  is 
then labeled with the majority class label corresponding to the k-NN. 

Pearson’s coefficient correlation and Euclidean distance have been used as the 
similarity measure. When we have an input X  and a reference set 

1 2{ , ,..., }ND d d d= , the probability that X  may belong to class jc , ( , )jP X c  is 

defined as follows: 

( , ) ( , ) ( , )
i

j i i j j
d kNN

P X c S X d P d c b
∈

= −∑  . (9) 

where ( , )iS X d  is the similarity between X  and id ， and jb is a bias term. 

The k-NN classifier possesses attractive properties including the following: 1)  
it requires only one parameter—the number of nearest neighbors; 2) it does not  
need any a priori knowledge about the probability distributions of the classification 
problem.  

4   Experiments and Results 

In this section, we present results on two public benchmark tumor datasets. Experi-
ment results are provided in the following sections. 

4.1   Tumor Datasets 

There are several published benchmark cancer gene expression dataset, including 
leukemia cancer dataset, colon cancer dataset, lymphoma dataset, breast cancer data-
set, and ovarian cancer dataset. In this study, we choose the first two dataset that are 
briefly described as below to evaluate the performance of proposed algorithm in the 
experiments and compare the results with others.  

1) ALL/AML Leukemia tumor dataset (7129 genes, 72 samples in two classes) 
Leukemia dataset consists of 72 samples: 25 samples of acute myeloid leukemia 
(AML) and 47 samples of acute lymphoblastic leukemia (ALL). The source of the 
gene expression measurements was taken form 63 bone marrow samples and 9 pe-
ripheral blood samples. Gene expression levels in these 72 samples were measured 
using high density oligonucleotide microarrays. Each sample contains 7129 gene 
expression levels. This dataset can be downloaded from http: //www-genome.wi.mit. 
edu/cgi-bin /cancer / publications 

2) Colon cancer dataset (2000 genes, 62 samples in two classes) 
Colon dataset consists of 62 samples of colon epithelial cells taken from colon-cancer 
patients. Each sample contains 2000 gene expression levels. Although original data 
consists of 6000 gene expression levels, 4000 out of 6000 were removed based on the 
confidence in the measured expression levels. 40 of 62 samples are colon cancer sam-
ples and the remaining are normal samples. 
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Each sample was taken from tumors and normal healthy parts of the colons of the 
same patients and measured using high density oligonucleotide arrays. This tumor 
dataset can be downloaded from http://microarray.princeton.edu/oncology/affydata/ 
index.html. 

4.2   Results 

We use the RBF-SVM and the k-NN as classifiers in the experiments and compare 
the n-fold cross-validation accuracy for each of the four gene ranking methods 
(B_statistic, T_statistic, RFSC and Wilcoxon). Firstly, we used each of these methods 
to select the top-80 ranked genes. Then, we apply PCA method to transform the 
ranked genes to a new uncorrelated feature set in which all PCs corresponding to non-
eigenvalues are kept. After that, we compared the n-fold cross-validation accuracy of 
the four gene ranking methods. (The k-fold cross-validation relies on a random parti-
tioning of the dataset into k parts. Then, one part is used for testing when the k−1 
remainders are used for training.)  

Fig. 2 shows the results. We can observe from the results that the performance of 
Wilcoxon rank-sum test is slightly better than other methods on the Leukemia data 
set. However, on the colon data set the performance of the four gene ranking methods 
is comparable. Of the four proposed gene ranking methods, overall speaking, the 
wilcoxon rank-sum test appeared to be the best. 

This paper also compared the performance of our proposed method with traditional 
single gene selection+PCA method on two benchmark tumor datasets using two kinds 
of classifier: SVM or k-NN. In order to compare the performance of these two ap-
proaches, we performed two series experiments. 

1) The four gene ranking methods +PCA+SVM ( shown in (b), (d) of Fig. 2) or k-
NN( shown in (f), (h) of Fig. 2).  

2) The four gene ranking methods +Proposed algorithm+SVM( shown in (a), (c) 
of Fig. 2) or k-NN( shown in (e), (g) of Fig. 2). 

From the classification results of experiments (shown in Fig. 2), we can find that 
our approach outperforms the traditional method on two data sets. Results show that 
using the discriminative information of LDA method the proposed method do help in 
improving the classification accuracy using the same number of feature gene compar-
ing with traditional approach. As we have discussed above, we can conclude that our 
hybrid method is obviously superior to the single gene selection+PCA method in 
reducing dimension for SVM classification and in improving performance of SVM 
classification when retaining high recognition rate. It has demonstrated that the ap-
proach is able to reduce the number of genes selected and to increase the classifica-
tion accuracy rate. 

This paper then also compared the performance of SVM classifier ( shown in (a), 
(b), (c), (d) of Fig. 2) with k-NN classifier ( shown in (e), (f), (g), (h) of Fig. 2) using 
the two subsets. Experimental results showed that SVM outperforms the k-NN classi-
fiers. This is why SVM classifier is adopted in this field. Interestingly, the simplest k-
NN classifier also provided us a very good accuracy. This indicates that after feature 
selection the expression data can be well clustered according to distance. 
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                                       (a)                                                                         (b) 

  

                                  (c)                                                                (d) 

   
                                  (e)                                                                  (f) 

Fig. 2. The comparison results of the n-fold cross validation accuracy. (a)-(d) Using radial basis 
functions SVM. (e)-(h) Using k-NN. 
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                                     (g)                                                                         (h) 

Fig. 2. (continued) 

5   Discussion and Conclusion 

The main contribution of this paper is to introduce a novel hybrid gene selection algo-
rithm, which sequentially combines four kinds of gene ranking approaches, PCA 
method and LDA method to select marker genes for classification. The proposed 
approach has been implemented and evaluated on two public datasets. Experiments 
showed the good n-fold accuracy using relatively few informative genes (100% on 
leukemia dataset using 3 genes by the wilcoxon+proposed method+SVM classifier, 
97.9% on colon tumor dataset using 9 genes by the wilcoxon+proposed method+SVM 
classifier. Shown in (a), (c) of Fig. 2). Using far fewer genes, our approach has been 
shown to be able to offer better n-fold accuracy compared with conventional ap-
proaches using all of the top-50 or the top-100 ranked genes directly. 

Selecting small number of genes while keeping high classification accuracy is an 
important goal of concerned problem. Our experimental results illustrate that the 
proposed method improves the performance on the gene expression microarray data 
in the accuracy. 

This paper also empirically compared the performance of the four gene ranking 
methods (B_statistic, T_statistic, RFSC and Wilcoxon) for selecting informative 
genes for cancer classification using microarray gene expression data. Experimental 
results show that the performance of Wilcoxon rank sum-test is better than other 
methods in most cases. 

Of the two proposed classification algorithms, experimental results show that SVM 
appeared to perform better than the k-NN classifier. This is why SVM classifier is 
widely adopted in this field. Interestingly, the simplest k-NN classifier also provided 
us a very good accuracy. This indicates that after feature selection the expression data 
can be well clustered according to distance. 
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Abstract. Cytomegalovirus (CMV), the most important agent of congenital in-
fection in babies, reveals to be the main cause of not genetic sensorineural hear-
ing loss, that is, the most common congenital kind of hypoacusia. In this paper a 
neural diagnostic support tool able to identify those children who, from anam-
nestic/clinic/serologic/virologic point of views, present high risks of developing 
sensorineural sequelae for CMV infection, is proposed. The adoption of this In-
telligent Analyzer is believed to provide a valid contribution to an early diagno-
sis of this deep form of hypoacusia. 

1   Introduction 

Hearing problems are the most common children' s sensory deficit and sensorineural 
hearing loss reveals to be the most common congenital kind of hypoacusia. The con-
genital Cytomegalovirus infection (CMV infection) has been classified as the main 
not genetic cause of sensorineural hearing loss among all possible causes of pediatric 
hearing reduction [1]; furthermore, Cytomegalovirus is considered the most important 
agent of congenital infection in human beings. In reason of the strong correlation 
between congenital CMV infection and sensorineural hearing loss, the only chance to 
reduce effects of CMV hypoacusia and of its consequences is constituted by preven-
tion and early diagnosis [2]. Both these factors are considerably influenced by a deep 
knowledge of the viral natural history and by a set of informations deriving from a 
strict management of mothers and newborns involved in CMV infection. A large 
literature on CMV congenital infection has been recently produced to improve the 
knowledge of this herpetic virus [1-4]; investigation fields and variables are numer-
ous. Moreover, thanks to a multidisciplinary approach to this problem, quite a pro-
gress in this diagnostic/clinical field has been achieved. As a consequence, in the last 
years a significant increase of the amount of medical data has verified, with several 
difficulties of carrying out a consistent data organization/management adequate for 
clinical aims.  

On this proposal, a great importance is to be given to the knowledge of risk factors 
[5] and to the availability of fast accurate diagnostic tools which can enable clinicians 
to identify early risk cases among newborns [6]. From this point of view, Artificial 
Neural Networks are now considered as effective medical decision support tools  
[7-9], especially in combined network connections [10]. 
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Starting from the complexity of provided medical informations and the need to cor-
relate anamnestic, virological and clinical data pertinent to mothers in pregravidic and 
gravidic stage and to their newborns, monitored in intrauterine and neonatal life, in 
this paper the synthesis of an innovative Intelligent Analyser (IA) is proposed as an 
effective tool for the management of increasing quantities of not correlated medical 
data. In detail, the proposed neural diagnostic tool can support CMV infection diag-
nosis by highlighting some medical data correlations to clinicians and by providing 
predictive values of sensorineural sequelae risks in infected children, being able to 
manage increasing amounts of medical data both partial and not complete. 

2   State of the Art 

In Italy newborns are not subjected to universal hearing screening; thus children deaf-
ness deficits are identified nearly at 30 months of life. By behavioural audiometric 
evaluations, the average value of children's ages identified with hearing loss is re-
duced to about 13 months, but diagnosis at this age is too late to properly stimulate 
infant nervous circuits to speech understanding; in fact a delayed intervention beyond 
6-12 months of age results in very significant delays in development of communica-
tion and language capabilities. 

In case of newborns with risk indicators, such as a congenital viral infection, it is 
concretely possible to advance furtherly on the audiologic diagnosis. However, the 
selection of fetal disease prognostic markers and of adverse outcomes in newborns 
remains a major challenge for clinicians and for all those who attend to CMV infected 
babies' management. 

For these reasons, the aim of this work is to develop a suitable Intelligent Analyzer 
to support a clinical, virological and personal data analysis either for infants or for 
their mothers. The goal is early to identify newborns with suspected or established 
CMV congenital infection and provide predictive values of sensorineural sequelae 
risks linked with viral infection. The choice of some input data rather than others is 
suggested by some considerations published in recent studies by Fowler, Rivera and 
Kountakis [1, 3, 5], together which the indications of the Joint Committee on Infant 
Hearing. Selected anamnestic/serologic/virologic data concern with the more interest-
ing results in the CMV infection assessment both in mothers and in newborns; regard-
ing with maternal determinations, serological tests to define immunological status in 
pregravidic stage and in pregnancy together with specific prenatal diagnosis results. 

Concerning with neonatal determinations, virological issues on neonatal urine sam-
ples collected not later than 2 weeks of life are considered, together with proper serum 
and PMNL sample collection data. Thus, the proposed Intelligent Analyzer, together 
with the virologic results given by DBS test on neonatal Guthrie Cards [6], reveals 
able to provide useful risk factor informations for an early identification of congeni-
tally infected newborns. 

Concerning with newborns’ parameters, considered anamnestic data are  
Gestational age, Birth weight, Conventional growth parameter and Clinical signs 
attributable to congenital CMV infection used to classify each examined newborn as 
Symptomatic or not. It is well known that not all congenitally infected children  
will develop Sensorineural Hearing Loss (SNHL). This implies that clinical data 
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regarding prenatal infection alone cannot determine SNHL higher risk babies. There-
fore in this work, possible relations between clinical/virological data and SNHL have 
been investigated as to define which parameters can provide a prediction level of 
High/Low risk to develop sequelae.  

For this purpose, an encrypted database kindly provided by the Laboratory of Vi-
rology-Hygiene, Epidemiology and Public Health II Unit - Policlinico di Bari – Italy 
on the basis of the demographic and virologic findings performed in the last few years 
in Region Apulia and neighbouring Italian Regions, has been considered [6]. 

In detail, the complexity of links among provided anamnestic data and virologic di-
rect /indirect results, collected to mothers before and during pregnancy and to their 
conception products, has been accurately analyzed together with clinicians, always 
focusing objectives of classification and prediction. 

In particular, medical data of 90 children, screened at the Laboratory of Virology - 
Hygiene, Epidemiology and Public Health at the Policlinico of Bari during a study on 
congenital CMV Infection/Sensorineural Hearing Loss in Apulia Region in the period 
2001-2004 with presumed CMV infection, have been specifically taken into consid-
eration and their well known medical data and pathologies have been isolated. A 
corresponding input database has been suitably codified in a preprocessing phase 
before being used for the synthesis of  the proposed Intelligent Analyzer. 

3   Intelligent Analyzer Architecture 

It has to be precised that the Intelligent Analyzer presented in this paper does not aim 
at substituting audiologic diagnostic methods at all, because only these methods allow 
a sure identification of deafness. The objective of this system is to identify the cases 
with a highest risk factor from a clinic/virological point of view.  

In other words, due to the complexity of available medical informations and the 
need to correlate the above mentioned data, the presented contribution defines and 
develops a novel neural system with a complex neural architecture similar to a bio-
logically hierarchical structure in order to early identify newborns which present a 
high risk to develop sensorineural sequelae from anamnestic, clinical, serological and 
virological point of views. Therefore, this neural system can support early diagnosis 
of deafness by four tasks, each performed by a different block: 

Analysis of clinical symptoms at birth. 
Classification of maternal serologic status.  
Determination of CMV infected newborns.  
Identification of children with high sensorineural sequelae risk. 

Due to the independence between some classes of data, a modular organization has 
been adopted while synthesizing this system, as shown in the behavioural model of 
the Analyzer reported in Fig.1. In the first block a subsystem, made of information 
code/decode preprocessing units is present. In the last three blocks, a subsystem, 
made of information code/decode preprocessing units and a dedicated MLP subnet 
NNi, is present and performs one of the four cited tasks. 
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Fig. 1. Block diagram of the proposed Intelligent Analyzer Architecture 

Each block considers different data in the whole available database and is properly 
connected to other blocks. Significant input data have been collected in proper groups 
by distinguishing mothers’ data from newborns’ ones from a medical point of view. In 
detail, four sets of quantities have been considered, which can have a known/unknown 
value in a database for every clinic case 
 

Input Set A     Input Set B 
 

  1 – Microcephaly     1 - Preconcetional anti-CMV IgM  
  2 - Intracranial calcifications    2 - Preconcetional anti-CMV IgG  
  3 – ALT (>80 IU/mL)    3 -Anti-CMV IgM during pregnancy 
  4 – Chorioretinitis     4 - Anti-CMV IgG during pregnancy 
  5 - Neurologic abnormalities 
  6 - Petechiae 
  7 - Splenomegaly 
  8 - Hepatomegaly 
  9 - Jaundice 
10 – Increased CSF protein level 
11 – Haemolytic Anaemia 
12 - Thrombocytopenia 
13 - Hyperbilirubinaemia 
14 - Small for Gestational Age-SGA 
 
 

Input Set C     Input Set D 
1 - DBS test     1 - Gestational period  
2 – Urine     2 - Birth weight  
3 – PMNL     3 - Lenght 
4 – Serum     4 - Cranial  Circumference 
 5 -Newborn’s age in days   5 – Mother’s Age 
 

A double diagnostic tool can be identified both in supporting a correct detection of 
congenitally infected newborns and in identifying the most exposed ones to the risk of 
developing sensorineural sequelae. These aids are properly codified by the output 
values provided by the network. Output E and Output F from the first subsystem and 
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from the second one are input data for the third block and for the fourth one. Output 
G, which classifies the kind of CMV infection for the generic baby, is also an input 
for the last block with Output H, which is specifically determined to identify cases 
with high risk of Sensorineural Hearing Loss (SNHL) in congenitally CMV infected 
babies. This subsystem provides a risk level prediction of SNHL for each child by 
considering previous outputs E, F, G, like its inputs, together with  D.  

An accurate knowledge of clinical influences among data enables an a priori selec-
tion of input data for each subnet of three MLP neural subnetworks NN1, NN2, NN3. 
Each net, properly trained with a specific algorithm [11], contributes to provide a 
specific output as follows: 

 

Output E – Clinical signs – Identification of symptomatic/asymptomatic newborns by clini-
cal analyses at birth 

 

Output F - Classification of maternal serologic status  - Primary/secondary infection.   
All mothers are divided into  6 classes : 

A - CMV Sieronegative  D -Presumed Seroconverted 
B - Immune   E -Seroconverted 
C -Recurrent infected  F -Undefined 

 

Output G - Classification of CMV infection - Types of CMV infection in newborns 
A -  Congenital Infection 
B - Postnatal Infection 
C - No Infection 
D - Uncertain Result – Lack of basic analyses/conflicting data - uncertain virologic result 

 

Output H - Risk of  SNHL  - Identification of congenitally infected children at High Risk 
  I - No Risk      Newborn without congenital infection 
 II - Low Risk      Congenitally infected newborn with low possibilities to develop SNHL 
III -  Attention      Not estimated Risk Level due to lack of medical data 
IV -  High Risk    Congenitally infected newborn with high risk of developing SNHL 

 

Subnet NN1 - Classification of maternal serologic status 

The subnet NN1 aims at classifying maternal serologic status and has an MLP archi-
tecture with 4 input neurons, 3 hidden neurons and 1 output neuron. A transfer Tanh  
function and the Resilient Propagation learning algorithm [12] are adopted. 

Subnet NN2 - Determination of CMV infection in newborns 

This task is performed by synthesizing an MLP subnet NN2 with 8 input neurons, 6 
hidden neurons and 1 output neural cell. A supervised learning procedure has been 
considered with a training set of 68 patterns and a test set of  30 patterns. Both the 
hidden layer and the output one are characterized by a transfer function Tanh and a 
Conjugate Gradient learning algorithm with momentum where η =0.1 and ρ = 0.7. 
The supervised training phase involved the maximum value of 10000 epochs and a 
stop criterion based on a MSE with threshold Th=0.01 for an on-line weight updating 
procedure. 

The output of  this net  can assume three values ( -1, 0, 1) corresponding to (Ab-
sence of infection; Congenital infection; Post-natal infection).  
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Subnet NN3 - Identification of children with high SNHL risk 

This task is performed by synthesizing an MLP subnet NN3 with 11 input neurons, 5 
hidden neurons and 1 output neural cell. An optimization study has been performed to 
select the best learning algorithm and determine its parameters. A Gradient Descent 
Learning Algorithm with momentum revealed the most effective one. It is well known 
that this solution strongly depends on established parameters. For this reason, the 
parameter combination which optimize NN3 performances was evaluated. The output 
value 0/1  indicates Low/High Risk of SNHL. 

4   Results and Discussion 

The risk of SNHL for 50 children born in 2005 in the Apulia region and screened for 
presumed CMV infection has been investigated by taking into account their partially 
known medical data by means of the synthesized Intelligent Analyzer.  

Even if the available input data A, B, C, D both from mothers and newborns reveal 
strongly not complete, nor homogeneous with regard to anamnestic/ clinical/ sero-
logical/audiological point of views, the proposed Intelligent Analyzer reveals able to 
provide a support to medical diagnosis. All available input data of the 4 congenitally 
infected children are reported in the Table 1. 

Among these 50 newborns, the Intelligent Analyzer detects 4 congenital infected 
children, that is a value of 8%, 23 postnatal infected children (46%), 22 uninfected 
ones (44%) and 1 with an uncertain result (that is 2%). 

Table 1. a 

Case   Input A  Input B                 Input C     _ 
 

ID      Symptoms     IgM   IgG   IgM   IgG   WG   DBS t. Urine PMNL Serum Days 
_______________________________________________________________________________________________________________ 

10       2,3,6,7,8      NEG POS  NEG   POS   13   POS     POS    Un      POS     2 
____   11,12,14                                                      3/3___ ______________________ 
11            0            Un   Un    POS   POS     8    POS     POS    POS   POS      4 
______________________________________________________________ 3/3 _______________________________________ 

30         0            Un   Un    POS   POS    25    Un       POS    POS    POS      4 
_______________________________________________________________________________________________________________ 

39         0            Un   Un    POS   POS    34    POS     POS    POS    NEG    60 
                                                                               1/3 

Table 1. b 

Case        Input D     . 
 

ID       Gest.period    Birth Weght [g] Length [cm]  Cranial Circ [cm] Mother’s Age 
__________________________________________________________________________________________________________________________ 

10               38             2320   45             32      33    
____                                                       __ ___________________________________           ______ 
11                  37                 2570     43.          32        27 
__________________________________________________________________________________________________________________________ 

30             38                 3880                  48             34          32  
__________________________________________________________________________________________________________________________ 

39             37                 2990     46              34              33                                                                       
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In particular, the IA reveals able to: 

i) detect Case ID 11 as an SNHL High Risk Case in absence of symptoms at birth; 
ii) provide a predictive diagnostic support of sensorineural deficit development in ID 
30 and ID 39, even in situations of lack or not adequate diagnostic data or loss of 
clinical symptoms. 

These output results are reported in the following Table  

Table 2. 

Case Output E Output F Output G  Output H 
10 Symptomatic Recurrent Congenital Infection Attention 

Infected 
11 Asymptomatic Presumed Congenital Infection. High Risk 

  Seroconverted 
30 Asymptomatic Presumed Congenital Infection Attention 

  Seroconverted 
39 Asymptomatic Presumed Congenital Infection Low Risk 

  Seroconverted 
.                                                                                                                                . 

5   Conclusions 

In this work a new neural tool to support virologic diagnosis, called Intelligent Ana-
lyzer has been presented with two main tasks: a correct detection of congenitally 
CMV infected newborns and, among these babies, an exact indication of the most 
exposed ones to the risk of developing sensorineural sequelae. Moreover, on the basis 
of clinical/virological real data, the proposed Intelligent Analyzer can support an 
early diagnosis by identifying which infected children will present a higher risk of 
developing sensorineural hearing loss. Performances of the proposed NN-based sys-
tem prove satisfactory and indicate the possibility of further improvements as a diag-
nostic support tool. 

Acknowledgments. The author is sincerely grateful to Dr. Agata Calvario of the 
Laboratory of Virology – Hygiene, Epidemiology and Public Health, Policlicnico di 
Bari for her significant suggestions to this work. 
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Abstract. Extracting useful information from a very large amount of biomedi-
cal texts is an important and difficult activity in biomedicine field. Data to be 
examined are generally unstructured and the available computational resources 
do not still provide adequate mechanisms for retrieving and analyse very large 
amount of contents. In this paper we present a rule-based system for Text Min-
ing process applied in biomedical textual documents. This application requires a 
strongly use of the computational resource to perform intensive operations. We 
propose a grid computing approach to improve application performance. 

Keywords: Text Mining; Computational Grid; SIMD; Knowledge Discovery; 
Biomedical Document Analysis. 

1   Introduction 

The problem of discovering useful knowledge from unstructured text, is attracting 
increasing attention. The process of extracting interesting and not-retrieval patterns or 
knowledge from unstructured text documents is known as Knowledge Discovery in 
Text (KDT). One of the most difficult applications of Knowledge Discovery in Texts 
is Text Mining (TM) of biomedical papers: the sheer volume of biomedical research 
output makes TM a necessity, while the importance of this research requires ex-
tremely high retrieval precision. TM examines the relationships between specific 
kinds of information contained both within and between documents. TM concentrates 
on solving a specific problem in a specific domain identified a priori. TM can aid 
database curators by selecting articles most likely to contain information of interest, 
or potential new treatments. The goal of biomedical text mining is therefore to allow 
researchers to identify needed information more efficiently, uncover relationships 
obscured by the sheer volume of available information, and in general shift the burden 
of information overload from the researcher to the computer by applying algorithmic, 
statistical and data management methods to the vast amount of biomedical  knowl-
edge [1,2,3,4].  
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In this paper we discuss a Text Mining Process applied in biomedical documents 
analysis to recognize biological entities based on rule system. Moreover we discuss a 
grid computing approach to the problem in order to improve the TM application per-
formance. Finally, experimental results and conclusions are presented. 

2   Text Mining for Biomedical Document Analysis  

Significant progress has been made in applying text mining to the following text 
analysis: named entity recognition, text classification, terminology extraction, rela-
tionship extraction and hypothesis generation.   

The task of named entity recognition  appears straightforward. The goal is to iden-
tify, within a collection of text, all of the instances of a name for a specific type of 
thing: for example, all of the drug names within a collection of journal articles, or all 
of the gene names and symbols within a collection of abstracts. The idea is that  
recognising biological entities in text allows for further extraction of relationships and 
other information by identifying the key concepts of interest and allowing those con-
cepts to be represented in some consistent, normalised form. This task has been chal-
lenging for several reasons. First, there does not exist a complete dictionary for most 
types of biological named entities, so simple text matching algorithms do not suffice. 
In addition, the same word or phrase can refer to a different thing depending upon 
context. Biological entities may also have multi-word names, like carotid artery, so 
the problem is additionally complicated by the need to determine name boundaries 
and resolve overlap of candidate names.  

Text classification attempts to automatically determine whether a document or part 
of a document has particular characteristics of interest, usually based on whether the 
document discusses a given topic or contains a certain type of information. Typically 
the information of interest is not specified explicitly by the users and, instead, they 
provide a set of documents that have been found to contain the characteristics of in-
terest (the positive training set), and another set that does not (the negative training 
set). Text classification systems must automatically extract the features that help de-
termine positives from negatives and apply those features to candidate documents 
using some kind of decision-making process.  

Paralleling the growth of the increase in biomedical literature is the growth in bio-
medical terminology. Because many biomedical entities have multiple names and 
abbreviations, it would be advantageous to have an automated means to collect these 
synonyms and abbreviations to aid users doing literature searches. Furthermore, other 
text-mining tasks could be done more efficiently if all of the synonyms and abbrevia-
tions for an entity could be mapped to a single term representing the concept. Most of 
the work in this type of extraction has focused on uncovering gene name synonyms 
and biomedical term abbreviations.  

The goal of relationship extraction is to detect occurrences of a pre-specified type 
of relationship between a pair of entities of given types. While the type of the entities 
is usually very specific, like genes, proteins or drugs, the type of relationship may be 
very general, like any biochemical association, or very specific, like a regulatory 
relationship.  
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While relationship extraction focuses on the extraction of relationships between  
entities explicitly found in the text, hypothesis generation attempts to uncover rela-
tionships that are not present in the text but instead are inferred by the presence of 
other more explicit relationships. The goal is to uncover previously unrecognised 
relationships worthy of further investigation [5,6]. 

Fig. 1 shows  Knowledge Discovery in Text process steps. Knowledge Discovery 
in Text can be visualized as consisting of two phases: Text Refining that transforms 
free-form text document in a chosen Intermediate Form and Text Mining that deduces 
patterns or knowledge from the Intermediate Form [2,7,8,9,10]. 

 

Fig. 1. Knowledge Discovery in Text 

2.1   Building the Association Rule Induction  

Association discovery is a central activity of the text mining phase. It is the identifica-
tion process of meaningful correlations among frequent whole data and can being 
applied to textual structured form. A rule consists of a left-hand side proposition, 
antecedent, and a right-hand side, consequent. Both sides consist of Boolean state-
ments or predicates. The rule states that if the left-hand side is true, then the right-
hand is also true. A probabilistic rule modifies this definition so that the right-hand 
side is true with probability p, given that the left-hand side is true. An association rule 
is described by the form:  

YX ⇒  

where X and Y are predicates or set of items. As the number of produced associations 
might be huge, and not all the discovered associations are meaningful, two probability 
measures, called support and confidence, are introduced to discard the less frequent 
associations in the database.  

The support is defined as:  

)( YXfr ⇒ (1) 

while the confidence is: 
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)(

)(
)(

Xfr

YXfr
YXc

∧=⇒  (2) 

The accuracy of the association rule, when regarded in terms of  conditional prob-
ability, can be seen as a maximum likelihood (frequency-based) estimate of the condi-
tional probability that Y is true, given that X is true.  

Through association rules it happens the classification or text categorization of the 
analyzed text. The definition of accurate rules allows to the TM tool to analyze the 
whole text and to decide if the tokens, in which the text is divided, belongs to a class, 
lemma,  or another. Any TM rule founds its principle on the  matching, that is to say,  
"keywords lists" are created each of which contains a subset of words, specifications 
and not, of the universe, in our case of the Biomedicine. The matching is not enough 
when one of these words, token, is present in more lists or there isn't in some lists, in 
such case it needs to  understand what is the correct meant  to give to the token  and 
therefore the TM rules must be define so that to analyze the tokens that follow or  
precede the token to classify. The matching rule is the rule that seeks the presence in a 
keywords lists for every considered token and associates, to the  token, the name of 
the same list: 

IF token belongs to a list AND  token it doesn't belong to other lists    
THEN the meaning to the token is the name of the same list 

The problem is when the token is present in more or no lists, in such case  gram-
matical rules and interpretation rules are necessary. For example  we consider the 
word "Fanconi" this can be in two different contexts, in the sentence "…Nicola Fan-
coni restaurant…. " or "…discovery of new drugs for the anaemia of Fanconi…. ", to 
this point the simple matching rule is not enough to give an unequivocal meaning to 
the token "Fanconi" being in two lists "Surname" and "Pathology". To give a meaning 
to this token is needed categorization the lemmas, that is, understanding the meaning 
of the following and the precedent token, an example is the following rule:       

IF token belongs to the list "surname" AND token belongs to the list "pathology"   
IF preceding token  OR following token belongs to the list "names"    
       THEN token preceding/following & token means "first name"   
       ELSE token means "pathology' 

An  example of rule is in which a token is not in any list,  in such case it is need to 
understand what meant it can have, for example, if we consider  "Anatomy and Or-
thopaedics Anderson-Fabry though CT" the token "Anderson-Fabry" could not be 
present in any list. To this point  it is possible to understand which meant to give to 
this token, in our case, being followed by a key CT (compression therapy), the token 
is  the name of one syndrome that brings the name of the physicians that  have dis-
covered her; then a rule of such case is:  

IF token is not present in any list   
IF preceding token belongs to the list "therapy/drugs"   
      THEN token & token preceding/following mean "pathology" 
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Another rule is: 

IF token belongs to the list  ‘human anatomy’ AND preceding token belongs to the 
list "therapy/drugs"   

       THEN token & token preceding/following mean "symptom" 

3   Grid Computing in Text Mining  

In Figure 2a is shown a schema of the typical Job produced by a TM tool. This is a 
single-instruction and multiple-data stream Job that reveals an intensive use of the 
CPU resource. In Figure 2b is shown the Job model here adopted to overcome the 
single CPU bound. It distributes several computing nodes the user commands and a 
slice of the whole data set. At the completion time each node came back the results.  

 

Fig. 2. Text Mining Job Models 

In Figure 3 is shown the layered  adapter system architecture designed as a soft-
ware application between a grid middleware infrastructure and the user application to 
implement the Job model for Grid Computing.  

In the hierarchical architecture, there is, to lowest level, the grid middleware with 
its services, and to next level the shell scripts that  interoperate to grid  middleware 
using services.  

The functional management system layer is composed by:  

• Grid node search system; 
• A Load Balancer; 
• User program modules ; 
• User’s module management system; 
• A Transfer Optimizer; 
 

The node search system  effects the search of nodes which are available for  
execution.  
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Fig. 3. The Adapter Hierarchical Architecture 

The Load Balancing system analyzes the whole input data set and the computing 
nodes previously selected to split the work for parallel execution.  

The user program modules are developed or available for the end user. They are 
programs which are distributed on the nodes together data for the execution. It re-
ceives and produce a file or a set text file.  

The program modules manager allows to the user to add and to manage all mod-
ules that user wants to use. The manager produce its activity up on a set up of a con-
figuration file. For example to taken into account the applicative modules for the 
symptoms and pathologies extraction a such configuration file must be updated. 

The transfer optimizer module performs the data compression optimizing the 
communication time. 

Upper layer, there is a graphical user interface, that supplies the direct and intuitive 
access to the system functionalities. Through simple click and, in completely trans-
parent way to the user, the interface dialogues with the underlying modules. The 
communication with lower layer modules, is realized by a shell script passing the 
actual value of the parameter.   

The software system architecture here presented is an effective solution to improve 
the performance of TM application in bioinformatics. 

4   Experimental Results 

The process of Text Mining starts from a set of 1000 scientific full text publications 
available on MedLine / Pubmed in pdf format. The process consists of three phases: 
text extraction from pdf documents, text mining rules application as described in 
section 2.1, results storage in a repository composing of identified biological entities 
(symptoms and pathologies). Text mining rules application is realized using GATE 
4.0 tool JAVA APIs [13]. Figure 4 shows a sample of obtained text mining results. 
Results show the efficiency of the rules application.  
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Grid execution of text mining operation has been realized through a prototype de-
velopment written in Java following the system architecture proposed in paragraph 3, 
using Globus Toolkit 4 grid middleware [14]. 

The use of standard Java APIs allows porting code on all computational grid nodes 
used for this experiment, provided that the experimental grid is here built using 
Globus Toolkit 4 on Gnu / Linux systems.  

System efficiency has been evaluated through execution time estimated on a serial 
computer and then on a computational grid. Execution time has been estimated for a 
grid with a variable nodes number considering an input data set composed of 1000 
biomedical documents with appropriate dimensions. Estimation of speedup indicator 
has been obtained. Speedup indicator is defined as the ratio between the mining proc-
ess execution time on traditional serial machine, and on a computational grid. Figure 
5 shows architecture speedup depending on grid node number. 

 

Fig. 4. Text Mining Results 

 

Fig. 5. Speedup depending on grid node number, considering a data set of 1000 documents 
from 10KB to 900KB each 

5   Conclusions 

In this paper has been presented a biomedical Text Mining using a grid computing 
approach. The TM application requires a strongly use of the computational resource 
and we proposed a grid based approach to improve the application performance. 
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Abstract. Objective: This work explores the mode of action of PB28, MC70 
and MC18 three molecules that showed anti-tumoral properties by arresting cel-
lular growth and inhibiting glycoprotein P. Methods: Here we conduct a mi-
croarray-based study and analyze the expression patterns associated with the  
action of drugs. An ontology based analysis has been conducted, and the indi-
viduated cellular processes have been analyzed with gene networks, examining 
the interactions among genes. A clustering analysis revealed mechanisms 
shared with other drugs. Results: The results indicate that this compounds have 
side effects that include inflammatory response and fever, induced by the inter-
leukin signaling pathway. Other evidences related with known effects of the 
compounds were highlighted. Conclusions: The results indicate that the direct 
effects could be reached at a post-transcriptional level of P-gp or through other 
targets, further studies will address these hypothesis. The prediction of side ef-
fects will be useful in subsequent in vivo experiments. 

1   Introduction 

New therapeutic strategies tend to be target specific for a personalized treatment. 
Therefore, confirmation that a compound inhibits the intended target (drug target 
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validation) and the identification of undesirable secondary effects are the main chal-
lenges in developing new drugs. Comprehensive methods that enable researchers to 
determine which genes or activities are affected by a given drug might improve the 
efficiency of the drug discovery process by quickly identifying potential protein tar-
gets, or by accelerating the identification of compounds likely to be toxic.[3] 

The aim of this study is to determine possible targets of three structurally related 
molecules. The first, PB28, was synthesized as a σ-2 receptor agonist and exhibited 
an anti-tumoral activity; the other two, MC18 and MC70, derived from PB28. PB28 
inhibits cell growth increasing G0-G1 phase cells accumulation and induces caspase-
independent apoptosis. PB28 also reduces P-gp expression in a concentration- and 
time-dependent manner. Human P-gp (MDR1) is an ATP-dependent efflux pump that 
is capable of transporting many drugs across cell membranes. High level expression 
of this protein has been linked to tumor resistance to chemotherapy. Our previous 
studies also showed that other mechanisms may be implied in the effects on cell 
growth [1]. Subsequently new molecules such as MC70 and MC18 have been synthe-
sized in order to improve the inhibitory effect on P-gp. The present paper further 
investigate the possible targets of PB28, MC70 and MC18. A genome-wide investiga-
tion has been conducted on the mechanism of action of PB28, MC70 and MC18, to 
explore all potentially affected pathways. The microarray approach has been demon-
strated to be useful for unveiling genes physiologically or biochemically relevant to 
the drug’s mode of action and genes related to its resistance if they are regulated at 
the transcriptional level. For this study, we adopted the Affymetrix GeneChip® sys-
tem, which provides a reliable data standard for monitoring gene expression, com-
pared with alternative systems [2]. 

2   Materials and Methods  

2.1   Sample Preparation and Microarray Hybridization  

An in vitro model constituted by MCF7 ADR cells, breast cancer cell line resistant to 
adriamycin/doxorubicin (ADR), has been used. The cells were incubated alone or in 
presence of each drugs, according to the following scheme: 
 
 1. MCF7 ADR control 

2. MCF7 ADR + PB28 25nM 2D 
3. MCF7 ADR + MC18 20mM 2D 
4. MCF7 ADR + MC70 20mM 2D 

 

 
RNA was extracted from each sample by the QIAGEN kit and used for microarray 
analysis based on the Affymetrix GeneChip Human Gene 1.0 ST system. This chip 
contains 28.869 genes, each one represented by 26 probes. All the experiments have 
been conducted in triplicate. Expression levels have been normalized by PLIER. 

2.2   Differential Expression Analysis  

Differential expression analysis is necessary for individuating genes that constitute an 
expression pattern of the compound mode of action. Hence the expression of the 
treated cells is compared to that of the control cells. 
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Numerous feature selection methods have been applied to the identification of dif-
ferentially expressed genes in microarray data. These include simple fold change, 
classical t-statistic and moderated t-statistics. Different methods produce gene lists 
that are strikingly different.[4] 

At low numbers of samples it is difficult to report any differences between meth-
ods such as BGA and fold which do not model the variance, and SAM which attempts 
to model the variance. Equally, in data sets with high variance, fold or non-parametric 
methods were more powerful than parametric methods.[5] On the other hand, since 
the number of replicates in many studies is small, variance estimators computed 
solely within genes are not reliable in that very small values can occur just by chance. 
Hence a SAM analysis [17] have been performed, calculating a permutation based 
FDR, and the results have been compared with simple fold-change scores, in order to 
avoid false positives. 

2.3   Ontology-Based Analysis 

Because most biological processes involve the complex interaction and regulation  
of multiple genes, identifying differentially expressed sets of genes has important 
advantages over identifying individual genes. Many genes may individually exhibit 
marginal differential expression but may have a significant combined effect on pheno-
typic outcome [6]. The most common gene set method directly extends single-gene 
approaches by: (1) Ordering the complete list of genes, L, according to their evidence 
for differential expression. (2) Examining the occurrence of a predefined gene set S to 
determine whether it is overrepresented in the top portion of the list, B, relative to the 
complete list L. (3) Computing a P-value usually based on the Fisher’s exact test or its 
large-sample approximation χ2 test. In order to individuate the cellular processes 
affected by the compounds we used the GOMiner [12] Tool and Gene Ontology as 
gene sets database. We considered for the analyses a list of genes with a statistical 
significance: p≤0.001. 

2.4   Gene Network Analysis 

Efforts to define the interactions among genes and their products yielded a large num-
ber of methods to infer gene regulatory network.[8][9] This kind of methods need a 
huge number of time series or steady state data to infer all the interactions. Some 
methods that address the individuation of the directly affected genes, have been applied 
to relatively simple organisms, like in yeast,[7] but not yet to complex mammalian 
cells, as in our case. To perform the network analysis we used the GenMAPP software 
[10][11]. GenMAPP is a free computer application designed to visualize gene expres-
sion and other genomic data on maps representing biological pathways and groupings 
of genes. The maps utilized were the ones obtained from the Gene Ontology database, 
and some other map from the GenMAPP Contributed MAPP archive. 

2.5   Clustering Analysis 

A clustering analysis aimed at finding compounds that act in a similar way to our 
compounds. An ANOVA filtering individuated the genes differentially expressed 



1088 V. Bevilacqua et al. 

among a database of gene expression levels obtained from microarray analysis of 
hundreds of compounds, i.e. the Connectivity Map Dataset [15]. The genes survived 
from the integration among different platforms and variance analysis was used as an 
input for a SOM analysis. The aim of a SOM network is to find a mapping from the 
space of dimension equal to the number of components of the data vectors to a one- or 
two-dimensional space. The mapping should preserve "closeness" between data vec-
tors; that is, two data vectors that are close to one another in the original space should 
be mapped to points (codebook vectors) of the new space that are also close to one 
another. For each cluster a prototype was individuated, being the most representative 
compound for that cluster, and a reliability metric was calculated by means of sub-
sampling techniques [18][19][20]. After that clusters are obtained from the analysis of 
the compounds database, the samples data related to the new compounds are showed 
to the net, and the distance metric give us a quantification of the membership of the 
sample to the cluster, and a mode of action closeness as well. These scores are ob-
tained making use of a random-projection based procedure [16]. 

3   Results 

Data coming from the differential expression analysis showed that the three com-
pounds present different expression patterns. Genes with a differential expression 
greater than 80% with respect to gene expression in the controls can be considered 
differentially expressed. MC18 and MC70 share more similar expression patterns, for 
the differential expression intensity and for the resulting genes as well. The genes 
individuated for PB28 principally are chemokine (CCL20) and interleukin (IL1A), 
both involved in the inflammatory response of the cell; while RNU5E is a gene that 
may have a role in the alternative splicing of P-gp [14]. MC18 also counts many 
genes involved in the immune response, like CCL20, CXCL1, C3, IL1A, SERPINA1, 
IL1B, IFIT2, CFB; TNFAIP3, tumor necrosis factor, alpha-induced protein 3, is a 
gene that take part of the I-kappaB_kinase/NF-kappaB_cascade activation. PLAU is a 
gene activated from cell stress. PI3 (peptidase inhibitor 3) is up-regulated by 'alarm 
signals' such as bacterial lipopolysaccharides, and cytokines such as interleukin-1 and 
tumor necrosis factor [13]. MC70 shared many genes with MC18, but included some 
gene over-expressed in PB28 (Table 1) where all the values have an understood posi-
tive sign. The genes that can be considered over-expressed (expression greater than 
80% of the controls) are bolded in the list. 

Many GO terms underlined from the Gene Ontology based analysis, like transcrip-
tion and regulation of metabolism in the PB28, are highlighted because they are the 
terms connecting a specific term (fever) to the root. Therefore an interpretation proc-
ess, exploring the Gene Ontology tree (Fig 1) is needed. This interpretation lead to the 
elimination of non relevant results; in this case the only surviving elements will re-
main  fever/heat generation. With this kind of interpretation, the relevant modulated 
processes are: fever for PB28, inflammatory response, apoptosis, nucleosome assem-
bly and substrate-bound migration for MC18 and inflammatory response, chemotaxis, 
apoptosis, vasculature development for MC70. For this kind of analysis genes with a  
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Table 1. Gene expression patterns of the three compounds coming from the differential expres-
sion analysis. Fold change values are reported.  

PB28 MC18 MC70 

 
RNU5E 2.0222 C3 4.0719 PI3 3.1993 
CCL20 1.9639 PI3 2.5157 SERPINB2 2.7564 
ZNF204 1.8905 IL1A 2.3215 CCL20 2.6144 
SNORA62 1.6698 BIRC3 2.2196 IL13RA2 2.4256 
hCG_2042718 1.6386 SERPINA1 2.2142 LAMB3 2.3354 
ANAPC10 1.6225 PLAU 2.0496 TNFAIP3 2.2345 
SNORD45A 1.6093 TNFAIP3 2.0477 IL1B 2.2116 
ATRX 1.607 AHNAK2 2.0347 EGR1 2.1702 
SNORD25 1.5616 TPCN1 2.0177 NAV3 2.1605 
KIAA1641 1.5538 CCL20 1.9805 ESM1 2.126 
CEP170 1.5478 ZNF114 1.8712 C3 2.1152 
LOC162632 1.5456 IL1B 1.8517 LAMC2 2.1074 
EGR1 1.5349 CFB 1.8447 RNU5E 2.049 
KIAA1641 1.5349 CFB 1.7916 CXCL1 2.0072 
DHFR 1.5315 HSPG2 1.7773 IL1A 1.9769 
PWCR1 1.5287 IFIT2 1.7601 FLNC 1.8816 
IL1A  1.5166 CA8 1.7527 LOX 1.8695 
ZNF43 1.5146 CFB 1.7503 AREG 1.8247 
NBR1 1.499 ZNF204 1.7354 IL8 1.7691 
SUCLG2  1.4964 LAMC2 1.734 ANTXR2 1.7572 

�

Fig. 1. Fever is connected to the root of the tree through the highlighted terms, hence they come 
out in the results. In a similar way results for the other compounds can be explained. 

differential expression of at least 50% have been used. A further analysis was  
conducted counting the number of genes from the list of genes differentially ex-
pressed >50% present in each pathway from BioCarta. Interleukine, cytokine, NFkB 
and inflammatory pathways resulted to be preponderant. From the gene network 
analysis of the three compounds using all the gene expression values, TNF-NFkB and 
Interleukine-1 pathways have been found the only modulated. After filtering genes for 
platform integration and differential expression, several sample of well known com-
pounds were clustered by the SOM network.  
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Table 2. Results of the cluster analysis suggest that the three compounds have MOA similari-
ties with Tretinoin and Estradiol 

  
Bari 
Compounds           

Clusters MC18 MC70 PB8 Prototypes Entropy Cluster Reliability % 
1 0.25333 0.25333 0.248   0.9576 30.0089 
5 0.104348 0.10435 0.102609   0.9575 25.0132 
8 0.046364 0.04636 0.058182 Valproic Acid 0.955 20.9587 

11 0.146667 0.14667 0.10667 Metformin 0.9881 30.3333 
12 0.3232 0.3232 0.3408 Estradiol 0.9741 27.3254 
13 0.176 0.176 0.136 Tretinoin 0 68.48 
14 0.017778 0.01778 0.017778   0.9167 35.9506 
15 0.136 0.136 0.136   1 31.36 
17 0.08 0.08 0.08   1 16 
18 0.002 0.002 0.012   0.9686 32.42 
20 0.01 0.01 0.01   0.9788 24.9444 

For each cluster a prototype has been individuated. Our compounds have been 
clustered within the clusters having the Tretinoin and the Estradiol as prototypes (Ta-
ble 2), since they exhibit the best trade-off between pertinence of the new compounds 
to the cluster versus cluster reliability. In Table 4 the Entropy of a cluster tell us how 
much its composition, in terms of compounds, is heterogeneous.  The column 2,3 and 
4 contain the membership  quantification of the compounds respect to a cluster. 

4   Discussion 

The expression patterns from the three compounds count many genes involved in the 
inflammatory response, and others like RNU5E that leaves open questions. Genes 
regulating cell growth were found and nothing let us think at a transcriptional modula-
tion of P-gp leading to suppose that MDR1 is modified at a post-transcriptional level. 
Looking at a possible list of genes interacting with MDR1 from the Gene Sorter tool 
of the UCSC Genome Bioinformatics Site, that shows expression, homology and 
other information on groups of genes that can be interrelated, we did not find any 
gene present in the compounds expression pattern. The different methods used for the 
differential expression analysis lead to quite identical results. Both indicate an effect 
of the compounds on inflammatory pathway, and open new questions about the direct 
target. An in-depth analysis revealed that the cellular processes like cell 
death/apoptosis, chemotaxis, vasculature development, emerged from the Gene On-
tology analysis for MC18 and MC70 because these gene sets contain overlapping 
genes with the inflammatory response process, which is confirmed by the gene net-
work analysis. In fact, the pathways of TNF_NFkB and the Interleukine signaling 
pathway resulted to be modulated in their wholeness. Nucleosome assembly and sub-
strate-bound migration are probably due to noise in the data, as a matter of fact these 
terms contains few genes poorly modulated. The fever/heat generation processes 
resulting for PB28, consist in the interleukine genes, hence correspond to the inflam-
matory response. This interpretation of the Gene Ontology analysis lead to consider 
the inflammatory response as the only candidated process to be modulated at a tran-
criptional level for the three compounds.These results are confirmed by the SOM 
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analysis. Tretinoin is used to treat at least one form of cancer (acute promyelocytic 
leukemia (APML), usually together with other drugs, by causing the immature blood 
cells to differentiate (i.e. mature) and die. There is a unique complication of retinoic 
acid syndrome in patients with acute promyelocytic leukemia. This is associated with 
the development of dyspnea, fever, weight gain, peripheral edema and is treated with 
dexamethasone. The side effect of fever correspond to the characteristics emerged 
from the other analysis. Estradiol (17β-estradiol) (also oestradiol) is a sex hormone. 
Mislabeled the "female" hormone, it is also present in males; it represents the major 
estrogen in humans. Estrogen affects certain blood vessels. Improvement in arterial 
blood flow has been demonstrated in coronary arteries. This is interesting if compared 
with some modulated processes in MC70, which includes vasculature development. 
In definitive the results from the different methods seem to validate each other, pre-
dicting a possible side effect of the compounds, but not revealing us a clear mecha-
nism of action. 

5   Conclusions 

The different methods used in this work lead to agreeing results and open new investi-
gation perspectives, opening insights from different points of view. The differential 
expression analysis are intended to find the principal affected genes, the ontology 
analysis individuated the cell processes affected through the mediation of the direct 
targets, the gene network analysis aim to elucidate the interaction between genes, and 
the SOM analysis gives interesting suggestion about similar compounds. It is evident 
the effect of all the studied compounds on the immune system of the cell, that was 
interpreted as a side effect, while further possible targets need a more accurate analy-
sis. All the results presented will be molecularly validated through a RT-PCR analysis. 
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Abstract. In this paper, followed the assumption that the gene expression data 
of tumor may be sampled from the data with a probability distribution on a sub-
manifold of ambient space, a supervised version of locally linear embedding 
(LLE), named locally linear discriminant embedding (LLDE), is proposed for 
tumor classification. In the proposed algorithm, we construct a vector transla-
tion and distance rescaling model to enhance the recognition ability of the 
original LLE from two aspects. To validate the efficiency, the proposed method 
is applied to classify two different DNA microarray datasets. The prediction re-
sults show that our method is efficient and feasible. 

Keywords: Manifold learning; Gene expression data; Locally linear embed-
ding; Locally linear discriminant embedding. 

1   Introduction 

Cancer classification is the critical basis for patient-tailored therapy. With the devel-
opment of technology, the molecular diagnosis offers a systematic and precise pros-
pect for tumor classification. At present, one of the typical molecular diagnosis meth-
ods is DNA microarray technology, which is a powerful tool in functional genome 
studies [2,3,4,5,8]. This technique has been termed as “class prediction” in the mi-
croarray literature [4,9]. By monitoring the expression levels in cells for thousands of 
genes simultaneously, microarray experiments may lead to a more complete under-
standing of the molecular variations among tumors, and hence to a finer and more 
reliable classification. 

Gene expression data from DNA microarray are characterized by many measured 
variables (genes) on only a few observations (experiments), although both the number 
of experiments and genes per experiment are growing rapidly. In statistical terms, the 
                                                           
* Corresponding author. 
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very large number of predictors or variables (genes) compared to small number of 
samples or observations (experimnets) make most of classical “class prediction” 
methods unemployable. Fortunately, this problem can be avoided by selecting only 
the relevant features or extracting new features containing the maximal information 
about the class label from the original data. The former methodology is called feature 
selection or subset selection, while the latter is named feature extraction. In this paper, 
we will study the nonlinear feature extraction method based on manifold learning. 

2   Manifold Learning 

2.1   Principle of Manifold Learning for Gene Expression Data 

Most manifold learning algorithms assume that the input data resides on or close to a 
low dimensional manifold embedded in the ambient space. For most applications, the 
data is generated by continuously varying a set of parameters. Often the number of 
parameters is not very large. Otherwise, there will not be much benefit from dimen-
sionality reduction. For example, a set of face images can be captured by varying the 
face pose, scale, position, and lighting conditions. With manifold learning, one can 
mapping the high dimension observe data to low dimensional manifold.  

For gene expression data, we know that the cell state is concern to the environment 
and its own genes, so they should be determined by these outer and inner factors. Till 
now people still not clearly realize these factors. If we take the complicated environ-
mental influence and inner gene factors as a set of parameters, then the gene expres-
sion data may be resides on or close to a low dimensional manifold embedded in the 
ambient space with these parameters. According to this assumption, the inherent 
nonlinear structure hidden in the observe gene expression data may be achieved by 
using manifold learning. Farther, these low dimensional manifolds may be used for 
tumor classification, gene regulatory networks construction, etc. In this paper, as an 
attempt in gene expression data analysis area, we will focus on the tumor classifica-
tion using manifold learning. 

2.2   Locally Linear Discriminant Embedding 

2.2.1   The Goal of LLDE 
For visualization, the goal of dimensionality reduction methods is to map the original 
data set into a (2-D or 3-D) space that preserves the intrinsic structure as well as pos-
sible. But for classification, it aims to project the data into a feature space in which 
the members from different classes could be clearly separated. LLE is an effective 
dimensionality reduction approach to visualize the high dimensional data into a 2-D 
space. However, little classification ability can be displayed by implementing the 
original LLE.  

Based on the fact mentioned above, in this paper, we propose a supervised LLE al-
gorithm, which named as locally linear discriminant embedding (LLDE). The goal of 
LLDE is to take full advantage of the class information to improve the classification 
ability of the original LLE. It is well known that the reconstructing weights are invari-
ant to translation under sum-to-one constraint in the original LLE, which can be  
confirmed by : 
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2 2

( ) ( ) ( )i ij j i i ij j i
i j i j

Y Y W Y Y T W Y TΦ = − = − − −∑ ∑ ∑ ∑  (1) 

where iT  is a translation vector corresponding to class i . Thus each point with the 

same class can be translated by the same vector iT  and so does to the points belong-

ing to different labels with the corresponding vectors. 
In order to overcome the out-of-sample problem, a linear transformation, i.e. 

TY A X= , is plug. Thus the objective function of the original LLE can be changed 
into the following form. 

( ) { } { }1 min minT T TJ A tr YMY tr A XMX A= =  (2) 

Some studies have found that a linear version of LLE shows better recognition 
ability than the original LLE [6]. However, the linear transformation is not always 
the optimal one that the proposed LLDE is pursuing for. That is to say, LLDE  
needs a criterion which can automatically find an optimal linear transformation for 
classification.  

In this paper, a maximizing margin criterion (MMC)[7]was proposed to determine 
the optimized subspace, which can successfully conquer the small sample size prob-
lem. The objective function is stated below:  

( ) ( ) ( )( ){ }2 max ,i j i j i jij
J p p d m m s m s m= − −∑  (3) 

where ip and jp are the prior probability of class i and class j , im and jm  are cen-

troids of class i  and class j . ( , )i jd m m , ( )is m  and ( )js m   express the distance of 

centroids and their trace, respectively. So the optimized function can be deduced to  

2 2max ( )b wJ tr S S= −  (4) 

In order to take advantage of the property of the weighted matrix’s invariance to 
rescaling, the rescaling parameter μ is introduced to Eqn. (4). Here, we first translated 

the data to suitable places, then rescaled the data with the same label to their centroids 
and all the centroids were kept unchanged. So bS  was still preserved and wS  was 

rescaled. And the objective function can be deduced to : 

3 max ( )b wJ tr S Sμ= −  (5) 

Where μ  denotes the rescaling coefficient and 0μ > . Then the modified maximiz-

ing margin criterion (MMMC) can be obtained and rewritten to the following form.   
If a linear transformation TY U X= can maximize Eqn. (5), then an optimal  

subspace for classification will be explored. This is because the linear transformation 
aims to project a pattern closer to those with the same class but farther from patterns 
in different labels, which is just the goal for classification. Under such circumstance, 
the distance between different centroids will be larger and the within class scatters 

will be smaller. In other words, ( ),i jd m m will be maximized and ( )is m  will be 
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minimized simultaneously in this subspace. Thus ( )( ,i j i jij
p p d m m −∑ ( )is m −

 

( ))js m− and ( )b wtr S Sμ− will be maximized accordingly.  That is to say, to find an 

optimal subspace for classification means to maximize the following optimized function. 

{ }2 ( )T
b wJ tr U S S Uμ= −  (6) 

2.2.2   Discriminant Feature Extraction  
Let d nT ×  denote the translation matrix, thus the discriminant component after perform-

ing LLDE can be represented to [ ]d nY T ×− , which can also represented by a linear 

transformation, i.e. TY T V X− = . 
Based on the analysis mentioned above, it can be found that the linear approxima-

tion to the original LLE explores a linear subspace with the least reconstructed error. 
Moreover, under the sum-to-one constraint, this linear transformation can translate the 
points to random places, which impacts on the recognition rate of the data greatly. In 
other words, the linear approximation to LLE can improve the discriminability of the 
data. However, the projection can not be ensured optimal. At the same time, a 
MMMC is presented above, which can map the data into an optimal subspace for 
classification. That is to say, if the linear transformation obtained by linearized LLE 
can satisfy Eqn. (6), the discriminability of the data will be improved greatly. Thus 
the problem can be represented as the following multi-objects optimized problem. 

{ }
{ }

min

max ( )

T T

T
b w

tr V XMX V

tr V S S Vμ

⎧⎪
⎨

−⎪⎩
 (7) 

Moreover, there is one constraint in LLE, that is  

T TV XX V nI=  (8) 

The constrained multi-objects optimized function has intent on minimize the recon-
structed error and maximize the margin between difference classes simultaneously. So 
it can be changed into the following constrained problem. 

( ){ }min ( )

. .  

T T
b w

T T

tr V XMX S S V

s t V XX V nI

μ− −

=
 (9) 

We use the Lagrangian multiplier to solve the above optimization problem and get 
Thus we can get 

( )( )T T
b wXMX S S V XX Vμ λ− − =  (10) 

where iλ  is the generalized eigenvalue of ( )( )T
b wXMX S Sμ− − and TXX , iV is the 

corresponding eigenvector. Therefore, the objective function is maximized whenV is 
composed of the first d smallest eigenvectors of the above generalized eigen-
decomposition.  
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3   Experimental Results 

In this section, the performance of LLDE is evaluated on twof experiments and com-
pared with some other methods. The number of nearest neighbors for constructing the 
nearest neighbor graph in the proposed algorithm was set to 5. After extract features 
using the proposed algorithm, different pattern classifiers can be adopted for recogni-
tion, including k -NN, neural networks, support vector machine (SVM), etc. In this 
study, we apply the 1-NN classifier for its simplicity. The Euclidean metric is used as 
our distance measure. Two publicly available microarray datasets are used to study 
the tumor classification problem. They are acute leukemia data a [4], and High-grade 
glioma data [10], respectively. In these datasets, all data samples have already been 
assigned to a training set or test set. An overview of the characteristics of the two 
datasets can be found in Table 1. 

Table 1. Summary of the datasets for the two binary cancer classification problems 

Datasets Training set Test set  

 Class 1  Class 2 Class 1 Class 2 
Genes 

Acute leukemia data  11 27 14 20 7129 

High-grade glioma data 21 14 14 15 12625  

To obtain reliable experimental results showing comparability and repeatability for 
different numerical experiments, this study not only uses the original division of each 
data set in training and test set, but also reshuffles all datasets randomly. In other 
words, all numerical experiments were performed with 20 random splitting of the four 
original datasets. And, they are also stratified, which means that each randomized 
training and test set contains the same amount of samples of each class compared to 
the original training and test set. We built the classification models using the training 
samples, and estimated the classification correct rates using the test set. The best clas-
sification results for tumor and normal tissues using our proposed methods 
(LLDE+KNN) are displayed in Table 2. For each classification problem, the experi-
mental results gave the statistical means and standard deviations of the accuracy on 
the original data set and 20 randomizations as described above, with the dimension 
listed in Table 2. Since the random splits for training and test set are disjoint, the 
results given in Table 2 should be unbiased. 

To show the efficiency and feasibility of the method proposed in this paper, the re-
sults using other three methods (Methods 1-3) are also listed in Table 2 for compari-
son. Considering the ‘high dimension and little sample’ character of gene expression, 
SVM may be the best classifier for classifying the original data[3]. During the ex-
periment, we trained the SVM with RBF kernel using leave one out cross validation 
(LOO-CV) performance on training set and then using it to classify the test data. In 
method 2, we first use the conventional feature extraction technique, i.e. PCA to re-
duce the dimensions of the gene expression data, then use k-NN for classification.  
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Table 2. The classification accuracy on test set 

Leukemia data Glioma data 
No. Methods Accuracy Dimension Accuracy Dimen-

sion 
1 
2 
3 
4 

SVM 
PCA+KNN 
SLLE +KNN 
LLDE+KNN 

93.56±4.12 
80.29±7.34 
92.65±4.44 
95.59±2.86 

 
9 
6 
3 

66.55±4.00 
73.79±6.13 
73.79±5.68 
75.17±7.76 
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Fig. 1. The mean accuracy on the test set of Leukemia data 
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Fig. 2. The mean accuracy on the test set of Glioma data 

Supervised LLE (SLLE) [1,12] is a variation on LLE for supervised classification 
problems, which has been successfully used for gene expression data classifying [11]. 
In these two experiments, the number of nearest neighbors for constructing the nearest 
neighbor graph of SLLE was set to 5. All the experimental results of the three meth-
ods listed in Table 2 are also the best classification results with the statistical means 
and standard deviations of the accuracy on the original test data set and 20 randomiza-
tions splits. 

To roundly show the experimental results, we show the accuracies of Methods 2 to 
4 in Figure 1 and Figure 2 when the dimensions change from 1 to the number of the 
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training sample subtract from 1, in which, every Accuracy is the mean of 21 experi-
ments with a certain dimension. 

From Table 2 and Figures 1 and 2 it can be seen that, for the two datasets, both 
SLLE and DLLE could achieve satisfactory result. SVM can classify the Leukemia 
data very well, yet it is the worst method for classifying Glioma data. In summary, 
our method is more competitive both in the mean accuracy and the standard deviation. 

During the experiment, we have also tested the rescaling coefficient’s impact on 
the recognition rate, yet the experimental results show that the rescaling coefficient 
shows few effects on the recognition, so we have not shown the change of the recog-
nition rate when the rescaling coefficient μ  variating. 

4   Conclusions  

In this paper, we presented a discriminant method based on the classical LLE and 
studied its application in gene expression data. The proposed approach can effectively 
extract the most discriminant features. Compared with other feature extraction algo-
rithms, the new technique does not suffer from the small sample size problem, the 
problem of dimensionality reduction for two times and the disconnected components 
problems. The experimental results show that the new method is effective. 

In fact, tumor should be concerned with a lot of factors. Since we don’t know these 
factors and how these factors affect the gene expression now, so the manifold learning 
may be a good choose to analyse the gene expression data. Our work in this paper is 
an attempt in manifold and bioinformatics fields, in the future, more works should be 
done to deep validate whether or not the study is rational.  
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Base of Chinese Academy of Sciences (CAS), No.KSCX1-YW-R-30. 
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Abstract. As one of the most important biometrics features, palmprint with 
many strong points has significant influence on research. In this paper, we pro-
pose a novel method of palmprint feature extraction and identification using 
ridgelet transforms and rough sets. Firstly, the palmprints are first converted into 
the time-frequency domain image by ridgelet transforms without any further 
preprocessing such as image enhancement and texture thinning, and then feature 
extraction vector is conducted. Different features are used to lead a detection 
table. Then rough set is applied to remove the redundancy of the detection table. 
By this way, the length of conduction attribute is much shorter than that by tra-
ditional algorithm. Finally, the effectiveness of the proposed method is evaluated 
by the classification accuracy of SVM classifier. The experimental results show 
that the method has higher recognition rate and faster processing speed.  

Keywords: Palmprint feature identification; Ridgelet transforms; Rough sets. 

1   Introduction 

Personal identification is known as biometrics computing began in 1970s. At that time, 
fingerprint based automatic checking systems are widely used in law enforce. Retina 
and iris based systems were introduced in the mid 1980s. Today’s speaker identifica-
tion biometrics have their roots in technological achievements of the 1970s; while 
signature identification and facial recognition are relative newcomers to the industry. 
Now worldwide, there are many applications of biometrics being used or considered. 
Most of the applications are still in the initializing stage of testing and are optional for 
end users. Any situation that allows an interaction between man and machine is capable 
of incorporating biometrics. The situations may fall into a range of application areas 
such as computer desktops, networks, banking, immigration, law enforcement, tele-
communication networks and monitoring the time and attendance of staff. Fraud is an 
ever-increasing problem and security is becoming a necessity in many walks of life. 
palmprint based identification system has several special advantages such as stable line 
features, rich texture features, low-resolution imaging, low-cost capturing devices, easy 
self positioning, and user-friendly interface etc. For these reasons, nowadays the re-
search related to this issue is becoming more active. So far, there have been many 
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approaches proposed for palmprint recognition including verification and identifica-
tion[1-3]. Zhang and Kong proposed PalmCode method, which employed one 2D 
Gabor filter to extract the texture feature of palmprint [4]. Zhang et al. used 
over-complete wavelet expansion and directional context modeling technique to extract 
principal lines-like features [5]. And in order to analyze the palmprint images in a 
multi-resolution-frequency representation, they also adopted wavelet transformation at 
the same time [6]. Ordinal Code proposed by Z.N. Sun et al. and Robust Line Orien-
tation Code proposed by W. Jia were also using orientation feature for palmprint rec-
ognition [7-9]. A. Kumar proposed an approach combining hand shape and palmprint 
texture features [10].    

Linear feature detection is a foremost problem in palmprint image processing and 
pattern recognition. The palmprint is composed of a number of points, lines and planes. 
Effective detections of these components play an important role in simplifying feature 
model in pattern recognition and pattern match. Ridgelet transforms, related to the 
wavelets and the Radon transform, offers a sound mathematical framework to organize 
linear information at different scales of resolution, and it performs very well for objects 
with point singularities two dimensions. However, in palmprint compression and image 
edge detection, both wavelets and Fourier transforms are far from efficient in extracting 
edges in images. Edges lie in the regions where the palmprint is discontinuous. So the 
palmprint data is regarded as a 2-D function, which is smooth away from line-like 
singularities and singular across edges. For a short straight line in the palmprint, we can 
use Radon transforms and Hough transforms to obtain it. But for a curve, the detection 
algorithm is very complicated. Ridgelet[11,12] is just a new analysis tool to get  
the efficient approximation of images by exhibiting some special sorts of 
higher-dimensional spatial in homogeneities, and it is developed on the basis of the 
concepts and methods of modern harmonic analysis and the group representations 
theory and wavelet analysis, which describes general functions as a superposition of 
ridge functions in a stable and concrete way. One interesting property of the ridgelet 
transforms is coefficient sparsely. Higher coefficients are concentrated around the 
angle θ and situation t corresponding to the longer lines in the image. Thus, the spar-
sity permits us to localize and to separate linear singularities into the parameter space. 
This is the main property that distinguishes this wavelet from usual separable wavelets. 
This paper presents a new method of palmprint identification using ridgelet transforms. 
Experimental results show that the method is more effective. 

2   Relation between Ridgelet Transforms, Wavelet Transforms, 
and Radon Transforms 

The definition of ridgelet is as follows： Denoting a function :ψ ℜ → ℜ , satisfying a 
condition, 

2 2ˆ ( ) dψ ξ ξ ξ− < ∞∫  (1) 

where, ψ is ridgelet base function, , ,a b θψ  in 2-D is defined from ψ ,   
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The continuous 2-D ridgelet transforms (CRT) of a signal )(xf  can be written as 

The ridgelet inverse transforms as fellow 

For comparison, the continuous 2-D wavelet transforms (CWT) of a sig-
nal )(xf can be written as 

where the wavelets in 2-D are tensor products 

In 2-D, points and lines are related via radon transforms(RT), thus the wavelet and 

ridgelet transforms are linked via the radon transforms. More precisely, denote the 

Radon transforms as 

where ( , ) [0,2 )t Rθ π∈ × . 

As can be seen, the CRT is similar to the 2-D CWT except that the point  

parameters ( 1 2,b b ) are replaced by the line parameters( ,b θ ). In other words,  

these 2-D multiscale transforms are related by positionposcale −⇒ int, , :Wavelets ψ
 

positionlinescale −⇒ ,:Ridgelets ψ  (Seeing the Fig.1).  

The ridgelet transforms is the application of 1-D wavelet transforms to the slices of 
the Radon transforms, while the 2-D Fourier transforms is the application of 1-D Fou-
rier transforms to those Radon slices. So in the two-dimensional case, the information 

provided by a ridgelet coefficient fCRT  is just the one-dimensional wavelet coeffi-

cient of fCWT , i.e. the radon transforms of fRT . Hence the ridgelet transforms is  

 
 

1 2
, , 1 2( ) (( cos sin ) )a b a x x b ax  (2) 

( , , )( , , ) ( ) ( )f a bCRT a b x f x dx  (3) 

2

, , 30 0
( ) ( , , ) ( )

4f a b

da d
f a b

a
dbx x  (4) 

2 1 2 1 21 2 1 2 , , ,CWT ( , , , ) ( ) ( )f a a b bR
a a b b f dx x x  (5) 

( , , , , ) ( , , ) ( , , )1 2 1 2 1 1 2 2
1 2( ) ( ) ( )

a a b b a b a b
x x x

θ θ θ
ψ ψ ψ= ⋅  (6) 

1 2 1 2 1 2( , ) ( , ) ( cos sin )fRT t f x x x x t dx dxθ δ θ θ= + −∫  (7) 
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Fig. 1. Relations between transforms 

precisely the application of a one-dimensional wavelet transforms to the slices of the 
Radon transforms of a function, where θ stands for the orientation of Radon transforms 
and t is a variable parameter.  

In fact, although it is an independent image transform, originated in the context of 
non-separable wavelets, the ridgelet transforms can also be explained as the combina-
tion of the Radon transform and the wavelet transforms. This particular point of view 
relates this work to other recent approaches for shape representation and retrieval based 
on the Radon/Hough transform application of wavelets to the Radon transform of an 
image. Therefore, as the Radon space corresponds to the parameters of the lines in the 
image, and applying wavelets allows to detect singularities, the ridgelet transforms will 
detect singularities in the Radon space, which will correspond to the parameters of 
relevant lines in the image. Therefore, the ridgelet transforms combines advantages 
from both transforms, the ability to detect lines, from the Radon transform, and the 
multiscale property of wavelets to work at several levels of detail. 

3   Attribute Reducing Algorithm of Rough Set 

In a data table, it is well known that not all conditional attributes are necessary to depict 
the decision attribute before decision rules are generated. To acquire brief decision 
rules from decision systems, knowledge reduction is needed. Knowledge reduction for 
a database aims to search for some particular subsets of condition attributes that pre-
serves the same properties as the condition attribute set. 

We denote 
( )

( ) B
B

Pos D
D

U
γ =  the dependency of decision attribute D to condition 

attribute subset B C⊆ , where ( )BPos D is the subset of tumor samples whose 

neighborhoods consistently belong to one of the decision classes, and 

( , , ) ( ) ( )B B aSIG a B D D Dγ γ −= −  denotes the significance condition attribute a  with re-

spect to condition attribute subset B C⊆ . The algorithm is described as follow:  

Input: , ,RD U C D=< >  
// RD is a rough decision table, U denotes tumor sample set 

// C is a condition attribute set, D is a attribute set 
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Output: red   //reduction of condition attribute set C 

step1: red = ∅ ;  //Initial red  is set to empty set and is the 

pool to contain the informative attribute. 

step 2:  For each ia C red∀ ∈ −  

         Computing ( , , ) ( , ) ( , )i iSIG a red C C red a C redγ γ= ∪ −  

  // where, define ( , ) 0Cγ ∅ = , the dependency of subtype table  

//the set C with respect to empty set is fixed to zero. 

step3: Selecting the informative gene ka satisfying 

         ( , , ) max( ( , , ))k i
i

SIG a red C SIG a red C= ; 

step4: if ( , , ) 0kSIG a red C >  

         kred red a= ∪  // Add the optimal gene ka  to the 

reduction set red  

           go to step2; 

      else 

           return red ; 

step5: Algorithm end; 

4   A Method of Palmprint Identification by RT and RS 

The question about palmprint identification has complicated nature of incertitude. In 
many conditions, we always get cursory information in the beginning of investigation. 
So the key of the problem is how to engender the final rule using useful feature and 
original data. To deal with the decision information using ridgelet transforms gets 
feature vector. To express acquired rule uses the form of relation table and logic 
arithmetic. A method of plamprint identification is as follows: 

1) To pretreatment the original plamprint images ( , )f m n  ( , 0,1,2, ,m n = …  
1)L− ，such as mending the miss data and uniting the repeated object. 
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2) To select the ridgelet function 1
, , , ,( , ) (2 ( ( , ) ))j

j k i j j i j km n a L m n bψ ψ−= − , 

and to decompose ridgelet transforms for the pretreatment data, denoting the 

coefficients , , , , , ( , )j k i j k i f m nα ψ= . 

3) Ordering two thresholds ,λ ε , for each k , defining two sets, toning up the 

plamprint images, , , ,{ }k i j j k iA x α λ= > , , , , 1, , 1
,
{ }k i j j k i j k i

i j
B x α α ε± ±=∪ − > . 

4) Calculate the ridgelet transforms energy of each k , get an eigenvector from 

the ,k kA B , form the relation table consisting conditional attribute aggregate 

and decision attribute aggregate.  
5) By above attribute reducing algorithm of rough set, to predigest the relation 

table, delete the redundant attribute and unite repeated object in turn, and pre-
digest each object, delete redundant attribute. 

6) To calculate the core valued and the possible predigesting of conditional at-
tributes, and make relevant rule.   

For identification rules are not alone, we choose attribution table according to 
definite rule and get the excellent and brief rule finally. 

5   Experimental Results and Analysis 

The objective of the experiments is to show the difference between attribute reduction 
with traditional rough set model and covering rough sets. As traditional model can just 
deal with discrete attributes, we employ two discretization techniques, equal-width, 
equal-frequency, to transform the numerical data into discrete one. There is a parameter 
to be specified in using covering rough sets to compute dependency, the size of the 
covering of an object. We try the size of covering delta at a step of 0.05. Before re-
duction, all of the numerical attributes are standardized at interval [0,1]. During the 
experiment, we employ radial basis function(RBF) kernel in support vector ma-
chine(SVM) learning algorithm to validate the selected features. The covering decision 
systems can be divided into consistent covering decision systems and inconsistent 
decision systems.  

The following experiments are designed for testing the accuracy and efficiency of 
the proposed method. The data collection process involves four steps: 

 Find 50 people of different ages, sexes and occupations.  
 Capture six palmprint samples from each person.  
 Randomly pick up one from the six samples to set up the database.  
 Use the left 250 samples (each person has five) as the testing set.  

All the palmprints are from right hand and are captured with the same palmprint 
capture device. Palmprint samples from the same palm may be with a little rotation and 
shift. The size of all the palmprint images is 240×240. 
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To ridgletet transform for each palmprint image, obtaining coefficients. To give a 
threshold T, and order  

, ,

0 c o e f f i c i e n t s

1 c o e f f i c i e n t s   i k j

i f T
G

i f T

<⎧
= ⎨ ≥⎩

 (8) 

Then, , ,i k jG is lines-image of the palmprint, seeing the Fig.3. 

The Fig.2 shows an example of palmprint-line-feature. Fig.2(b) is the palm-
print-line-feature for k =54, Fig.2(c) is the fusion of palmprint-line-feature for k =54 
and k =78, Fig.2(d) is the fusion of palmprint-line-feature for k =54, k =78, 
and k =126. From the figure2, all palm lines are represented clearly and accurately. 

             (a)                                (b)                               (c)                             (d) 

Fig. 2. Images appearing in feature extraction stage: (a) Original image; (b) line-feature image for 
k=54; (c) fusion line-feature image for k =54 and k =78; (d) fusion line-feature image for k =54, 
k =78  k =126. 

We extract the feature vector from the coefficients, obtaining the relation table, 
every object in the table has 50 condition attributes. Basing on attribute reduction 
method of rough set, the number of condition attribute is reduced to 28. In this ex-
periment, we use 30 samples as training data and the other 20 samples as testing data. 
We try the following two kinds of support vector machines: 1) Linear SVM (no kernel); 
2) Radial basis function SVM (RBF kernel).  

Where, we select wavelet function Daubechies5. The results can be seen from ta-
ble1. In order to compare, the palmprint identification based on other methods are 
given in table.1.  

Table 1. Results of palmprint identification rate 

Method PCA and SVM ICA and SVM RT,RS and SVM 
Identification rate 96% 95% 95% 
response time (s) 12 14 8 

The response time is recorded to evaluate the efficiency of the proposed method. 
From the table1, we can see the timing response is shorter using the method which is 
presented in this paper. 
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6   Conclusions 

Mutual information has recently been proposed for feature selection. But it often con-
tains redundancy in the feature set selected by this method. Attribute reduction in rough 
set theory provides a feasible way to deal with redundancy and does not reduce the 
contained information. In this paper, we introduce a method of feature extraction and 
identification for palmprint retrieval based on ridgelet transforms and rough set. First, 
the palmprints are first converted into the time-frequency domain image by ridgelet 
transforms, and then feature extraction vector is conducted. Different features are used 
to lead a detection table. Then rough set is applied to remove the redundancy of the 
detection table. Finally, the effectiveness of the proposed method is evaluated by the 
classification accuracy of SVM classifier. Experiments are carried out in order to 
measure the performance of the proposed method. Experimental results prove the 
efficiency of the proposed method. 

Acknowledgements. This work was supported by the grants of the National Science 
Foundation of China, Nos. 60705007 & 60772130. 
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Abstract. The problem of object recognition in images is a hard prob-
lem frequently found in industrial and academic application. This work
presents the application of an extension of the Compact Genetic Algo-
rithm (emCGA) to three problems of object recognition in real images.
Results are compared with an exhaustive search algorithm and another
CGA. Results suggested the efficiency of emCGA for this problem and
encourages future developments.

Keywords: Compact Genetic Algorithm; object recognition.

1 Introduction

The Genetic Algorithm (GA) is an efficient tool for optimization problems and
has been applied on several engineering problems. However, in some applications,
the computational cost of the GA can be too high, demanding a prohibitive ex-
ecution time or excessive hardware resources. A possible alternative is the use
of a genetic algorithm with smaller computational complexity, which can run
in less powerful systems. Alternatively, it can be implemented in parallel archi-
tectures using reconfigurable logical devices [2]. A possible limitation of the GA
implementation is the amount of memory required to store the population. This
is particularly true for hardware implementations. A GA evolves a population,
not a single point, thus requiring memory space to store such information.

On the other hand, the CGA (Compact Genetic Algorithm) can achieve
the same level of quality of a SGA (Simple Genetic Algorithm) with uniform
crossover, but using less memory to store the population. This is possible because
the CGA works with a probability vector instead of the whole population [5].

Another feature of CGA is the use of techniques to evolve the probability
vector, imitating the behavior of a SGA. Due to the simplicity of these tech-
niques and the small memory requirements, some works proposed software and
hardware implementations of the CGA, showing good results with significant
resources reduction for its construction.
� This work was partially supported by the Brazilian National Research Council –

CNPq, under research grant no. 309262/2007-0 to H.S. Lopes.
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This work presents the application of a new extension of a CGA, the emCGA
[8], to object recognition in images. This approach uses elitism and introduces
a new mutation operator. Differently from other mutation operators introduced
for CGA, this one is applied to new individual generation, thus imitating the
crossover operator of a SGA. This operator does not increase significantly com-
putational cost or memory consumption and increases the overall performance,
when compared with similar works.

2 The Compact Genetic Algorithm

The CGA is an Estimation of Distribution Algorithm (EDA), first proposed by
Harik et al. [5], that generates descendants using a statistical population model,
instead of the traditional recombination operators and mutation. [4] estimated
the convergence time for a special class of GA problems without iterations among
building blocks (BB). The idea of CGA was to simulate an independent random
walk model for each bit of the chromosome. As result, the population is reduced
to a vector of probabilities that occupies only L ∗ log2(N) bits of memory, in
comparison with L ∗ N for a SGA (where L is the chromosome length and N
the size of the population). The CGA can imitate the behavior of a SGA with
uniform crossover using a reduced amount of memory. The importance of the
size of the population in GA performance has been focused in other works, such
as [4]. Usually, a large population size results in better quality of the solution,
but it increases the computation cost and memory use.

Since CGA was introduced by [5], several extensions were proposed aiming
to improve its performance. Their main focus are the introduction of techniques
to allow the CGA to overcome the performance reduction in problems with
higher order building blocks. The extensions of CGA that proposed some elitist
technique were those that showed the best balance between demand of resources
and performance. Elitism allows to increase the selective pressure and to reduce
the genetic drift.

Despite of the competitive performance of CGA with SGA for low order BBs,
it does not achieves the same performance when high order BBs are present in the
problem. In this case, with the compact representation of the population in CGA,
the information regarding high order relationships between the chromosome bits
does not survive throughout generations, differently that what happens in SGA.
For real-world problems, these disturbances generated by the uniform crossover
should be overcome, since many problems presents local optima (i.e. multimodal)
and interdependent genes (high order BB). However, increasing the selective
pressure in CGA tends to decrease these noisy effects, because it increases the
probability of high order BBs to survive throughout generations [4],[1]. Some
works proposed modifications in the basic CGA to improve performance by
increasing the selective pressure, such as: neCGA [1], mCGA [3] and emCGA
[8]. Among them, the emCGA showed the best tradeoff between solution quality
(fitness value) and convergence speed (number of evaluations).
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2.1 The emCGA

The previously mentioned works (neCGA and mCGA) perform better than the
original CGA. Both works use elitism, but mCGA uses the mutation operator
with success. Another work has also proposed a mutation operator [9], called
MBBCGA, but it is different from the mCGA mutation operator. This work
presents the application of an extension operator, aimed at improving even more
the quality of solutions but, also, keeping a reasonable convergence speed. The
previously mentioned works that use mutation operators do not focus on popula-
tion diversity control, but on local search. In the neCGA the mutation is applied
to the elite individual of the current generation to generate another individual.
After a tournament over these individuals, the best one will be the elite for the
next generation. In the mCGA, mutation is applied in the first individual to
substitute the second generation of the conventional CGA.

The new proposed operator allows a more efficient control of the selective
pressure, adjusting the population diversity as the consequence of the manipula-
tion of the probability vector. Comparing the proposed mutation operator with
that of mCGA, the new operator decreases the number of tournaments per gen-
eration and, consequently, the total number of fitness evaluations per generation.
The consequence is a significant improvement in the convergence speed of the
algorithm [8]. The new CGA resulting from the use of the proposed mutation is
named emCGA (elitism with mutation CGA). Basically, the proposed mutation
operator changes the random generation phase, by changing the chromosome
just-generated with the probability vector.

3 The emCGA for the Object Recognition Problem

The problem of object recognition in images is frequently found in industrial
and academic application. However, the recognition of objects using traditional
search algorithms is computationally expensive. Particularly, this effort increases
when it is present translation, rotation, scale variation or a partial object ob-
struction [6]. Therefore, the implementation of fast search algorithms for this
problem is of great interest. In most cases, applications using these algorithms
should be executed in real time, thus requiring fast algorithms instead of exhaus-
tive search algorithms. Algorithms based on metaheuristics can offer reasonable
performance and quality of solutions [7]. This fact motivated the use of emCGA
to the object recognition problem in real images. In this work, a technique of
digital processing of images is explored to extrapolate significant properties of an
object in an image and to create a computational model. The proposed model,
called of Light Intensity (LInt) model, is based on the intensity of the light in
three channels of the image of the object to be detected, Red, Green and Blue
(RGB). The RGB channels are weighted with 0.3, 0.59 and 0.11, respectively.
Converting every pixel of the object image yields a generic matrix Milum, where
each element is a value of 256 gray levels, corresponding to the light intensity of
the pixel in the same image position. When the value of the element is 0 means
that the light intensity is 0%, and 255 is 100%.
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The fitness function of the emCGA measures the similarity between two im-
ages. The object is defined by a reference image or, simply, reference. The input
images are converted previously to the LInt model. Therefore, it is possible to
reduce the computational cost and the memory demands in the fitness function
execution. Based on [7], the fitness function computes the percentage of similar-
ity between two images using the absolute error between the reference and input
image models, described by equation 1.

S(k) = 100%.
Emax − {

∑n
i=1

∑m
j=1 |F (I, k, i, j)−Mref (i, j)|}

Emax
. (1)

Where I is LInt matrix of the input image, F is function that transforms
an image in a LInt model, returning its (i, j) element,Mref is reference image
LInt matrix, Emaxis absolute maximum error, n are number of lines of reference
image LInt matrix, m are number of columns of reference image LInt matrix
and k is parameter vector of F transform.

This fitness function returns a value in the range 0..100% representing the
similarity between the object and the input images. The higher this value, the
higher the probability of finding the object in the input image, according to
parameters vector k. Therefore, the objective is to find a vector k that yields
the higher similarity measured by the fitness function.

Objects studied in this work are three-dimensional. Consequently, they can
be found displaced horizontally (x axis), vertically (y axis) and in depth (z axis),
as well as rotated in any of the three possible planes (angles θ, α and β). Matrix
Mref has n lines and m columns and all their elements are compared for comput-
ing similarity. In our experiments we considered only translations in the (x, y)
plane and rotations in all planes. The F transform applies a translation and ro-
tation operation to point (i, j) and returns the corresponding element of a input
matrix I, according to equation 2 (for simplicity, this equation considers only
translation and rotation in the (x, y) plane). As the values of light intensity vary
from 0 to 255, the absolute maximum error of an element is 255. Therefore, the
absolute maximum error for all elements (Emax) is defined as Emax = 255.n.m.

F (k, i, j) = I(x′, y′) . (2)

The parameters vector k is composed by the translation position (x, y) and
the rotation angle θ. The position (x′, y′) is the transformed position of (i, j),
where x′ = x + (i. cos θ + j. sin θ) and y′ = y + (i. cos θ − j. sin θ). However, as
this transformation uses trigonometrical functions that return a real number,
the returned element of the matrix I is the value of the closest integer of this
position, by rounding up x′ and y′.

The translation position is a position in the input image and it is also the
central position of the possible object location. When a position is evaluated
close to the border, some positions (x′, y′) may be invalid. In this case the error
in these points will be the maximum. This procedure allows the identification of
an object partially clipped close to the borders. A chromosome in the emCGA
is then defined by the parameter vector k and coded according to the following
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ranges: 0 ≤ x ≤ c, 0 ≤ y ≤ l and 0 ≤ θ < 360 degrees, where c and l are the
number of columns and lines of the input image. Displacements are measured in
pixels (steps of 1) and angle in degrees (steps of 0.7). The overall length of the
chromosome is given as L = log2(c) + log2(l) + 9.

The emCGA uses two parameters that need to be previously defined: the
population size and the mutation rate. The search of an object in an image is
a complex problem, since it is a multimodal problem, with many local maxima
randomly distributed. Besides, it is important to note that the genes in the chro-
mosome, that is, the parameters being optimized, are strongly interconnected.
Consequently, the recommended mutation rate is approximately 1/L, and the
size of the population should be large enough [8].

The input images used in our experiments were 1024 x 768 bits large. In
this case, parameters x and y will need 10 bits for encoding, plus 9 bits for the
rotation angle. Consequently, the recommended mutation rate is approximately
3.4%. The size of the population that yielded a reasonable tradeoff between
performance and computational cost was 16384 individuals. The GAs, as well as
the emCGA, have their stochastic nature implemented through a pseudo-random
number generator. So, it is also necessary to define a seed for this generator. For
each independent run, a different random seed was chosen.

4 Experiments and Results

Three experiments were run to evaluate emCGA for the object recognition task
in images. Results are presented in figures showing the reference image(s), the
input image and the object (standing out in this input image using red lines).
We opted to show the input in gray levels to facilitate the visualization.

Our experiments use images from digital pictures. For the sake of having a
golden standard, that is, the optimal solution, for a given problem, we devised

Fig. 1. Chess Bishop Search. a) Reference Image and LInt Model. b) Input Image and
object recognized.
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Fig. 2. Faces Search. a) Reference Image and the associated LInt model. b) Input
image and the recognized face.

an Exhaustive Search Algorithm (AES). AES evaluates the same fitness function
(equation 1) for all possible combinations of the parameters vector k. The results
of the application of emCGA are compared with those obtained by AES and with
those obtained by mCGA[3], so as to evaluate its accuracy and computational
cost. Values for the parameters vectors are shown in each experiment as well as
the fitness value (Fit.) and the number of fitness evaluations (Eval.).

In the first experiment, the object to be found in the input image is a chess
bishop piece. The reference image is used to generate LInt model, according to
figure 1a. This model is used by the emCGA to find the object in the input
image. The object found is presented in figure 1b inside a rectangle to stand it
out. This procedure will be also used in the remaining experiments in this work.

Fig. 3. Chess Knight Search. a) Reference Image and Model. b) First Input image and
object recognized. c) Second Input image and object recognized.
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Notice that the bishop in the input image is translated and rotated relative to
the reference image.

In the second experiment, a human face is recognized in a digital picture in
which there are several people. This is a difficult problem for a computer-based
vision system, since many local optima can be easily realized. The face used is
shown in figure 2a and input image and the recognized face are shown in figure
2b . The reference image is cut out of the input image.

In the last experiment, the object to be recognized is a chess knight piece
(figure 3a). In the first input image, shown in figure 3b, the object is translated
and rotated in the image plane (x, y). The main distortion in this image that
makes the problem somewhat difficult is due to a different illumination angle,
shedding a bright spot to the object. In the second input image (figure 3c), the
object is also rotated in both (z, y) and (x, z) axes. These rotations impose a
more challenging task than the previous image. Besides these distortions, in the
two input images other similar pieces are added, increasing the difficulty of the
problem by injecting more local maxima.

5 Discussion and Conclusions

The object recognition problem for computational vision easily falls into an
exhaustive search. It is expected that the use of a heuristic search algorithm,
such as the emCGA, can achieve similar results to an AES, but with smaller
computational cost. The computational costs of the algorithms are a function of
the number of fitness evaluations.

The experiments were developed to evaluate the efficiency of emCGA in a
real-world problem. Complex input images were used to show the robustness of
the object detection method using the emCGA. In the first experiment, the chess
pieces introduce several local maxima in the search space. Results shown that
the emCGA reaches the global maximum with a computational cost of approxi-
mately 0.022% of the AES and 21.1% of the mCGA. However, mCGA achieved a
performance around 20% worse than emCGA. In the second experiment no dis-
tortion was added, since the reference image is extracted from the input image.
However, the input image has many local maxima, since there are a lot of similar
faces. The emCGA was able to find the global maximum with a computational
cost of approximately 0.027% of the AES. Also, emCGA was 4 times faster than
mCGA, which again performed worse than emCGA. This results show that the
emCGA, using the LInt model, has a good discriminatory power, capable of cap-
turing small details in the images. The last experiment was especially devised
to verify how the method behaves in the presence of significant distortions in
the images. In the first input image the object to be recognized was rotated in
two axes, and for the second input image, in three axes. For both cases, emCGA
reached the global maximum with a computational cost of approximately 0.02%
of the AES, and emCGA converged 4 to 5 times faster than mCGA. Notice
that for the first input image mCGA did not found an acceptable solution for
the problem, since θ is rotated around 180 degrees of the expected orientation.
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Recall that, in our experiments, the chromosome of emCGA encoded only ro-
tation in plane (x, y). Notwithstanding, emCGA was able achieve a good result
even in the presence of unexpected distortions in the 3D space.

Finally, through this work it is possible to conclude that the emCGA us-
ing the LInt model is appropriate for applications that require a compact, fast
and efficient search algorithm, with limited computational resources. Therefore,
we conclude that the proposed method can be efficiently applied to real-world
problems without increasing significantly the implementation complexity or its
computational cost.

Future work will focus in evaluating the limits of emCGA to other real prob-
lems, as well as comparing it with other similar approaches, and re-implementing
the system using reconfigurable logic for real-time image processing.
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Abstract. This paper proposes a method to automatically count the number of 
pedestrians in a video input of a crowed scene. The method proposed in this pa-
per improves on our previous pedestrian counting method which estimates the 
number of pedestrians by accumulating low-level features (foreground pixels 
and motion vectors) on a virtual gate. To handle crowded scenes, the pedestrian 
counting process in this paper is weighted by the ratio of foreground pixels in 
the scene. The relationship between crowdedness and weighting factor is 
learned from 10,000 simulation images. Tests on real video sequences show 
that this method can successfully estimate the number of pedestrians with  
an accuracy of about 95%. Also, when compared to the previous method, the 
accuracy was increased by about 5% for highly crowded scenes. Moreover, the 
proposed method runs at an average rate of around 60 fps on a standard PC, 
which makes the algorithm realistic for multi-camera systems. 

Keywords: Visual surveillance; People counting; Pedestrian flow. 

1   Introduction 

Counting the number of pedestrians is an important task in video surveillance because 
of its usefulness in applications such as marketing analysis and safety management. 
To date, a number of methods have been proposed to automatically estimate the pe-
destrian flow. Several methods have employed top-view cameras to achieve this goal 
[1-3]. In these methods, the number of people passing under the camera is counted by 
tracking segmented moving objects or blobs. Chen et al. [1] used an area-based 
method to detect the people patterns while histogram analysis was used in HSI color 
space to track the moving objects. Velipasalar et al. [2] proposed a blob tracking 
method to count the number of people passing through a gate. In this method, the 
mean shift algorithm was used to match the same objects between consecutive frames. 
Terada et al. [3] adopted a template matching technique to detect individuals where 
the heights of pedestrians were estimated by a triangulation method using a stereo 
                                                           
* Corresponding author. 
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camera. These top-view camera based approaches do not suffer from occlusion prob-
lems even in crowded situations because of the viewing angle. However, these sys-
tems cannot be applied to CCTV cameras (with oblique views) and therefore require 
installation of additional cameras. 

However, other research efforts are applicable to most CCTV views [4-6]. In these 
methods, individuals are first detected by human models or detectors and then tracked 
in order to count the number of pedestrians. Masoud et al. [4] used difference images 
to detect moving blobs, and pedestrians are detected by rectangular patches based on 
their dynamic behavior. In addition, the Kalman filter technique has been adopted to 
track moving objects more accurately. Liu et al. [5] proposed a method based on 
human appearance models to detect pedestrians. In this method, human models are 
created using a set of low level image features, and the number of people is counted 
using these human models. Also, Sidla et al. [6] proposed a model-based method to 
detect the number of humans in scenes. In this method, humans were successfully 
detected using active shape models (ASM) even if their bodies were partially oc-
cluded. However, these model- or detector-based methods cannot be applied to multi-
camera systems or embedded systems because they usually require a great amount of 
computational power. 

Recently, we proposed a method to estimate the flow size of pedestrians based on 
simple pixel counting [7]. In this method, low-level features such as foreground pixels 
and motion vectors are used as clues to estimate the number of people passing 
through the gate. The number of pedestrians is estimated by accumulating the number 
of foreground pixels on the gate without requiring any modeling or tracking. For this 
reason, this method can reduce the computational complexity compared to detection 
or tracking based approaches. Unlike top-view camera based methods, this method 
can be applied to conventional CCTV systems. However, the number of pedestrians 
tends to be underestimated, especially in heavily crowded situations, because it does 
not consider the effect of occlusions between individuals. 

In this paper, we propose a method to count the number of pedestrians that im-
proves on our previous method in order to cope more effectively with crowded situa-
tions. The proposed method adopts the pixel counting process of the previous method. 
However, this process is further weighted by the level of crowdedness to deal with 
heavy occlusions. The amount of weighting is decided by the level of crowdedness, 
which is defined by the ratio of foreground pixels in the Region of Interest (ROI). 
With this newly introduced weighting factor, the number of pedestrians was success-
fully estimated, even for heavy crowded scenes. The rest of the paper is organized as 
follows. Section 2 reviews our previous method for pedestrian counting. Section 3 
describes the proposed method for pedestrian counting which improves our previous 
work. The experiment results are given in Section 4, and Section 5 concludes this 
paper. 

2   Pedestrian Counting Method Using Pixel Counting 

In this section, we briefly review our previous method. The system counts the number 
of pedestrians who pass a pre-defined line, called a virtual gate. Some examples of  
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    Fig. 1. Examples of virtual gates    Fig. 2. Examples of feature extraction: (a) Original image.             
                                                            (b) Foreground image. (d) Motion vectors. 

these virtual gates are shown in Fig. 1 as white lines. As shown in the figure, these 
virtual gates are set parallel to the dominant moving direction of the pedestrians.  

Fig. 2 shows the block diagram of our previous method. The image features are first 
extracted and then feature extraction follows. Image features, foreground pixels and 
motion vectors are extracted to estimate the size of the moving objects and to distin-
guish the moving direction of each object. In the pedestrian counting step, the fore-
ground pixels are accumulated along the virtual gate for continuous frames. The size 
of the foreground blobs is then obtained as the blobs pass the gate. Finally, the num-
ber of pedestrians is estimated using the area of the foreground regions and the ex-
pected foreground size of the humans at the gate. Also, some feature normalization 
processes are employed before this feature integration. To adjust to the size variation 
of humans caused by perspective projection, pixel sizes are normalized by their image 
coordinates. Different moving speeds of individuals are also considered since they 
produce variations in the estimated blob size.  

Feature Extraction

Background 

Subtraction

M otion 

Estim ation

Pedestrian Counting

Pixel Size 

N orm alization

M oving Speed 

A daptation

Video 

Input
Counting 

Result

Feature 

Integration

 

Fig. 3. Block diagram of our previous method 

Details of the process are as follows. The foreground pixels are obtained using 
background subtraction [8]. Shadow elimination is also employed to remove shadows 
from the segmentation result [9]. In this method, the shadow is modeled by the as-
sumption that the shadow region preserves the same tone of color of that of back-
ground region, but the intensity value is reduced. To determine the moving direction 
of each foreground pixel, optical flow is adopted [10]. Fig. 3 shows an example of the 
extracted features. Fig. 3(a) is the input image. Fig. 3(b) is the result of the foreground 
segmentation, and Fig. 3(c) is an example of the extracted motion vectors. 

Once the features are extracted, the feature integration process is followed to esti-
mate the pedestrian flow. The size of the blob passing the gate can be obtained by 
accumulating the foreground pixels on the gate line for continuous frames. It can be 
thought of as an image scanning process, but the objects are moving instead of the 
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scanning line. When the size of the foreground blobs is obtained, the number of peo-
ple who have passed through the gate can be estimated by comparing the size of the 
blobs to the expected size of the humans. This process is given in Eq. (1). In this 
equation, FG(x) is the foreground segmentation result at pixel x. The result is 1 if x is 
the foreground pixel but 0 if it is not. Hence, the number of pedestrians at ith frame is 
estimated by accumulating the foreground pixel FG(x) at the gate. 

( ) ( ) v sin( ) ( )d x vx
x Gate

flow i w x FG xα θ
∈

= ⋅ ⋅ ⋅ ⋅∑ . (1) 

The other terms in Eq. (1) are used to fill the gap between the observations (fore-
ground pixel counts) and the real pedestrian flow. To deal with the effect of camera 
projection, pixel sizes are normalized by α and wd(x) [11]. Here, wd(x) is determined 
as the reciprocal of the area of the elliptical human model at each pixel position. 
Some examples of the elliptical human models are given in Fig. 4.  

  

Fig. 4. An example of elliptical models for 
pixel size normalization 

Fig. 5. An example of ROI around the gate 

As shown in Fig. 4, the sizes of the humans differ according to their positions in 
the image. However, this effect of perspective disappears after pixel size normaliza-
tion. The constant scaling factor α was chosen experimentally to match the area of the 
human model to the expected size of human. Also, a motion vector is used to com-
pensate for the effect of different moving speeds of pedestrians. As the object is mov-
ing, the pixel counting process can be considered as line sampling. If the moving 
speed of pedestrians is fast, it yields a smaller area of foreground blob in the pixel 
accumulation results, and vice versa. To compensate for the effect of different moving 
speeds, the magnitude of the motion vector is multiplied. The value |Vx| and θvx is the 
magnitude and direction of the motion vector at each position. The direction of the 
motion vector is used to only reflect the motion component perpendicular to the vir-
tual gate line. 

3   Improvement of Pedestrian Counting Using Crowdedness 

Our previous method explained in Section 2 successfully estimates the number of 
pedestrians when the scene is not busy. However, this method tends to underestimate 
the number of people in heavily crowded scenes due to the occlusions among indi-
viduals. As the number of people increases, we can easily expect that the amount of 
occlusion will also increase. Hence, to compensate for the pixel loss due to occlusion, 
the pixel counting process should be weighted when the scene is heavily crowded.  
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Fig. 6. Block diagram of the proposed method 

Fig. 5 shows a block diagram of the proposed method. Compared to our previous 
method, the new contribution of this paper is in the method of occlusion compensa-
tion. This is shaded in grey in the block diagram below. 

For occlusion compensation, we first defined crowdedness as the ratio of fore-
ground pixels in a given Region of Interest (ROI). This ROI for crowdedness calcula-
tion is set around the gate, as shown in Fig. 6. ROI is represented as a black rectangle. 
This region was chosen based on the expected height of one person at the gate. Using 
this ROI, the level of crowdedness is computed by the ratio of foreground pixels as in 
Eq. (2). In this equation, x is a pixel in the ROI, and wd(x) is the weighting factor for 
pixel size normalization. FG(x) is the foreground segmentation result for pixel x. 

( ) ( )

( )

d
x ROI

i
d

x ROI

w x FG x
cr

w x
∈

∈

⋅
=
∑
∑

. (2) 

Unlike an uncrowded scene, it is very difficult to estimate the number of pixels in 
foreground in a crowded scene due to occlusions. To find the relationship between the 
number of pixels in the foreground and the number of people in the scene, we ran a 
simulation. Since we are only interested in the size of crowds in a scene, we utilized 
the results from the simulation to get statistically meaningful numbers. In this simula-
tion, an imaginary camera was set at a height of 4 meters with a tilt angle of 45  
degrees. In this simulation, humans are represented as ellipsoids of 1.7m in height. 
Using this camera setup and a human model, 10,000 artificial images were generated 
with a different number of people chosen randomly ranging from 1 to 60 (maximum 
number of people for this view). Fig. 7 shows an example image of the simulation and 
the result. Fig. 7(a) is an example of the simulation image, and Fig. 7(b) is the result-
ing graph. In Fig. 7(b), the x-axis indicates the number of people in the simulation 
image, and the y-axis represents the sum of the normalized foreground pixels. 

As the number of people increases when crowded, the number of pixels corre-
sponding to a human should increase but not linearly due to occlusion. As illustrated 
by the confidence interval in the graph in Fig. 7(b), a logarithmic function was 
adopted to model the relationship due to its resemblance to the shape of the graph in  
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Fig. 7. The results of the simulation. (a) An example of a simulation. (b) The number of fore-
ground pixels. 

Fig. 7(b). Hence, a weighting function becomes a power form as in Eq. (3). The pur-
pose of this weighting function is to compensate for the expected loss of the number 
of foreground pixels of each person due to occlusion for a crowded scene. In Eq. (3), 
x is the crowdedness of a scene (obtained Eq. (2)), and a, b and c are the constant 
coefficients of the weighting function. These coefficients are estimated by the Leven-
berg-Marquardt algorithm (LMA) [12]. 

( ) b
cw x ax c= + . (3) 

The LMA provides a numerical solution to find the parameters that minimize a 
given error function. The weighting function in Eq. (3) is trained off-line by the simu-
lation and the same function (that is, fixed coefficients) is used for all of our experi-
ments. In the LMA method, the error function to find the parameters in Eq. (3) is 
shown in Eq. (4). In this equation, NG(i) is the number of generated foreground pixels 
by simulation for ith simulation image resulting in the number of foreground pixels 
without occlusions. NO(i) is the number of observed foreground pixels at the ith simu-
lation image. Fig. 8 shows the resulting weighting function obtained using LMA. 

{ }2

1

( ) ( ) ( )
N

G c i O
i

E N i w cr N i
=

= −∑ . (4) 

 

Fig. 8. The resulting weighting function to compensate for pixel loss due to occlusions 
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Finally, the pedestrian counting process is modified as in Eq. (5) to compensate for 
the miss counts due to occlusion in heavy crowds. In this equation, wc(cri) represents 
the weighting value by crowdedness cri. Hence, the result of the previous pixel-level 
feature accumulation is weighted at the frame-level by the crowdedness of the scene. 

( ) ( ) ( ) v sin( ) ( )c i d x vx
x Gate

flow i w cr w x FG xα θ+

∈

= ⋅ ⋅ ⋅ ⋅∑ . (5) 

To verify the influence of this improvement, we tested the proposed method for a 
simple test sequence. Fig. 9 shows examples of the test video sequence. In this video, 
the number of people passing the gate increases one by one from one to eight. Hence, 
the level of occlusion also increases as the number of people increases. 

        

Fig. 9. An example of the test sequence 

Fig. 10 shows the result of the previous method and the proposed method for the test 
video sequence. In Fig. 10, the results of the previous method [7] and the proposed 
method are represented in gray and black colors, respectively. Also, the ground truth is 
given as a dotted line. As shown in the figure, the previous method and the proposed 
method both successfully estimated the number of people who have passed when the 
number of people was small (where the occlusion is not heavy). However, the previous 
method underestimates the number of pedestrians in a crowded situation due to the oc-
clusion among individuals. In contrast, we can see that the result of the proposed method 
is closer to the ground truth than our previous method, even in crowded situations. 
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Fig. 10. The results of the 
previous method and the pro-
posed method 

Fig. 11. Examples of the test sequences: (a) PETS, (b) corri-
dor1 and (c) corridor2 

4   Experimental Results 

To demonstrate the effectiveness of the proposed method, experiments were  
performed using three video sequences. Fig. 11 shows examples of each. Fig. 11(a) 
contains the 4th video data from the PETS2006 dataset [13]. Figs. 11(b) and 11(c) are 
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our own video sequences. The video in Fig. 11(b) was taken in a narrow corridor 
using a Logitech V-UAR38. The number of people in a scene was 8 at the maximum. 
The video in Fig. 11(c) was taken in a wider corridor using a Sony HDR-SR7. This 
video was taken just after a class finished so the number of pedestrians is quite large 
compared to the other sequences. The maximum number of people in one scene was 
30 in this video. The resolutions of the video sequences were 320x256 for PETS and 
320x240 for corridor1 and corridor2. The first 300 frames were used to build the 
initial background model in each video sequence. 
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Fig. 12. PETS results 
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Fig. 13. Corridor1 results 
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                                                    (a)                           (b) 

Fig. 14. Corridor2 results 

To verify the performance of the proposed method, the results are compared to the 
ground truth. Table 1 compares the accuracy of the proposed method and the previous 
method. In the table, we can see that the results of the previous method and the pro-
posed method are similar for PETS and corridor1 sequences where neither contains 
crowded scenes. However, the proposed method outperformed our previous method 
in corridor2 where the scene was extremely busy.  

Figs. 12, 13 and 14 show the test results for PETS, corridor1 and corridor2 se-
quences, respectively. In each figure, (a) and (b) represent the number of pedestrians in 
different directions. That is, (a) in Figs. 12, 13 and 14 shows the number of people pass-
ing in an upward direction, while (b) shows the numbers passing in a downward direc-
tion. For video sequences using PETS and corridor1, the results of the proposed method 
and the previous method were almost the same because the occlusions were not severe. 
However, in crowded situations such as corridor2, we can see that the result of the 
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Table 1. Accuracy of the proposed method 

Video Length Direction People Previous Method Proposed Method 
Upward 16 15.1 (94.3%) 15.2 (95.0%) 

PETS 225 sec 
Downward 25 23.9 (95.6%) 24.1 (96.4%) 

Upward 21 19.8 (94.2%) 19.9 (94.7%) 
corridor1 119 sec 

Downward 23 23.2 (99.1%) 23.2 (99.1%) 
Upward 137 125.5 (91.6%) 134.5 (98.1%) 

corridor2 474 sec 
Downward 19 16.8 (88.4%) 17.9 (94.2%) 

proposed method is closer to the ground truth by about five percent compared to our pre-
vious method. Notice that the great difference in Fig. 14(b) is due to the small number of 
pedestrians. The total number of pedestrians was 137 in Fig. 14(a) and 19 in Fig. 14(b). 

For the computations, the complexity of the proposed method is quite low since 
only simple low-level features are used without any complex human models or detec-
tors. Also, to reduce computation, the features are extracted only in the ROI. As a 
result, the proposed method runs at an average of around 60 fps on a Pentium IV 
3.0GHz PC; therefore, we can expect that a single PC could manipulate the input of 
several cameras. 

5   Conclusions 

A method to count the number of pedestrians even in crowded situations is proposed 
in this paper. In the pedestrian counting method, the number of people passing the 
gate is estimated by counting the foreground pixels in a virtual gate. However, our 
previous method tends to underestimate the number of pedestrians, especially in heav-
ily crowded situations, because it does not consider the effect of occlusions between 
different individuals. The proposed algorithm improves our previous method to deal 
with crowded scenes. To deal with crowded situations, we improved our method by 
weighting the pixel counting process by the level of crowdedness. To compensate for 
the influence of occlusion, a simulation was employed to learn the weighting func-
tion. Experiments on a crowded scene showed that the number of people passing 
through the gate was successfully estimated by using our newly introduced weighted 
pixel counting method. For heavily crowded video sequences, the accuracy was im-
proved by about 5% by applying the newly introduced weighting term by crowded-
ness. In addition, the computational complexity is quite low in the proposed method, 
and it makes the algorithm realistic for multi-camera systems. 
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A Novel Approximate Algorithm Used for

Solving the Netting Radar Measure Elevation
Angle Based on the Target Altitude�
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Abstract. Solving the measured elevation angle by the netting radar
from the altitude of the target is the precondition for the coordination
transformation of the radar netting system. A novel approximate algo-
rithm was proposed to be used in the paper. The simulations demon-
strated that the proposed algorithm had good precision, which could be
satisfied for engineering requirement of the radar netting system.

1 Introduction

The radar netting system consists of the netting fusion center, the netting radars
and communication chains. The netting radars measured the target and export
the corresponding plot information to the netting fusion center by the commu-
nication chains. In the netting fusion center, the plots information, firstly after
transformed into the netting fusion center coordinates, then can be applied for
tracking the target in the airspace by means of some data fusion algorithms.For
the radar netting system, as long as transforming the plots measured by the
netting radar into the inert coordinates of the netting fusion center, the targets
in the airspace can be realized to be tracked. Generally with the development
of modern radar technology, more and more kinds of three coordinates netting
radars are added up to be composed of the data originations of the radar netting
system. The height format of the plots transferred to the netting fusion center
from the netting radar target is at the form of the altitude. Turning the altitude
of the target into the radar measure elevation angle is the key part of the co-
ordinate transform procedure. In this paper, a novel approximate algorithm is
proposed to solve the radar elevation angle from the altitude for the given target
in the airspace.

2 The Theory and Implementation of the Novel
Approximation Algorithm

2.1 Introduction of the Coordinates and the Coordinate
Transformation Technology

The proposed approximate algorithm is relation with the geocentric coordinates
and the radar coordinates. In order to discuss the novel algorithm conveniently,
� This work was supported by the Natural Science Foundation of Anhui Province of
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the two kinds of coordinates and corresponding coordinate transform algorithm
are introduced in this section.

(I) The geocentric coordinates. The origin of the geocentric coordinates is the
center of mass of the earth ellipsoid. The geocentric coordinates is the coordinates
built up based on the relation between the earth rotation axes and the earth
equator. The geocentric coordinates can be divided into the geocentric earth
coordinates and the geocentric Cartesian (inert) coordinates.For the given point
of the earth, its geocentric earth coordinate is expressed as the [L,B,H]T [1].The
given point T of the earth can be expressed in the form of the geocentric inert
coordinate as [Xe, Ye, Ze]

T .According to Reference [2], for the given point of the
earth, transforms between the geocentric earth coordinates and the geocentric
inert coordinates are determined by

⎧
⎨
⎩
Xe = (N + H) cos (B) cos (L)
Ye = (N + H) cos (B) sin (L)
Ze =

(
N
(
1− e2

)
+ H

)
sin (B)

(1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L = arctg
(

Ye

Xe

)

H =
√

(Xe)2+(Ye)2

cos(B) −N

B = arcsin
(

Ze

R

)
+ ΔB0

(1−2k cos(2B′)+2k2 sin2(B̄))

ΔB0 = arcsin

[
k sin(2B̄)√

1−e2 sin2(B̄)

]

B̄ = arcsin
(

Ze

R

)

R =
√

(Xe)
2 + (Ye)

2 + (Ze)
2

(2)

where k = 0.5e2 a
R ,a is the radius of the long axes of the earth ellipsoid. e2 is the

square of the first eccentricity of the earth,N = a√
1−e2 sin2(B)

is the curvature

radius of the prime vertical of the earth.

(II) The radar coordinates. The radar coordinates[3,4] can be divided into
the radar inert coordinates and the radar polar coordinates.The radar inert
coordinates is at the origin of the center of the radar antenna, i.e. ENU [5]
coordinates. The origin of the radar polar coordinates is the same as the one
of the radar inert coordinates, and the polar axes points to the north pole of
the earth. The components definition of the radar polar coordinates is described
as the followings. For the given target T , The range R is the distance between
the radar and the target, the bearing angle A is the clockwise rotation angle
between Y -axis and the radar-target -line, the elevation angle ϕ is the angle
between the horizontal plane and the direction which the radar points at.Another
coordinates introduced in this paper is the radar report coordinates. The origin,
the range component and the bearing component of the radar report coordinates
are the same as the ones of the radar polar coordinates. The third component
of the radar report coordinates is the target altitude, different from the radar
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polar coordinates. For the given point, transforming the radar polar coordinate

[R, θ, ϕ]T into the radar inert coordinate
[
X

(T )
r , Y

(T )
r , Z

(T )
r

]T

is determined as
⎧⎪⎨
⎪⎩

X
(T )
r = R cosϕ sinA

Y
(T )
r = R cosϕ cosA

Z
(T )
r = R sinϕ

(3)

Transforming the radar inert coordinate
[
X

(T )
r , Y

(T )
r , Z

(T )
r

]T

into the radar polar

coordinate [R, θ, ϕ]T is given by
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

R =

√(
X

(T )
r

)2

+
(
Y

(T )
r

)2

+
(
Z

(T )
r

)2

A = arctg
(

X(T )
r

Y
(T )

r

)

ϕ = arcsin

⎛
⎝ Z(T )

r√(
X

(T )
r

)2
+
(

Y
(T)

r

)2
+
(

Z
(T)
r

)2

⎞
⎠

(4)

With the given targetT , the radar inert coordinatemarked as
[
X

(T )
r , Y

(T )
r , Z

(T )
r

]T

,

according to Reference [6], the geocentric inert coordinate
[
X

(T )
e , Y

(T )
e , Z

(T )
e

]T

can
be expressed as ⎡

⎢⎣
X

(T )
e

Y
(T )
e

Z
(T )
e

⎤
⎥⎦ = MT

er

⎡
⎢⎣
X

(T )
r

Y
(T )
r

Z
(T )
r

⎤
⎥⎦+

⎡
⎢⎣
X

(r)
e

Y
(r)
e

Z
(r)
e

⎤
⎥⎦ (5)

where Mer =

⎡
⎣

− sin (Lr) cos (Lr) 0
− sin (Br) cos (Lr) − sin (Br) sin (Lr) cos (Br)
cos (Br) cos (Lr) cos (Br) sin (Lr) sin (Br)

⎤
⎦denotes the rota-

tion matrix from the geocentric inert coordinates to the radar inert coordinates
at the place of the radar, where Lr and Br is representatively the earth longitude

and the earth latitude of the radar, where
[
X

(T )
r , Y

(T )
r , Z

(T )
r

]T

is the radar inert

coordinate of the target T ,
[
X

(r)
e , Y

(r)
e , Z

(r)
e

]T

.

2.2 The Basic Theory of the Proposed Approximate Algorithm

As shown as Fig.1,suppose that O be the origin of the geocentric coordinates,
that O′ be the origin of the radar coordinates, that the altitude of the radar
be h, that for a given target T the radar report coordinate be [R,A,H]T ,
that intersection between the line from the target T to the earth centroid and
the earth ellipsoid surface be the point C, the intersection between the con-
nection line from the origin of the radar coordinates to origin of the geocen-
tric coordinates and the earth ellipsoid surface be D, the radar measure el-
evation angle ϕ to be solved. Shown as Fig.1, in the triangle ΔOO′T if the
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three borders are given in length, according to the law of cosines, the three
apical angles can be calculated. In this triangle ΔOO′T , it is given that ,
O′T = R,OO′ = ar + h,OT = aT + H ,� OO′T = π

2 + ϕ,if only ar and aT

found out, the elevation angle ϕ will be gained. In the next part, we discuss how
to gain ar and aT . It can be seen that both ar and aT are the distance from the
points of the earth ellipsoid surface to the origin of the geocentric coordinates,
which are called an equivalent geocentric radius in this paper. Therefore, ar is
the equivalent geocentric radius of the radar, and aT is the equivalent geocen-
tric radius of the target. In the following, solve procedure of ar and aT will be
described. Suppose that the geocentric earth coordinate of the netting radar be
[Lr, Br, h]T , [Lr, Br, 0]

T be the geocentric earth coordinate of the intersection
D between the connecting line from the radar to the centroid of the earth and
the earth ellipsoid surface. Then the geocentric inert coordinate of the point D
is given by ⎧⎪⎨

⎪⎩

X
(D)
e = Nr cos (Br) cos (Lr)

Y
(D)
e = Nr cos (Br) sin (Lr)

Z
(D)
e = Nr

(
1− e2

)
sin (Br)

(6)

Then, according to the above definition of the equivalent geocentric radius, the
radar equivalent geocentric radius ar is given by

ar =

√(
X

(D)
e

)2

+
(
Y

(D)
e

)2

+
(
Z

(D)
e

)2

(7)

Inserting X
(D)
e ,Y (D)

e and Z
(D)
e of (6 into (7), arcan be written by

ar = Nr

√
cos2 (Br) + (1− e2)2 sin (Br)

2 (8)

where , Nr = a√
1−e2 sin2(Br)

is the curvature radius of the prime vertical of the

earth at the location of the netting radar. Suppose that intersection between
the connecting line from the target to the earth centriod and the earth ellipsoid
surface be the point C, marked as [LT , BT , 0]T in the geocentric earth coordinate,
in the same manner of (8), the equivalent geocentric radius aT of the target T
can be expressed by

aT = NT

√
cos2 (BT ) + (1− e2)2 sin (BT )2 (9)

It can be seen that the geocentric earth coordinate of the point C can be difficult
to be solved accurately. Our aim is searching an approximate point C′ replacing
for the point C. Therefore, a projection target T ′, which is the projection of
the target T in XOY of the netting radar inert coordinates, is proposed in this
paper. The polar coordinate of the projection target T ′ is [R,A, 0]T , that is, the
projection target T ′ has the same range R and bearing angle A as the target T
with the difference of the radar elevation angle. Suppose that the intersection
between the connecting line from the projection target to the earth centroid and
the earth ellipsoid surface be C′. Generally for most of ground intelligence radars
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the altitude scope of the target, which can be measured, is ranged from several
kilometers to tens of kilometers. In this situation, the point C′is very close to the
point C in the location, that is , C′can be substituted for C. According to (3),

the radar inert coordinate of the projection target T ′
[
X

(T ′)
r , Y

(T ′)
r , Z

(T ′)
r

]T

can

be deprived by

X
(T ′)
r = R sin (A)

Y
(T ′)
r = R cos (A)

Z
(T ′)
r = 0

(10)

Using the coordinates transform algorithm from the radar inert coordinate to the
geocentric earth coordinate, introduced above, the geocentric earth coordinate
of the projection target T ′ ,[LT ′ , BT ′ , HT ′ ]T ,can be solved, then the equivalent
geocentric radius of the target T can be approximated by

aT ≈ NT ′

√
cos2 (BT ′) + (1− e2)2 sin (BT ′)2 −HT ′ (11)

where NT = a√
1−e2 sin2(BT ′ )

In the triangle ΔOO′T , according to the law of

cosines, the following result can be given by

cos
(π

2
+ ϕ

)
=

(ar + h)2 + R2 − (aT + H)2

2R (ar + h)
(12)

It is known that cos
(

π
2 + ϕ

)
= − sin (ϕ) , the approximate elevation angle ϕ is

determined by

ϕ = arc sin

(
(aT + H)2 − (ar + h)2 −R2

2R (ar + h)

)
(13)

2.3 The Implementation of the Proposed Approximate Algorithm

Based on the above analysis, the detail procedure of solving the radar measure
elevation angle from the target altitude can be summarized as the followings.
Step 1, The computation of the radar equivalent geocentric radius ar by means
of (8). Step 2, The computation of the radar inert coordinate for the projection
target T ′ Using (10). Step 3, The computation of the geocentric inert coordinate[
X

(T ′)
e , Y

(T ′)
e , Z

(T ′)
e

]T

for the projection target T ′ according to (1),(5). Step 4,

The computation of the geocentric earth coordinate for the projection target T ′

By means of (2). Step 5, The computation of the equivalent geocentric radius aT

of the projection target according to (9). Step 6, The computation of the radar
elevation angle ϕ for the given target T By means of (13).
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3 Simulations and Results

In this simulations, the location of the netting radar is set at point
[118◦, 32◦, 120]T . The grid testing network is formed with the 100 same parts
in the latitude period of [112.7◦, 123.3◦] and with the 100 same parts in the
longitude period of [27.5◦, 36.5◦]. For the given target height layer, i.e., altitude
8000m, there is a rectangle testing networks in order to test the validity of the
proposed approximated algorithm.The used parameters in the simulations are as
followings:,a = 6378137.0m,e2 = 0.00669437999013m. Firstly for every testing
points transform the geocentric earth coordinate into the polar coordinate, in
which the corresponding elevation angles ϕ is used as the corresponding true
elevation angle measured by the netting radar. Then for every testing point
transform the radar polar coordinate into the radar report coordinate. Lastly by
means of the proposed approximated algorithm in this paper, based on the radar
report coordinate of every testing points, compute the radar measure elevation
angle ϕ′ , at the evaluation criterion of the absolute difference between ϕ′ and
ϕ , i.e., |ϕ′ − ϕ|. For the four testing networks, testing results shown as Fig.2,
some conclusions are summarized as followings.

(A) For the four testing networks, totally 101 × 101 test points, the elevation
angle errors by the proposed approximate algorithm are controlled in the level
of 10−5(degree), that is, our algorithm had considerable good precision.

Fig. 1. For the target T , the radar measure elevation angle ϕ,and the altitude H
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Fig. 2. The tested result of the proposed algorithm for the altitude 8000m of the target

(B) In the top blind area of the netting radar, the errors of the proposed algo-
rithm are a little greater than the other area. In fact, the netting radar do not
report the netting fusion center measured plots. Therefore, the condition does
not appear in the application of the radar netting system.
(C) Apart from the top blind area of the netting radar, with the testing points
distance from the netting radar added up, the errors of the proposed algorithm
had some increased. However, the maximum error of the algorithm does not ex-
ceed 2 × 10−5 (degree) even though at the four fringes of the testing networks,
where distance from the netting radar over 480 kilometers.
(D) Apart from (B),(C), the errors of the proposed algorithm are limited in the
level of 10−6(degree), that is, the proposed algorithm can satisfied the engineer-
ing requirement of the netting radar system.
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Abstract. In this paper, a fast implementation method of Chan-Vese models is 
proposed, which does not require numerical solutions of PDEs. The advantages 
of traditional level set methods, such as automatic handling of topological 
changes, are also preserved. The whole process is described as follows: First, 
the Otsu thresholding method is adopted to obtain the initial contours for the 
following level set evolution. Then, the initial curves are evolved to approach 
the true boundaries of objects by using the proposed fast implementation 
method of Chan-Vese model. Experimental results on some real and synthetic 
images show that our proposed approach is capable of automatically segment-
ing images with a low time-consumption. 

Keywords: Image Segmentation; Otsu Thresholding; Active Contours; Chan-
Vese Models. 

1   Introduction 

Image segmentation is a fundamental problem in image processing and computer 
vision. It is a process of partitioning the image into some non-intersecting regions 
such that each region is homogeneous and none of two adjacent regions are homoge-
neous. Various categories of segmentation techniques have been proposed in recent 
years, and they all face the following two challenging issues: (1) the accuracy of the 
segmentation; (2) the real-time acquirement of the segmentation. 

Thresholding methods [1], which make decisions based on local pixel information, 
are effective when the intensity levels of the objects fall outside the range of levels in 
the background. Due to spatial structural information being ignored, they are effective 
for simple images that display only small amounts of structure. Regarding segmenta-
tion as an energy minimization problem, active contour model has became an effec-
tive segmentation technique. Active contour models can be broadly categorized into 
two kinds: parametric active contours [2] and geometric active contours [3]. The level 
set method is a successful improvement to active contour model, which has become 
increasingly popular and has been proved to be a useful tool for image segmentation 
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since it was proposed by Osher and Sethian [4]. Level set methods are the ones based 
on active contours particularly designed to handle the segmentation of deformable 
structure, which display interesting elastic behaviors, and can handle topological 
changes. Generally, a classical level set method is to consist of an implicit data repre-
sentation of a hypersurface, a set of PDEs that govern how the curve moves, and the 
corresponding solutions for implementing this method on computers [5]. Based on the 
Mumford-Shad functional [6] for segmentation, Chan and Vese [7] proposed an easily 
handle model, or bimodal Chan-Vese model. This method can partition a given image 
into two regions, one representing the objects to be detected, and the other one repre-
senting the background. However, the method is time-consuming and fails to segment 
images with intensity inhomogeneity. 

In this paper, we proposed a modified fast Chan-Vese approach to overcome above 
drawbacks. The whole process is described as follows: First, the thresholding method 
is adopted to obtain the initial contours for the following level set evolution. Then, the 
initial curves are evolved to approach the true boundaries of objects by using the 
proposed fast implementation method of Chan-Vese model. Compared with classical 
Chan-Vese model, our approach could automatically get much more accurate results 
in a fast way. 

The rest of the paper is organized as follows: Section 2 introduces the level set 
method based on Chan-Vese (CV) model. Section 3 presents the proposed modified 
CV method in detail. Experiment results are demonstrated in Section 4. Finally, Sec-
tion 5 concludes the paper and discusses the future work 

2   Chan-Vese Models 

The Chan-Vese models are curve evolution implementations of a well-posed case of 
the Mumford-Shah model [6]. The Mumford-Shah method is an energy-based method 
introduced by Mumford and Shah via an energy function in 1989. Consider a possibly 
noisy or blurry two-dimensional image 0u  with image domain Ω  and the segmenting 

curve C , the general form of the Mumford-Shah function can be written as: 

2 2

0

\

( , ) ( , ) ( , ) ( , ) ( )MS

C

E u C u x y u x y dxdy u x y dxdy Length Cμ ν
Ω Ω

= − + ∇ + ⋅∫ ∫  (1) 

where 0μ ≥  and 0ν ≥  are parameters. The Length term is a constraint on the 

curve’s length and controls its smoothness. The other two terms can divide the image 
into different regions while allowing for the discontinuities along the edges. The re-
moval of any of the above three terms in Eqn.(1) will result in trivial solutions for u  
and C [8]. Chan and Vese[7] proposed an algorithm for decomposing the image into 
two regions with piecewise constant approximations. Minimizing Eqn(1) becomes the 
minimization of the following energy functional: 

1 2

2 2

1 0 1 2 0 2

( ) ( )

( , , ) ( ) ( ( ))

( , ) ( , )

CV

inside C outside C

E c c C Length C Area inside C

u x y c dxdy u x y c dxdy

μ ν

λ λ

= ⋅ + ⋅

+ ⋅ − + ⋅ −∫ ∫
 (2) 
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where 1, ,μ ν λ  and 2λ  are positive constants, usually fixing 1 2 1λ λ= =  and 0ν = . 1c  

and 2c  are the averages of 0u  inside C and outside C , respectively. 

To solve this minimization problem, we use the level set method [4] to repre-
sent C , i.e., C is the zero level set of a Lipschitz function 2: R Rϕ → . Then, we can 

replace the unknown variable C  by the unknown variableϕ , and the energy func-

tional (2) can be written as: 

1 2

2

1 0 1

2

2 0 2

( , , ) ( ( , )) ( , ) ( ( , ))

( , ) ( ( , ))

( , ) (1 ( ( , )))

CVE c c x y x y dxdy H x y dxdy

u x y c H x y dxdy

u x y c H x y dxdy

ε ε ε

ε

ε

ϕ μ δ ϕ ϕ ν ϕ

λ ϕ

λ ϕ

Ω Ω

Ω

Ω

= ⋅ ∇ + ⋅ +

⋅ − +

⋅ − −

∫ ∫

∫

∫

 (3) 

where ( )H zε  and ( )zεδ  are the regularized approximation of Heaviside function and 

Dirac delta function, respectively. This minimization problem is solved by taking the 
Euler-Lagrange equations and updating the level set function ( , )x yϕ  by the gradient 

descent method: 

2 2
1 0 1 2 0 2( )[ ( ) ( ) ( ) ] 0div v u c u c

t ε
ϕ ϕδ ϕ μ λ λ

ϕ
∂ ∇= − − − + − =
∂ ∇

 (4) 

1c  and 2c  can be updated at each iteration by: 

0

1

( , ) ( ( , ))

( )
( ( , ))

u x y H x y dxdy

c
H x y dxdy

ϕ
ϕ

ϕ
Ω

Ω

=
∫

∫
  

0

2

( , )(1 ( ( , )))

( )
(1 ( ( , )))

u x y H x y dxdy

c
H x y dxdy

ϕ
ϕ

ϕ
Ω

Ω

−
=

−

∫

∫
 (5) 

The main advantage for this model is that it can automatically detect interior con-
tours, where the initial curve can be placed anywhere in the image, and detect both 
contours with, or without gradient [7]. Since this model assumes that an image con-
sists of statistically homogeneous regions, with intensities in each region being a 
constant up to a certain noise level. Therefore, the method fails to segment images 
with intensity inhomogeneity and is time-consuming. 

3   Our Modified Fast Chan-Vese Approach 

3.1   Initial Contour Using Thresholding Segmentation 

Manual definition of initial contour hinders the automation of Chan-Vese model. 
However, in computer vision and image processing, Otsu method [9] is used to per-
form thresholding, or, the transformation of a gray-level image to a binary image. So 
we could use the method to get an initial contour for the following level set evolution.  

Otsu proposed an algorithm for automatic threshold selection from a histogram of 
image. Let the pixels of a given image be represented in L  gray levels [1,2,.... ]L . The 
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number of pixels at level i  is denoted by in , and the total number of pixels 

by 1 2 .... ....iN n n n= + + + . Then, suppose that the pixels were dichotomized into two 

classes 0C  and 1C , which denote pixels with levels [1,... ]k  and [ 1,..., ]k L+ , respec-

tively. This method is based on a discriminant criterion, which is the ration of be-
tween-class variance and total variance of gray levels. The optimal threshold of an 
image depends on maximizing between-class variance to maximize the separability of 
the resultant classes in gray levels.  

3.2   Fast implementation of the Chan-Vese Model 

The Chan-Vese models are usually implemented by solving PDEs, such as the level 
set equations [4, 10] and Poisson equations [11]. These methods are computationally 
intense, although they are theoretically sound. In this section, we would discuss the 
proposed fast implementation method for Chan-Vese models.  

Assuming that the evolving curve C  in Ω  is the boundary of an open set of Ω . 
( )inside C  denotes the region C  and ( )outside C  denotes the region \ CΩ , ϕ  is the 

level set function. 1c  And 2c  are the averages of 0u  inside C and outside C , respec-

tively. They could obtain from Eqn.(5). 
Furthermore, let’s define: 

max 1 2max( ( ), ( ))c c cϕ ϕ=        min 1 2min( ( ), ( ))c c cϕ ϕ=  

Then we give our evolution equation: 

max min
0 max min( )( )

2

c c
u c c

t

ϕ +∂ = − −
∂

 (6) 

For numerical implementation, the Heaviside function ( )H ϕ  here is regularized 

as: 

1 2
( ) (1 arctan( ))

2

z
H zε π ε

= +  

Our approach can easily implemented use the difference scheme and iterations: 
1

, , max min
0 max min( )( )

2

k k
i j i j c c

u c c
ϕ ϕ

τ

+ − +
= − −  

1 max min
, , 0 max min( )( )

2
k k
i j i j

c c
u c cϕ ϕ τ+ +

= + − −  (7) 

where τ  is the time step. 
Here the whole process of our fast Chan-Vese method is described in Fig.1. 

 

 

Fig. 1. The process of our method 

Otsu Thresholding Input image Fast CV Final Segment Result 
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4   Experimental Results 

The proposed method is implemented on a computer which has two Intel(R) Pen-
tium(R) 2.19GHz CPUs, 2G bytes RAM, and runs the Microsoft Windows operating 
system. The CPU times given in this paper are the sums of system CPU times and 
user CPU times. The system CPU time is usually very small, typically 0.01-0.08 sec-
onds. In the following experiment, the parameters for all the images are 0.1τ = , 1ε = .  

      
                              (a)                                         (b)                                       (c) 

 

      
                                                      (d)                                              (e) 

Fig. 2. Comparison of the proposed fast CV approach to the classical Chan-Vese method. (a) 
Original image (image size is 100x100) (b) Segmentation result using Fast CV (Elapsed time is 
0.299989 seconds) (c) The level set function of fast CV (d) Segmentation result using Chan-
Vese model (Elapsed time is 2.058161 seconds) (e) The level set function of Chan-Vese model. 

The test images are segmented using the proposed method and the classical method 
with PDEs solution. Fig.2 shows that the proposed method is 10 times faster than the 
classical method with PDEs solution and achieves the same segmentation results, 
Fig.2 (b)-(c) demonstrate that the proposed method can also efficiently handle the 
topological changes. 

The effects of intensity inhomogeneity on the proposed method are illustrated in 
Fig.3. The classical Chan-Vese model fails to segment the image in Fig.3(a) (as 
shown in Fig.3(d)) . The reason is that the motion of the contours in the Chan-Vese 
model is guided by global image information only, which can lead to wrong segmen-
tation result for the images with intensity inhomogeneity. In contrast, Fig.3 (b) and (c) 
show that the proposed fast CV method works on the image in Fig.3 (a). 

We also test our approach on real image (as shown in fig.4 (a)). It can be seen that 
our approach can get a clear boundary with elapsed time being 0.319217 seconds, 
while the Chan-Vese model needs 3.585632 seconds. 
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                              (a)                                         (b)                                               (c) 

 

    
                                              (d)                                    (e) 
Fig. 3. Comparison of the proposed fast CV approach to the classical Chan-Vese method. (a) 
Original image (image size is 131x103) (b) Segmentation result using fast CV result (Elapsed 
time is 0.319217 seconds) (c) The level set function of fast CV (d) Segmentation result using 
Chan-Vese model (Elapsed time is 13.367303 seconds) (e) The level set function of Chan-Vese 
model. 

     
                                      (a)                                        (b)                              (c) 

     
                                                     (d)                                    (e) 

Fig. 4. Comparison of the proposed fast CV approach to the classical Chan-Vese method. (a) 
Original image (image size is 99x140) (b) Segmentation result using fast CV result (Elapsed 
time is 0.181292 seconds) (c) The level set function of fast CV (d) Segmentation result using 
Chan-Vese model (Elapsed time is 3.585632 seconds ) (e) The level set function of Chan-Vese 
model. 

5   Conclusion 

In this paper, a fast implementation method for the Chan-Vese models is proposed, 
which does not require solutions of the PDEs. Otsu thresholding method is first used 
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to obtain the initial contour for the following level set evolution, and then the pro-
posed modified fast Chan-Vese approach is used to evolve the initial contour with an 
automatic segmentation solution scheme. We have applied our approach on some 
synthetic and real images, experimental results show that our approach is fast and can 
achieve good results. Our future works will focus on extending the fast scheme to 
multiphase Chan-Vese model to get more satisfactory results on multiphase images. 
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Abstract. This paper presents an algorithm which detects automatically the fea-
ture points in a face image. This is a fundamental task in many applications, in 
particular in an automatic face recognition system. Starting from a frontal face 
image with a plain background we have effected an image segmentation to de-
tect the different facial components (eyebrow, eyes, nose, mouth and chin).  
After this we have searched for the feature points of each face component. The 
algorithm has been tested on 320 face images taken from the Stirling University 
Face Database [10]. The points extracted in this way have been used in a face 
recognition algorithm based on the Hough transform. 

Keywords: facial features points; face recognition. 

1   Introduction 

In this paper we present an algorithm which detects automatically the feature points in 
a frontal face image. This is a very simple task for a human being who has no diffi-
culty in localizing, for example, the eyes in a face. On the contrary, this is a very 
difficult task for a computer which can only do arithmetic and logic operations.  

These feature points are important in many applications, mainly in an automatic 
face recognition system. Nowadays the increasing need for security makes these sys-
tems very useful. If we think of  the 11th September 2001 and of all the other terrorist 
attacks which we hear every day, we can easily understand how important it is to 
identify automatically, for example, the presence of a terrorist in an airport or in a 
station. 

The proposed algorithm can be divided into two parts. First of all we have a face 
segmentation in which we localize the various face components (eyebrows, eyes, 
mouth, nose and chin). After this, in each component, we detect 18 features points: 
the two pupils, the four eye corners, the four eyebrow corners, the two nostrils, the 
nose tip, the two mouth corners, the upper and lower lip extremity and the tip of chin.  

We present the experimental results of the feature points detection in 320 images 
taken from the Stirling University Face Database [10]. 
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The usefulness of the detected points is tested using a face recognition algorithm 
based on the Hough transform. 

2   Face Segmentation 

In a previous work Bevilacqua et al. showed that those five features are used in dif-
ferent kinds of algorithms used in face identification and addressed that problem in a 
face recognition system based on Pseudo 2D HMM applied to neural network coeffi-
cients [20].  

The first stage of the proposed algorithm is the face segmentation, that is to say the 
search for the eyebrows, the eyes, the mouth, the nose and the chin. The input to this 
step is the face region extracted by the Kienzle, Bakir, Franz e Scholkopf library [9]. 

2.1   Eyes Detection 

The most important step of the face segmentation is the eye band detection. To do 
this, the image is firstly divided into three clusters using the competitive learning 
algorithm developed by Mavrinac [4]. The darkest cluster contains face features such 
as eyes, mouth, nostrils and eyebrows. We create a binary image containing the dark-
est pixels. This image is eroded using a 3x3 square as a structuring element. We find 
the regions that probably contain the eyes by means of a template matching with an 
eye template. The similarity between the template and the different regions of the 
image is calculated using the Normalized Cross-Correlation [5]. In order to verify the 
real presence of the eyes in the located region, we use a Support Vector Machine 
classifier. The training set has 400 images, 200 containing eyes and 200 containing 
other parts of the face. The choice of the images which don’t contain eyes is very 
important to improve the SVM performance.  

We have first put in the training set images containing facial components which 
look like eyes, such as the eyebrows. The other training images have been selected 
following the bootstrap method described in [13] which gives the possibility to add 
useful examples in an incremental way.  

The SVM model contains 372 support vectors. The gamma parameter of the radial 
basis function is 0.03125. Then we try to localize the two eyes in a more precise way: 
we create an eye map with the pixels belonging to regions darker than the surrounding 
ones [12]. Subsequently we detect the connected components matching the expected 
eye dimensions. 

2.2   Localization of Other Face Components   

Once detected the eyes, we proceed to the localization of the other facial components 
using simple anthropometrical considerations. 

The eyebrows are detected as the two regions above the two eyes already localized. 
We look for the mouth in a region below the eyes. We compute the derivative of the  
Variance Projection Function [11] of the image. The mouth ordinate is the one which  
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maximizes the VPF derivative. Finally the nose is localized in a region between the 
eyes and the mouth. 

3   Feature Points Detection 

Once the face has been detected, we try to localize the different feature points. In 
particular we look for the two pupils, the eye corners, the eyebrow corners, the nos-
trils, the nose tip, the mouth corners, the upper and lower lip extremity. 

3.1   Pupil 

In the grey scale eye image, the iris is a circular dark region. To remove the reflex we 
process the image with a 5x5 minimum filter and equalize the image to improve the 
contrast between the iris and the rest of the image. We estimate a rough position of 
the pupil and the iris radius length working with binary eye images. We erode the 
image to increase the separation between the connected regions. We proceed labelling 
the connected components: we calculate the height and the width of the biggest con-
nected component and its centre coordinates. The iris dimensions are calculated on 
the base of the dimension of this connected component. The pupil is localized more 
precisely in this way: we look for all circles having radius equal to the estimated iris 
radius and we find the one having the lowest average pixel value. The pupil position 
is computed as the average point between the previously located connected compo-
nent and the centre of the darkest circle. In Fig. 1 there are some results. 

 

Fig. 1. Examples of detected pupils 

3.2   Eye Corners 

Once we have located the pupil and estimated the iris radium length, we reduce the 
region where we can search for the eye corners considering a rectangle region cen-
tered in the pupil and we look for the eye corners in the first and last 30% of it. The 
researched point will have many white pixels belonging to the sclera on one side, and 
darker pixels belonging to the skin on the other side. So its variance will be higher.  
 

 
Fig. 2. Examples of detected eye corners 
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We compute the average position of the 20% of the pixels with higher variance. This 
procedure is repeated for all the four eye corners. Fig. 2 shows some results. 

3.3   Eyebrow Corners 

The eyebrow is a dark region surrounded by a lighter one (the skin). 
We look for the darkest regions and we create a binary image. We proceed analys-

ing the connected components and the corners are located as the extremities of the 
biggest connected component. 

Fig.3 shows some examples of detected eyebrow corners. 

 

Fig. 3. Examples of detected eyebrow corners 

3.4   Mouth Feature Points 

The first step for the mouth feature points detection is the search for the lip cut. This 
is the darkest line in the mouth image. 

We compute the Integral Projection Function of the mouth image and the lip cut is 
localized as the ordinate which minimizes the IPF. After that, we cluster the lip cut 
image and look for the lateral extremity of the darkest region. Then we look for the 
upper lip extremity: we examine the region above the lip cut, we cluster it searching  
the feature point in the darkest connected region. In order to find the lower lip extrem-
ity we examine the region below the lip cut: we equalize its histogram and we find the 
extremity of the darkest connected component again. 

Fig. 4 shows these mouth feature points. 

 

Fig. 4. Examples of detected mouth feature points 

3.5   Nostrils and Nose Tip 

Analysing the nose images it’s clear that nostrils are two dark regions surrounded by 
the skin which is lighter. We find the darkest regions and the nostril are located study-
ing the connectivity of the resulting binary image.  

The nose tip will be near the nostrils, in particular above them. We examine the re-
gion above the nostrils looking for the lightest pixel. 
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Fig. 5. Examples of detected nose tips and nostrils 

In Fig. 5 there are some examples of detected nostrils and nose tips. It is clear that 
we cannot locate the nose tip very precisely even manually, owing to the low resolu-
tion of the examined images. 

3.6   Chin 

The tip of chin is identified by a deterministic algorithm based on edge analysis. It 
can be divided into two steps. We pre-process the chin image and then we look for the 
chin curve. In the first step, we smooth the chin image and we increase its luminance 
to highlight the chin curve. Then we detect edges using the Canny edge detector [17]. 
In the second step we look for a curve with an upwards concavity and an axis of verti-
cal symmetry and located in the central search area. These steps are repeated until the 
chin curve, and so the tip, is identified. There are cases in which the chin curve identi-
fication fails, for example when there is a long beard or in very dark images. In these 
cases, we identify a hypothetical chin tip on the base on pre-inserted statistic data.  

Fig. 6 shows two examples of detected chin tips. It’s clear that we cannot locate the 
chin tip very precisely even manually, due to the low resolution of the examined im-
ages and to the presence of the shadow under the chin curve. 

   

Fig. 6. Examples of detected chin tips 

4   Experimental Results 

The automatic feature points detection algorithm has been tested on 320 images taken 
from the Stirling University Face Database available on-line [10].   

The errors have been calculated as the distance in pixel between the manually lo-
cated points and the ones automatically obtained with the developed algorithm. We 
have also tested the robustness of the algorithm with noisy images (2% salt and pep-
per noise).  

Table 1 presents the errors found and Fig. 7 shows some faces with all the detected 
points. 
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Table 1. Errors 

Feature point No noise (px) Salt and pepper noise 2% (px) 

Right eye pupil 2.07 2.67 
Left eye pupil 2.60 2.86 
Right eye outer corner 3.52 3.76 
Right eye inner corner 4.07 5.14 
Left eye outer corner 4.58 6.63 
Left eye inner corner 4.14 6.14 
Right eyebrow outer corner 13.02 14.57 
Right eyebrow inner corner 12.08 13.85 
Left eyebrow outer corner 10.29 11.93 
Left eyebrow inner corner 14.75 13.73 
Left nostril 5.50 13.86 
Right nostril 4.67 12.53 
Nose tip 6.72 13.46 
Left mouth corner 4.31 4.67 
Right mouth corner 4.39 5.15 
Top mouth 5.90 6.12 
Bottom mouth 5.45 5.96 
Tip of chin 7.23 10.15 

The feature points detected in this paper have been used in a face recognition algo-
rithm based on the Hough transform. This algorithm is similar to the classical GHT 
one. The difference is that the reference table is indexed with the theta angle that the 
vector of the model point in exam forms with the horizontal axis [14]. We obtained a 
correct matching in the 80% of the examined cases.  

   

Fig. 7. Examples of detected feature points 



1148 V. Bevilacqua et al. 

   

Fig. 7. (continued) 

5   Conclusions and Future Works 

In this work we have developed an algorithm to automatically locate the face feature 
points. This is a very simple task for a human being, but it is extremely complicated 
for a computer. 

We have firstly segmented the face to locate the different components (eyes, eye-
brows, nose, mouth) and then we have detected the feature points. 

From the results we can see that the most difficult points to localize are the  
eyebrows corners: this is due to the low resolution of the examined images which 
does not give the possibility to precisely estimate the beginning and the end of the 
eyebrow. 

A possible future development of this work is the generalization to images with 
unconstrained background and with partial occlusion like beard and spectacles. We 
are also going to improve the chin detection.  
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Abstract. Motion synthesis methods based on 3D motion data are extensively 
studied in recent years. And 3D motion styles synthesis has been rarely ex-
plored. In this paper, a method for automatic and quantitative synthesis human 
motion styles is proposed. First extended ISOMAP theory is used to map origi-
nal motions into low-dimensionality subspaces, which can reserve the intrinsic 
properties of original data. Synthesis is applied in such new subspaces and mo-
tion styles can be reconstructed. Experimental results show that our methods are 
effective. 

Keywords: Motion style; subspace; synthesis; Isomap. 

1   Introduction 

In recent years, synthesis motion styles synthesis are very important for computer 
animation production systems. A large number of characters with different motion 
styles are needed for animation research and production. So motions with desired 
styles by synthesizing existed motion from 3D motion databases are needed. 

But for some motions with exaggerated styles which can not be performed by the 
actor, we need to synthesis original data for motion styles. In order to do these,  
following challenges should be focused on: first motion data is high-dimensional data, 
For example, A motion with 151 frames and 51 DOFs is represented as a vector  
with 7701 dimensions. Since semantics of motion data is not obvious, relationship 
between original motion data is complex. Expecially, 3D motion styles are very ab-
stract and higher-level semantics, so it’s even much more difficult to uncover the 
intrinsic structure. 

Since the dimension of motion feature extracted is very high, the distances between 
each two motion data are almost the same and cannot be discriminated, which is 
called “Curse of dimensionality (Beyer et al., 1999)”, and high dimensional data also 
result in more computational complexity. Therefore some dimensionality reduction 
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techniques are necessary to uncover intrinsic properties of original data in low-
dimensionality subspace. Principle Component Analysis (PCA) is such a method. 
With PCA a subspace can be constructed, which can be used to describe original data 
space approximately. In general, the dimension of PCA subspace is much smaller 
than that of original data space. 

Since human motion data have non-linear intrinsic structures that are invisible to 
linear subspace, here we use extended non-linear Isomap to map original motion clips 
into low-dimensional subspace. 

Motion style is an abstract concept, so quantitative analysis of motion style is dif-
ferent from that of low-level motion data. So we decompose the style and content 
parameters  in the nonlinear subspace which map between a learned unified non-
linear low-dimensionality subspace and the visual input space. According to adjust 
these parameters, new motion styles can be reconstructed. 

With motion capture systems widely used to acquire realistic motion data, realistic 
and highly detailed motion segments are commercially available and widely used to 
produce animations characters in many applications, such as simulations and anima-
tion films. And researchers have focused their researchs on manipulating 3D Motion 
data in recent years. 

[1] proposed multi-resolution signal processing method to motion data. signal 
blending and reshaping methods are applied on motion data to get new results. A 
motion transition method[2] is given by which efficient and smooth transitions be-
tween different motion clips can be achieved. [3] introduced a data structure, which 
includes all information should perform blending operations on motions: In [4] a 
novel method,motion graphs, is introduced for creating realistic, controllable motion. 
[5] presented a motion style interpolation method. They use RBF to do style interpo-
lation. [6] also presented a style-based motion synthesize framework, where 
SGPLVM is used as the probability model for pose selection when solving IK.  

[7] provided an automated method for identifying logically similar motions in a 
data set and using them to build a continuously and intuitively parameterized space of 
motions, which allows users to control motions parametrically. But in this method 
motion style was not considered. Above methods focus on editing motion capture 
data, interpolation methods are applied in them. These methods are difficult to set 
some style parameters. [8] were learning motion patterns from a highly varied set of 
motion capture sequences.  

Since human motion data have non-linear intrinsic structures that are invisible to 
linear subspace, non-linear subspace are more suitable for 3D human motion synthe-
sis than linear subspace(like PCA). In this paper, synthesis method for new motion 
styles based on extended Isomap subspace is proposed. 

2   Motion Representation and Feature Extraction 

In this paper, By motion capture system, each motion is presented by the skeleton 
with 51 DOFs (corresponding to 16 joints of human body). So in original motion data 
space, each frame of motion clip is represented as a vector with 48 dimensions.  

Here we extract additional features of the skeletal motion by 16 joints of original 
motion data, they include: (1) joint positions, (2) joint angles, (3) joint velocities. 
These three aspects were found to be sufficient in experiments. 



1152 J. Xiang and H. Zhu 

Joint velocity is approximated using the position differences between the pose be-
fore and after the 

Given frame, in total, we have 76 features. A motion clip with n frames is repre-
sented as a vector with n×76 dimensions. The data in such high-dimensional space has 
much more computation time and complex structure which is difficult to analyze. So 
dimensionality reduction techniques which map original data into low-dimensionality 
subspace should be introduced in the next section. 

3   Isomap Subspace Generated 

3.1   Isomap 

We use Isomap to generate new subspace, which extends MDS by sophisticated dis-
tance measurement to achieve nonlinear mappings. A data graph is built that is locally 
connected within the neighborhoods of each point, and then the pairwise distances are 
measured by the length of the shortest path on that graph which is an approximation 
of the distance between its end points, as measured within the underlying manifold. 
Finally, classical MDS is used to find  low-dimensional points with similar pairwise 
distances. Isomap can not only reduce the dimensionality of high-dimensional input 
space, but also find meaningful low-dimensional structure hidden behind these origi-
nal observations. 

After non-linear reduction by Isomap (Fig.1), the low-dimensional embedding of 
the original motion clip is obtained with a very simple structure. Experiments showed 
that when 72 motion features are embedded to 7 or 8 low-dimensional space, residual 
error is minimal. 

 
Fig. 1. Embedding to three dimension subspace by Isomap 

But geo-distance of Isomap is only defined on training sets and raw Isomap cannot 
map new samples to the embedding space because it requires a whole set of points in 
the database to calculate geo-distance. So new queries outside the given database 
cannot be handled by raw Isomap. So classical Isomap need to extended to non-
training set, which is described in next section. 

3.2   Generalization of Isomap 

In the above section, every motion in database is mapped into the new low-
dimensionality subspace. But for a new motion outside the motion database, it is  
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unclear how to evaluate its map in the Isomap embedding subspace. Here we applies 
neural network to approximate the optimal mapping function. The optimal mapping 
function f   

∑
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Where m is the number of motions in the database. Clearly, this is a multivariate non-
parametric regression problem, since there is no a priori knowledge about the form of 
the true mapping function which is being estimated. 

In this work, we use radial basis function(RBF) networks, and the standard gradi-
ent descent is used as a search technique. The mapping function learned by RBF net-
works can be represented by 
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Where h is the number of hidden layer neurons, ω ij ∈R are the weights. G i  is the 
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Where c i  is the center for G i , and σ i  is the basis function width. The k-dimensional 
mapping in the embedding subspace can be represented as follows: 
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Where ],...,,[ 21 kffff =  is the mapping function. Since the mapping function 

is approximated by the RBFNN(radial basis function neural network), we call the new 
embedding subspace RBFNN space. 

In above mentioned, the RBFNN approximates the optimal mapping function from 
the original motion space to RBFNN low-dimensionality subspace. It is trained with 
the training sample between original motion space and Isomap mapping subspace. 
The motion representation in RBFNN subspace is an approximation of motion repre-
sentation in Isomap embedding subspace. For a new motion previously unseen, it can 
be simply mapped into the RBFNN subspace by the mapping function. 

4   Separating Motion Style 

4.1   Learning and Separating Style 

Let the sets of input image sequences be { , 1,..., }k k o
i kY y R i N= ∈ = and let their 

corresponding points on the unified embedding space 

be { , 1,..., }k k l
i kY y R i N= ∈ = where l is the dimensionality of the embedding 
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space and k=1…K is the style index. Let the set of N centers representing the mean 

manifold be { , 1,..., }l
jAv Av R j N= ∈ = . 

We can learn nonlinear mappings between the centers Av and each of the input se-
quence using generalized radial basis function interpolation GRBF [15], i.e., one 
mapping for each style class k. 

Given learned nonlinear mapping coefficients 1 2, ,..., KC C C  for each person, the 

style parameters can be decomposed by fitting an asymmetric bilinear model [19] to 
the coefficient tensor. Let the coefficients be arranged as a o M K× × tensor C, 

where ( 1)M N l= + + . 

Therefore, we are looking for a decomposition in the form 

3
c sC F B= ×

 
where cF  is d M J× ×  tensor containing content bases for the RBF coefficient 

space and 
1s KB b b⎡ ⎤= ⋅⋅⋅⎢ ⎥⎣ ⎦  is a J K× style coefficients. This decomposition can be 

achieved by arranging the mapping coefficients as a dM K×  matrix as 
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where 1 ,...,k k
Mc c⎡ ⎤⎢ ⎥⎣ ⎦ re the columns for RBF coefficients kC . Given the matrix C style 

vectors and contents bases can be obtained by singular value decomposition as 
TC USV=  where the content bases are the columns of US  and the style vectors 

are the rows of V  . 

4.2   Solving for Style and Content 

Given a new input oy R∈ , it is required to find both the content, i.e., the corre-

sponding embedding coordinates ly R∈  on the manifold, and the person style pa-

rameters sb . These parameters should minimize the reconstruction error defined as 

2
( , ) ( )c s s cE y b y F b yϕ= − × ×  

 

Solving for style: If the embedding coordinate (content) is known, we can solve for 
style vector sb . Given style classes kb , 1,...,k K=  learned from the training data 

and given the embedding coordinate , the observation can be considered as drawn 

from a Gaussian mixture model centered at ( )kF b yϕ× ×  for each style class k. 

Therefore, observation probability ( | , )p y k y  can be computed as 
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2 2( | , ) exp{ ( ) /(2 )}kp y k y y F b yϕ σ∝ − − × ×
 

Style conditional class probabilities can be obtained as 

( | , ) ( | , ) ( | ) / ( | )p k y y p y k y p k y p y y=  

where ( | ) ( | , ) ( )
k

p y y p y y k p k=∑ . A new style vector can then be obtained 

as a linear combination of the k class style vectors as 
s k

kk
b bω=∑ where the 

weights wk are set to be ( | , )p k y y . 

Given the two steps described above we can solve for both style 
sb  and content 

cy  in an EM-like iterative procedure where in the E-step we calculate the content 
cy  

given the style parameters and in the M-step we calculate new style parameters 
sb  

given the content. The initial content can be obtained using a mean style vector 
sb . 

5   Experimental Results 

We implement our algorithm in matlab. It is more than 5,000 motion clips with 30 
common types in the database for test. Most of the typical human motions are per-
formed by actors, such as walking, running, kicking, punching, jumping, washing 
floor, etc.   

 

Fig. 2. (Above) motion style generated in nonlinear subspace(below) in linear subspace 

We compare the performance of our proposed nonlinear subspace motion synthesis 
algorithm with linear approach PCA subspace synthesis algorithm in Fig.2. As can be 
seen, Motion style generated in nonlinear subspace look more real than linear sub-
space and Isomap subspace outperforms PCA upon the motion data. Since the motion 
manifold is possibly highly nonlinear and PCA can only discover the linear structure. 
Table 1 shows that non-linear ISOMAP separating motion style has more higher suc-
cess rate than linear PCA method. 
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Table 1. Comparison of success rate for separating motion style 

 PCA ISOMAP 

walk 100% 100% 

run 99.1% 99.3% 

jump 78.2% 96.2% 

boxing 50.1% 91.3% 

dance 33.8% 90.1% 

Fig.3 shows a series of key frames of three different motion type, one jump and 
two kinds of dancer. We can edit key frames to obtain a natural motion by adjust style 
parameters and content parameters in low-dimensional subspace, then a new motion 
include jump and dance is generated. 

 

Fig. 3. Motion editing in nonlinear subspace 

Then we adjust motion style parameters in nonlinear subspace to generate  
some exaggerated motion style for animation production. Some kinds of motion walk 
styles refer to human emotion are created, such as walk sadly, walk happily. These 
new motion styles cannot obtain by linear subspace motion synthesis and directly 
interpolation. 

6   Conclusions 

In this paper, an automatic motion synthesis and editing method is proposed. First, 
some motion features are extracted from motion data and generalization of Isomap 
with RBF neural network is used to reduce dimension of these features and embed 
original motion space and new motion data into low-dimensional non-linear subspace. 
we decompose the style and content parameters  in the nonlinear subspace which map 
between a learned unified non-linear low-dimensionality subspace and the visual input 
space. According to adjust these parameters, new motion styles can be reconstructed. 
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Abstract. In this paper, an algorithm is proposed for card images binarization. 
It is performed by three steps: coarse binarization, refined binarization, and 
postprocessing. Firstly, it uses the traditional global thresholding approach to 
separate a card image into several sub-images, which can be classified into two 
classes: text sub-images with clear background and text sub-images with com-
plicated background. Secondly, the dual-thresholding is applied to regenerate or 
retouch the sub-images. According to the characteristics of text candidate  
sub-image, the thresholding method is selected and applied on it. Finally, the 
postprocessing is performed on the binary image. Experimental results demon-
strate that this approach highly improved the performance of the card image  
binarization system. 

1   Introduction 

The automatic card recognition is an important area of document engineering, such as 
the recognition of passport, ID card, name card, mail image and so on. This applica-
tion provides for document information portability. In automatic card recognition 
system, binarization is a crucial step to the success of subsequent recognition, which 
divides the image into two classes: the objects and the background. If poorly bi-
narized images are used, card understanding would be difficult or even impossible. 
Compared with other image, in these card images, background patterns, noise charac-
teristics, text quality, and histogram modalities are often unpredictable. This paper 
proposed a method to resolve the binarization of the card image with variable back-
ground patterns. 

Thresholding is a simple and effective tool to separate objects from the back-
ground. Thresholding techniques can be categorized into two classes: one stage and 
multi-stage. One stage thresholding tries to find the good values at once. It can be 
further divided into two categories: global and local [11]. Global thresholding  
algorithms use a single threshold to separate obejects from background. The most 
popular algorithms are Otsu's method [1], which chooses the threshold that minimizes 
within-group variance, Kittler and Illingworth's method [2], which chooses the 
threshold that minimizes Kullback information distance, and Huang and Wang's fuzzy 
binarization method [3]. The global methods are simple and runtime saving, and can 
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get the satisfying result when the document image is relative consistent. If the image 
is unevenly illuminated, the local thresholding might outperform the global method. 
The local thresholding algorithms compute a separate threshold for each pixel based 
on a neighborhood of the pixel, such as Niblack’s method [5] which computed the 
local threshold from the mean and the standard deviation in each window, Bernsen’s 
method [4], which computed the local threshold from the minimum and the maximum 
gray values, Sauvola method [6]. One of the limitations of local thresholding method 
is that it is often dependent on parameter. 

The card image often has more complicated components, such as background pat-
terns, noise, unpredictable text quality. One stage thresholding is not enough for it. In 
contrast, multi-stage thresholding methods are demonstrated that has good behavior in 
the bianrization of images with complicated background. 

The multi-stage thresholding techniques can utilize more information to extract the 
texts from the background [7-9]. Sue Wu [7] proposed a two stages thresholding 
method. The first stage is to use the global thresholding to get some children images. 
Then these children images undergo the selection whether the histogram follows a 
Gaussian normal distribution. If it follows the Gaussian distribution, the children 
image isn’t selected to be performed the second stage thresholding. If it doesn’t fol-
low the Gaussian distribution, the second stage is performed on the children region by 
looking for the first minimum of histogram as thresholding value. This methold made 
a success in the postal envelopes. 

Solihin and Leedham [8] proposed a two stage thresholding approach for gray-
scale handwriting images to separate the handwriting from the background. It classi-
fied the image into three classes: foreground, background, and a fuzzy area between 
them where it is hard to determine whether a pixel belongs to the foreground or the 
background. Native Integral Ratio (NIR) and Quadratic Integral Ratio (QIR) tech-
nique were presented based on this class. This method adapts to the handwriting im-
age binarization. 

In this paper, we propose an effective binarization approach for the card images 
with complicated background. Considering there are complex background pattern, 
lots of noise, and different text quality in the card images, we take the strategy of 
multi-stage thresholding. We can see from Fig.1 that the proposed approach is mainly 
performed by three steps: coarse binarization, refined binarization, postprocessing. In 
contrast to other approaches, in the first stage we use the traditional global threshold-
ing approach to separate a card image into several sub-images. In the next stage we 
classify these sub-images into two classes: text sub-images with clear background and 
text sub-images with complicated background. We respectively analyze their different 
attributes and apply dual-thresholding to identify the classes which these text candi-
date sub-images belong to. According to the identification result, the local threshold-
ing method can be appropriately selected for each text candidate sub-image. Finally, 
the postprocessing is performed to eliminate the non-text foreground by statistical 
analysis of text characteristic. Experimental results demonstrate that the proposed 
approach could efficiently be used as an automatic card image binarization system, 
which is robust for complicated background, texture background, noise, various text 
quality. 
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The paper is organized as follows. Section 2 presents the process of coarse binari-
zation. Section 3 describes the individual step of refined binarization, and postproc-
essing is described in section 4. Section 5 demonstrates the experiment results and 
conclusions are provided in the final section. 

 

Fig. 1. Flow chart of the proposed approach 

2   Coarse Binarization 

This stage aims at segmenting the card image into regions for further processing. We 
begin with threshold method to get the preliminary binary image. Any thresholding 
technique may be used in this step since the primary purpose is to remove some sim-
ple background. Comparing with local adaptive threshold method, we focused on 
global thresholding method which is parameter independent and computationally 
inexpensive. Here we chose Otsu’s method because it is simple and has been cited an 
effective scheme.  

After coarse binarization on the entire image, the connected component analysis 
(CCA) is done on the resulting binary image to segment the image into n connected 
component regions. The position of each connected components is projected on  
original image. Then we get n sub-images: )1(1FirR , )2(1FirR ,…, )(1 nFirR , which 

represent the text candidate regions, and the non-CC region is eliminated as the back-
ground region. 

3   Refined Binarization 

The objective in this stage is to find an optimal threshold for each sub-image  
that would eliminate the background noise, while preserving as much text strokes as 
possible. 
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3.1   Text Candidate Sub-images 

After coarse stage, we acquired the sub-images that represent text candidates. Gener-
ally these sub-images can be classified into two classes: text images with clear back-
ground, text images with texture background. 

  

T1

   
           (a) Original image         (b) The gray histogram       (c) The binary result by 1T  

Fig. 2. Example of a text sub-image with clear background 

The gray level histogram of card image usually has a valley and two peaks. 
Fig.2(a) is a text sub-image with clear background and Fig.2(b) is its gray level his-
togram. The histogram usually has a broad and low-flat valley and two clear peaks. 
The left peak of the gray level histogram is classified as background and the right 
one foreground. The histogram distribution is ideal, so it is easy to binarize it by a 
thresholding. 

Fig.3(a) is a text sub-image with texture background and Fig.3(b) is its gray level 
histogram. It is difficult to partition the text foreground from the background because 
 

 
(a) Original image 

T1
background

foreground

                     

 

T2

texture
background text

foreground

 
(b-c) The gray histogram 

 
(d) The binary result by 1T  

 

(e) The binary result by 1T 2T  

Fig. 3. Text sub-image with texture background 
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the texture background disturbs the histogram distribution. Here we analyze it by 
dual-thresholding. Firstly, we use the global thresholding to get the foreground, which 
not only includes the text parts but also the texture background. So in the next we 
project the position of the foreground on original image, seen from Fig.3(d), and 
compute the histogram of the projected parts, seen from Fig.3(c). Here we looked the 
text parts as foreground, and the texture parts as background. We use the global 
thresholding again on the projected parts. Then the final binarization result can be 
acquired, seen from Fig.3(e). 

3.2   Dual-Thresholding 

According to the characteristics of text candidate sub-images, we applied the dual-
thresholding to regenerate the new sub-images or retouch the previous sub-images, 
and for the convenience called these regenerated and retouched sub-images as new 
sub-images. The dual-thresholding is performed by five steps. 

Step1. Compute )(1 iT  by Otsu’s thresholding method on sub-image )(iFirR , and 

get corresponding binary sub-image )(iFirB ; 

Step2. Project the position of )(iFirB  on the sub-image )(iFirR , and get the sub-

image )(iSecR  for the second thresholding; 

Step3. Compute )(2 iT  by Otsu’s thresholding method again on the sub-image 

)(iSecR , and get corresponding binary sub-image )(iSecB ; 

Step4. Apply the CCA on the sub-image )(iSecB , and get new connected compo-

nent region )1( iSubR , )2( iSubR , …, )(miSubR  of sub-image )(iSecR ; 

Step5. Decide the thresholding by the following two rules: 
Rule1. when m=1, if width or height of )1( iSubR  is smaller than 

siFirR )'( , )()( iSubRmiNewR = , otherwise )()( iFirRmiNewR = ;  

Rule2. when m>1, )1( +iNewR , )2( +iNewR ,…, )( miNewR + = )1( iSubR , 

)2( iSubR ,…, )(miSubR . 

So the new sub-images are acquired: )1(NewR , )2(NewR , …, )(NNewR , where 

mnmmN ...21+= . 

3.3   Text Sub-image Thresholds 

Any thresholding technique which fits the sub-image can be used in this step. In this 
paper, for the comparison of experiment we apply Otsu’s method on all the new sub-
images. Namely if the text candidate sub-image has clear background, we select 1T  as 

thresholding of this subimage. If text candidate sub-image has texture background, we 
select 2T  as the thresholding of this sub-image. 

3.4   Postprocessing 

In this step firstly all the binary sub-images of the new sub-images are added to form 
the final binary image of the original card image.  
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After binarization there are still some non-text parts in the card image, such as por-
trait in passport and ID card, stamp on envelop. The size of non-text part often is 
larger than the character’s. Here we compute the average size of character, and elimi-
nate the non-text part if its size is much larger than the average size. At the same time 
the small part is removed as the noise. Thus the final binary image is acquired. Fig.5 
shows the final result. 

4   Experiment 

In this section, in order to evaluate the effectiveness of the proposed method several 
experiments are carried out on 26 card images, which include passports, name cards, 
ID cards. These images contain variety of layouts, complicated background, different 
color texts, different text sizes. 

4.1   Comparative Experiment 

A comparative experiment is conducted between the proposed method and which are 
Otsu’s method. Fig.4(a) shows an original passport image that has complicated back-
ground and text characters with different size and different grayscale. Fig.4(b) show 
the result of Otsu’s method. The methods can not provide satisfactory recognition 
performance because of the disturbance of the complicated background. Fig.4(c) 
show the result by the proposed method. The result demonstrates the proposed algo-
rithm can effectively remove the complicated background. 

  
         (a)  Original image                            (b) Otsu                       (c) Proposed method by Ostu 

Fig. 4. Comparative experiment result between  Otsu and Proposed method by Ostu 

4.2   Comparative Experiment with Other Thresholding Methods 

A comparative experiment is conducted between the proposed method and several 
other well-known methods, which are local entropy (LE), Niblack, Bernsen, and 
White method. In the proposed method, any thresholding technique can be used for 
the sub-image thresholding. Fig.5(a,c,e,g) respectively show the results of Local En-
tropy method (LE), Niblack, Bernsen, White method. Fig.5(b,d,f,h) show the results 
by the different sub-image thresholding methods which are Otsu’s method, LE, Nib-
lack, Bernsen, White method. The results demonstrate the proposed algorithm can 
effectively improve the performance of the binarization system. 



1164 C. Liu, D. Miao, and C. Wang 

   
                                        (a) LE                              (b) Proposed method by LE 

  
                            (c) Niblack (150x150)            (d) Proposed method by Niblack 

  
                            (e) Bernsen (150x150)               (f) Proposed method by Bernsen 

 
                              (g) White (150x150)                  (h) Proposed method by White 

Fig. 5. Experiment result 

5   Conclusion 

In this paper, we have proposed an approach for the card image binarization, which 
uses the global information to perform corse binarization and uses the local informa-
tion to refine binarization. It uses the global information to acquire the text candidate 
sub-images. The dual-thresholding is applied to identify whether these text candidate 
sub-images have complicated background. According to the identification result,  
the local thresholding method can be appropriately selected for the text candidate  
sub-image, which makes the whole binarization have the perfect performance. The 
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experiment on the different card images shows that the proposed approach highly 
improved the performance of the card image binarization system. 

In the future research, some problems need to be tackled. One is the thresholding 
method selection of the first stage, which directly influences the performance of the 
second stage. The other is the thresholding method selection of each sub-image, 
which can lead to the improved performance of the local binarization. Furthermore, 
when we apply this method on the card images, it is found that the proposed method 
has difficulties in binarizing the texts which have the approximate gray value with 
their surrounding background. In this case it is a good way to add color information. 
These problems need to be tackled in the future research.  
 
Acknowledgments. This work was supported by Program for Young Excellent Tal-
ents in Tongji University. 
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Abstract. In this paper we use a neural network approach for defects identifi-
cation in textile. The images analyzed came from an artificial vision system 
that we used to acquire and memorize them in bitmap file format. The vision 
system is made of two grey scale line scan camera arrays and each array is 
composed of four CCD cameras with a sensor of 2048 pixels. Every single 
camera has a field of view of 600mm. The big amount of pixels to be studied 
to determine whether the texture is defective or not, requires the implementa-
tion of some encoding technique to reduce the number of the significant ele-
ments. The artificial neural networks (ANN) are manipulated to compress a 
bitmap that may contain several defects in order to represent it with a number 
of coefficients that is smaller than the total number of pixel but still enough to 
identify all kinds of defects classified. An error back propagation algorithm is 
also used to train the neural network. The proposed technique includes, also,  
steps to break down large images into smaller windows or array and eliminate 
redundant information. 

Keywords: texture defects identification; vision system; artificial neural net-
works; error back propagation algorithm 

1   Introduction 

The analysis of images in an artificial vision system is an expensive process. Image 
compression provides an option for reducing the complexity and the processing time 
for defects identification. Artificial Neural Networks (ANNs) have been applied to 
many problems, and have demonstrated their excellence over traditional methods. 
One example of such application is the compression of images due to their superiority 
when dealing with noisy or incomplete data. Artificial Neural networks, in fact, seem 
to be well suited to image compression, as they have the ability to preprocess input 
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patterns to produce simpler patterns with fewer components. This compressed  
information preserves the full information obtained from the external environment. 
These networks contain at least one hidden layer, with fewer units than the input and 
output layers. The Neural Network is trained to recreate the input data. Its bottleneck 
architecture forces the network to project the original data onto a lower dimensional 
manifold. 

There have already been an exhaustive number of published papers showing the 
application of ANNs to image compression [1-6]. Many different training algorithms 
and architectures have been used. Some of the more notable in the literature are: 
nested training algorithms used with symmetrical multilayer neural networks [6], self 
organizing maps for codebook generation [2], principal component analysis networks 
[1], back propagation networks [5], and the adaptive principal component extraction 
algorithm [4]. In particular, the Back Propagation Neural Network Algorithm per-
forms a gradient-descent in the parameters space, minimizing an appropriate error 
function. The weights update equations minimize this error.  

The purpose of this paper is to present a method to identify defects in textile im-
ages using the artificial neural network compression approach based on error back 
propagation algorithm. Starting from the images of textile, acquired by the artificial 
vision system, we made a classification of defects based on common characteristics 
and properties, in particular: 

• Defects along columns such as contaminations with other materials or wireless 
• Defects along raw such as problems in texture in which there are two wire in 

the same location 
• Circular defects in an area of textile with lacerations or hole, such as knots and 

tears 

2   The Vision System 

The Vision System implemented for the automatic inspection of textile is constituted 
of two different arrays of greyscale line scan camera, as described in the introduction. 

The first array analyzes structural defects of textile. To emphasize them a backlight 
source is used. The light source is made by two fluorescent high brightness tubes, 
while the alimentation is provided by an high frequency generator. The reason behind 
the choice of the high frequency generator resides in the necessity of producing an 
intensity of illumination that should be uniform during the acquisition of images. 

Thanks to the backlight illumination the detection of holes, lacking wires or two - 
tired wires is made easier. The system locates those kind of defects because the image 
will present regions with an high contrast when compared to the background (i.e. 
darker regions for two-tired wires, lighter for the other defects). 

The light system that conditions the image acquisition of the second array of cam-
eras is constituted of direct halogen lamps. 

The incident illumination is helpful to analyze dark or thick tissue. This kind of  
illumination highlights leaning defects like nodes which result emphasized by  
the edge top light. A panel is interposed between the two benches to prevent light  
interferences. 
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For each camera an automatic system that controls and rectifies the Shutter (expo-
sition time length of the camera) is implemented. This control ensures the acquisition 
of images with a default grey level. The grey level target is 127 on a scale from 0 to 
255, in order to guarantee the maximum oscillation range for both white and black 
spots. 

 

Fig. 1. Representation of the acquisition stage of the prototype 

The analysis software is implemented on four Pc platforms equipped with frame-
grabber boards. Each Pc drives a couple of cameras and executes the software that 
performs the defect detection. The results are collected and sent to a supervising plat-
form through an Ethernet network. The supervisor hosts a database where the results 
of the inspection are stored and controls the motor’s speed. 

The Vision System receives the acquisition trigger from an encoder that is con-
nected to a motorized roll. 

 

Fig. 2. Schematic representation of the prototype 

The mechanic structure of the machine is constituted of a box containing cameras 
and illumination system, an automatic position system that provides the alignment of 
the tissue during the wrapping phase and a system of motorized cylinders that are in 
charge for the unwrap and the subsequent wrap of the tissue. 

The movement system is realized using three brushless motors that lead three rolls: 
one that wraps the tissue, another one that unwraps it and the last one that stretches 
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the tissue to guarantee the cameras the best acquisitions conditions. For this purpose 
four load cells are installed to verify the tension of tissues and to avoid folds. 

If the image analysis requires long time, the supervisor slows down the progression 
speed of the tissue. 

Before the final wrapping of the tissue, there is a panel where the manual inspec-
tion of textile can be performed. This machine’s side has been useful during the train-
ing time for a real time verification of the results given by the Vision System. 

3   Artificial Neural Network Based on Error Back Propagation 

An Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way of the biological nervous systems process information. The key 
element of this paradigm is the novel structure of the information processing system.  

It is composed of a large number of highly interconnected processing elements 
(neurons) cooperating to solve specific problems. All connections among neurons are 
characterized by numeric values (weights) that are updated during the training. If we 
consider n the number of neurons in the input layer, m the number of neurons in the 
output layer, Nl the number of neurons belonging to the lth layer and ok

(l) be the output 
of the kth neuron of the lth layer, then the computation performed by each neuron can 
be expressed as: 
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where netk
(l) is the weighted sum of the k neurons of the lth layer, wkj

(l) is the weight by 
which the same neuron multiplies the output oj

(l-1) of the jth neuron of the previous 
layer and f(.) is a nonlinear bounded function, often the sigmoid function. The ANN is 
trained by a supervised learning process: in the training phase the network processes 
all the pairs of input-output presented by the user, learning how to associate a particu-
lar input to a specific output trying to extend the information acquired also for cases 
that don’t belong to the training set spectrum. Any pair of data in the training set is 
presented to the system a quantity of time determined by the user a priori.  

For this work an ANN is used to compress a bitmap image in order to represent it 
with a number of coefficients that is smaller than the total number of pixels to defects 
identification in textile. The learning step is based on the Error Back Propagation 
(EBP) algorithm [7]. 

This algorithm is based on the error correction learning rule. Error propagation 
consists of two passes through the different layers of the network, a forward pass and 
a backward pass. In the forward pass the input vector is applied to the network sen-
sory nodes and its effect propagates through the network layer by layer. Finally a set 
of outputs is produced as the actual response of the network. During the forward pass 
the synaptic weights of the network are all fixed. In the back pass the synaptic 
weights are updated sequentially, from the output layer back to the input layer, by 
propagating an error signal backward along the neural connections (hence the name 
“back-propagation”) according to the gradient-descent learning rule: 
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While using the coefficients obtained from ANN instead of the pixels, we get a 
very low system computational complexity that allows, in real-time, to identify and to 
detect the exactly position of a textile problems. 

4   Experimental Results 

The ANN, using EBP algorithm, extracts, in our work, the main features from the 
256x256 pixel images, to store them in a sequence of: 

• 256 bits for defects along raw or column; 
• 127x127 dimension window for circular defects; 

reducing in this way the computational complexity of the problem.  
The used neural network, according to the type of defect to analyze and identify, 

has been designed with different characteristics (in particular as regards the number of 
input layer - hidden layer - output layer neurons) but the same basic structure, so that 
it can adapt itself to the nature of the defect. 

4.1   Row/Column Defects Detection  

The image that represent the portion of textile under test is divided in raw or column 
representing the input for the network that search for defects along row/columns. 

The first ANN layer is formed by 256 neurons which are the rows or columns  
values (one neuron per pixel); the hidden layer is composed by only 1 neuron (that 
returns an output value for each row/column with values ranging from zero to one, as 
depicted in Fig. 3) and the last layer is formed by the same number of neurons of the 
input layer. The procedure depicted in Fig. 3 has been repeated for all image 
rows/columns in order to obtain 256 values. In this way it is possible to gain a “strips” 
image, rebuilt by image coefficient vectors. 

The ANN has been trained by using an equal input and output training set and 
equal only to rows/columns white or black, in order to train the net on the two possi-
ble maximum contrasts present in an input image. At the start of training, the error is 
high, but then it decrease, reaching, at the end of the process, an asintotic value (see 
the learning curve in Fig. 4).  

In the learning phase, the network began to specialize too much on training set but 
lose generalization. 

To test the capacity of generalization of ANN during the training is carried out pe-
riodically the classification of a set of samples not belonging to training set (valida-
tion set). The trend of learning is shown by two curves, that of the training set and that 
of validation set (Fig. 5). The stop of the training phase is corresponding to the mini-
mum on the validation set curve.  
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Fig. 3. Schematic representation of the hidden layer output in raw/column defects detection 

 

Fig. 4. Learning curve 

 

Fig. 5. Learning curve and validation curve 

After the training phase, the network is able to work as a pure linear function, 
where the input of the first layer must be the same of the output of the last layer.  

So, for every image we have an array of 256 values that characterize each 
row/column. The matrix of weights referred to the connections between the inputs and 
the hidden layer codifies the image bitmap, while the matrix of weights associated to 
the connections between the hidden layer and the outputs decodes the sequence of 
bits. At this point, the matrix of weights is stored and finally the ANN is tested with 
images containing defects that are different from the training set features. 

Finally, if we have the image in Fig. 6 (a), the corresponding “strips” image is de-
picted in Fig. 6 (b). Moreover the results can be graphically valued as in Fig 7, where 
in 231 and 232 rows there are two crests that identify the most pronounced rows in 
the original image (see red arrow in Fig. 6 (b)). 

 
Neural 

Network 

Hidden layer otput for each row/column 

Stop of training 
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(a) (b) 

Fig. 6. Original image (a). The obtained “strips” image (b). 

 

Fig. 7. Chart of the outputs for each row/column 

4.2   Circular Defects Detection  

In the detection of circular defects, instead, the input of the network is an image sub 
matrix of 4x4 elements (16 pixel) that scans completely the image with a superimpo-
sition of 2 pixel moving in the raw or in the column. 

The first ANN layer, in this case, is formed by 16 neurons, which are the values of 
4x4 windows (one neuron per pixel); the hidden layer is composed by only 1 neuron 
(that returns an output value for each sub matrix with values ranging from zero to one 
as depicted in Fig. 8) and the last layer, even, by 16 neurons. 

The steps described in Fig. 8 have been repeated until the entire image has been 
scanned by windows in order to obtain an 128x128 pixel image of windows, where 
 

 

Fig. 8. Schematic representation of the hidden layer output in circular defects detection 

 
Neural 

Network 

Hidden layer otput for each window
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                                                       (a)                                    (b) 

Fig. 9. Original image (a). The obtained “windows” image (b). 

         
          (a)            (b) 

Fig. 10. 2D chart of the outputs (a). 3D chart of the outputs (b). 

 

 

 

 
Fig. 11. Examples of row/column defects 
detection 

Fig. 12. Examples of circular defects detection 

 
each of them represents the hidden neuron output brightness value of the correspond-
ing window, multiplied by 255. In this way it is possible to gain a “windows” image, 
rebuilt by image coefficient vectors. 

The ANN has been trained using white or black windows in order to train the net 
with the maximum possible contrast present in an input image. The training phase and 
the stop of  learning process is the same described in the previous subsection. After 
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the training phase, the compressed image is described by 128x128 bits, that are the 
outputs of a hidden layer consisting of a sigmoid function processing elements.  

Finally, if we have the image in Fig. 9 (a), the corresponding “windows” image is 
depicted in Fig. 9 (b). Moreover the results can be valued by the two charts in Fig 10 
(a) and (b): the points nearer to value one (red points) represent the not homogeneous 
clearest image parts, while the points nearer to value zero (blue points) represent the 
not homogeneous darkest image parts (see also Fig. 9 (b)). Others results are depicted 
in Fig 11. e Fig. 12.   

5   Conclusions 

In this paper a neural network approach for Row/Column and Circular defects identi-
fication in textile has been proposed. An ANN, trained by an error back propagation 
algorithm, is used to represent the images with a number of coefficients that is smaller 
than the total number of pixel but enough to identify the defects.  
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Abstract. In this paper a contribution towards diabetic damage detection in 
retinal images is proposed by synthesizing a Sparsely Connected Neurofuzzy 
Network for fundus image processing in the presence of retinopathies. A Hop-
field-like neurofuzzy subnetwork is firstly synthesized to obtain contrast-
enhanced images. After an optimal thresholding performed by an MLP-based 
neural subsystem, contrast-enhanced images are then globally segmented by a 
further sparsely-connected neural subnet to highlight vague pale regions. In this 
way diabetic damaged areas reveal isolated in bipolar output images. Experi-
mental cases are reported and discussed. 

1   Introduction 

In ophthalmic field specific retinal damages, called exudates, which appear as vague 
pale areas in fundus images, can reveal diabetic retinopathies [1], [2]. In the last years 
contributions aiming at the development of diagnostic tools for an easier identification 
of diabetic symptoms in fundus images were proposed [3-5], as well as approaches to 
the detection of such symptoms using neural networks were suggested in [6-8].  In [6] 
MLP neural networks were trained for classifying diabetic symptoms and, due to the 
vagueness of information in medical images, in [7] fuzzy processing systems began to 
be applied in ophthalmic studies. Furthermore, in [8] a network of spiking neurons 
was considered to detect symptoms in segmented retinal images.  

In this paper, a contribution for improving an intelligent detection of diabetic exu-
dates is presented by synthesizing a Sparsely-Connected Neurofuzzy Network 
(SCNN) for retinal image processing. The sparsely-connected neural structure with 
fixed or adjustable weights makes this kind of networks very suitable for a VLSI 
implementation. After introducing an adequate image processing procedure of the 
whole neural system and taking into account results in [9], a Hopfield-like neurofuzzy 
subnetwork is herein designed to highlight vague pale regions in diabetic fundus im-
ages by an effective neurofuzzy synthesis technique. A subnetwork of Multi-Layer 
Perceptron neural networks is successively trained for an optimal thresholding, with 
the aim of minimizing pixel classification errors. Contrast-enhanced images are then 
segmented via a further sparsely-connected neural subnet, providing bipolar output 
images, in which suspect diabetic damaged areas are easily isolated. Performances of 
the whole Neurofuzzy Network are evaluated. The capabilities of the proposed system 
are illustrated and discussed by means of experimental cases. 
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2   Diabetic Damage Detection Via a SCNN 

An ad hoc procedure for retinal image analysis is herein introduced, mainly based on 
three processing tasks: a) Neurofuzzy Contrast Enhancement; b) NN-based Optimal 
Thresholding; c) Global Segmentation. These steps are performed by the proposed 
neurofuzzy system as reported in Fig.1. 

 

 

Fig. 1. Processing tasks of the diabetic damage detection procedure 

The input image I the green layer of an RGB retinal image. Vague pale areas, sus-
pected to be diabetic symptoms, have to be detected in image I. Thus, an adequate 
image segmentation has to be carried out in order to segment each fundus image in 
two Suspect/Not-Suspect sets, each one supposed as distinguishing a clinically signifi-
cant area. Due to vagueness of pale regions and to the strong nonlinearity of histo-
grams in fundus images I, an optimal thresholding can be computationally effective if 
histograms of analyzed images reveal bimodal, that is, the two sets to be identified 
have the maximum distance in brightness space. This can be done via a neurofuzzy 
image contrast enhancement network. A sparsely-connected neural subnet NNF, be-
having as a fuzzy system, is herein implemented to process each image I and obtain a 
contrast-enhanced image If with a bimodal histogram (Fig.2).  
 

 

Fig. 2. Architecture of the Sparsely-Connected Neurofuzzy Network 
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Then, an optimal thresholding is developed by means of two MLP neural networks 
behaving as interpolators of histogram values. Finally, a global bipolar segmentation 
is performed on images If via a time-invariant sparsely-connected neural subnet NNTh, 
providing binary output images  in which diabetic damages are highlighted.. 

2.1   Neurofuzzy Contrast Enhancement 

As is well known, contrast enhancement of digital retinal images should be achieved 
preserving anatomic details. For this purpose, a Hopfield-like Neurofuzzy Network 
NNF is developed, by defining two fuzzy antecedent sets and two fuzzy consequent 
ones adequate to describe the semantic content of retinal images [9]. In detail, each 
fundus image I is considered as composed by two partially overlapped input fuzzy 
subsets, called Deep D and Pale P, respectively, and defined as: 

 

D ={D( g 
) = m

D
( g 

)  | 0 ≤ g ≤ b} 

P ={P( g 
) = m

P
( g 

)  | a ≤ g ≤ 255}       0 ≤ a < b ≤ 255 
 

being g = 0, .., 255 the generic grey value of each pixel. Right-angled triangular mem-
bership functions are adopted for m

D
(g), m

P
(g) with values in [0; 1]. In an analogous 

way, the domain of output values in [–1; 1] is quantized into two output Not-
Suspect/Suspect NS/S fuzzy subsets, respectively. Basing on the assumption that pale 
areas represent suspect retinal damages, the fuzzy rules which provide a proper map-
ping from input images into output contrasted ones can be expressed as: 

 

IF    pij ∈ D   THEN  fij ∈ NS 
IF    pij ∈ P   THEN  fij  ∈    S 

 

where pij and fij denote grey level values of each pixel in input images I and in con-
trast-enhanced ones If, respectively. All possible values that a generic pixel pij can 
assume in [0, 255] are codified by considering 

 

xg =[m
D
(g)  m

D
(g)  m

p
(g)  m

p
(g)]=[xg1  xg2  xg3  xg4] ∈ 1 4x  

 

The reported fuzzy rules can be encoded by a (4x2)-matrix F as in [9]. An output 

vector yg= [y
g1

 y
g2

] ∈ 1 2x  can be associated to each input xg by  yg = xg ⊗ F, where 

each input vector xg contains the values of membership functions for g = 0, …, 255. 
The generic component of vector xg

 can assume one among 256 fuzzy values in [0, 1] 
for each gray level of image I. Moreover, the components of the output vector yg can 
assume only two fuzzy values corresponding to the degree of membership to the sub-
sets NS/S, respectively. The elements y

g1
 and y

g2 
are inferred with the well-known 

method of the centre of gravity to obtain a fuzzy value fij for each value of pij. For 
example, if pij = ĝ , then the gray level value of fij in image If is given by: 
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where ˆ ˆ ˆ1 2   g g gy y⎡ ⎤= ⎣ ⎦y . In this way, the histogram of If is emphasized  toward the 

extreme values of gray levels with respect to image I and a contrast enhancement can 
be achieved. A (4x4)-neuron neurofuzzy subnetwork with neighborhood of unit order, 
can now be synthesized. The training data set has to be formed by input/output vector 
pairs (xg; yg) which codify the previously defined fuzzy rules. Each neuron of this 
sparsely-connected subnet is characterized by a piecewise linear output function. 
During the training phase, input/output vector pairs have to be submitted to this Hop-
field-like neural subnet to be synthesized with the following feedback/feedforward 
templates  

 

B = 

0 0 0

0 1 0

0 0 0

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

   A=
21 22 23

0 0 0

0 0 0

a a a

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 

and null bias vector. The interconnection weight matrix W can now be determined 
following the synthesis procedure suggested in [9]. The synthesized sparsely-
connected neural subnet behaves as a fuzzy system, able to enhance image contrast. 
Each output image If presents a bimodal histogram, given by  

 

      hf(g):   g  hg     g = 0, , 255     being    hg = cardinality{ (i, j) | If (i, j) = g} 
 

2.2   NN-Based Optimal Thresholding 

After a neurofuzzy contrast-enhancement, processed images If present two-peak his-
tograms. The first peak concerns with information about deep areas in images I, the 
other peak concerns with pale regions. Retinal damaged areas can be highlighted in 
each contrast-enhanced image If by an adequate global segmentation. For this pur-
pose, an optimal thresholding is developed, by requiring that errors in classifying 
suspect regions be minimized. A neural subnetwork formed by two Multi-Layer Per-
ceptron  networks NND and NNP is designed for an optimal thresholding as shown in  
Fig.2. For this purpose, let m denote the maximum gray level in [1; 254] such that 
h(m) is a relative minimum of histogram h(g). By defining the vectors  

 

g = [1, 2, …, 255]T ∈ 255x1  
hD = [ h1,  … hk,  … hm, 0 … ,0]T ∈ 255x1 

hP = [ 0, … ,0, hm+1,  hm+2 …, … h255]
T ∈ 255x1  

 

containing occurrences of deep/pale gray level values only, respectively, the follow-
ing matrices 

 

HD = [ g, hD ] ∈ 255x2           HP = [ g, hP ] ∈ 255x2 
 

containing informations about deep areas and pale ones of contrast-enhanced images 
If can be obtained. These matrices provide proper sets for training each neural network 
to recognize one mode of the bimodal histogram hf(g). The optimal threshold, is given 
by the value Th such that [10] 

 

hD(Th) = hP (Th) 
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Input layer and output layer of neural networks NND and NNP each consists in one 
neuron with a logarithmic sigmoid transfer function. Such MLP networks have one 
hidden layer, whose optimal number of neurons can be computed by evaluating the 
minimum values of the  

Mean Maximum Error Index  MME= { }1
Max | ( ) ( ) |

r kh g h g−     

and of the  

Mean Percentage Error Index MPE = 
r 255

1 1

| ( ) ( ) |100

r ( )
k

l g

h g h g

h g= =

−∑∑  

 

for k=P, D and g = 1, .., 255, being r the number of training phases carried out with 
different initial weights. Neural networks NND and NNP behave as interpolators of 
histograms hD(g) and hP(g) by fitting discrete values in both modes which form histo-
gram hf(g). Neural networks are then trained using the Levenberg-Marquardt back-
propagation (LMBP) training algorithm [10]: 

2.3   Global Segmentation 

Global segmentation is the final step to provide output binary images containing only 
significant information about suspect damaged areas. Errors in suspect area detection 
can be minimized if an optimal threshold Th, computed by the Optimal Thresholding 
Neural Subnetwork, is determined.  

Thus, If can be segmented as follows 
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i j T

<⎧⎪= ⎨ ≥⎪⎩

f

f
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where in the bipolar mask Ib black pixels identify diabetic damaged areas and optic 
disk of the original fundus image I. This template A is adopted for weights in NNTh  

 

A = 

0 0 0

0 2 0

0 0 0

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

  and a bias value given by c = 1-2Th/255 

3   Results and Discussion 

An interesting soft computing approach to the detection of diabetic symptoms was 
suggested in [6], where MLP neural networks were trained for classifying diabetic 
symptoms, but synthesized networks, besides effective, require heavy computational 
efforts. Furthermore, due to the vagueness of information in medical images, in recent 
years fuzzy techniques have also been involved for color fundus image segmentations 
[7], but proposed algorithms often reveal quite sensitive both to selective features and 
to color space representation. Moreover, in [8] a network of spiking neurons was 
considered to detect symptoms in segmented retinal images, but drawbacks arise for 
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high memory requirements and long computation times. In this work, the capabilities 
of the proposed Sparsely-Connected Neurofuzzy Network have been investigated on 
several (450x530) retinal images. In Fig.3 the green layer of a selected fundus image I 
and its histogram h(g) are reported, where diabetic symptoms given by vague pale 
regions can be noted.  

  
       (a)                                                         (b)  

Fig. 3. (a) Input  fundus image I;  (b) histogram h(g) 

Following the suggested procedure, a (4x4)-cell sparsely-connected neural network 
has been implemented for the fuzzy values a= 25 and b=200 which minimize MME 
and MPE. Fig.4 shows contrast-enhanced image If and its bimodal histogram obtained 
by processing the selected image I with the designed neurofuzzy subnet. By consider-
ing that an amount of close pale pixels indicates a suspect damaged area, the peak 
value in the histogram hf(g) corresponds to a bright suspect area.  

 

   
                                        (a)                              (b) 

Fig. 4. (a) Contrast-enhanced image If; (b) histogram hf(g) 

Both neural networks NND and NNP with one hidden layer have been then trained 
by considering the LMBP learning algorithm. The optimal number of 9 hidden neu-
rons has been determined for r =20 training phases by evaluating MME and MPE 
[10]. Moreover, due to the bimodal behaviour of the histogram hf(g) [4], an optimal 
thresholding can provide a value Th = 207. In Fig.5 results are shown, where black 
pixels belong to regions that can be classified as suspect damaged areas.  
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(a)                                                 (b) 

Fig. 5. (a) Output image Ib of the presented neural system; (b) Superimposition to image I 

Performances of the proposed NN-based system are evaluated by comparing output 
images to gold standard ones, provided by clinicians. Results are discussed by deter-
mining the amount of True Positives TP, False Negatives FN and False Positive FP, 
as defined in [2]. A percentage measure of exactness is given by the Correct Recogni-
tion Rate (CCR) [4], being (FN + FP) the number of misclassified pixels  

 

CCR = 
FP+FN

100 1
Total Number of pixels

⎛ ⎞
−⎜ ⎟

⎝ ⎠
 

 

This index gives a percentage measure of correctly classified regions in compari-
son with known results, given by expert clinicians in gold standard images. The val-
ues of FP and FN have been computed by considering a (200x200)-window centered 
on the macula in image Ib, being macula the main ophthalmic region. A comparison 
of CCR% values obtained as in [2] and in [5] for image Ib is shown in Table 1.  

Table 1. Comparison of CCR% values  

 Method in [2] Proposed Network Method in [5] 

CCR% 99.92  98.86 98.55 
 

 
The synthesized Sparsely-Connected Neurofuzzy Network presents a value of 

CCR% = 98.86. It can be noted that this value reveals better than the value of CCR% 
computed as in [5]. Moreover, the method proposed in [2] gives an even better value 
of CCR%,  but it has to be pointed out that a further step of image processing is re-
quired if the procedure in [2] is used with respect to the proposed one. Thus, the 
method reported in [2] seems to be more time-consuming.  

4   Conclusions 

In this paper, a contribution for improving the detection of diabetic damages has been 
proposed by synthesizing a Sparsely-Connected Neurofuzzy Network for retinal  
image processing. A Hopfield-like neurofuzzy subnet firstly highlights vague pale  
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regions in fundus images of patients with retinopathies. Then, a subsystem constituted 
by two MLP neural networks has been trained for an optimal thresholding which can 
minimize pixel classification errors. Contrast-enhanced images have been succes-
sively globally segmented via a further neural subnetwork. In resulting bipolar output 
images diabetic damaged areas are clearly highlighted. Performances of the suggested 
Sparsely-Connected Neurofuzzy Network prove satisfactory and indicate the possibil-
ity of further improvements in the field of ophthalmic diagnostic tools. 
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Abstract. Faces under varying illumination, pose and non-rigid deformation are 
empirically thought of as a highly nonlinear manifold in the observation space. 
How to discover intrinsic low-dimensional manifold is important to characterize 
meaningful face distributions and classify them using some classifiers. In this 
paper, we use the Locally Linear Embedding (LLE) algorithm to reduce the di-
mensionality of face image. The LLE algorithm is the fast dimensionality re-
duction algorithm that finds local geometry in high dimensional space, and 
produces a projection to low dimensional space which preserves the original 
geometry. So, we use the Locally Linear Embedding (LLE) algorithm to reduce 
the dimensionality of face image for face recognition. Both frontal head images 
and rotated head images are investigated. Experiments on The UMIST Face 
Database that is a multi-view database show that the advantages of our proposed 
approach. 

1   Introduction 

Machine perception of human faces, or human face image analysis, aims to develop 
computer algorithms to process, analyze, and recognize the images of human faces. It 
can be traced back to the 1970s, when Kelly and Kanade started research on automatic 
machine recognition of faces [1] [2].Face recognition is a part of a wide area of pattern 
recognition technology. Face recognition has been a very popular research topic in 
recent years [3].It covers a wide variety of application domains, including security 
systems, personal identification, image and human-computer interaction. The process 
is influenced by several factors such as shape, reflectance, pose, occlusion and illu-
mination, which make it even more difficult. Today there are many well known tech-
niques trying to recognize a face. A lot of face recognition algorithms, along with their 
modifications, have been developed during the past decades. The most common tech-
niques are including feature based methods, PCA based eigenfaces[4], LDA based 
fisherfaces[5][6], ICA[7], Gabor wavelet based methods [8], neural networks and 
hidden Markov models for face recognition[9][10][11]. However, few can achieve an 
absolutely reliable performance. The problem arises due to the difficulty of distin-
guishing different individuals who have approximately the same facial configuration 
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and yet contend with wide variations in the appearance of a particular face due to 
changes in pose, lighting, facial makeup and facial expression.  

The existing methods for face image analysis can be roughly classified into two 
categories: feature based (or model based), and appearance based (or learning based). A 
feature based method employs a set of low-level features (edge/shape, color, texture, 
motion, and spatial relations) and certain mid- level features (eyes, nose, mouth, hair, 
and face contours) to determine if there is a human face presented, or verify the identity 
of this face. This method often requires some prior knowledge, experience, and ob-
servations to design the feature extractors. On the other hand, an appearance based 
method employs the whole images as the input feature vectors, and then 
low-dimensional features are extracted by some learning algorithms. The difference 
between the two categories of methods lies in the way how the features are extracted. In 
a feature based method, features are designed completely by the algorithm designers; in 
an appearance based method, features are automatically extracted or learned by some 
smart algorithms. 

While numerous methods have been proposed to detect faces in a single image of 
intensity or color images, but the majority of research has so far focused on frontal face 
recognition, there is a sizable body of work on pose invariant face recognition and 
illumination invariant face recognition. At the same time, face recognition across pose 
and illumination has received little attention.  

At the same time, a lot of experimental results show that feature based or model based 
methods often can not offer satisfied performance due to their incapability of dealing 
with variations in scale, pose, lighting, and shape. So, most face recognition systems 
using linear method are bound to ignore subtleties of manifolds such as concavities and 
protrusions, and this is a bottleneck for achieving highly accurate recognition. 

In recent several years, nonlinear dimensionality reduction (NLDR) methods have 
attracted great attentions due to their capability to deal with nonlinear and curved data. 

Locally linear embedding [12] is a flattening method designed for preserving the 
local structure of the data, and addressing the problem of nonlinear dimensionality 
reduction. The mapping is optimized to preserve the local configurations of nearest 
neighbors, while assuming a local linear dependence between them. The ‘neighbor-
hood’ definitions of each point is set by the user, and may include all points which 
distances from a given point is smaller than a certain value, a fixed number of closest 
points, or any other reasonable neighborhood definition.  

While there are many impressive results about how to mine the intrinsic invariants of 
face manifold, manifold learning on face recognition has fewer reports. A possible 
explanation is that the practical face data include a large number of intrinsic invariant 
and have high curvature both in the observation space and in the embedded space, and 
meanwhile the effectiveness of currently manifold learning methods strongly depend 
on the selection of neighbor parameters. 

To address the problem, we present LLE for recovering the intrinsic low-dimensional 
space embedded face manifold in the observation space. In this paper, we use the LLE 
algorithm to reduce the dimensionality of face recognize. The LLE algorithm is the fast 
dimensionality reduction algorithm that finds local geometry in high dimensional space, 
and produces a projection to low dimensional space which preserves the original ge-
ometry. Experiments carried out on UMIST Face Database databases show that ad-
vantages of our proposed method. The implementation has been done exclusively using 
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Matlab and its Image Processing Toolbox. Finally we do some testing on the FERET 
face database to see how good our implementation is. Both frontal head images and 
rotated head images are investigated. 

2   Algorithm Description and Classifier 

2.1   LLE Algorithm Description 

The main principle of LLE algorithm is to preserve local neighborhood relation of data 
in both the embedding space and the intrinsic one. Each sample in the observation 
space is a linearly weighted average of its neighbors [13]. The algorithm is described as 
follows: 

Given N real-valued vectors iX
uur

, each of dimensionality D  the algorithm repre-
sents each data point (vector) by linear coefficients that reconstruct each data point 
from its neighbors. It is done by identifying K  nearest neighbors per data point as 
measured by Euclidian distance. (In this stage different metrics and more sophisticated 
rules can be used). Reconstruction error is measured by the cost function: 

2

( ) i ij jj
i

W X w Xε = −∑ ∑
uur uuur

 (1) 

The weights ijw  summarize the contribution of the j -th data point to the i -th re-

construction. To compute the weights we should minimize the cost function subject to 
two constraints: each data point is reconstructed from its neighbors only (enforcing 

0ijw = if jX
uuur

 does not belong to this set), the rows of the weights matrix sum to one 

( 1ijj
w =∑ ). The optimal weights found by solving a least squares problem. 

In the final step of the algorithm, each high dimensional data point iX
uur

 is mapped to a 

low dimensional vector iY
ur

. This is done by choosing d -dimensional coordinates 

iY
ur

to minimize the embedding cost function: 

2

( ) i ij jj
i

Y Y w YΦ = −∑ ∑
ur uur

 
(2) 

The cost function is based on locally linear reconstruction errors (like the previous 

one). Here we fix the weights ijw  while optimizing the coordinates iY
ur

.The above cost 

function can be minimized by solving a sparse N N×  eigenvector problem. The 

optimal solution is the smallest eigenvectors of matrix ( ) ( )TI W I W− − . We should 

choose bottom d  non-zero eigenvectors to provide an ordered set of orthogonal co-

ordinates centered on the origin. So we need to compute the bottom 1d +  eigenvectors 
of the matrix and discard the smallest eigenvector. 
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Because the algorithm has only one free parameter that is the number of neighbors 
per data point, K . Once neighbors are chosen, the optimal weights and coordinates in 
the low dimensional space are computed by standard methods in linear algebra. 

Locally Linear Embedding Algorithm Pseudo code as follow: 

Input X: D by N matrix consisting of N data items in D 
dimensions. 

Output Y: d by N matrix consisting of d < D dimensional 
embedding coordinates for the input points. 

1. Find neighbors in X space. 

   for 1:i N∀ =  

    compute the distance from X  to every other point X  

    find the K  smallest distances 

    assign the corresponding points to be neighbors of X  

  end 

2. Solve for reconstruction weight W . 

   for 1:i N∀ =  

    create matrix Z consisting of all neighbors of X  

    subtract iX  from every column of Z  

    compute the local covariance 
TC Z Z=  

    solve linear system 1C w∗ =  for w  

    set 0ijW =  if jX is no t a neighbor of X  

    set the remaining elements in the i i-th rowof W  equal 

to / ( )w sum w  

   end 

3. Computing embedding coordinates Y using weights W. 

   create sparse matrix ( ) ( )TM I W I W= − −  

   find bottom d eigenvectors of M  

   (corresponding to the 1d +  smallest eigenvalues) 
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    set the q -th row of Y to be the 1q +  smallest eigenvector 

   (discard the bottom eigenvector[1,1,1,...]with Eigen value is 
zero) 

The Principle scheme of the Locally Linear Embedding (LLE) algorithm has been 
shown in figure 1. 

 

Fig. 1. Principle scheme of the Locally Linear Embedding algorithm 

2.2   K-Nearest Neighbor Classification 

In classification, k-nearest neighbor classification principle was used. At classification 
of unknown object there is a given number ( k ) vectorally the nearest to it in space of 
attributes of other objects (the nearest neighbors) with already known belonging to 
recognized classes. The decision on reference of unknown object to this or that diag-
nostic class is accepted by the analysis of information on this known belonging of its 
nearest neighbors, for example, with the help of simple calculation of voices. Originally 
the method of the k-nearest neighbors was considered as a nonparametric method 
calculates relations of plausibility. At use of a method of the k -nearest neighbors for  
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recognition of images the researcher should solve a complex problem of choice the 
metrics for definition affinity of diagnosed objects. This problem in conditions of high 
dimension of space of attributes extremely becomes aggravated owing to sufficient 
labor input of the given method which becomes significant even for high-efficiency 
computers.  

Therefore here the same as and in a method of comparison with the prototype, it is 
necessary to solve a creative task of analysis multivariate structure of experimental data 
for minimization of number of the objects representing diagnostic classes.  

Necessity of reduction number of objects for training sample (diagnostic precedents) 
is lack of the given method as reduces imposing appearance of training sample. 

3   Experimental Data and Results 

UMIST face database is a multi-view database, consisting of 575 images of 20 people 
with varied poses. The images of each subject cover a range of poses from right profile 
(-90 degree) to frontal (0 degree) [15]. Examples of the UMIST database are shown in 
Figure 3.The mainly difficulty of UMIST database is that face data in the observation 
space may have higher curvature and stronger nonlinearity in multiple views than in 
frontal views. From the aspect of computer vision, meanwhile, ”the variations between 
the images of the same face due to illumination and viewing direction are almost al-
ways larger than image variations due to change in face identity”[15]. This makes 
multi-view face recognition a great challenge. 

�

Fig. 2. Summarizes Sample Images of a Typical Subset in the Database 

As we remember, LLE algorithm has only one free parameter – the number of 
neighbors per data point, K . Once neighbors are chosen, the optimal weights and coor-
dinates in the low dimensional space are computed by standard methods in linear algebra. 

So before testing LLE performances we should decide which number of neighbors to 
use for current type of data. To do this we measured classification error as function of 
neighbor’s number for each type of data (reducing the dimensions to 4). And latter the 
performances’ testing was done with value, which gives best results for this type of 
data. 
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Fig. 3. Classification Results Used Three Classification Rules 

For getting more righteous estimation three classification algorithms were used: 
LDC(Linear Discriminant Classifier, LDC that finds the line that best separates the 
points), QDC (Quadratic Discriminant Classifier) and KNNC. That way we also might 
perform another check for each one from the tested algorithms: in combination with 
which one from the used classifiers it works better. For performing of the classification 
we used PRTools classification toolbox [14]. The toolbox also supplies some useful 
functionality like generating datasets, splitting existing datasets to learning dataset and 
test one, displaying the data features map and classified data scattered plots and more. 

From the above graph we can see that for ldc and qdc the minimum error is for 10 
neighbors and for knnc the minimum error is for 10 neighbors. The classification results 
are presented in Figure 2; the graphs show the classification rate ( y axis) with respect 

to the dimension reduction ( x  axis). The better results are obtained in 40 dimensions 
and computing times are large. On the other hand, LDA increases also recognition 
results according to all classification rules. LDA gives a very discriminate representa-
tion in ( 1k > ) dimensions (here 9k = ) which allows to use efficiently the rule. 
Consequently, classification results are good and computing times are small. 

4   Conclusions and Future Work 

In this paper, we use the Locally Linear Embedding (LLE) algorithm to reduce the 
dimensionality of face image. The LLE algorithm is the fast dimensionality reduction 
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algorithm that finds local geometry in high dimensional space, and produces a projec-
tion to low dimensional space which preserves the original geometry. We use the Lo-
cally Linear Embedding (LLE) algorithm to reduce the dimensionality of face image 
for face recognition. Both frontal head images and rotated head images are investi-
gated. Experiments on The UMIST Face Database that is a multi-view database show 
that the advantages of our proposed approach. Results indicate that the proposed 
methodology is able to achieve a certain extent performance. All current face recogni-
tion algorithms fail under the vastly varying conditions under which humans need to 
and are able to identify other people. As mentioned at the end of the introduction, the 
environments where face images are taken are far from being controlled. Usually, the 
background is complex, person happens to be anywhere in the image, can be of an 
arbitrary rotation and size. In addition, generally images of the same face may look very 
different due to differences in both illumination direction and intensity. Since the 
performance of the overall scheme would considerably degrade if input images do not 
fulfill certain constraints, it is wise to preprocess the images in a manner to maximize to 
performance. So, the face image that used LLE preprocessing is carried out to increase 
its robustness against variations in poses and illumination level. Face recognition rate 
can benefit from preprocessing the data such that the LLE step would be empowered. In 
the future, person recognition systems will need to recognize people in real-time and in 
much less constrained situations. We will study other efficient detection algorithms and 
will integrate global features to further improve the recognition performance of this 
system.  
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Abstract. This work proposes an advanced driving information system that, us-
ing the acceleration signature provided by low cost sensors and a GPS receiver, 
infers information on the driving behaviour. The proposed system uses pattern 
matching to identify and classify driving styles. Sensor data are quantified in 
terms of fuzzy concepts on the driving style. The GPS positioning datum is 
used to recognize trajectory (rectilinear, curving) while the acceleration signa-
ture is bounded within the detected trajectory.  Rules of inference are applied to 
the combination of the sensor outputs. The system is real-time and it is based on 
a low-cost embedded lightweight architecture which has been presented in a 
previous work.  

Keywords: driving patterns, acceleration signature, fuzzy inference system. 

1   Introduction 

For many years there has been a widespread consensus on the benefits of Advanced 
Traveller Information Systems (ATIS) in enhancing personal mobility, safety and the 
productivity of transportation. The primary services of ATIS include pre-trip and/or 
en route traveler information concerning traffic conditions, route guidance, and "yel-
low page-type" information related to traveling as well as entertainment, dining and 
other services [9]. The basic ATIS architecture consists of a network of cameras con-
nected to a processing center, thus giving the system user a real-time feedback on the 
whole traffic conditions and many other important pieces of information. This how-
ever does not solve all problems like safe driving which strictly depends on driver’s 
behaviour along with his/her attitude to respect driving laws. Furthermore, the ATIS 
approach needs to be endowed with complex object recognition software to produce 
statistics on traffic flows or detect illegal driving behaviours. An alternative approach 
(that can be interesting for car insurance companies as well as public authorities inter-
ested in public safety) can be based on directly monitoring of driving behaviours 
using the vehicle as a probe. This can be accomplished by using low-cost devices that 
provide real-time driving information.  This work presents such a system that, using a 
light-weight embedded low-cost architecture, is able to support real-time monitoring 
                                                           
* Corresponding author. 
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of driving behaviours. Up to the authors’ knowledge this approach is quite novel in 
the context of driving information systems. The system is composed of a processing 
unit equipped with a GPS receiver and two biaxial accelerometers. Information com-
ing from the two sources is fused within the processing unit, hereinafter technically 
referred as Device Server Unit (DSU), a hand-held device which requires very little 
space and no particular skills to be correctly mounted on board. The rest of the paper 
is divided as follows: Section II illustrates related work on driving pattern recognition, 
Section III describes the proposed architecture, Section IV specifically accounts for 
pattern analysis and experiments. Finally, conclusions are drawn in Section V. 

2   Related Work 

Driving pattern recognition is an interdisciplinary topic that has been widely ad-
dressed under many points of view. One of them is represented by research about 
autonomous vehicle driving. In this field, three main approaches are commonly con-
sidered: neural network, explicit modeling and pattern matching [6]. Each of them 
handles different characteristics with respect to the way knowledge domain is struc-
tured and expressed. Neural networks and explicit modeling represent two supervised 
ways to teach a system how to follow a certain objective: in the first case an appropri-
ate set of training samples is required, in the second case many parameters need to be 
tuned in order to get valid results. It is also possible to have a mixed approach. In [13] 
the overtaking task is considered and modeled in system theoretic terms; model re-
sults are then used to teach a neural network. An alternative approach is pattern 
matching. It basically consists in having a pre-built knowledge on some characteris-
tics of road marks and therefore weighing the probability that the real-time system 
state corresponds to one of those predefined road marks. Pattern matching encom-
passes the problem of defining an appropriate metric to estimate discordance between 
actual and recorded knowledge. However, in the case of driving behaviour, the cardi-
nality of pattern set is quite small i.e. the alphabet of possible driving patterns is very 
limited.  

As deeply investigated in the literature, the driving style can be affected by a num-
ber of different and independent reasons. Some researchers [11, 4] even identify driv-
ing behaviour signals as biometric information. They use force on brake and force on 
accelerator for this scope. These elements appear to be very sensitive to human sub-
jectivity and they influence car-driving attitudes also in the presence of physical con-
straints like car following or maintaining lane. [5] for example refer to car-following 
behavior in Intelligent Driver Assistance Systems (ISAS). The authors assess the 
possibility that the current state between the lead and the following vehicle deter-
mines entirely the future state of the following vehicle, with no dependence on the 
past sequences of car motions that produced the current state. Other approaches [10] 
merge the two parameters of car-following and car-pedal use for enabling ISAS with 
customized assistance for drivers. Updated ISAS take also care of the ride comfort 
and there can be found some research about it, in particular [12]. Apart from car-
following, other specific driving situations can be taken into account such as when 
approaching to intersection [12], when stopping or overtaking and so on. It is note-
worthy however that, in many of these works, acceleration signature is taken in high 
consideration (see, for example [7]).  
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3   Used Architecture 

The used architecture consists of a microprocessor based on DSU, equipped with both 
a 20-channel GPS receiver and a data acquisition (DAQ) device connected to the unit 
through an Ethernet connection.  The ever-running  data sensor acquisition threads 
continuously collect all data coming from the different sources and mark them with a 
timestamp for timing accuracy purposes. These data are periodically read by another 
ever-running task, which sends them to the application server by means of a GPRS 
connection. A block representation of the proposed architecture is shown in Figure 1. 
A wider description of this architecture has been presented in [3]. 

 

Fig. 1. Conceptual block architecture used to run experiments (left). Snapshot of  real work-
bench (right) set up in accordance with the used architecture. The following elements have been 
captured: DSU Axis 89 (upper middle) with a USB Flash memory plugged (DSU front), A12 
GPS receiver (right) connected through a RS232 serial cable and a PPS line to the DSU, DAQ 
Labjack UE9 (upper left), two biaxial accelerometers  (forefront) connected to DAQ (one of 
them is visible in the ajar box). 

The chosen DSU is an AXIS 89 Device Server containing 8 MB Flash memory 
and 16 MB SDRAM with a 300 MIPS 32-bit RISC CPU. DSU has  3 serial ports, 1 
USB 1.1 and 2 Ethernet interface. The on-board installed operating system is Linux 
2.6. The chosen DAQ is a LabJack UE9, having 14 analog inputs with a resolution of 
12 bits at the maximum conversion speed (nearly 10 microseconds) and 16 bits at the 
lower speed of 2,4 ms. Analog input readings typically take 1.2+ ms depending on 
number of channels and communication configuration. Hardware timed input stream-
ing has a maximum rate that varies with resolution from 250 samples/s at 16-bits to 
50+ k samples/s at 12-bits. In our test a LabJack UE12 unit is used, the UE12 is also 
equipped with an internal 2MB buffer.  The GPS receiver is WAAS/EGNOS enabled 
with a pulse per second (PPS) serial line  (A12 model Thales Navigation in our tests).  
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The DSU represents the core system architecture, interposing between the sensor 
devices and the application server. By modelling the signal path from the sensors to 
the application server, it is clear that the DSU is the core unit. Two possible configu-
rations can be implemented depending on both the system user’s needs and perform-
ance requirements: stand-alone and client-server. In the stand-alone configuration 
DSU interfaces directly with the driver. In this case the system represents an add-| 
on to commonly used GPS car navigation systems. In the client-server configuration 
sensor data is locally pre-processed and successively sent to a remote application 
server (i.e. for data mining purposes). Remotely monitoring real-time driving infor-
mation can be in fact useful for a number of applications such as (to cite only a  
limited number) identifying safe truck driving conditions for hazardous material 
transportation, supervising correct liquid bulk tanks loading/unloading, monitoring 
ambulance fleets.  

4   Pattern Analysis 

This section presents how to use GPS positioning information in combination with the 
acceleration signature provided by biaxial accelerometer sensors to characterize driv-
ing patterns. In more details, GPS provides trajectory information, while accelerome-
ters account for the way a driver, given a certain trajectory, uses brake/acceleration as 
driving inputs. The two data sources can be combined in a Fuzzy Inference System 
(FIS) to infer about driving styles. In this paper we focus on both the acceleration and 
GPS patterns, providing an overview of the whole framework comprising the fuzzy 
logic-based part. 

4.1   Accelerometers 

Biaxial accelerometers are inertial sensors for measuring acceleration along two or-
thogonal input axes. In our tests they have been mounted in a strap-down configura-
tion with the two axes positioned one along the moving direction and the other on the 
left to it. Because they sense changes to inertia they respond positively to deceleration 
and negatively to accelerations along their input axes. They generally suffer from bias 
deviation from Vcc and, depending on their cost and manufacturing, they show a mean 
distance from the true value of 3-4% for very cheap ones.  

From the above considerations, given the x-y plain representing the two input axes 
we can define seven fuzzy regions representing different acceleration conditions: 

□ Uncertainty Area: it can be assumed to be a circular region centered in the 
unbiased origin. It accounts for instrument inaccuracy or other undistin-
guishable states such as vehicle stopped or moving with a constant speed. 

□ Acceleration Area: it represents the region where acceleration along the 
moving direction is sensed. It can be essentially imputed to the driver push of 
the gas pedal, but it can be also related to a declining altitude 

□ Deceleration Area: it is the opposite of the previous one 
□ Remaining areas of the four quadrants: which account for curve entering 

or leaving 
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longitudinal accel. [mV/g]

  deceleration area

uncertainty

 acceleration area

forward accel. [mV/g] 

 

Fig. 2. (left) Pictorial representation of the areas defining different acceleration situtations and 
(right) plot of real data acquisition. The unit measure is [mV/g] because the sensor output is a 
voltage (1g = 312mV for the sensor used). Data have been detrended. The offset value was 
about 2.5 V. 

 

Fig. 3. Accelerometer and GPS data of the same test acquisition in comparison. Accelerometer 
signature (left side) shows more density patterns in entering/leaving left-handed curve. This 
assuption is confirmed by the nature of the actual trajectorey (right side). Vehicle starts in the 
lower-right part and progressively moves to the upper-left thus following (principally) a west-
ward direction. 
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Fig. 4. 3D representation of the data presented in Figure 3. Z axis accounts for the time of the 
acquisition. From this perspective it is clear that the vehicle, after some short manoeuvres has 
stopped for nearly an hour before moving again. 

The boundaries of the classified areas should be intended as fuzzy. This is the rea-
son why a good way to handle them analytically is using a fuzzy approach.  Fig. 2 
depicts the comparison between the proposed classification and a real 10-minute ac-
quisition. A plot of accelerometer data considering time passing is depicted in Fig. 4. 

4.2   GPS 

A GPS receiver provides information in terms of latitude, longitude and altitude at a 
given frequency (usually 1 second for most GPS receivers). Then, it is easy to reckon 
the mean speed as the vector difference between two consecutive GPS positioning 
acquisitions. Therefore, two differential variables can be extracted from the GPS 
receiver: the angular variation and the mean speed. Similarly to the accelerometer 
case, these values can be handled analytically using a fuzzy approach. It is noteworthy 
that data provided by GPS are strictly correlated to the accelerometer output. This 
means that GPS should “confirm” inferences deriving from accelerometer sensor 
only. To have an evidence of this, Figure 3 displays a test comparison. 

4.3   Fuzzy Inference System 

A FIS can be considered as an inference system that maps, by means of combination 
rules, input to output using fuzzy logic.  A huge literature exists on this topic ( [14], 
[2], [8] to cite only a few) and a wide variety of both academic and industrial applica-
tions is available today. Up to the authors’ knowledge however, little contribution can 
be found about the topic discussed in this work.  

Using the four inputs provided by the accelerometer sensor (forward and longitudi-
nal acceleration) and the GPS receiver (angular variation and mean speed) a FIS can be  
 



1198 V. Di Lecce and M. Calabrese 

low 

high

(if - then) Inference rules

Aggregation 
rules

Defuzzyfication 
rules

forw. 
accel.

long. 
accel.

ang.
var.

mean 
speed

medium

 

Fig. 5. Logical representation of a FIS for supporting driving information discovery 

designed, according to the level of detail that one wishes to have. In a preliminary ap-
proach, three triangular membership functions representing “low”, “medium” and “high” 
fuzzy concept values have been used in a Sugeno-like FIS architecture (Figure 5). 

5   Conclusion 

An experimental advanced driving information system that uses the acceleration sig-
nature provided by low cost sensors and a GPS receiver to infer on driving behaviour 
has been presented. Although this research is at an early stage, a prototypal architec-
ture has been implemented for testing purposes. First results seem promising since 
they capture the “alphabet” of meaningful driving patterns in an efficient way. The 
architecture is robust and flexible enough to be adapted to various configurations 
depending on the user need and performance requirements. Further research will be 
primarily focused on better defining driving semantics, improving pattern detection 
algorithms and finally testing different inference rules with respect to the specific 
applications. 
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Abstract. This paper describes an extension of Generalized Hough Transform 
(GHT) to 3D point cloud for biometric applications. We focus on the possibility 
to applying this new GHT on a dataset representing point clouds of 3DFaces in 
order to obtain a nose-tip detection system. 

1   Introduction 

In Computer Vision object or shape detection in 2D/3D images is very hard to solve 
because shapes can be subject to translations, can change by color, can be subject to 
scale and orientation, can endure occlusions and moreover data acquisition can 
introduce high levels of noise. One of the more effective solutions for shape detection 
is the Hough Transform. Formulated for the first time in early ‘60s, it originally was 
able to recognize shapes that had analytical description such as straight lines, circles 
and ellipses in 2D intensity images. 

In 1981 Ballard [1] proposed an extension defined Generalized Hough Transform 
(GHT) for generic shape detection by using the R-Table, a table that describes the 
shape to search respect to a reference point that could represent the center of the 

pattern. Many efforts have been done in order to try to extend the GHT in three-
dimensional images. Khoshelham [2] proposed an extension of Ballard GHT for 
three-dimensional images constituted by point clouds obtained by means of laser-
scanner acquisitions, for generic applications.  

This work adapts Khoshelham GHT in an attempt to apply it on 3D-Face shaded 
model for nose-tip detection. In this way it is possible to create an automatic repere’s 
points detection system with the purpose of obtaining a biometric system for AFR 
(Automatic Face Recognition) using 3DFace templates.  

The research was lead on a database of 3D-faces in ASE format, the GavaDB, 
given by the GAVAB research group of computer science department at the 
University of King Juan Carlos in Madrid. 



 Extending Hough Transform to a Points’ Cloud for 3D-Face Nose-Tip Detection 1201 

2   An Overview of the Standard and Generalized Hough 
Transform 

2.1   The Standard Hough Transform 

The idea of Hough transform for detecting straight lines in2D intensity images was 
first introduced by Hough in 1962. It uses the Hesse normal form to represent a 
straight line: 

 

Fig. 1. The straight line and its Hesse normal form parameters 

ρ = X cos θ + Y sin θ (1) 

The parameters ρ and θ represent the distance of the application point of the 
normal vector from the origin of XY reference system, and the angle that it forms 
with the X-axis. In this way it is possible to consider a transformation from the plan of 
the image (on which the shape it is represented) to the space of the parameters: 

• A straight line in XY space corresponds to a point (ρ’, θ’) in the parameter space. 
• Each pixel in the image corresponds to a curve representing all the parameters of 

the lines of a bundle of straight that have that pixel as intersection point . 
• Fixing two pixels, they identify one and one single straight. Such situation is 

represented in the space of the parameters by means of an intersection of the curves 
correspondents to the same points. 

The parameter space is realized in the form of a discrete accumulator array 
H[θ][ρ], consisting of a number of bins that receive votes from edge pixels in the 
image space.  

The algorithm will be: 

• Bound ρ and θ in order to obtain 
• 0 ≤ ρ ≤ Max, 0 ≤ θ ≤ 2π, where Max=0,5·√(NPixelRow2+NPixelColumn2) 
• Choose the level of accumulator array quantization basing on the desired accuracy. 
• Annul the H array. 
• For each pixel P having coordinates (x, y) 
- for θn in [0, 2π] with step dθ 

1. Evaluate ρ(n)=x·cos(θn)+y·sin(θn) 
2. Obtain the index m that corresponds to ρ(n) 
3. Increase H(m,n) of one vote. 

- End 
• End 
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Find straight lines parameters corresponding to the accumulator bins that received the 
most numbers of votes. 

2.2   The GHT Proposed by Ballard [1] 

The standard Hough transform is only able to detect shapes described by parametric 
equations. However, in real applications the pattern to detect can be so complex than 
it could not be represented by any analytic description. In 1981, D. H. Ballard 
proposed a HT extension for generic shape detection. 

 
Fig. 2. Example of pattern and equations involved in Ballard’s method 

We can arbitrary choose a reference point (Xc, Yc) representing the centre of the 
pattern, and several points (X, Y) on the shape edge. The angle Φ that the tangent line 
forms at the edge point with the X axis, represents towards of route of the edge. Each 
edge point can be described by an ordered couple such as (r, α) like figure 2 suggests. 
Now, if a (X, Y) pixel image is an edge point of a pattern centered in (Xc, Yc), it 
satisfies the equation (2): 

⎩
⎨
⎧

+=
+=

α
α

sin

cos

rYY

rXX

c

c
 (2) 

All the couples (r, α) can be written in a table, called R-Table, sorting them in 
order to each row contains all the couple which have the same Φ value. 

 



 Extending Hough Transform to a Points’ Cloud for 3D-Face Nose-Tip Detection 1203 

( ) ( )
( ) ( )

( ) ( ),...,,,:

......

,...,,,:

,...,,,:

2211

2
2

2
2

2
1

2
12

1
2

1
2

1
1

1
11

nnnn
n rr

rr

rr

ααφ

ααφ
ααφ

 

Fig. 3. Example of R-Table 

The GHT algorithm is: 

• The parameters space that is represented by accumulator array H, corresponds to 
XY coordinates of the reference point (pattern centre). Quantization level is 
chosen in order to obtain the desired accuracy level. Initially each accumulator 
bin is null. 

• For each image’s pixel (Xp, Yp) to examine evaluate Ф angle and research the 
R-Table row indexed by its quantization. 

• For each couple (r, α) found in the R-Table , calculate 
- xc = xp + r cos α 

yc = yp + r sin α 
- Increase H[Xc][Yc] of one vote. 

• Find the most voted bins. They represent the centre points where shape 
occurrences are localized into the image. 

• If needed, using the centers obtained in previous step to rebuild the pattern as 
visual reply. 

3   The GHT for 3D-Point Clouds by Khourosh Khoshelham [2] 

The Generalized Hough Transform is larger employed because of : 

• It transforms shape detection problem (very hard to solve) into a maximum 
analysis problem, that is simpler and simpler than the original one. 

• It is robust to partial or slightly deformed shapes (i.e., robust to recognition under 
occlusion). 

• It is robust to the presence of additional structures in the image (i.e., other lines, 
curves, etc.). 

• It is tolerant to noise. 
• It can find multiple occurrences of a shape during the same processing pass. 
• However, these advantages are not “free of charge”, in fact: 
• We need to build a separate R-table for each different object. 
• It requires a lot of storage and extensive computation (but it is inherently 

parallelizable!). 

If we want to include pattern scale and rotation, it is necessary to add these 
parameters to the accumulator array, and the computational cost could become too high. 

 



1204 V. Bevilacqua, P. Casorio, and G. Mastronardi 

All the HT and GHT have been created for shape detection in two-dimensional 
images. 

One of most interesting challenges consists of obtaining a GHT model to detect 
patterns in 3D-images, i.e. point clouds, representing objects acquired by means laser 
scanner. K. Khoshelham proposed a GHT model that we can consider as Ballard’s 
GHT extension for 3D-images. 

Considering an arbitrary three-dimensional pattern (figures 4 and 5), the edge is by 
a generic surface. Edge vertex normal vectors could give information about towards 
of route of the surface such as Φ angle does in Ballard’s GHT. 

  

Fig. 4. Example of a generic pattern Fig. 5. Parameters involved in R-Table build 
process 

The algorithm of R-Table creation can therefore be modified: 
• Examine all the pattern vertexes choosing a centre as reference point. This one 

will be randomly chosen. A method could consist of evaluate the mean values of 
pattern’s vertexes coordinates. 

• Evaluate for each point P of the pattern 
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(3) 

[Both α and β in [0, π] ] 
- Evaluate vertex normal vector angles ψ and φ, and quantize them in order to 

obtain the R-Table indexes. 
• Insert the tern (r, α, β) into the R-Table shown in Figure 6. 
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Fig. 6. Example of 2D R-Table 

The algorithm consists of these steps: 

• Build the accumulator array H and null it. The accumulator represents the X, Y and 
Z coordinates of the pattern center in the point cloud. 

• Read and store in memory the accumulator array H. 
• For each point of the cloud to examine: 

- Evaluate its normal vector angles and quantize them in order to obtain the R-
Table indexes. 

- For each tern (r, α, β) extracted using previous indexes: 
• Evaluate 

⎪
⎩

⎪
⎨

⎧

+=
+=
+=

α
βα
βα

cos

sinsin

cossin

rZZ

rYY

rXX

pc

pc

pc
 

 

(4) 

• Increase H[X’c][Y’c][Z’c] of one vote. X’c, Y’c and Z’c represent the 
quantized values of centre coordinates . 

• Find the center coordinates corresponding to the accumulator bins that received the 
most numbers of votes. 

• If needed, using the centers obtained in previous step to rebuild the pattern as 
visual reply. 
If we want to consider geometric transformations such as rotation and scale 

involving the pattern in the point cloud, the algorithm may be modified. Equation (4) 
should be changed with (5), express in vector form: 

c=p + s MzMyMxr (5) 

Where: 

c := (Xc, Yc, Zc)T
 

p := (Xp, Yp, Zp)T 

r := ( r sin(α )cos(β ), r sin(α )sin(β ), r cos(α ) )T
 

s := scale factor 
Mz, My, Mx := axis rotation matrixes. 

These changes lead the accumulator array to be 7-dimensional array. Three 
dimensions represent the centre coordinates, one dimension represents the scale 
factor, and the other three ones represent the rotation along the X, Y and Z axis. So, 
voting process will generate both rotational and scale factor values by attempts. 
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However, this solution remains theoretical because of its very high computational 
costs. Our first 3D-GHT application implements the original algorithm, without scale 
and rotation, and even in this simpler case the accumulator array uses about 200MB 
of RAM for memory allocation, to obtain the desired accuracy. The algorithm takes 
about 10 seconds to detect shapes in point clouds consisted of ten thousands vertex-
elements. Our second 3D-GHT application improves previous version implementing 
pattern scale by means a simplified version of equation 5:  

c=p + s r (6) 

A “for-loop” fixes the scale factor before evaluating equation 6. So, it uses an 
[331]x[331]x[331]x[8] accumulator array. Fourth dimension represents scale factor. 
With a scale factor’s step of 0.25, the algorithm is able to find 3D-shapes which are in 
dimensions from 0.25 to 2 times original pattern’s ones. 

This algorithm uses about 1GB of RAM and takes less than 20 seconds to detect 
shape in point clouds consisted of ten thousands vertex-elements. 

Concerning time complexity, all the HT algorithms are O(N), where N represents 
the number of point cloud’s vertexes. 

4   The 3D GHT at Work on 3D Faces 

The first GHT application (without pattern scale) was tested on a 3D-Face database. 
Faces have been acquired with different poses. The patterns were spheres with beams 
of 3.5, 4 or 5 (adimensional values). 

Maximum analysis demonstrated how most voted sphere with 3.5 and 5 beams 
were next to the nose in 80% of examined faces. 

This result was used to create an automatic nose-tip detection application. Nose-
tip, in fact, is the most important repere point, and it is used in biometrics as 
parameter in order to study face symmetry or face recognition by means repere 
points’ triangulation. 

The research algorithm can be described by these steps: 

1. Research the most voted 3.5 beam sphere. In case of fault, a 5 beam sphere is 
used. The beams are adimensional values because is impossible extracting from 
the database information about scale factor involved in data acquisition. 

2. Extract face vertexes in proximity of the found sphere, magnifying extracted cloud 
of a factor of 10. 

3. Research the most voted 5 beam sphere on the cloud extracted in the previous 
step, in order to center the sphere on the nose. 

4. Evaluate the mean value of normal vectors of each face vertex with the purpose of 
obtaining information about face orientation in the three-dimensional space. 

5. Move the center of the sphere by the direction evaluated in step 4, and 
proportionally to the sphere beam value. In this way we collapse the entire sphere 
in a point that represents the nose-tip.  

6. The point that we obtained in step 5 may not be present among the vertex of the 
examined face. So the last step consists to research the closest face vertex to the 
nose-tip previously extracted. This vertex represents the real nose-tip. 
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Fig. 7. Example of using 3D-GHT (without pattern scale) to extract nose vertex from a 3D-
Face point cloud 

Second GHT algorithm was tested with the same 3D-Faces database using only a 
3.5 beam sphere as pattern. In this case, the application was able to find spheres with 
beam of 0.875, 1.75, 2.625, 3.5, 4.375, 5.25, 6.125 and 7. Maximum analysis 
demonstrated how scale factor introduces in our results both accuracy and new 
spheres, so the ones next to the nose were not the most voted anymore. We had to 
consider a different nose-tip research algorithm (it works only if the point cloud 
represents a frontal face or lightly rotated one) : 

1. Calculate mean value of face vertexes; 
2. Extract face vertexes that are in a hypothetic sphere of beam 13 (was the value that 

gave us best results). This sphere is centered in XYZ point calculated in the 
previous step. 

3. Using the latest GHT application with vertexes at step 2 with 1 as threshold value. 
4. Evaluate the mean value of normal vectors of each face vertex with the purpose of 

obtaining information about face orientation in the three-dimensional space. 
5. Move the center of the sphere by the direction evaluated in step 4, and 

proportionally to the sphere beam value in order to collapse the entire sphere in a 
point that represents the nose-tip.  

6. The point that we obtained in step 5 may not be present among the vertex of the 
examined face. So the last step consists to research the closest face vertex to the 
nose-tip previously extracted. This vertex represents the real nose-tip. 

4.1   Results 

18 3D-Faces have been verified. In table 1 we report nose-tip XYZ coordinates 
calculated by means both algorithms. 

As shown in table 1, only in three cases both the algorithms find the same vertex. 
In other ones, except for faces 2, 3,5 and 14, for each face vertexes found by the 
algorithms are next each other and both represent a good approximation of nose-tip 
repere point. Regarding face 5 the second algorithm gives a better result and in face 7 
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Table 1. Main Results. Note: Coordinates marked with (B) are better in accuracy than coordinates 
calculated with our other algorithm. 

Nose-tip XYZ Vertex Coordinates Face Points’  
Cloud  

  File* 

GavaDB ASE 
File 
(Face Source) 

Research through 
GHT w/o Scale 

Research through GHT 
w/ Scale 

1 V1-1.txt Face01-1.ASE 0.006 -22.914 -556.300 0.006 -22.109 -556.696 
2 V1-2.txt Face01-2.ASE 0.841 -0.829 -566.700(B) 4.186 -2.494 -567.121 

3 V1-4.txt Face01-4.ASE -10.629 -13.029 -553.1(B) -10.644 -11.419 -554.106 

4 V2.txt Face02-9.ASE (0.006 -7.724 -545.446)** 

5 V3.txt Face03-4.ASE -92.434 -3.733 -455.800 -95.169 -3.728 -455.350(B) 

6 V4.txt Face04-4.ASE -11.747 -6.092 -516.200 -12.402 -5.442 -515.991 
7 V5.txt Face05-4.ASE ---------- -95.016 -18.058 -550.200  

8 V6.txt Face06-4.ASE -92.329 2.590 -548.000 -92.334 1.940 -547.645 
9 V7.txt Face07-4.ASE -100.244 -19.925 -541.000 -101.039 -19.120 -540.675 

10 V8.txt Face08-4.ASE -93.292 -8.210 -558.300 -92.462 -9.035 -558.585 

11 V9.txt Face09-4.ASE -126.019 -20.540 -461.60 -125.189 -18.885 -462.325 

12 V10.txt Face10-4.ASE -124.921 -14.981 -534.10 -125.716 -16.545 -533.770 

13 V11-1.txt Face11-1.ASE -147.417 -26.840 -528.30 -147.417 -27.630 -528.495 

14 V11-8.txt Face11-8.ASE -110.734 -4.060 -552.0(B) -109.919 -2.435 -551.945 

15 V12.txt Face12-5.ASE -128.377 0.005 -518.200 -128.372 0.765 -517.925 

16 V13.txt Face13-4.ASE (-93.656 1.597 -534.485)** 

17 V14.txt Face14-8.ASE (-80.260 -26.165 -536.010)** 
18 V15.txt Face22-5.ASE -8.454 -6.889 -518.800 -8.449 -6.119 -518.636 

*(Both the algorithm use pre-processed points’ clouds but in different steps. So we refer to original points’ 
clouds extracted from ASE file associated).  
**(Both the algorithms have extracted the same vertex). 

 
is able to find nose-tip vertex against failure by the one without scale factor. 
Considering that the latest research algorithm uses just one GHT run (while the 
previous version uses two GHT runs), saving about 10 seconds of execution time, we 
can say we had a good improvement if RAM needed does not represent a problem. 

 

 

Fig. 8. 3D views of some results: Face 7, Face 9 and Face 11. The subjects  are shown in 
original pose. 
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5   Conclusions and Future Works 

This paper described how we extended Hough Transform for three-dimensional point 
clouds regarding 3D-face models, and how this GHT can be used in nose-tips 
detection with good results. 

Future work will be lead on: 

1. The 3D-GHT, with the purpose of obtaining a low-cost algorithm including pattern 
rotation. 

2. Biometrics applications, combining the 3D-GHT with face geometry in order to 
improve our nose-tip detection method. 

3. Using 3D-GHT to detect other repere point, so as to create a complete AFR 
System. 
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Abstract. In this article we present a novel approach to detect face in color im-
ages. Many researchers concentrated on this problem and the literature about 
this subject is extremely wide. We thought to decompose the overall problem 
into two intuitive sub-problems: the research of pixels have skin color in the 
original image and the analysis of pixels portions resulting, by means of a neu-
ral classifier. The achieved results show the robustness of presented approach. 

1   Introduction 

Face detection is the process has the goal to determine whether or not there are any 
faces in a digital image and, if present return the image location of each face. This 
activity is very simple for a man but is very hard for a machine because face detection 
isn’t problem translatable in a mathematic language.  

Face detection is a useful task because is a process propaedeutic to facial feature 
recognition, face recognition e facial expression recognition. All this activities, as a 
whole, aims to realize video-surveillance system, man-machine interaction and useful 
robotic application. 

The most innovative application about face detection is the realization of integrated 
circuits that catch faces in a scene in order to get a photo in focus in a photo camera 
automatically. 

In these last years many researchers are developed more than 150 approaches to 
solve face detection [1]. We can classify this problem in 4 principal methods:  

- knowledge-based methods, in which the human knowledge of face is codified 
in any rules comprehensible to machine; 

-  template matching methods, that determine image region that have a face 
with template that describes them entirely or in a part; 

- appearance-based method, in which there is an intelligent element that, with a 
series of examples, recognize a face in different condition; 

-  feature invariant approaches, that solve the problem finding a structural char-
acteristic of a face (e.g. eye, skin, nose, etc.), in order to find an human face. 

Knowledge-based methods are based on intuitive rules that derive by the human 
observation of a man. Face characteristics are related between them in fact all people 
have two eyes, a nose, a mouth placed to an opportune distance or that exist a symme-
try property on a face. Yang e Wang used a hierarchic knowledge-based method [3]. 
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Their system consists of three rules levels. In the high level, all possible candidate 
faces are extracted with a window that scans the image. These candidates represent 
image portions that satisfy the rules of high level, and they are general description of 
a face by people. In low levels the rules represent the composition of structural com-
ponents of a face, for example in the central part of face the pixels have a constant 
value (in gray scale), and there’s a relation between central and contour pixels of a 
face. Beyond these rules the application performs some manipulations on the image. 
In fact at first level there’s a resolution reduction of the input image, then the algo-
rithm executed an histogram equalization of gray levels for potential faces and finally 
there is an edge extraction. The test on 60 images demonstrates that 50 of this are 
processed correctly. 

Template matching methods find a face applying one or lots of templates that scan 
the input image. A first attempt of face detection whit this method reported by Sakai 
et al.[5]. They detect faces by means of two phases: the first aim to localize the re-
gions of interest and the second confirms that these regions are faces with different 
sub-templates for eyes, nose, mouth and so on. The regions of interest searched trans-
forming the original image in linear segments and performing the match with a tem-
plate representing face contours. Finally, using each sub-template in each region, they 
calculated a correlation function to verify the face existence. Analyzing the algo-
rithms realized with template matching, we can note that this technique is unlike for 
face detection because there is a strong dependence by form, scale and face pose. To 
delete this problem in these years invented multiscale, deformable and multiresolution 
sub-templates. Appearance-based methods are based on statistic techniques or on 
machines learning to find relevant characteristics of faces and non-faces. The best 
classifier proposed by Viola and Jones, built using AdaBoost learning algorithm [2]. 
Finally, feature invariant approaches are based on the idea that a man detect face and 
object in different poses and illumination conditions in a simple mode, so must exists 
any invariant characteristics on vary revelation conditions. In this method the applica-
tion determine the facial characteristics first and the face then. Example of facial 
characteristic are eyes, eyebrows, nose, lips, but also texture (of face, hair and eyes) 
and skin color. Sirohey have proposed a face localization method to segment a face 
when there is an heterogeneous background [4]. In this work is used a Canny filter to 
edge extraction in the input image and a metric to delete any edge and group others. 
This processing is useful to have a face with only one edge. Finally the application 
fits an ellipse between head and background. With this method we can notice an accu-
racy of 80 % on test images. In the Section 2 we present our algorithm. We thought to 
decompose the overall problem of face detection into two intuitive sub-problems: the 
research of pixels have skin color in the original image and the analysis of pixel por-
tions resulting, by means of a neural classifier. The solution of the first sub-problem is 
explained from the sub-section 2.1 to 2.4, while the second sub-problem is presented 
in the sub-section 2.6. The sub-section 2.5 is the bridge about the two sub-problems 
because aim to subdivide the just processed image into congruent portions to process 
called connected components. Finally, the Section 3 outlines the force and weak 
points of the proposed method. 
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2   Application Description 

The application realized and described in this document, don’t belong to anyone of four 
category presented but it’s an hybrid method. In fact, it’s an application in part feature 
invariant and in other part appearance based. It’s feature invariant because the first por-
tion of program aim to extract skin patches in a color image, but it’s also appearance 
based because exists a neural face recognizer, that verify if a region hold a face. This 
application is developed in C++ language and it works whit 24 bit color digital images 
in any image format. All the functions on image processing manually realized, without 
any library, but the opening of the images performed about Qt libraries, useful to im-
plement a GUI, too (for more information please visit the URL: http:// troll-
tech.com/products/qt/). The application can be schematized with this block diagram: 

 

Fig. 1. Input image to K-means segmenter

Fig. 2. 

Fig. 3. 

Fig. 4. 
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Starting by input image at this is made skin detection. Skin detection is the process 
of extraction of all pixels having skin color. We realized this activity segmenting the 
image first, and applying a model to describe skin color after. The application then 
extracts any connected components. For each component are derived some subcom-
ponents, which will process to produce useful output for neural face recognizer. This 
last module will verify if a subcomponent is a face. 

In next subparagraphs we will present theoretically and practically all modules of 
realized application. 

2.1   K-Means Segmenter  

K-means segmenter take care of image segmentation, applying a clustering algorithm 
called k-means. This algorithm starts by hypothesis that the number of cluster, in 
which will be divided the data set is k. In this case, the data set is the chrominance 
value of pixels image in CIE-L*a*b* color space. This color space is more useful than 
RGB because we noticed better output. In fact we performed a series of comparison 
tests between the two color spaces, that demonstrate how CIE-L*a*b* consents to 
extract optimally pixel having skin color. The application so operates a conversion 
from RGB to CIE-L*a*b* color space. In this last space each pixel is represented as 
combination of three components: L* the luminance component, a* and b* the 
chrominance components. In k-means segmenter L* component isn’t used because it 
have only luminance informations, while we are interested to chrominance informa-
tions. This is another point in favour to CIE-L*a*b* color space because rather than 
execute k-means algorithm with three chrominance centroids components we used 
only two components, and this consents to saving useful time. If the segmenter have 
in input Figure 1, the output consists of three segmented images (Figure 2, 3, 4), of 
which only one will continue the next computations. Number three is just the value of 
k. This allow to segmenting in a good manner images that have an uniform back-
ground. For heterogeneous background (that are more frequently background) need 
make other processing, that we’ll show in the next sections. K-means algorithm 
makes clustering based on distance concept of each element by cluster centroid to 
which it belongs. In various iteration of this segmenter three centroids move up to 
find a position in which the average of distance of each cluster element by its centroid 
is minimum. When the movement becomes null the algorithm is stopped and are 
created the three images (e.g. Figure 2, 3 and 4). 

2.2   Neural Network of Centroids 

The value of three centroids is the input of a multi-layer perceptron (MLP) neural 
network feed forward, whose objective is to detect what the three images have more 
probability to hold a face. This neural network is made up of an input layer of 6 neu-
rons, an hidden layer of 9 neurons and an output layer of 3 neurons. Neural network 
of centroids have in input the value of three centroids of image and it produces in 
output the probability that image holds a face. This neural network trained using error 
back propagation algorithm with in input the centroids of 65 images containing faces. 
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The validation set formed of centroids of 28 images and the ANN reported always 
correct results. The values centroids for Figure 1 are: 

 
121.370009 107.760515 
124.026731 127.468500 
135.179397 158.241178 

 
And the neural network output is:  

 
0.000020 0.024462 0.983285 

 
The image that continues the computation is Figure 4 because it associated to high-

est neural network output. 

2.3   Cover Holes Filter 

After the neural network we realized a cover holes filter, that aims to clean entire 
image deleting the vacancy introduced by k-means segmenter. This filter imple-
mented by means of a series of sliding windows of various dimensions proportional to 
image area. If contour pixels of window are all coloured and within there are black 
pixels, then this are re-established to original value. If the input of filter is Figure 4 
then the effect is proposed in Figure 5. 

 

Fig. 5. Cover holes filter output when in input there is Figure 4 

2.4   Skin Filter 

Skin filter consists of implementation of elliptical boundary model for skin color. This 
model describes in a good manner the skin color distribution in all chrominance space 
by means of two parameters [6]. The inventors of this model verified that the skin 
color distribution in opportune chrominance spaces (r-g normalized and CIE-xy) very 
well approximated by an ellipse. We realized this model implementing a three-
dimensional histogram in r-g normalized space, obtained counting chrominance val-
ues of pixels in 44 example skin patches (Figure 6). 

In Figure 7 there is the 3D histogram obtained and in Figure 8 there is the same 
histogram seen in an up view. In this second view we can see that skin color pixel  
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Fig. 6. Skin patches used for implementation of three-dimensional histogram 

thicken in an elliptical zone. If we indicate with X the chrominance value of pixel, the 
ellipse can be described by this formula: 

  
(1) 

Where Ψ and C are the average values of chrominance vectors and covariance matrix 
respectively. The values of Ψ and C are this: 

 

  
 

We tested the skin filter with a series of images discovering that the best threshold 
value that consents to reject pixels whose color is different by skin color is θ=5. If 
Φ(X) is less than θ then pixel is skin, or else is blackened. Equality Φ(X)=θ identifies 
an ellipse in r-g normalized color space, when Ψ and C are the center and ellipse 
principal axes. In Figure 9 is possible to analize the effect of skin filter when the input 
is Figure 5. The elliptical boudary model isn’t the only study about skin detection, 
similar works are developed by Terrillon et al.[7] have used single gaussian skin 
model and by Yang and Ahuja[8] that have implemented the mixture of gaussian skin 
model. We’ve preferred elliptical boundary model because at the state of art it’s the  
 

 

 
 

Fig. 7. Three-dimensional histogram of skin distribution and its up view  
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Fig. 8. Skin filter output 

best model for skin detection. However for a complete presentation of skin color 
model you can refer to Yang, Kriegman et al.[9]. 

2.5   Connected Component Extractor 

After skin extraction, we can search connected component in image, but, to make this, 
the image must be transformed in binary. So color pixels are set to 1, while black 
pixels to 0. A connected component is an image portion composed of a pixels set that 
verify 4-connection property [10]. A pixel is 4-connected if at least one of its 4 near 
pixels (placed in right, left, up and down) are set to 1. Really all components didn’t 
considerate, because also lone pixel acts as connected component. So we have intro-
duced a check on components area, which must be above the 0.05 % of image area so 
that the component can proceed in next computations. We’ve chosen to delete com-
ponents that have this area value because it consents to delete the noise visible in 
Figure 8. At this point the application sequentiality stops for introduction of some 
thread. In fact for each connected component we created a thread that takes care of: 
extract some sub-components in square for, magnify or reduce them to make them 
multiple of a window 20x20 and finally equalize gray levels histogram to amplify 
some shades. Moreover for each subc-omponent we calculated 404 means with two 
sliding window with different form, so that it occupies 404 position. These positions 
are visible in Figure 9 and for the second face we can note that the average is calcu-
lated on 4 rows blocks. This is made because the 4 averages contain the fact that the 
eyes and mouth are more dark than central part of a face.  

  

Fig. 9. Positions of sliding window when application calculate 404 means 
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2.6   Neural Face Recognizer 

The neural face recognizer is a MLP neural network able to detect if a subcomponent 
is a face. Its architecture is made of an input layer of 404 neurons, a hidden layer of 
200 neurons and an output layer of a neuron, and all neurons have as activation func-
tion an hyperbolic tangent sigmoid function. The network accepts in input 404 means 
calculated for each subcomponent and it produces in output the probability that this 
subcomponent is a face.  

This network is trained with face and non-face examples (see Figure 10), using er-
ror back propagation algorithm. In fact we have used 80 different images face at vari-
ous dimension for a total of 719 images, while for non-faces we have employed 441 
examples contained skin portions of leg, hand, neck and so on. The calculated means 
are normalized in interval [-1,1] to represent congruent input for neural network. If 
the output of recognizer overcomes the threshold value 0.8 than the thread will apply 
in original image a colored square. This threshold value allows to reach trade-off 
between false positives and false negatives. 

 

Fig. 10. Examples of face and non-faces used to learn Neural Face Recognizer  

3   Test and Conclusion 

The application is tested on a set of 50 images searched casually on the web. In this 
set 10 images have only one face, 7 no face and 33 are group photos. The neural net-
work of centroid work good in 96 % of cases, so only 2 images on 50 aren’t analyzed 
correctly by next modules. Excluding this two images the test results are:  

- detection rate of 64.04 % and detection rate of 90 % for images containing one 
face (this means that 9 face on 10 are detected); 

- 36 % of false negatives and 35, 96 % of false positive (i.e. 67 false negatives 
on 48 test image). 

Compared to literature we can derive that application detected faces in a good man-
ner in optimal condition. For optimal condition we intend uniform background and/or 
face at intermediate distance by camera.  Doing a comparison with developed applica-
tion by Rowley et al.[11], that used MLP neural network, he obtain a detection rate of 
90 %, having used 1050 face and 8000 non-faces for training. In our application we 
have 66 % of detection rate using 80 faces and 441 non-faces. Future developments will 
provide an improvement of detection rate and a reduction of false positive. Initially this 
application didn’t support threads and execution was slow. Execution time is a crucial 
factor in video surveillance application or in robotics. In our case this time depends on 
image to process and on number and extensions of connected components. With threads 
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introductions execution time is lowered, saving from few seconds, for images whose 
execution time is 25-30 seconds, to 16 seconds, for images more complex whose execu-
tion time is 86-120 sec. We have chosen ANN as classifier just to reach a trade-off 
between detection rate and this important parameter. We must spend few words about 
skin detection technique used. The fact of skin pixel are detected with first four applica-
tion blocks allow us to realize the skin filter using a number really low of skin patches, 
e.g. 44 pictures versus 4675 images of Lee[6]. In fact the presence of k-means  
segmenter consents to reject most of background pixel in order to allow a refining work 
for skin filter. Next table summarizes comparisons relating to Rowley algorithm [11] 
and our method. 

Figure Dimensions 
Execution 

time (s) 
Detection Rate (%) 

False Positives False Negatives 

Rowley Bevilacqua Rowley Bevilacqua Rowley Bevilacqua
11 800x600 19 100 100 0 0 0 0
12 1024x768 39 100 100 0 1 0 0
13 1024x890 77 55.56 66.67 0 3 4 3
14 1024x769 89 86.36 68.18 0 6 3 6
15 800x600 292 0 29.03 0 0 31 22  

 

Fig. 11. Comparison between Rowley (left picture) and our algorithm (right picture) 

 

Fig. 12. Comparison between Rowley and our algorithm 
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Fig. 13. Comparison between Rowley and our algorithm 

 

Fig. 14. Comparison between Rowley and our algorithm 

 

Fig. 15. Comparison between Rowley and our algorithm for very small faces 



1220 V. Bevilacqua, G. Filograno, and G. Mastronardi 

References 

1. Yang, M., Kriegman, D., Ahuja: Detecting Faces in Images: A Survey. IEEE Transaction 
on Pattern Analysis and Machine Intelligence 24(1) (2002) 

2. Viola, P., Jones, M.: Robust Real-Time Face Detection. International Journal of Computer 
Vision (2004) 

3. Yang, G., Huang, T.S.: Human Face Detection in Complex Background. Pattern recogni-
tion 27(1), 53–63 (1994) 

4. Sirohey, S.A.: Human Face Segmentation and Identification. Technical Report, University 
of Maryland (1993) 

5. Sakai, T., Nagao, M., Fujibayashi, S.: Line Extraction and Pattern Detection in a Photo-
graph. Pattern Recognition 1, 233–248 (1969) 

6. Lee, J., Yoo, S.: An Elliptical Boundary Model for Skin Color Detection. In: International 
Conference on image science (2002) 

7. Terrillon, J., Akamatsu, S.: Comparative Performance of Different Chrominance Spaces 
for Color Segmentation and Detection of Human Faces in Complex Scene Images (1999) 

8. Yang, M., Lu, W., Ahuja, N.: Gaussian Mixture Model for Human Skin Color and its Ap-
plication in Image and Video Database. In: Conference on Storage and Retrieval for Image 
and Video Database (1999) 

9. Yang, M., Kriegman, D., Ahuja, N.: Detecting Faces in Images: A Survey. IEEE Transac-
tion on pattern analysis and machine intelligence 24(1) (2002) 

10. Gonzalez, R., Woods, R.: Digital Image Processing. Prentice-Hall, Englewood Cliffs 
11. Rowley, H., Baluja, S., Kanade, T.: Neural Network-Based Face Detection. IEEE Transac-

tion on pattern analysis and machine intelligence (1998) 



D.-S. Huang et al. (Eds.): ICIC 2008, LNAI 5227, pp. 1221–1228, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Research on Product Case Representation and Retrieval 
Based on Ontology 

Yan Shen, XiaoPeng Wei, and JianWei Wang  

Liaoning Key Lab of Intelligent information Processing,  
Dalian University, 116622 Dalian, China 

shenyan0417@163.com 

Abstract. Aiming at the problem that no representation can realize completely 
expression, intelligibility and easy operation, a method of knowledge represen-
tation based on ontology is adopted and it is applied to   product case. The dis-
crimination of case similarity is the foundation of case retrieval. Considering 
the influence on similarity from attribute, an improved similarity algorithm is 
presented. Hierarchical retrieval based on attribute tables is used. Then the best 
case is properly searched. Finally, a cleaner as an example is provided to illus-
trate the validity about the case retrieval. 

Keywords: ontology; knowledge representation; case retrieval; similarity.  

1   Introduction 

It is the knowledge economy time that the economy tends to globalization. More in-
tensely the world market compete, more countries pay attention to the development of 
the new products. Knowledge representation for product conceptual design deter-
mines not only application form but also how to deal with the knowledge efficiently 
for representation methods.  

There are a lot of studies on knowledge representation methods. Hsiao-chen You[1] 
studies the significance of demands between customers and products with the semantic 
description for product design. But this representation is verified in theory without the 
specific application. It is limited to theoretical analysis. Feng Hao[2] introduced  
the Object-oriented representation which the abstraction, the encapsulation and the 
inheritance is combined to classify the product knowledge. PeiGen Liu [3] proposes an 
extended production rules which the premise, the conclusion and the process of the 
rule are expressed with conceptual graphs. However, these methods have some short-
ages of functional description for product design. It is the main problem that how to 
express the field knowledge completely, operate and maintain it easily.   

Based on the above problem, a method of knowledge representation based on on-
tology is adopted. Ontology is an explicit, partial account of a conceptualization or the 
intended model of a logical language [4]. There are four advantages of using knowl-
edge representation based on ontology: 1) A conceptual model, which the related con-
cepts can be extracted from objective world to establish the model. The meaning of 
concepts is independent of environmental condition. 2) Definition, which the concepts 
and constraint is clearly defined. 3) Formalization, which it is operated on computer. 
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4) Sharing, which the common comprehension of the knowledge is realized. More-
over, ontology is a good knowledge carrier. Not only dose it provide formal descrip-
tion, but also it realize knowledge sharing. That is useful to organize product knowl-
edge and retrieve cases. Therefore, if ontology is adopted to express and organize 
product knowledge it will be useful for case retrieve. The matching information based 
on ontology is more specific, so that it can improve the efficiency of retrieval case. 

The remainder of this paper is organized as follows: Section 2 provides a method 
of product representation based on ontology, which is expressed by 5-tuple: 
(C,I,R,F,A). We take a cleaner as an example to illustrate the procedure of representa-
tion. In Section 3, an improved algorithm of case retrieval base on attribute table is 
introduced. By similarity calculations, the best case is searched. In Section 4, we illus-
trate the feasibility and the validity about the case retrieval. Finally, in Section 5 some 
conclusions are pointed out.   

2   Product Case Representation Based on Ontology 

Ontology is an art of organizational information. It is relatively stable and independ-
ent of applications. So it is used by human and computers to realize the purpose that 
information can be shared and reused. Before the ontology models are constructed, 
these entities involving concept, instance, relation, axioms must be specially ex-
plained. Most of words can describe these entities which are confirmed. Normally, the 
frame structure includes concept names, relation sets and concept descriptions with 
natural language.  

Gruber[5] gives the classic definition of ontology, which can be expressed by 5-
tuple: (C,I,R,F,A), where C is the set of concepts that is used to describe objects. I is 
the concept example which is the element and the object in semantic level. R is the set 
of relation based on the set of concepts. There are four relations between concepts: 
part_of, kind_of, instance_of and attribute_of, where both part_of and kind_of are the 
same as the relation between class and subclass in object-oriented; attribute_of is a 
concept of the attribute of another. F is a function relation also based on the set of 
concepts; A is the axiom that is used for constraining the concept, relation and func-
tion. If the construction of knowledge ontology is easy, it can be expressed by 3-
tuple(C, R, A).  

Take a cleaner as an example to realize its function and structure representation 
with 3-tuple(C, R, A). Definitions are as follows: 

cleaner_ontology(Ccleaner, ACcleaner, Rcleaner)  
Ccleaner={Supply,Transmission,Clean,Leach,Input,Rotation,Electromotor,Exha
ust_fan,Clean_box,Flexible_hose,Long_hose,Soft_hose};  
ACcleaner={Power,Weight, Handle,Cubage,Exhaust way};  
ACcleaner(Power)={1200-1500w};  
ACcleaner(Weight)={5.0kg};  
ACcleaner(Handle)={double};  
ACcleaner(Cubage)={3L};  
ACcleaner(Exhaust way)={up};  
Rcleaner={Part_of, Attribute of};  
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where, Ccleaner is the set of concepts that is used for clean descriptions; ACcleaner is 
used for constraining the concepts of cleaner, relation and function; Rcleaner is the 
relation based on the concepts of cleaner.  

This definition based on ontology can be realized by computer. According to the 
relation and rule defined, the set of concepts can be automatically generated a tree-
structure with representation language. The tree-structure of ontology representation 
about cleaners with OWL is shown in Fig.1. 

 

Fig. 1. The structure of ontology representation about the cleaner 

3   Hierarchical Retrieval Based on Attribute Table 

Similarity calculation is the foundation of case retrieval. It is the key content to calcu-
late similarity between two cases. 

3.1   Similarity Calculation  

Definition: The similarity is a metric of attributes between two product cases. Given 
two cases X and Y. Sim(X, Y) is defined as the similarity between X the Y within the 
range [0,1], where Sim is a function that returns 1 if X and Y are completely the same 
or 0 otherwise. Normally, the formula of similarity calculation based on attributes is 
as follows: 

R e
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Cases
quirements

quirements Cases
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Sim X Y

N N

×
=

+
                                (1) 

where, Re
Cases

quirementsN is the matching number between attributes of cases and require-

ments. RequirementsN is the number of the attribute of requirements. CasesN  is the 

number of the attribute of cases. 
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3.2   An Improved Similarity Calculation  

A good similarity algorithm will improve the accuracy of results. For this purpose, we 
introduce here three similarity calculation formulas under different conditions. The 
similarity calculation formulas based on attributes are as follows: 

( , ) 1
B A
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β α

−
= −

−
                                         (2) 

where, the value of A and B is within the range [α,β]. 
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where, the value of A, B1 and B2 are within the range [α,β] and the value of x is within 
the range [B1,B2]. 
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where, the value of x is within the range [A1 , A2] and the value of y is within the 
range [B1,B2]. 

The total similarity of the case is 

1

N

i i
i

Sim SimW
=

=∑                                              (5) 

where, Simi is the similarity of the ith attribute; Wi is the weight of the ith attribute. 

3.3   The Algorithm of Hierarchical Retrieval Based on Attribute Table  

According to the weight of the matching attributes, it is classified to N hierarchies to 
matching calculate. The purpose is that the range of search is shrunk and the effi-
ciency of retrieval is increased. Finally, calculating the total similarity of cases is used 
to compare the values. The best case is determined by the maximum of the total simi-
larity. The process of searching is finished.  

There are three features about the algorithm of hierarchical retrieval: (1) Attribute 
tables, which is a table of descriptions for the mainly characteristic attribute from the 
cases. The characteristic attribute is matched to calculate similarity. (2) Weighted 
method, which each characteristic attribute is assigned to weight. The larger is the 
value of weight, the more important is the characteristic attribute. The value of weight 
is within the range [0,1]). (3) Hierarchical retrieval, which is retrieved by N hierar-
chies. The characteristic attributes are ordered by the value of weights. Calculate the 
similarity of the characteristic attributes and the total similarity by N hierarchies. It is 
realized that the range of matching is shrunk. Moreover, the retrieval efficiency is 
improved.  
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The descriptions of algorithm are as follows: 

Step1: The design requirements set R={f1,f2,……fn} is input. The correspond-
ing weight is Wi ,i=1,2,….n. 

Step2: The requirements are ordered by Wi: f1>f2>…>fi…>fn. In the case at-
tribute table, the existing design requirement fi is selected to match. 
(1)When i=1, each case is searched in the attribute table. The characteristic 

attributes of the case vector are {E1,E2,…Em…En}; 
(2)When i>1, each case is searched in Ci-1. Here, Ci is the subset of cases. 

Step3: Calculate similarity. 
(1)The characteristic attributes of the case Em, which is corresponding 

with the requirements, is selected from attribute table or Ci-1. 
(2)Compare with fi with Em. Calculate the characteristic attribute similar-

ity Sim i and the total similarity Sim ki. 
(3)Repeat (1) and (2) until that each case similarity is calculated. 

Step4: Judge the value of i. 
(1)If i<n, go to Step 5; 
(2)If i==n, go to Step 8. 

Step5: Compare all the similarity: Sim k1, Sim k2,……Sim kn. Order them.  
Step6: Ts, which is a threshold value, is assigned to 0.5. If Sim ki>=Ts, its case is 

selected to store in the set of Ci. 
Step7: Let i=i+1, go to Step 2. 
Step8: The best case will be determined by the maximum of total similarity. 

4   Experiment 

In the Section 2, a case based on ontology is provided. It is used as a design require-
ment to matching. Its attributes of the design requirements are shown in Table 1. The 
characteristic attributes of a series of cleaners are shown in Table 2. The attributes in 
Table 1 will be matched with the attributes in Table 2.  

The retrieval results according to the requirements are shown in Table 3. The 
shadow is the similarity which is more than or equal to 0.5.  

Table 1. The attributes of the design requirements  

No. 
The  character-

istic 
attribute 

Wi 
The value of 

attribute 

1 Weight 0.35 5.0kg 

2 Cubage 0.25 3.0L 

3 Power 0.2 1200w-1500w 

4 Handle 0.15 double 

5 Exhaust way 0.05 up 
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Table 2. The characteristic attributes of a series of cleaners 

No. 1 2 3 4 5 6 7 8 
ID_ 

Instance 
CG461 CG463 CG661 CG663 CL673 CG677 E7111 E7113 

Exhaust 
way 

up up up up up up normal normal 

Handle double double double double single double single single 
Weight 

(kg) 
4.5 4.5 4.7 5.1 5.1 6.7 4.1 4.1 

Power cord 
(m) 

5.0 5.0 6.0 4.5 5.0 6.0 5.0 5.0 

Power 
(w) 

1300 1500 1500 1600 1800 1200 1200 1300 

Rev 
(r/s) 

500 500 500 500 500 500 500 500 

Suction 
(kpa) 

18 18 20 25 25 30 15 15 

Cubage 
(L) 

3.0 3.0 3.2 2.5 3.0 2.5 1.8 1.8 

Table 3. The retrieval results according to the requirements 

Input 

No. 1 2 3 4 5 6 7 8 

Weight 4.5 4.5 4.7 5.1 5.1 6.7 4.1 4.1 
Cubage 3.0 3.0 3.2 2.5 3.0 2.5 1.8 1.8 
Power 1300 1500 1500 1600 1800 1200 1200 1300 
Handle double double double double single double single single 
Exhaust 

way up up up up up up 
—— —— 

Output Similarity(Sim i) 

Weight 0.8077 0.8077 0.8846 0.9615 0.9615 0.3462 0.6538 0.6538 

Cubage 1.0000 1.0000 0.8571 0.6429 1.0000 
—— 0.1429 0.1429 

Power 0.7222 0.5000 0.5000 0.1667 0.4863 
—— —— —— 

Handle 1.0000 1.0000 1.0000 
—— —— —— —— —— 

Exhaust 
way 

1.0000 1.0000 1.0000 
—— —— —— —— —— 

Sim ki 0.8771 0.8327 0.8239 
—— —— —— —— —— 
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The specific process of retrieval is as follows:  

(1) The design requirements are ordered according to the value of weight. The first 
one is Weight. Calculate its similarity with Eq. (2). The similarity is more than or 
equal to 0.5 is C1 (1,2,3,4,5,7,8). No.6 will be not calculated any more. 

(2) The second one is Cubage. Calculate its similarity with Eq. (2). The result is 
C2(1,2,3,4,5).  

(3) The third one is Power. Calculate its similarity with Eq. (3). The result is 
C3(1,2,3).  

(4) The attribute of Handle is matched. The result is C4 (1,2,3,).  
(5) The attribute of Exhaust way is matched. The result is C5 (1,2,3,).  

Finally, according to Eq. (5), compare the total similarity calculation. The largest 
one is Sim1. Therefore, the best case is CG461. 

The curve of improved similarity algorithm is shown in Fig.2. Date 1 is the im-
proved similarity. Date 1 is more accurate that of Date 3. 
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Fig. 2. The curve about compared the two similarity algorithms 

The best case is determined by comparing the total similarity. Sim ki is the total 
similarity of each case. With the improved similarity calculation, the results of ex-
periment illustrate that case retrieval is more accuracy than before. The case which is 
most similar with the design requirements is searched. 

5   Conclusion  

(1) A method of product presentation based on ontology is proposed. The method can 
realize not only standardization of expressive information but also normalization of 
functional knowledge for conceptual design.  

(2) In the process of case retrieval, hierarchical retrieval based on attribute tables is 
adopted. By the similarity calculation based on attributes and the total similarity cal-
culation, the range of matching is shrunk. Moreover, the retrieval efficiency is im-
proved. The result is more accurate so that the best case can be searched.  
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(3)The experiment results show that hierarchical retrieval based on attribute tables 
is practicable and available. 
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Abstract. In this paper a biometric system for personal identification, realized 
through the manipulation of retinal fundus images and the detection of its 
bifurcation points, is described. In the image pre-processing step, a strong 
contrast exaltation between blood vessels and the background in retinal image is 
carried out; then blood vessels are extracted and next the vasculature bifurcation 
and crossover points are identified within squared shaped regions used to 
window the image. Finally the features sets are compared with a pattern 
recognition algorithm and a novel formulation is introduced to evaluate a 
similarity score and to obtain the personal identification.  

Keywords: personal identification; retinal fundus; blood vessels detection; 
vasculature bifurcation and crossover points extraction; clustering algorithm; 
Naka-Rushton filter; Generalized Hough Transform; pattern recognition. 

1   Introduction 

The retina is located inside the eyeball on its back wall (Fig.1). Blood reaches the 
retina through vessels coming from the optic nerve. Just behind the retina is a matting 
of vessels called the choroidal vasculature. The mat of vessels of the choroid just 
behind the retina reflect most of the useful information used to identify individuals. 
This area of the eye is also referred to, by medical doctors, as the retinal fundus [1]. 

The retinal pattern capturing process can be summarized as follows this: the user 
looks at a green dot for a few seconds until the eye is sufficiently focused for a 
scanner to capture the blood vessel pattern. An area known as the fovea, located in the 
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centre of the retina, is then scanned by an infrared beam [2]. Due to its internal 
location, retina is protected from variations caused by exposure to the external 
environment (as in the case of other physical characteristics used in personal 
identification like fingerprints, palm-prints etc.). 

 

Fig. 1. Eye and scan area 

Awareness of the uniqueness of the retinal vascular pattern dates back to 1935 
when two ophthalmologists, Drs. Carleton and Goldstein, while studying eye disease, 
made a startling discovery: every eye has its own totally unique pattern of blood 
vessels. They subsequently published a paper on the use of retinal photographs for 
people identification based on blood vessel patterns [3]. Later in the 1950's, their 
conclusions were supported by Dr. Tower in the course of his study of identical twins 
[4]. He noted that, considering a couple of persons, identical twins would be the most 
likely to have similar retinal vascular patterns. However, Tower's study showed that, 
among resemblance factors typical of twins, retinal vascular patterns are the one that 
have the least similarity. Besides, among human physical features, none is longer 
lasting than retinal fundus. Consequently, a retinal image offers an extremely accurate 
personal identification tool [5]. 

This paper describes a methodology to perform personal identification by detecting 
bifurcation points of retinal fundus vasculature. The process consists of three phases: 
at first each retinal image is handled by pre-processing operations aiming to reduce its 
intrinsic noise; than, blood vessels are extracted to allow, subsequently, the detection 
of the bifurcation points necessary to personal identification. 

A database of 12 images containing 256 grey levels obtained by the ophthalmic 
clinic of a local hospital, has been used for testing the algorithm. The digital medical 
images constituting this database, where acquired by fluorescent angiography and, 
moreover, have a resolution of 512 x 512 pixels and a quantization of 8 bit per pixel. 

2   Pre-processing 

Through the pre-processing stage, two goals are to be reached: in primis a reduction 
of image noise, coming both from the disuniformity of light radiation on retinal 
fundus and from image acquisition hardware itself, and in secundis, a contrast 
enhancement of the lines that describe blood vessels, to semplify the successive 
vasculature extraction. 
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2.1   Noise Reduction 

The first target has been successfully achieved by clustering the hole image in regions 
depending on the mean grey value of each area with a binarization operation (Fig. 2). 
Binarization is performed using two different selection criteria, the first one based 
upon a numeric approach, that considers the percentage of bright pixel of the image, 
and a second one based upon chromatic informations that considers, also, the gray 
value of the pixels previously calculated. The selection criterion based on the 
percentage of bright pixel allows to improve the determination of bright areas in case 
of overexposed images during the data capture step. The lower threshold, that shows 
the lowest gray value represented in a bright region, used in the second criterion, has 
been located considering the shift that afflicts the histogram of images acquired under 
different illumination conditions. Finally, the 40% of bright pixels of the images, 
belonging to the range [160, 255], will be selected. At this point, the  necessity of 
applying the Naka-Rushton filter to every single region reveals clear. The use of this 
filter, in fact, allows to obtain a strong contrast enhancement between blood vessels 
and background, since each pixel belonging to areas under different illumination 
condition will be processed after being weighted by the average of pixels having the 
same brightness level, decreasing considerably the noise. 

  

                                       (a)                                                  (b)  

Fig. 2. Retinal Fundus (a), Bright Region (b) 

2.2   Contrast Enhancement 

The second goal, as introduced before, has been accomplished by applying Naka-
Rushton filter to both the regions defined in the previously step. The Naka-Rushton 
technique, that consists of a strong compactness operation of grey levels [6] [7], is 
regulated by the law: 

( ) ( )
( ) windowjiI

jiI
jiO

μ+
=

,

,
,  (1) 

where O(i,j) is the output matrix, that is the transformation result, I(i,j) is the 

elaborated image matrix and windowμ is the mean gray value of the pixels in the 
exploration window. 
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The result of this process is an image with a greater contrast between background 
and objects, as depicted in Figure 3. 

  
                                         (a)                                               (b) 

Fig. 3. Bright region after Naka - Rushton filtering (a), dark region after Naka - Rushton 
filtering (b) 

3   Blood Vessel Detection 

A blood vessel appears, as a line that is darkner then the background, within the 
image. 

The lines estraction algorithm, developed to find out blood vessels, is based on the 
image filtering, by means of a gaussian mask that allows the enhancement of the 
points of discontinuity within the image. The reason beneath the choice of a kernel of 
Gauss resides in the necessity of performing a smooth operation on the image in order 
to reduce noise [8]. 

The image has been derived by convolving it with gaussian kernels and with the 
first and second derivative of the same kernel, and the position of the line crests has 
been determined thanks to a sub pixeling algorithm. This algorithm discovers the 
direction that is orthogonal to the line by calculating the first derivative of image, and 
the exact position of the center of the line by determining the maximum value for the 
second derivative in that area. 

Analitically, each line can be described as follows: 
 

⎪
⎩

⎪
⎨

⎧

<
≤
−<

=
ω
ω
ω

xb

xh

xa

xr

,

,

,

)(
  

(2) 

where: 

• (a,b) Є [0,h] are coefficients representing the cromatic differences on the edge 
of a generic line; 

• h Є [0,255] is the maximum grey value that the line assumes in the image; 
• 2ω represents the line thickness. 
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The existence of the line is determined by studying the first spatial derivative of the 
image. The pixels where the first derivative has a null value are considered as 
belonging to the border of a line. But this is not enough: the noise that affects the 
pictures of retinal fundus creates false positives making, for this reason, impossible 
the extraction of lines by means of a bare calculation of the first derivative. The 
adopted criterion to overcome this disavantage, is based upon the study of the second 
derivative behaviour in the region laying around the points where the first derivative 
is zero. The exact position of the line center is determined searching for the second 
derivative maximum value in that area, with a sub pixel precision. 

The operation of image derivation is computed as the result of the convolution of 
the image itself with Gauss kernel built as in Figure 4. 

 
 

       
 
 

 

Fig. 4. The used Gauss Kernel 

 

Fig. 5. Detected blood vessels 

The gaussian filter will be more efficient while increasing the dimensions of the 
convolution matrix. The dimension of the used filter has been determined considering 
the dimension of the thinnest blood vessel to be detected (Fig. 5). 

4   Bifurcation Points Extraction 

The research of blood vessels crossing points has been developed studying of 
intersections of lines extracted in the previous phase, within squared shaped regions 
used to window the image. 

In fact the image has been windowed by using squares with 8 pixel side, that 
moves along the principal axis of the image so that two consecutives squares overlap 
for the half of their area (Fig. 6).  
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Fig. 6. Squared shaped regions used to window the image 

The study of map of extracted lines has been limited to the area enclosed inside the 
window. Segments within each window are considered as straight lines and their 
intersection is geometrically computed. The risk of loosing intersection points 
eventually located on the boundary of the region is avoided by choosing windows that 
partially overlap. Within each region only the points which falls inside the window 
baundaries are considered. All the intersection points falling outside the window will 
be computed and stored when the algorithm will investigate the region to which they 
belong.  

The windows positioning criterion brings to overlap of solutions: the same 
intersection point can be determined more than once, i.e. one time for each window 
positioned in that area.  

The result is that we have more points that represent the same intersection of 
vessels, positioned around the real intersection point (Fig. 7 (a)). To calculate the 
exact coordinates of the intersection points, the average value for both the coordinates 
x and y, has been calculated (Fig. 7 (b)). Another error is introduced where 
interpolating curves with straight lines. The interpolation error has been reduced by 
considering smaller windowings squares.  

   

                                             (a)                                            (b) 

Fig. 7. The extracted cloud of points (a); the final extracted blood vessels crossing points (b) 
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5   Personal Identification 

The cloud of points, extracted as described, represents a feature set which identifies 
each retina (i.e. each subject). In this step the goal is to use a matching algorithm 
which provides a score of correlation between two clouds of points (i.e. our features 
sets). Each feature is represented by a couple of coordinates, hence a simplified 
version of the Generalized Hough Transform [9] has been tested. The Generalized 
Hough Transform is an effective way to recognize shapes: it makes a comparison 
between two set of connected points by means of an accumulation matrix (AM). Each 
couple of connected points of one set is compared with each couple which shows the 
same inclination on the other set. Since the used set does not consist of connected 
points, we use a simplified algorithm which can be described as follows: 

 
Calculate RA and RB (reference points for features set A and B. It 
can be arbitrary set) 

Refer all points of each features set to their own reference point 

For each point Pa of set A 
 For each point Pb of set B 

 Calculate distance between Pa and Pb and add contribute in 
the accumulation matrix 

 
A peak in the AM will represent a high factor of similarity (Fig. 8 (a)). Of course 

noise can cause a random displacement of each feature point of two sets related to the 
same subject, with a consequent lowering of the peak in the AM. In order to make the 
algorithm noise tolerant, the way to add the contribution in the AM has been changed: 
instead of adding a single contribution at the calculated coordinates, we add 
contribution in an area all around it. The area is user defined and it corresponds to a 
circular Roberts Window [10] which allows to choose how many points will carry 
contribution, with a fine step of variation. The area chosen for the Roberts Window 
gives a measure of the tolerance to noise. 

When the AM is calculated, a similarity score has been extracted. Two identical 
features sets produce an AM with an absolute maximum value placed in the middle 
and various multiple local maxima of lower value. Local maxima usually have much 
lower values than the peak, but their difference depends on the Roberts Window 
chosen for the accumulation process. Differences in the two sets cause a decrease of 
the absolute maximum and an increase of the other values. Sets of points with no 
correlation can also produce multiple absolute maxima and multiple local maxima of 
high value (Fig. 8 (b)). We use this behaviour to extract a similarity score. Our 
algorithm can be described as follows: 

 
• Calculate the absolute maximum value of the accumulation matrix; 
• Calculate the gravitational center (C) of all absolute maxima positions (in case 

of high similarity, it will be coincident with the singular absolute maximum 
position); 

• Calculate the mean value (HV) inside the Roberts Window centered in C; 
• Calculate the mean value (LV) outside the Roberts Window centered in C; 
• Normalize value LV: LV’ = LV/HV; 
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                                (a)                                                                 (b) 

Fig. 8. 3D representation of the Accumulation Matrix. (a) Case of identity between clouds of 
points; (b) Case of clouds of points with no correlation. 

 
The Roberts Window used for the mean calculation has the same order of that used 

for the accumulation process. The identified similarity score is proportional to the 
difference between values HV and LV. Since HV and LV depend also on the Roberts 
Windows, their difference have been related with the value obtained in case of perfect 
coincidence. Hence: 

Similarity score = (1 – LV’ ) / (1 – LVi’) (3) 

Where LV’ is the normalized mean value outside the Roberts Window and LVi’ is the 
normalized mean value outside the Roberts Window calculated in case of identical 
features sets. 

6   Experimental Results 

The algorithm has been run on a database of 12 images, 512 x 512 pixel, of 10 
different persons where two couple of images belongs to the same person. Figure 9 
shows the mean trend of the similarity score relative to the order of the Roberts 
Window. 

 

Fig. 9. Mean Similarity Score vs Roberts Window Order 
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Even though mean results reveal a good performance of the algorithm for a wide 
range of the order of the Roberts Window, in tests, an order of 8, which corresponds 
to a Window comparable to a circle of radius 3 pixel, minimizes best the score for 
different subjects. 

Experimental evidence shows also that a threshold equal to 70% would bring both 
False Acceptance Rate and False Rejection Rate to a value of 0%. 

7   Conclusions 

In this paper is described a biometric system for personal identification, realized 
through the manipulation of retinal fundus images and the detection of its bifurcation 
points. The process consists of three phases: at first each retinal image is handled by 
pre-processing operations aiming to reduce its intrinsic noise; than, blood vessels are 
extracted to allow, subsequently, the detection of the bifurcation points necessary to 
personal identification. The satisfactory results of experimental encourage the authors 
to continue the studies in this direction. 
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Abstract. Considering the affection of measurement noise of the net-
ting radar, the error components of the inert coordinates, including the
netting radar inert coordinates and the netting fusion center inert coordi-
nates, are given detail analysis in this paper. In the two kinds of the inert
coordinates the corresponding statistical character of the errors caused
by the measurement noise is educed in the form of the first order mo-
ment and the second order center moment. Lastly some conclusions are
remarked.

1 Introduction

Compared with the isolated radar, the radar netting system[1,2,3] has many ad-
vantages, such as expanding the measurement space & time scope, enhancing
the measurement precision and detection performance, greatly improving mea-
sured data transferring speed, and so on. Therefore the radar netting system
would be widely used in future battles. The radar netting system consists of
the netting fusion center, the netting radars and the communication chains. The
netting radars measure the target in the airspace and export the corresponding
plots to the netting fusion center by the communication chains. In the netting
fusion center, the reported plots, firstly, will be transformed into the netting
fusion center coordinates, then, will be applied for tracking the status of the tar-
get according to some data fusion algorithms. Generally it is the netting fusion
center where the target track processing of the radar netting system is fulfilled.
But measured information of the target in the airspace, such as range, bearing
angle, elevation angle, is measured and extracted in the radar polar coordinates.
In the netting fusion center, the plots data measured by the netting radar, must
be transformed into the united coordinates in the netting fusion center by the
some coordinate transformation technology[4,5,6,7], then can be used to the tar-
get status estimation. The data derivations of the radar netting system are the
netting radars, which have different work modes, different kinds and different
performance. With no considering the fixed errors of the netting radar and the
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coordinate transformation errors, the netting radar measure noise errors will lead
to the different error demonstration to some extent in the radar inert coordinates
and in the fusion center inert coordinates. The statistical performance of these
noised data will affect target track quality. For example, before the Kalman fil-
tering algorithm is used to track the target, the measure noise covariance matrix
must be given. The purpose of the paper discuss the statistic performance of
errors caused by the netting radar measurement noise in the two kinds of the
inert coordinates.

2 In the Netting Radar Inert Coordinates the Statistic
Performance Analysis of the Errors Caused by the
Measurement Noise

2.1 The Coordinate Transformation Technology from the Polar
Coordinates to the Netting Radar Inert Coordinates

Suppose that in time k the typical kinematics measured for a target in the
airspace are range, bearing angle and elevation angle, represented by the vector,
[rk, θk, ϕk]T , in the netting radar polar coordinates. For the same target and in the
same measuring time k, the vector, [xk

r , y
k
r , z

k
r ]T , represents the inert coordinate of

the netting radar, and the vector, [xk
f , y

k
f , z

k
f ]T , denotes the inert coordinate of the

netting fusion center. According to Reference [8], transforming the netting radar
polar coordinate into the netting radar inert coordinate is given by

⎧
⎨
⎩
xk

r = rk cosϕk sin θk

yk
r = rk cosϕk cos θk

zk
r = rk sinϕk

(1)

2.2 The Analysis of the Netting Radar Inert Coordinate Errors
Caused by the Measurement Noise

From (1), it can be seen that the inert coordinate components of the netting
radar can be expressed as the nonlinearity combination of measured components.
Therefore, the error character of the netting radar inert coordinates must be
tightly relevant to the statistic character of the measurement noise of the netting
radar. According to (1), the inert coordinate error in the netting radar inert
coordinates, expressed by the full differential linearity combination of the range
error, bearing error and elevation angle error of the netting radar is given by

⎧
⎪⎪⎨
⎪⎪⎩

dxk
r = ∂xk

r

∂rk
drk + ∂xk

r

∂θk
dθk + ∂xk

r

∂ϕk
dϕk

dyk
r = ∂yk

r

∂rk
drk + ∂yk

r

∂θk
dθk + ∂yk

r

∂ϕk
dϕk

dzk
r = ∂zk

r

∂rk
drk + ∂zk

r

∂θk
dθk + ∂zk

r

∂ϕk
dϕk

(2)

where dxk
r ,dyk

r and dzk
r represents the three error components of the netting

radar inert coordinates. According to (1), the partial differential expresses of (2)
can be representatively given by
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⎧
⎪⎪⎨
⎪⎪⎩

∂xk
r

∂rk
= cosϕk sin θk,

∂xk
r

∂θk
= rk cosϕk cos θk,

∂xk
r

∂ϕk
= −rk sinϕk sin θk

∂yk
r

∂rk
= cosϕk cos θk,

∂yk
r

∂θk
= −rk cosϕk sin θk,

∂yk
r

∂ϕk
= −rk sinϕk cos θk

∂zk
r

∂rk
= sinϕk,

∂zk
r

∂θk
= 0, ∂zk

r

∂ϕk
= rk cosϕk

(3)

Inserting (3) into (2), the inert coordinate errors caused by the measurement
noise can be derived as

⎧
⎨
⎩
dxk

r = cosϕk sin θkdrk + rk cosϕk cos θkdθk − rk sinϕk sin θkdϕk

dyk
r = cosϕk cos θkdrk − rk cosϕk sin θkdθk − rk sinϕk cos θkdϕk

dzk
r = sinϕkdrk + rk cosϕkdϕk

(4)

2.3 In the Netting Radar Inert Coordinates the Statistic Character
Analysis of Errors Caused by the Measurement Noise

The expectation of both sides of (4) can be determined as
⎧
⎨
⎩
E
[
dxk

r

]
=cosϕk sin θkE [drk]+rk cosϕk cos θkE [dθk]−rk sinϕk sin θkE [dϕk]

E
[
dyk

r

]
=cosϕk cos θkE [drk]−rk cosϕk sin θkE [dθk]−rk sinϕk cos θkE [dϕk]

E
[
dzk

r

]
=sinϕkE [drk] + rk cosϕkE [dϕk]

(5)
where E [·] denotes solving operation of mathematic expectation for the compo-
nent of the bracket. Generally measuring range procedure, measuring bearing
angle procedure and measuring elevation angle procedure of the netting radar
are mutually independent, that is, every measurement error,drk,dθk,dϕk is inde-
pendent, zero mean, white Gaussian noise with variance δ2

rk
,δ2

θk
,δ2

ϕk
. Therefore,

the statistical character of measurement noise can be determined as
⎧
⎨
⎩
E [drk] = 0
E [dθk] = 0
E [dϕk] = 0

(6)

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

E
[
(drk − E [drk])2

]
= E

[
(drk)2

]
= δ2

rk

E
[
(dθk − E [dθk])2

]
= E

[
(dθk)2

]
= δ2

θk

E
[
(dϕk − E [dϕk])2

]
= E

[
(dϕk)2

]
= δ2

ϕk

(7)

⎧
⎨
⎩
E [drkdθk] = E [drk]E [dθk] = 0
E [dθkdϕk] = E [dθk]E [dϕk] = 0
E [drkdϕk] = E [drk]E [dϕk] = 0

(8)

Inserting (6) into (5), it can be derived as
⎧
⎨
⎩
E
[
dxk

r

]
= 0

E
[
dyk

r

]
= 0

E
[
dzk

r

]
= 0

(9)
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Considering the second order center moment of x-component of the netting radar
inert coordinates, it can defined as

{
E
[(
dxk

r − E
[
dxk

r

])2] = E
[(
dxk

r

)2] (10)

Inserting dxk
r of (4) into (10), the second order center moment, , can be written as

E
[(
dxk

r

)2]
= (cosϕk sin θk)2 δ2

rk
+ (rk cosϕk cos θk)2 δ2

θk
+ (rk sinϕk sin θk)2 δ2

ϕk

(11)
In the same manner of (11), the second order center moments of the y-component
and z-component of the netting radar coordinates are derived as

E
[(
dyk

r − E
[
dyk

r

])2] = E
[(
dyk

r

)2]

= (cosϕk cos θk)2 δ2
rk

+ (rk cosϕk sin θk)2 δ2
θk

+ (rk sinϕk cos θk)2 δ2
ϕk

(12)

E
[(
dzk

r − E
[
dzk

r

])2]
= E

[(
dzk

r

)2]
= (sinϕk)2 δ2

rk
+ (rk cosϕk)2 δ2

ϕk
(13)

The mutual covariance between x-component and y-component of the netting
radar inert coordinates is expressed as

E
[(
dxk

r − E
[
dxk

r

]) (
dyk

r − E
[
dyk

r

])]
= E

[
dxk

rdy
k
r

]

= sin θk cos θk

(
(cosϕk)2 δ2

rk
− (rk)2 (cosϕk)2 δ2

θk
+ (rk)2 (sinϕk)2 δ2

ϕk

)
(14)

In the same manner of (14) the mutual covariance between x-component and
z-component, the mutual covariance between y-component and z-component,
can be determined by (15) and (16).

E
[(
dxk

r − E
[
dxk

r

]) (
dzk

r − E
[
dzk

r

])]
= E

[
dxk

rdz
k
r

]

= sin θk sinϕk cosϕk

(
δ2
rk
− (rk)2 δ2

ϕk

)
(15)

E
[(
dyk

r − E
[
dyk

r

]) (
dzk

r − E
[
dzk

r

])]
= E

[
dyk

r dz
k
r

]

= cos θk sinϕk cosϕk

(
δ2
rk
− (rk)2 δ2

ϕk

)
(16)

2.4 Some Conclusions

According to the above analysis, some conclusions can be summarized as the
followings.

(A) In the netting radar inert coordinates, the errors caused by the measurement
noise, are not only relevant to the statistic character of measurement noise, but
also relevant to measured values of the target. And the errors can be expressed
as the nonlinearity combination of the statistic parameters of the measurement
noise and measured values of the target by the netting radar.
(B) If the measurement noises are independent, zeros mean, white Gauss noises,
the first order statistic character of the errors, caused by measurement noise, is
also zeros mean.
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(C) The second order statistic character of the inert coordinate errors, caused
by measurement noise, is relevant to the measured values of the target and
measurement variance.
(D) The measurement noise of the netting radar leads to the mutually coupling
among the three components in the netting radar inert coordinates. Therefore,
in order to no losing the coupling relation, while tracking targets, the method
of the isolated single-dimension status filtering does not suggest to be used.

3 The Statistic Character Analysis of the Netting
Fusion Center Inert Coordinate Errors Caused by
Measurement Noise

3.1 The Coordinate Transform Technology from the Netting
Radar Inert Coordinates to the Netting Fusion Center Inert
Coordinates

According Reference [9], at time k, for the same target in the airspace, trans-
forming the netting radar inert coordinate into the netting fusion center inert
coordinate is given by

⎡
⎣
xk

f

yk
f

zk
f

⎤
⎦ =

(
MefM

T
er

)
⎡
⎣
xk

r

yk
r

zk
r

⎤
⎦+

⎡
⎣
xrk

f

yrk
f

zrk
f

⎤
⎦ (17)

where
[
xk

f , y
k
f , z

k
f

]T

and
[
xrk

f , yrk
f , zrk

f

]T

represent the netting fusion center inert
coordinate of the target at time k and netting fusion center inert coordinate of the
netting radar, where Mef and Mer is representatively at the place of the netting
radar the rotation matrix from the geocentric inert coordinates to the netting
fusion center inert coordinates , and the rotate matrix from the geocentric inert
coordinates to the netting radar inert coordinate, where

(
MefM

T
er

)kenotes the
rotation matrix from the netting radar inert coordinates to the netting fusion
center inert coordinates. The rotation matrix Mef and Mer is determined[9] by

Mef =

⎡
⎣

− sin (Lf) cos (Lf) 0
− sin (Bf ) cos (Lf) − sin (Bf ) sin (Lf ) cos (Bf )
cos (Bf ) cos (Lf) cos (Bf ) sin (Lf) sin (Bf )

⎤
⎦ (18)

Mer =

⎡
⎣

− sin (Lr) cos (Lr) 0
− sin (Br) cos (Lr) − sin (Br) sin (Lr) cos (Br)
cos (Br) cos (Lr) cos (Br) sin (Lr) sin (Br)

⎤
⎦ (19)

where Lf and Bf representatively denotes the earth longitude and the earth lat-
itude of the netting fusion center, where Lr and Br is representatively the earth
longitude and the earth latitude of the netting radar. According to Reference
[9], Mef , Mer and

(
MefM

T
er

)k are all orthogonal matrixes, and
(
MefM

T
er

)k is
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a symmetry orthogonal matrix. Considering symmetry matrix
(
MefM

T
er

)k

, it
is expressed as

(
MefM

T
er

)k
=

⎡
⎣
mk

11 mk
12 m

k
13

mk
12 mk

22 m
k
23

mk
13 mk

23 m
k
33

⎤
⎦ (20)

Inserting (20) into (17), it can be derived by

⎧⎨
⎩
xk

f = mk
11x

k
r + mk

12y
k
r + mk

13z
k
r + xrk

f

yk
f = mk

12x
k
r + mk

22y
k
r + mk

23z
k
r + yrk

f

zk
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3.2 The Analysis of the Netting Fusion Center Inert Coordinate
Error Caused by the Measurement Noise

At time k, according to (17) ∼ (21), it is known that
[
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f , yrk
f , zrk

f

]T

and
(
MefM

T
er

)k are the fixed vector and the fixed matrix. By variant of the net-
ting radar inert coordinate of the given target, the full differential express of the
netting fusion center inert coordinate errors is determined as
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3.3 The Statistical Character Analysis of the Netting Fusion Center
Inert Coordinate Errors Caused by the Measurement Noise

According to (9) and (22), the mathematic expectation of the netting fusion
center inert coordinate errors caused by the measurement noise can be expressed
as ⎧
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The second order center moment of the x-component of the netting fusion center
inert coordinates is determined by
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In the same manner of (24), the second order center moments of the y-component
and z-component of the netting fusion center inert coordinates can be represen-
tatively expressed as (25) and (26).
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The mutual covariance between the x-component and y-component of the netting
fusion center inert coordinates is determined by
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In the same manner of (27), the mutual covariance between the x-component
and z-component , and the mutual covariance between y-component and z-
component of the netting fusion center inert coordinates are written by (28) and
(29).
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Inserting E
[(
dxk

r

)2],E
[(
dyk

r

)2],E
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)2], E
[
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of (11)∼(16) into (24)∼(29), the second order center moments of

the netting fusion inert coordinate errors can be solved.

3.4 Some Conclusions

Based on the above analysis, some conclusions can be summarized as the
followings.

(A) The netting fusion center inert coordinate errors, caused by the measure-
ment noise, can be described as the linearity function of the three components
of the netting radar inert coordinate error.
(B) The mean of the netting fusion center inert coordinate error, caused by mea-
surement noise, is zeros, because the mean of the netting radar inert coordinate
error is also zero mean.
(C) The second order center moments of the netting fusion center inert coor-
dinate error is linearity combination of the second order center moments of the
netting radars inert coordinate errors.
(D) In the netting fusion center inert coordinates, the error components, caused
by the measurement noise, are mutually coupling. While tracking the targets in
the inert coordinates, the coupling relation must be considered, otherwise, the
tracking performance will be debased.
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Slušný, Stanislav 284
Soldo, Domenico 896
Soriano Mendez, Jose Jairo 316
Soysal, B. 347
Stuart, Keith Douglas 46
Su, Bing 975
Su, Chunyang 661, 701
Su, Guangda 622
Su, Hong 54
Sun, Jingyu 840
Sun, Kai 251
Sun, Zhaohao 410
Supciller, Aliye Ayca 783

Tagliaferri, Roberto 1085
Tang, Lixin 148, 727
Tang, Nan 616
Tarricone, Gianfranco 1077
Tavakkoli-Moghaddam, Reza 123
Tavares, Leonardo G. 959
Teng, Hong-fei 140, 742
Thinley, Sangay 880
Thomas, Binu 880
Tommasi, Stefania 1085
Tran, Dinh Khang 420, 438
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