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Preface

The International Conference on Computational Processing on Portuguese, for-
merly the Workshop on Computational Processing of the Portuguese Language
– PROPOR – is the main event in the area of Natural Language Processing that
focuses on Portuguese and the theoretical and technological issues related to this
specific language. The meeting has been a very rich forum for the interchange of
ideas and partnerships for the research communities dedicated to the automated
processing of the Portuguese language.

This year’s PROPOR, the first one to adopt the International Conference la-
bel, followed workshops held in Lisbon, Portugal (1993), Curitiba, Brazil (1996),
Porto Alegre, Brazil (1998), Évora, Portugal (1999), Atibaia, Brazil (2000), Faro,
Portugal (2003) and Itatiaia, Brazil (2006).

The constitution of a steering committee (PROPOR Committee), an interna-
tional program committee, the adoption of high-standard refereing procedures
and the support of the prestigious ACL and ISCA international associations
demonstrate the steady development of the field and of its scientific community.

A total of 63 papers were submitted to PROPOR 2008. Each submitted
paper received a careful, triple-blind review by the program committee or by
their commitment. All those who contributed are mentioned on the following
pages. The reviewing process led to the selection of 21 regular papers for oral
presentation and 16 short papers for poster sessions.

The workshop and this book were structured around the following main top-
ics: Speech Analysis; Ontologies, Semantics and Anaphora Resolution; Speech
Synthesis; Machine Learning Applied to Natural Language Processing; Speech
Recognition and Natural Language Processing Tools and Applications. Short
papers and related posters were organized according to the two main areas of
PROPOR: Natural Language Processing and Speech Technology.

This year’s PROPOR had two important novelties: one was the fact that
the two main areas of the conference were more equally represented and the
other was the inclusion of a special session dedicated to Applications of Por-
tuguese Speech and Language Technologies. The special session, promoted by
the Microsoft Language Development Center (MLDC), provided an opportunity
for university and industrial communities working on portuguese natural lan-
guage processing and speech technology to report their most recent products,
systems, resources or tools for Portuguese. Two satellite events were also or-
ganized in association with PROPOR: the Second HAREM Workshop, Named
Entity Recognition in Portuguese, and the workshop “Ten years of Linguateca”.

We would like to express here our thanks to all members of our technical
program committee and additional reviewers, as listed on the following pages.

We are especially grateful to our invited speakers, Tanja Schultz (Univer-
sity of Karlsruhe and CMU) and Chris Quirk (Microsoft), for their invaluable
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contribution, which undoubtedly increased the interest in the conference and its
quality.

We are indebted to the PROPOR 2008 secretary, Anabela Viegas, for all her
support.

We would like to publicly acknowledge the institutions and companies with-
out which this conference would not have been possible: Universidade de Aveiro,
Institute of Electronics and Telematics Engineering of Aveiro (IEETA), Associa-
tion for Computational Linguistics (ACL), International Speech Communication
Association (ISCA), ISCA Special Interest Group on Iberian Language (SIG-IL),
Fundação para a Ciência e a Tecnologia (FCT), Microsoft, Springer, !UZ Tech-
nologies, DESIGNEED and Grande Hotel da Curia.

June 2008 António Teixeira
Vera Lúcia Strube de Lima

Lúıs Caldas de Oliveira
Paulo Quaresma
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Lúısa Coheur INESC-ID, Portugal
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Floresta Sintá(c)tica: Bigger, Thicker and Easier . . . . . . . . . . . . . . . . . . . . . 216
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Event Detection by HMM, SVM and ANN: 
A Comparative Study 

Carla Lopes1,2 and Fernando Perdigão1,3 

1 Instituto de Telecomunicações 
2 Instituto Politécnico de Leiria-ESTG  

3 Universidade de Coimbra - DEEC 
Pólo II, P-3030-290 Coimbra, Portugal  

{calopes,fp}@co.it.pt 

Abstract. The goal of speech event detection (SED) is to reveal the presence of 
important elements in the speech signal for different sound classes. In a speech 
recognition system, events can be combined to detect phones, words or sen-
tences, or to identify landmarks with which a decoder could be synchronized. In 
this paper, we introduce three popular classification techniques, HMM, SVM, 
ANN and Non-Negative Matrix Deconvolution (NMD) for SED. The main pur-
pose of this paper is to compare the performance of (1) HMM, (2) hybrid 
SVM/NMD (3) hybrid SVM/HMM and (4) hybrid MLP /HMM approaches to 
SED and emphasize approaches to reaching lower Event Error Rates (EER). It 
was found that the hybrid SVM/HMM approach outperformed the HMM sys-
tem. Regarding EER, an improvement of 6% was achieved. The hybrid 
MLP/HMM got the best EER rate. Improvements of 11% and 8% were found in 
comparison with the HMM and hybrid SVM/HMM event detector, respectively. 

Keywords: Speech recognition, event detection, HMM, SVM, ANN. 

1   Introduction 

Despite the continuous nature of speech, standard automatic speech recognition sys-
tems describe it as a sequence of discrete units, usually phonemes. Since speech is a 
result of changes in both the excitation source and the vocal tract system, it may be 
described as a sequence of events. These events may be related to the signal acoustics, 
the signal production, the speaker, etc, because any significant change may itself be 
treated as an event. What is most interesting is the fact that these events are common 
to all languages, and so they can be studied in different contexts and languages.  In 
the literature, event-based systems are described in several contexts, these being: the 
classification of the signal into broad classes according to the presence of some spe-
cific features in the acoustic structure of the signal, [4],[1]; the detection of landmarks 
where some specific changes like syllabic dips, glottal closures or vowel onset points 
occur [10]; the finding of structural events like sentence boundaries, filled pauses, 
discourse markers, and edit disfluencies, [15], etc. Notwithstanding this fuzzy concept 
of speech events, all event-based systems have the same goal: to detect both the oc-
currence of important elements and the time when they occur. Several authors have 
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already focused on the goal of detecting events using Hidden Markov Models 
(HMMs) [4],[15], Support Vector Machines (SVMs), [1], Artificial Neural Networks 
(ANNs) [4] and also hybrid architectures, [7],[8],[3]. Nevertheless, to the best of our 
knowledge, no comparative study of the performance of these techniques has yet been 
done. In speech recognition systems, events may be used as additional information 
that aims at correcting the errors made by an existing recognizer.  They can be used as 
input features, they can be combined to detect phones, words or sentences, or to iden-
tify landmarks with which a decoder could be synchronized. 

Hidden Markov Models are, without doubt, the leading technology for Automatic 
Speech Recognition (ASR). In HMMs the acoustic-level decisions are taken based on 
the likelihood maximization criterion: an HMM that best matches a current input 
pattern is selected. Thus, everything seems to point to the success of HMMs in event-
based detection, too. On the other hand, event detection relies mainly on a classifica-
tion problem, and this could perhaps more successfully be tackled by means of  
discriminative approach. Consequently, two other technologies were introduced to 
detect events in the speech signal: ANNs and SVMs. 

ANNs stand for an important class of discriminative techniques, very well suited 
for classification problems. Their ability to be used as a detection mechanism which 
learns from observed data completely suits our goal. Also, its discriminative learning 
capability, where there is no need to make assumptions about the class statistical 
distributions, is a remarkable feature since statistical distributions may change with 
each event class. 

SVMs are also an important discriminative technique with several outstanding 
properties. Their ability to learn from a relatively small amount of high dimensional 
data, while at the same time providing a solution with maximum margin, mark SVMs 
out for success. The purpose of this paper is to compare the performance of event 
detection systems using HMMs, SVMs and ANNs to emphasize approaches to reach 
lower event error rates. 

2   Event-Based System Description 

A front-end which performs utterance segmentation in terms of a sequence of events 
over time is proposed. For that purpose four attributes to be detected were defined: 
silence, frication, stops and sonorancy, in such a way that the output signal of the 
proposed front-end is a segmented signal in terms of four broad classes: silences, 
fricatives, stops and sonorants. 

The experiments were carried out using the TIMIT database, [5]. The training set 
consisted of all si and sx sentences of the original training set (3698 utterances) 
and the test set consisted of all si and sx sentences from the complete 168-speaker 
test set (1344 utterances). The 61 TIMIT-labeled phones were divided into 4 broad 
classes (sonorant, fricative, stop and silence) according to the phoneme sets presented 
in Table 1. The performance is evaluated for Correctness (Corr), Accuracy (Acc), and 
Event Error Rate (EER). The expressions for these measures are: Corr=(NT-S-D)/ NT, 
Acc= (NT - S - D - I)/ NT, and ERR=1 - Acc, where NT is the total number of labels in 
the reference utterance and S, D and I are the substitution, deletion and insertion er-
rors, respectively. The results were computed using the HTK Hresult tool, [11]. 
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TIMIT database were used not only because it provides manually segmented pho-
neme boundaries but also because it is widely used and thus allow us to compare 
results with other works. 

Table 1. 61 TIMIT-labeled phones division into 4 broad classes of events 

Broad classes TIMIT-labeled phones 
Fricatives z, zh, s, sh, jh, ch, th, f, dh ,v 
Silences h#, epi, pau, bcl, dcl, gcl, pcl, kcl, tcl, q 
Stops b, d, g, p, t, k 

Sonorants 
dx, hv, l, m, n, ng, nx, r, w, y, hh, aa, ae, ah, ao, aw, ax-h, axr, ay, ax, 
eh, el, em, en, eng, er,ey, ih, ix, iy, ow, oy, uh, uw, ux 

3   Baseline HMM Classifier 

Hidden Markov Models are extensively used in speech recognition. Their success 
relies on their ability to model both the acoustic and temporal features of the speech 
signal. HMMs express the speech signal statistically, and at the same time they model 
the temporal evolution of the speech signal. In order to develop an HMM-based event 
classifier acoustic models were built for each class: sonorant, stop, fricative and si-
lence, using HTK3.4, [11]. Each class was modelled by a three-state left-to-right 
HMM and each state by a single Gaussian. The input features were 12 MFCCs plus 
energy, and their 1st and 2nd order time derivatives, computed at a rate of 5ms and 
within a window of 15ms. The maximum likelihood criterion was used for training. 
Only acoustic models were employed in event recognition: no language model was 
used. Better results are obtained when adjacent events of the same class are merged. 
Results for the HMM system are in Table 2. With one Gaussian mixture we got a 
Correctness rate of 88.47% and an Accuracy rate of 73.14%. Despite the differences 
in training and testing conditions, these results outperform the results of a 5-class 
classifier described in [1]. With 8 mixtures the results are significantly better 
(89.36%, 77.57% for Correctness and Accuracy, respectively), however the number 
of training parameters also increased. 

Table 2. HMM Classifier’ results 

HMM Classifier Correctness Accuracy  Number of training parameters 
1 Gaussian mixture 88.47% 73.14% 979 

8 Gaussian mixtures 89.36% 77.57% 7615 

 
Although the HMMs work very well in speech recognition applications, the training 

maximum likelihood criterion has some limitations. This criterion maximizes the prob-
ability of a given model generating the observation sequence, but does not minimize the 
probability of other models generating the same sequence. Even if each HMM model 
has the correct distribution for the corresponding speech, it has no knowledge about the 
distribution of the competing speech classes. These limitations lead to the appearance of 
other training techniques (discriminative) were the training is based on comparisons of 
the likelihood scores estimated for the speech units: SVM and ANN. 
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4   SVM Classifier 

Binary classification using Support Vector Machines is a well known technique, [14]. 
Due to various complexities, a direct solution of multiclass problems using a single 
SVM formulation is usually avoided. To solve our multi-event problem, a binary clas-
sifier was built for each of the classes in a “one-versus-all” strategy. Figure 1 a) shows 
the SVM classifier’s modular structure and Table 3 shows the acoustic features used to 
train each SVM classifier. In contrast to the HMM approach, where a temporal modu-
lation of the features is made, the SVM operates in static mode: only parameters de-
scribing the recognized frame are used as input features. All SVM classifiers use only 
four acoustic static features, except the stop classifier, which uses a further eight dy-
namic features (first and second order time derivatives of the static features), within a 
context of 9 frames. These small sets of features seem to characterize each class well 
and lead to a smaller number of support vectors, thus shortening classification time. 
The features were computed at a frame rate of 5ms using a Hamming window of 15ms.  

Table 3. Static acoustic feature set for each class of events 

 Fricatives Silences Stops Sonorants 
5 ms log-energy × × ×  
Max amplitude  ×   
Spectral Flatness Measure × × ×  
Spectral Centroid ×    
Log energy ratio at high/low frequencies × × ×  
Median of energy in a 9th filter bank   ×  
Energy <500Hz    × 
500<Energy <1500Hz    × 
Voice evidence    × 
Peakiness    × 

 
The SVM software package SVMlight [13] was used for training and classification. It 

is common to use SVM with non-linear kernels 0[6], but despite the good classification 
capabilities of non-linear kernels, training and (especially) classification, are extremely 
time-consuming when the number of support vectors is high. It was thus decided to use 
linear kernels. Details of the parameters used in the SVM training, as well as training 
and testing statistics, can be found in [8]. 

The proposed event-based system has a modular structure as shown in Figure 1. The 
first module consists of the described SVM classifier. The outputs of this module pro-
vide membership predictions for each event class, for each frame. Since SVMs do not 
naturally give out posterior probabilities, the predictions were normalized by a softmax 
function, ensuring that a number between 0 and 1 is allocated to each class. 

To turn the SVM outputs, which are frame-based, into a signal segmented in terms 
of events, an event merger is required. Two methods of event merging were tested and 
compared: The first proposes to generate events using Non-Negative Matrix Deconvo-
lution, [12]. The second is a hybrid HMM/SVM architecture, [7]. Both methods are 
described below. Figure 1 a) illustrates the SVM classifier and Figures 1 b) and c) 
illustrate the merger methods.  
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Fig. 1. Event-based system’s modular structure. a) SVM classifier structure; b) Non-Negative 
Matrix Deconvolution Merger; c) Hybrid SVM/HMM system 

4.1   Speech Event Detection by Non Negative Matrix Deconvolution  

The speech signal was segmented into distinct classes of events by using Non-
Negative Matrix Deconvolution, [12] which is an extension of Non-Negative Matrix 
Factorization, [2]. A brief description of both methods is given below and more de-
tails can be found in [8]. 
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Non-negative Matrix Factorization (NMF) attempts to decompose a data matrix 
into a combination of bases under a constraint of non-negativity in all the data in-
volved. The factorization paradigm involves the solution of the following problem: 

given a non-negative matrix m n×∈ ℜV  and a positive integer r< min{m,n}, how does 
one find two non-negative matrixes, m r×∈ ℜW  and r n×∈ ℜH , so that 

r nm n m r ×× ×
≈V W H . The 

index n refers to time and m to the dimension of the data vectors. A formal description 
of NMF and an algorithm for solving the NMF problem are given in [2]. Regarding 
speech signals, NMF may describe the objects by their spectrum and their energy over 
time, but, as shown in [12], if the spectral structure of the objects evolves distinc-
tively, the expressive power of this description is not enough to reveal the structure of 
the objects. An NMF extension is proposed in [12]; this is called Non-negative Matrix 
Deconvolution (NMD). This deconvolutive extension exploits the temporal relation-
ship between multiple observations over neighbouring intervals of time, in such a way 
that each object is described as a sequence of successive spectra and corresponding 
activation patterns over time. While NMF approximates a matrix V by a product WH, 

NMD uses a convolution sum of T+1 matrixes resulting in ( )

0

T t
t

t

→

=

≈∑V W H , where 
t →

H  

refers to t right shifts of the columns of  H, placing zeros on the left.  Since we are 
dealing with an approximation, it is necessary to define a cost function to qualify it.  
Smaradgis used a cost function which is related to the Kullback-Leibler divergence. 

Taking ( )

0

T t
t

t

→

=

= ∑Λ W H , it is given by the next expression 

( ) ( )( )log /
ij ij ij

ij

ij ijD = + −∑V Λ V Λ VV Λ . Following Lee and Seung’s proposal, 

Smaragdis also guarantees that the cost function converges to a local minimum, itera-
tively applying update functions.  

As noted, NMD extends the temporal structure of the objects present in the input 

data. The column i of ( )tW  describes the spectrum of the object i, t steps after the 
object has begun. In our event-based system, we want NMD to detect the four differ-
ent events from the outputs of the softmax function (see Figure 1b)). NMD is  
block-based, so we tested several lengths for the bases and we got good results look-
ing for bases in four-frame blocks (T=3). A simple illustrative example is given in 
Figure 2. The top image represents the spectrogram of a speech signal composed of 
repeating events, while the central image represents the output of the SVM classifier. 
The bases are shown in the leftmost plot, in this order: silence, fricative, stop and 
sonorant. The rows of H (depicted in the bottom plot), show where the bases occur. In 
this example all the objects were correctly detected. Nevertheless, some insertion 
errors do persist. These insertions were further reduced by applying simple rules  
inferred from the analysis of the event sequence and the duration of some events. 
Simple rules like deleting very short sonorant events or analyzing very improbable 
situations (ex: silence-fricative-stop or sonorant-stop-silence) improved the perform-
ance of the event-detector. 

Using this procedure as our event merger we obtained 88.9% and 74% for correct-
ness and accuracy, respectively. The results are present in the second row of Table 4. 
The achieved rates are significantly superior to Juneja’s, [1] , and also outperformed 
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the results from the HMM baseline. Event Error Rate (EER) improved about 3.24% 
compared with HMMs. Although such a setting makes only a small use of contextual 
information, we show that the performance achieved is better than for HMMs. 

 

 
 

Fig. 2. Example of NMD event detection 

4.2   Hybrid SVM /HMM Speech Event Detector 

In order to combine the time warping abilities of HMMs with the discrimination ca-
pabilities of SVMs, we propose a hybrid system that combines an overall HMM struc-
ture with the class predictions given by SVM classifiers. The proposed system also 
performs utterance segmentation in terms of a sequence of the four broad classes. It 
uses a Markov process to temporally model the speech signal, but instead of using a 
priori state-dependent observation probabilities defined by a Gaussian mixture, it uses 
a posteriori probabilities estimated by SVMs, keeping the overall HMM topology 
unchanged. Figure 1c) shows the proposed system. In the hybrid system the  
normalized output predictions of the SVM are interpreted as the a posteriori event 
probabilities of ith class, ( )|iP C X , with Ci representing the ith class and X the feature 

observation vector. The likelihood ratio, ( )| / ( )iP C PX X , used in the HMM frame-

work, are replaced with the posterior probabilities, using Bayes's rule,  

 ( )
( )

( )
( )

| |i i

i

P C P C

P P C
=

X X

X
. (1) 

The a priori class frequencies ( )iP C  are estimated off-line from the training data. 

Since the number of SVM outputs is equal to the number of classes, a one-state 
Markov model could be used for each class, but to allow some temporal modulation 
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each class was modeled by a three-state HMM. We used HTK 3.4, [11] for testing, 
with some changes in order to replace the usual Gaussian mixture models by the nor-
malized SVM outputs values. 

We now compare the performance of the hybrid speech event detector with the 
HMM detector and with the hybrid SVM/NMD detector. The results, depicted in 
Table 4, show that with the hybrid SVM/HMM approach the correctness rate drops if 
we compare it with the HMM. Nevertheless the improvement on accuracy is quite 
noticeable in this case. Since Accuracy is the most common measure in ASR systems, 
and it is more precise than correctness, we consider it more useful for evaluating re-
sults. Regarding Event Error Rate (EER), we achieved 25%, representing an im-
provement of 6% compared with the HMM and an improvement of 3% compared 
with the SVM/NMD detector. The results show that speech event detection can be 
improved using both hybrid SVM/NMD and SVM/HMM architecture. In these archi-
tectures no assumptions are made about the statistical distribution of the acoustic 
space, unlike standard HMMs which assume that all the subsequent input frames are 
independent, which in speech is clearly not realistic. Good results were obtained even 
considering a small number of parameters in the SVM training.  

An attractive feature of SVM classification is that it relies on maximizing the dis-
tance between the samples and the classification boundary. It minimizes the empirical 
risk in the training set, as well as the structural risk, which give it good generalization 
ability. Nevertheless, SVMs also have some weakness when applied to ASR. Al-
though SVMs are well suited to binary problems they do not perform well enough in 
multi class problems (ASR). Also, the large memory requirement and computation 
time of SVM training algorithms means that it cannot use all the training data avail-
able in ASR databases.  These SVM limitations led us to try another discriminative 
technique: Artificial Neural Networks. 

5   ANN Classifier 

Artificial Neural Networks are an important class of discriminative techniques. Be-
cause they learn according to a global discriminative criterion, they are appropriate 
for classification problems. ANN assigns discriminative weights for each of the input 
vectors, resulting in discrimination among the involved classes at the frame level. 

Again unlike HMMs, ANN do not require any assumptions about the underlying 
statistical properties of the input data, but despite the good performance of ANN ar-
chitectures in terms of frame error rate, they have also limitations. One significant 
drawback of ANN is that they are originally static classifiers. They do not inherently 
model the temporal evolution of data and in ASR they have to deal with the duration 
variability of speech units. A proposal for a hybrid system (ANN/HMM) emerged as 
a possible solution to this problem. The idea underlying the Hybrid ANN/HMM 
Speech Event Detector is as explained in Section 3.2: combine HMMs and ANN into 
a single system to profit from the best properties of the two approaches.  

 The proposed system is similar to the one described in section 3.2. It performs ut-
terance segmentation in terms of a sequence of the four broad classes, but, instead of 
using the posteriori probabilities estimated by ANN, it uses the output values given 
by an ANN. The system used in the experiments consists of a Multi-Layer Perceptron 
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(MLP) network consisting of an input layer and an output layer, and it was trained for 
event frame classification. Since the main goal of this paper is to compare the per-
formance of all the proposed systems we used the same features as in the SVM sys-
tem. The first column of Table 3 specifies the 10 features used in ANN training. For a 
fair comparison with SVMs, no context window was considered for training. The tar-
gets derive from the phoneme boundaries provided by the TIMIT database. The soft-
max function is used as activation function of the output layer, so that the output values 
are interpreted as a posterior probability for each class. All the weights and bias of the 
network are adjusted using batch training with the resilient back-propagation (RP) 
algorithm [9] so as to minimize the minimum-cross-entropy error between the network 
output and the target values.  

The experimental results are presented in Table 4. The hybrid ANN/HMM system 
outperformed all the other results. Correctness rose to 81.9% and Accuracy to 76.16%. 
Comparing it with the HMM event detector, improvements of 11.2% in EER were 
achieved. Comparing it with the hybrid SVM/HMM event detector the improvements 
were 8.3%, despite the fact that this last hybrid system has a very low number of training 
parameters. We trained an MLP with the same features used in the HMM event detector 
(12 MFCCs plus energy, and their 1st and 2nd order time derivatives), using a context 
window of 9 frames for training. The number of training parameters is similar to the 
HMM event detector with 8 Gaussian mixtures. The results were again very promising. 
Correctness rose to 87.12% and Accuracy to 80.17%, representing and improvement in 
EER of 11.6% compared with the HMM event detector with 8 Gaussian mixtures. 

Table 4.  Performance results for event detection 

Performance %Corr %Acc %EER Number of train-
ing parameters 

Improvements 
(%) 

HMM Event Detector (1mix) 88.47 73.14 26.86 979    

Hybrid SVM/NMD 88.86 74.01 25.99 <100 3.2   

Hybrid SVM/HMM 81.30 74.77 25.23 <100 6.1 2.9  

Hybrid ANN/HMM 81.93 76.16 23.84 983 11.2 8.3 5.5 
 

HMM Event Detector (8 mix) 89.36 77.57 22.43 7615  

Hybrid ANN/HMM 87.12 80.17 19.83 7513 11.6 

6   Conclusions 

In this paper, four systems were introduced for speech event detection. The first sys-
tem is based on a traditional HMM. As a second approach we used SVM classifiers 
with a linear kernel in the SVMLight implementation. To arrive at a segment-based 
detection, 2 methods were tested in combination with SVM: Non-Negative Matrix 
Deconvolution and a hybrid SVM/HMM. Both methods outperformed the traditional 
HMM results. Respective improvements of 3% and 6% were achieved in EER; an-
other tested approach was based on a hybrid single layer MLP/HMM. This last  
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approach achieves notable results. Improvements of 11% and 8% were found in com-
parison with the HMM and hybrid SVM/HMM event detector, respectively. The pa-
per has compared the performance of the four classifiers, showing the strengths and 
weaknesses of each. Despite an English database were used for testing we believe that 
similar results can be achieved applying the methods to other languages, namely the 
Portuguese language, since the detected events are common to all languages. 
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Abstract. Phonetic detail of voiced and unvoiced fricatives was exam-
ined using speech analysis tools. Outputs of eight f0 trackers were com-
bined to give reliable voicing and f0 values. Log - energy and Mel frequency
cepstral features were used to train a Gaussian classifier that objectively
labeled speech frames for frication. Duration statistics were derived from
the voicing and frication labels for distinguishing between unvoiced and
voiced fricatives in British English and European Portuguese.

1 Introduction

1.1 Background

The long term objectives of the work presented in this book chapter are to de-
liver novel analysis methods for characterizing speech. Parameters for describing
frication and voicing in fricatives are used to facilitate analysis of phonation
and frication interaction effects observed. In particular, we aim to develop a
concise model of the duration of voice and frication sources in fricative conso-
nants in British English (BE) and European Portuguese (EP). The present work
incorporates the following tasks: (i) development of speech analysis methods;
(ii) development of new measures of voicing and frication to extend the phonetic
description of Portuguese and English speech data; (iii) application of these pa-
rameters to the automatic classification of speech sounds; (iv) application of
techniques across English and Portuguese using selected measures most apt for
analysis, classification and modelling of mixed source speech signals.

This study deals with sounds produced by the simultaneous combination of
two aeroacoustic sources, which have very different natures (one is quasi-periodic
and the other noiselike). To measure properties of sounds like fricatives, stops and
affricates, we evaluated the feasibility of conventional temporal and spectral mea-
sures, to yield useful descriptions of speech events. Pre - recorded EP and BE cor-
pora of contextually - balanced acoustic data were used (Jesus and Shadle 2002;
Pincas 2004).

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 11–20, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The accurate determination of voicing onset/offset and the extraction of
the fundamental frequency are important for the quantification of differences
between normal and pathological voices, and for the robust encoding of nor-
mal voicing information in speech analysis/synthesis systems, as well as
automatic labeling and segmentation. Francis et al. (2003) compared acoustic
measures of voicing onset and found methods based on the waveform and low -
frequency “voicing bar” to be more accurate and consistent than methods based
on formants. Time - domain (McCree et al. 2002; Droppo and Acero 2007) and
frequency - domain (Quatieri 2001; Pelle and Estienne 2007) methods for funda-
mental frequency analysis, used for low bit rate speech coding, have typically
aimed at delivering a binary voiced/unvoiced decision and very few researchers
(Childers et al. 1989) have tried to identify three different voicing states, i.e.,
voiced, partially voiced and unvoiced. Estimation of fundamental frequency typ-
ically relies on the signal periodicity (Hess 1992), and some researchers have
explicitly disregarded irregular voice segments (Cheveigné and Kawahara 2002).

Previous work on fricatives with mixed sources includes the identification of
the unvoiced fricative duration (UFD) as an essential feature for voicing catego-
rization in English fricatives (Stevens et al. 1992; Pincas 2004). One important
interaction effect, the modulation of frication during voicing, has been studied
(Jackson and Shadle 2000; Pincas and Jackson 2005), as have the voicing char-
acteristics of Portuguese fricatives (Jesus and Shadle 2003).

1.2 Motivation

Here, we combine our knowledge about observable (in the acoustic signal) differ-
ences in production strategy between unvoiced, devoiced and voiced fricatives for
the same place of articulation. Interactions between voicing and frication sources
are characterized by relative timings of onsets and offsets of voicing and frication,
the fundamental frequency (f0), and relative levels of voicing and frication.

We believe that a processing approach inspired by speech production (data
driven and knowledge based) can contribute to the performance of speech tech-
nology systems.

In vowel production, the vocal tract is relatively unconstricted and vocal folds
tend to vibrate easily. In voiced obstruent consonants (fricatives or stops), a
strong simultaneous noise source can only be produced at the expense of weak-
ened voicing or devoicing.

In a study of devoicing of Portuguese voiced fricatives (Jesus and Shadle 2003),
a criterion based on the ratio of variances in the electroglottograph (EGG) signal
was used, during the VF transition and during the fricative, to derive a two-way
classification (voiced/devoiced). The EGG variance, calculated at the beginning,
middle and end of the fricatives, can be compared to the present classification
scheme based on the f0 tracks of the speech signal.

Although f0 trackers seek periodicity in ways often similar to those used for
manual annotation, they tend to be least reliable at voice onset/offset. We de-
cided to test a range of freely accessible algorithms and combine their outputs
to achieve a more reliable set of measurements.



Frication and Voicing Classification 13

The aim of the work is in using statistical tools in the fine phonetic analysis
of fricatives. We have devised experiments that use an HMM to automatically
classify both voicing and frication.

2 Speech Data

2.1 European Portuguese

A speech corpus, containing 1304 words that included fricatives /f, v, s, z, S, Z/
from two male and two female adult native EP speakers, was recorded in a
sound treated room using a Bruel & Kjaer 4165 1

2 inch microphone located 1 m
in front of the subject’s mouth, connected to a B& K 2639 pre-amplifier, then
amplified and filtered by a B &K 2636 measurement amplifier (22Hz-22kHz).
Acoustic and EGG signals were recorded with a Sony TCD-D7 DAT (16 bits,
48 kHz sampling frequency) and digitally transferred to PC. The simultaneous
EGG signal was not used in the present study. Corpora were devised that in-
cluded Portuguese words containing fricatives in frame sentences (Corpus 3),
and the same set of words in sentences (Corpus 4). The EP corpus has manual
annotations of the fricative start and end times that mark the transitions into
and out of each fricative. Phonetic and phonological details of the corpus are
described in Jesus and Shadle (2002).

2.2 British English

Fricatives from eight subjects, four male and four female, were recorded, all
native speakers of BE. Speech-like tokens were obtained using nonsense /VF@/
words, F=/f, v, T, D, s, z, S, Z/, embedded in the phrase “What does /VF@/
mean?” with vowel V=/A, i, u/. Mono recordings were made in an acoustically-
sheltered cubicle by Beyerdynamic M59 dynamic microphone linked directly to
PC with a Creative Audigy soundcard (16 bits, 44.1 kHz sampling frequency).
Nine repetitions of each possible VF combination by each speaker made 1728
sentences. The BE corpus was manually annotated separately for voicing and
frication (Pincas 2004).

2.3 Dividing the Data

The data was divided into eight sets, having equivalent dimensions, and an even
distribution of fricatives according to their place of articulation and phonological
voicing classification, as shown in Table 1. Each data - set also has approximately
the same number of samples from each speaker, gender, and for EP data the same
number of samples from Corpus 3 and Corpus 4 (Jesus and Shadle 2002).

We needed to divide the data up for jack - knife experiments, maintaining
separation of the training and the test data, meanwhile providing the most in-
formative test results from the limited total data. Given the fact, that the BE
data are all in vowel context, any files in the EP corpus that contained conso-
nantal contexts were excluded. This resulted in the loss of 9% of the data (a
fairly small proportion overall).
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Table 1. Number of fricatives in the BE and EP data - sets

British English European Portuguese

Set [f] [v] [T] [D] [s] [z] [S] [Z] Total [f] [v] [s] [z] [S] [Z] Total

set1 38 8 56 30 32 16 24 32 236 22 33 32 26 26 27 166

set2 24 7 31 21 40 40 24 30 217 22 33 31 25 26 27 164

set3 32 37 32 30 24 24 22 31 232 22 33 31 26 27 27 166

set4 24 59 32 30 24 23 32 8 232 22 34 32 27 27 29 171

set5 24 22 23 14 40 40 32 24 219 22 37 33 27 27 27 173

set6 22 20 16 38 16 39 24 45 220 22 38 34 28 26 26 174

set7 8 32 16 18 16 8 32 24 154 22 39 32 27 26 28 174

set8 40 16 8 8 24 24 24 16 160 20 39 32 27 23 28 169

3 Extraction of Reference f0

Wave files were processed to give a set of eight f0 tracks each, from which a ref-
erence f0 track was calculated. These were analysed together to evaluate voicing
and f0 errors, which were treated as either gross (e.g., halving or doubling octave
errors) or fine.

3.1 f0 Determination Algorithms

Only open-source software was employed, which enabled investigation (and cor-
rection) of the algorithms and represented widely - used speech research tools.
Our selection included a number of standard f0 determination algorithms avail-
able in the Speech Filing System (SFS v. 4.6), the Auditory Perception Toolbox
by MARCS Auditory Laboratories (MARCS v. 1.01) and Praat (v. 5.0.02):

1. fxrapt -isp ... – autocorrelation algorithm similar to
Secrest and Doddington (1983) and used in get f0 Entropics’ ESPS/Waves.

2. fxcep -isp ... – cepstral algorithm by Whittaker, Howard and Huckvale
using Noll (1967)’s rules .

3. fxanal -isp ... – autocorrelation algorithm similar to
Secrest and Doddington (1983) and implemented by Huckvale.

4. fxac -isp ... – autocorrelation algorithm by Huckvale.
5. extractfundamental(...,...,0.01,’threshamp’,0.02) – Matlab implementa-

tion by Morris of Yehia’s LPC-based algorithm.
6. To Pitch (ac)... 0.0 75.0 15 off 0.03 0.45 0.01 0.35 0.14 600.0

– autocorrelation method implemented by Boersma (1993).
7. To Pitch (cc)... 0.0 75.0 15 off 0.03 0.45 0.01 0.35 0.14 600.0

– forward cross-correlation method (Boersma).
8. To Pitch (shs)... 0.01 50.0 15 1250.0 15 0.84 600.0 48

– subharmonic summation algorithm (Hermes 1988).
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3.2 Combining f0 Tracks

The output from each f0 tracker was treated as the product of two simultaneous
tracks, a binary voicing decision and the estimated fundamental frequency. Gaps
in the f0 data (i.e., during unvoiced segments) were filled by linear interpolation.
Both pieces of information, typically provided every 10ms, were upsampled to
every 1ms. Hence, each f0 track yielded a voicing state and f0 estimate at 1 kHz
frame rate. The median1 gave the majority voicing state and a robust f0 value
(see Figure 1).
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Fig. 1. Upper: acoustic signal of “a febra” [5"febR5]. Lower: f0 tracks from 8 programs
and the reference (ref).

The differences between the various f0 tracks and the reference track were
analyzed to assess the consistency of the tracking methods, and hence an indi-
cation of the accuracy of the reference track. These differences fell into three
broad categories: voicing errors, gross f0 errors and fine f0 errors. Voicing errors
occurred when the voicing status of a given f0 track disagreed with that of the
reference, and were classed as false alarms if the reference was unvoiced and
as false rejections if it was voiced. With the same voicing status, a gross error
indicated that the f0 track was closer (on a logarithmic scale) to either double
or half of the current reference f0. The remaining voiced frames were considered
matched and the fine errors were described for these by the RMS amplitude of
the f0 difference (in Hz). A summary of the results of the error analysis is given
in Table 2 for BE and EP data. The RAPT algorithm gave the best voicing
decisions, while Boersma’s methods provided most accurate f0.

4 Duration Analysis

In seeking an automatic and objective method for detecting and classifying the
fine phonetic detail of fricatives, a series of hidden Markov models (HMMs) were
built with Gaussian probability density functions. The MFCC and log - energy
1 With eight values, the median was taken as mean of values ranked 4th and 5th;

voicing status was rounded toward being voiced.
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Table 2. f0 tracker (8 programs) error analysis (overall summary)

1 2 3 4 5 6 7 8

Voicing error as proportion of entire corpus (%) – 69.8% voiced

EP 4.7 30.0 6.7 9.5 12.0 6.0 6.2 14.0
BE 1.5 26.5 2.3 12.2 4.4 1.7 1.2 30.0

False alarm as proportion of unvoiced frames (%)

EP 4.8 36.9 11.2 13.0 3.2 9.7 13.0 30.0
BE 1.3 24.3 1.9 13.5 0.7 0.5 0.5 36.9

False reject as proportion of voiced frames (%)

EP 4.7 27.0 4.8 7.9 15.8 4.4 3.3 7.1
BE 2.3 34.7 3.5 7.2 18.5 6.2 4.0 4.3

Gross errors as proportion of voiced frames (%)

EP 3.2 7.5 6.4 6.6 2.4 1.2 1.5 3.0
BE 3.1 8.5 9.6 11.2 2.8 1.4 3.4 3.9

Matched as proportion of voiced frames (%)

EP 92.1 65.5 88.8 85.5 81.9 94.4 95.2 90.0
BE 94.7 56.8 86.9 81.5 78.7 92.4 92.6 91.9

RMS fine errors (Hz)

EP 7.0 9.7 6.8 8.9 7.5 5.8 6.0 5.6
BE 7.2 10.1 5.9 10.5 9.3 6.3 6.2 7.0

features were obtained from the acoustic waveform (0.1 - 7.5 kHz) via HTK with
15ms windows; only static features were used. The number of MFCCs was varied.
The results of framewise classification accuracy against manual labels supported
the use of 12 MFCCs plus log energy.

4.1 Method

Two experiments examined BE and EP respectively, using an HMM automati-
cally to classify both voicing and frication. From the state alignment with respect
to the acoustic features (i.e., the time spent in each state), we can derive an ob-
jective measure of devoicing, as well as other characteristics of the fricatives in
our data sets.

Short audio clips containing one fricative plus 50 ms either side to give context
and transitions, were extracted. Acoustic features (12 MFCCs and log energy)
were computed with just 1 ms offset between frames, giving a 13 - D feature vec-
tor every 1ms. Phonologically unvoiced fricatives typically start with a little or
no overlap (<20ms) between the voicing from the vowel to the onset of frication,
then there is the main period of unvoiced frication until the onset of the follow-
ing sound. For phonologically voiced fricatives, we expect there to be voicing
throughout accompanied by the fricative source, although devoicing does some-
times occur. So, the state topology was defined to allow /V-uF-V/, /V-vF-uF-V/
or /V-vF-V/, where uF denotes unvoiced frication, vF denotes voiced frication,
and V denotes the context of adjacent phonemes that were typically vowels (e.g.,
/AF@/ for BE). We have defined the topology to account for the state sequences
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that occur in our data set, so we do not allow /V-uF-vF-V/ because it does not
normally occur, whereas there is often a short period of overlap between voic-
ing and frication at the start of phonologically unvoiced fricatives. The timing
of these transitions is critical to their categorical perception, because it carries
important cues to whether the fricative should be considered voiced or unvoiced.

Models for the BE data provided two states for the preceeding vowel, two for
the fricative (one voiced, one unvoiced), and two for the following schwa. In order
to balance the amount of training data used for each of the model states, and to
accommodate the increased variability of the contexts in the EP database, six
separate 2 - state models were defined as follows: voiced frication (as with BE),
unvoiced frication (as with BE), front, central and back vowels (and diphthongs
starting with a front, central and back configuration), and silence. Nasalised
and non - nasalised vowels were grouped together. This made a total of 12 states
in the EP models, whereas the uniform context led to just 6 states in the BE
models.

Initial state alignments were based on manual phone boundaries, dividing
vowel segments, and using voicing decision from reference f0 for fricatives. One
state was created for each of these with a 13 - D Gaussian pdf. These initial
definitions of state occupation were used to determine the mean and covariance
for each state in Viterbi training. Training comprised of 10 further iterations in
which the new state alignments were used to refine the models (allowing slight
adjustments of the state boundaries for a better fit to the observed data).

The first set of multiple training iterations of jack - knife experiments, used
set2-8 for training and set1 for testing. In the second set, we trained on set1
and set3-7 and tested on set2. The rest followed this pattern, i.e., the state
alignment output from the HMMs were trained on 7/8 of the data and decoded
on the remaining unseen files.

The final step consisted of using the trained models on the withheld test
utterances to yield a completely automatic segmentation of the portion of the
utterance around the fricative. This segmentation was then used to derive the
duration statistics for final analysis of the data. The goal was a quantitative
description of voiced and unvoiced periods during the phonological voiced and
unvoiced fricatives.

4.2 Results

Manual annotations provided an initial alignment and the automatic ones were
taken from the final alignment. These were used to extract the unvoiced frication
duration (UFD) and the duration of frication with voicing, which we term the
source overlap duration (SOD).

Figure 2 (top) shows the results of plotting SOD versus UFD for all eight
English subjects, across all places of articulation. Voiced fricatives lie on the
SOD axis, unvoiced lie on the UFD axis, and most of the data fall into the main
area with some SOD and some UFD. The phonologically voiced and unvoiced
fricatives tend to form two distinct clusters which are highlighted by the red and
blue ellipses on those plots.
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Fig. 2. Source overlap duration (SOD) and unvoiced frication duration (UFD) voicing
classifications in BE (upper) and EP (lower) fricatives with manual (left) and HMM
(right) alignments. Histograms show more clearly the distribution of data points.

Unvoiced fricatives cluster around (20, 100)ms, and a high classification ac-
curacy of the phonological categories can be achieved by thresholding at UFD≈
60ms (as reported previously by Pincas (2004)).

Considering the automatic voicing classification (Figure 2 top left), we see
that the pattern is broadly consistent: SOD times have increased slightly at the
expense of UFD. Figure 2 (top right) shows the output from the HMM annotation
of states. The new clusters for unvoiced and voiced fricatives are centred at (10,
115)ms and (20, 50) ms respectively, suggesting a higher threshold UFD≈ 70ms.

Figure 2 (bottom) shows an analysis of Portuguese fricatives. As before, the
left panel shows SOD versus UFD with manual frication annotation and voicing
classification from the reference f0 track for the entire EP corpus. The distribu-
tions are similar to those from the BE corpus, however there is greater overlap
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including a large number of phonologically voiced fricatives that were devoiced.
This variability may be attributed to differences in annotation procedure and the
more natural context of the EP tokens.

5 Conclusions

In this book chapter we have proposed the development of an automatic method
for phonetic analysis of the durational characteristics of voicing and frication fea-
tures. Our experiments consider both British English and European Portuguese
fricatives recorded as nonsense and real words respectively. By combining the out-
puts of eight publicly - available f0 determination algorithms, we obtained a more
reliable reference f0 track for each utterance which was used to evaluate the accu-
racy of each technique, with an emphasis on fricative speech. Together with man-
ual annotation of phone boundaries, we used the voicing state of the reference f0
track to define initial regions of voiced and unvoiced frication. Jack - knife exper-
iments were then conducted, training HMMs to recognize these states in unseen
test utterances. The final output was an objective annotation of voiced and un-
voiced frication to 1ms resolution, from which duration statistics were obtained.

We have shown that the technique can be applied across languages. It is
relevant both to English and Portuguese, and enables objective investigation of
the duration characteristics observed in various contexts. Further work is needed
to extend the results of this pilot study to a wider range of speech data, and to
encapsulate our knowledge of fricative duration characteristics. Such duration
models could be made context - dependent and incorporated into model - based
speech synthesis and articulatory - feature based speech recognition.
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Abstract. In this paper we present a Spoken Dialog System (SDS) with a Mi-
crophone Array (MA). Our goal is to create a hands-free home automation sys-
tem with a speech interface to control home devices. The MA interface enables 
to create ubiquitous speech acquisition for the SDS. The implemented system 
allows any user – in any position in a room – to establish a dialog with a virtual 
butler that is able to control a wide range of home appliances (room lights, air-
conditioner, windows shades and hi-fi features). This virtual butler has a 3D 
animated face that is, while the dialog is engaged, able to steer to the user’s po-
sition and respond to his/hers commands with synthesized speech. The pre-
sented results show that the MA, as distant talk interface, performs quite well 
and is a step towards a more realistic human-machine interaction. 

Keywords: Home Automation, Microphone Arrays, Automatic Speech  
Recognition.  

1   Introduction 

Considering that speech is the most natural way of interaction between humans, it is 
reasonable to foresee that, in a near future, human-machine communication will com-
prise speech as well as the usual non-speech forms. To pursue this goal, adequately 
speech acquisition is imperative to provide the best recognition performances. Close-
talking microphones (e.g. head-set, lapel) have the advantage of high Signal-to-Noise 
Ratio (SNR). However, they are intrusive and if the speaker needs to moves inside a 
large room, or to an adjacent one, other ways of communication with the computers 
are mandatory. Another approach is to use a single far-field microphone in a fixed 
place. However, preliminary tests show degradation on the recognition performances, 
whenever a user utters at increasing distances from that fixed microphone. For in-
stance, in a quiet room, the Word Error Rate (WER) goes from circa 14% to 24% 
when the distance from the microphone is increased from 1 to 3.5 meters. If the 
acoustic environment now includes some noise sources (even at moderate levels, 
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typical in real acoustic environments) the WER increases to 95% at 1m distance. 
Briefly, a single far-field microphone is definitely not adequate for practical usage. 

Seeking to create ubiquitous speech interfaces and to avoid the nuisance of wear-
ing close-captioning microphones we used a suitably placed a Microphone Array 
(MA), as our speech acquisition front-end. MAs offer a principled approach to recov-
ering a particular person’s speech from a mixture of distant microphones signals. A 
MA is composed of a multiple omni-directional microphones arranged in purposeful 
geometries in a room. MAs filter the received signals according to the spatial configu-
ration of speech sources and noise sources, enabling thus to focus on a sound originat-
ing from a particular location. Contrary to the single close-talk microphones, MAs are 
also capable of locating sound sources in reverberant enclosures, separation of the 
sources and enhancement of speech signals from desired sources.  

One of the main problems with MA (in terms of speech recognition) is the robust 
acquisitions of the speech signal given the adverse conditions in most real acoustic 
environments. Real environments are often reverberant and they suffer from signifi-
cant background noise. Close talking microphones alleviate many of these problems 
and give the highest accuracy from speech recognition system. However, MA proc-
essing techniques offers an increasingly viable alternative with overcomes many ad-
vantages of close-talk microphones. MA speech enhancement generally involves 
Beamforming, which consists of filtering and combining the individual microphone 
outputs in such way as to enhance signals coming from a specific location, while 
attenuating signals from other locations.  

Projects like CHIL [1], AMI [2] and the recent DICIT [3], addressing the devel-
opment of advanced technologies for speech/acoustic processing and interpretation 
based on MA devices, are examples of the wide spreading of this technology.  

In this paper we evaluate the viability of a MA as the speech acquisition front-end 
of a Spoken Dialogue System (SDS) whose purpose is to control a set of home appli-
ances. The SDS [4] comprises the following base technologies: Automatic Speech 
Recognition (ASR), Tex-to-Speech (TTS) synthesis, Dialog Management (DM), Vir-
tual Face Animation (FACE) and Microphone Array Processing. The main advantage 
of a SDS is the capability of interaction with the users to overcome recognition errors 
that can impair the execution of some uttered command. 

This paper is organized as follows: in section 2 the description and implementation 
of the home automation system is presented; in section 3 experimental results with 
speech data are presented to evaluate our system and finally, in section 4, the conclu-
sions are addressed. 

2   The Virtual Butler System  

The implemented SDS is currently tailored to work with Portuguese language1, in-
cluding both ASR and TTS systems. Our home automation demonstration system is 
based in a Virtual Butler (VB) that is always available to control the home devices 
(figure 1). Users can control a specific device with different speech commands - e.g. it 
is possible to turn on the ceiling light with either “liga a luz” (turn on the light), or  
                                                           
1 The usage with other languages involves the modification of, at least, the acoustic models and 

the language models, not to mention the TTS. 
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Fig. 1. Block diagram of the Home Automation system with a Virtual Butler 

“acende a luz” (switch on the light), or “ligar luz da sala “ (turn on the room light), or 
even “liga-me a luz” (switch me the light).  

The user gets the VB “attention” by uttering its name “Ambrósio”, followed by a 
command to control a specific device. The butler acknowledges the users request and, 
if more information is needed to disambiguate that order, automatically questions the 
user, engaging a dialogue. This ambiguity can arise, for instance, directly from the 
previous request example, since it is possible to control both table and ceiling lights in 
the room. Therefore, the VB needs to complete the command “liga a luz” (turn on the 
light) knowing which light will be switched on. So, the VB questions the user with the 
synthesized sentence “qual a luz que pretende ligar?” (which light do you want to 
switch on?); then, the user must answer “da sala” (room light)  or  “da mesa” (table 
light), to complete the command. Other cause of ambiguity can be erroneous recogni-
tion of uttered commands. The VB acknowledgements and/or questions are converted 
into speech by the TTS module and synchronized with a 3D animated butler face 
(including face expressions and movements of the lips).  

The home automation system is divided in two main subsystems, the SDS and the 
MA processing unit, described is the following sub sections. The SDS provides the 
interface between the user’s speech and the VB, briefly mentioned above. The MA 
front-end acquires the user’s speech and performs the enhancement of the signal before 
delivering it to the SDS input. The MA processing unit also estimates the user’s direc-
tion and signals the SDS with that information to steer the VB face towards the user.  

2.1   Spoken Dialog System 

The SDS module is divided in three main blocks, as depicted in figure 2.  
The first block, the Input Output Manager (IOM), is where the interfaces of both 

the user and the butler are managed. The IOM comprises the following sub-blocks: 
the ASR (to recognize the user’s speech commands), the TTS (to synthesize the 
speech of the butler) and the FACE to implement the 3D animated face of the VB. 
The second block of the SDS, the Dialog Manager (DM) module receives requests 
from the IOM in a XML format, determines the action(s) requested by the user, 
 



24 G.E. Coelho, A.J. Serralheiro, and J.P. Neto 

Speech Input

Face Position 
Control

Output Interface

 

Fig. 2. SDS block diagram 

and directs them to the Service Manager (SM) for the execution of that action(s). This 
last module provides the DM with the necessary interface with a set of heterogeneous 
home devices grouped by domains, which users can control or interact. This generic 
block approach enables our SDS to cope with different types of applications and, 
therefore, be fully tailored to other applications that require speech (or dialog) interac-
tion. As an example, the SDS is currently applied to create a virtual personal assistant 
enabling automatic scheduling for meeting and other events, telephone answering and 
redirection, etc; and also a virtual home banking system, where users can access their 
banking information and services by telephone. 

As mention earlier, one of the drawbacks of MA applied to ASR systems is the 
poor speech recognition results, namely when compared to close talk microphones, 
since speech data varies greatly with the acoustic environment, and therefore causes 
further degradation in the recognition performance. However, home automation sys-
tems are limited-domain ASR applications; we mitigate this drawback by tailoring the 
recognition vocabulary to the specific domain needs. Consequently, our speaker-
independent (SI) home automation system with the MA interface is able to perform 
home automation tasks with no specific adaptation of the acoustic models. Neverthe-
less, it is possible to personalize the SDS system, tagging the butler commands with 
an activation word, namely the butler’s name “Ambrósio”. With this feature, the VB 
is able to respond only to the specific user’s speech, while speech commands are 
processed in a SI basis. 

To accomplish home automation tasks, a specific grammar is loaded into the SDS. 
This grammar was written according to SRGS specification format and contains a 
hierarchical structure defining all possible home automation commands rules. The 
SRGS specification format allows us to create flexible speech commands, enabling 
the user to order a specific command in many different ways. The vocabulary and 
lexicon of the SDS is automatically generated from the previous loaded SRGS gram-
mar. The present vocabulary can be easily extended or modified and comprises 65 
words, generating a total of 530 different sentences covering all current possible home 
automation speech commands. 

The ASR is based on the Audimus [5], a hybrid speech recognizer that combines 
the temporal modeling capabilities of Hidden Markov Models (HMMs) with the pat-
tern discriminative classification capabilities of multilayer perceptrons (MLPs). The 
ASR is used to recognize the enhanced speech processed by the MA. 
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The TTS module (DIXI +) [6] is a concatenative-based synthesizer, based on the 
Festival framework. This framework supports several voices and two different types 
of unit – fixed length units (such as diphones), and variable length units. This latter 
data-driven approach can be fine tuned to limited domain applications, by an adequate 
design of the corpus. The TTS is used to synthesize the VB speech output. 

The FACE module [7] is a Java 3D implementation of a synthetic talking face 
with a set of visemes for the Portuguese phonemes and a set of emotions and head 
movements. The VB face representation is accomplished with this module. 

This generic topology also allows the SDS to be independent from the input-
output interface devices, and therefore the SDS can be accessed either locally or re-
motely from a wide range of devices, such as head-sets, PDAs, web browsers, mobile 
phones, just to mention a few. 

2.2   Microphone Array Front-End 

The MA, whose advantages were already mentioned [8-10], acquires the speech sig-
nal and outputs a multi-channel signal that is pre-processed in the Spatial Filtering 
Unit (SFU), for both Speech Enhancement and Direction of Arrival (DoA) estimation. 
Figure 3 depicts the block diagram of the SFU that interfaces the MA with the SDS. 
The main objective of the SFU is to virtually steer the directivity of the MA towards 
the sound source (the user) and, simultaneously, enhance the speech signal against 
environmental noise by means of spatial filtering (Beamforming). Furthermore, the 
estimation of the DoA, sent to the FACE unit, allows us to build a better visual inter-
face, since the VB can “turn its face” into the direction of the speaker. This behavior, 
added to the automatic generation of synthetic speech, is a step towards a more realis-
tic human-machine interaction. 

A sixty four linear and uniformly spaced MA, based on the NIST MarkIII [11] 
MA, was built for both speech acquisition and DoA estimation [12]. The distance 
between microphones was set to 2cm to allow for a 16 kHz sampling frequency with-
out spatial aliasing. The audio signal from all microphones is then 24-bit digitally 
converted with time-synchronized ADCs (simultaneous in-phase sampling). The MA 
module connects to a remote computer by an Ethernet interface. The communication 
and data transfer are based on the standard UDP protocol, which provides this MA a 
generic interface to any computer. 
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Fig. 3. SFU block diagram 
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Since the SDS input accepts a single channel input source, the multi-channel audio 
from the MA must be pre-processed. This task is done in real-time in the SFU. For 
speech enhancement, we apply the Delay-and-Sum Beamforming (DnSB) [13] algo-
rithm that, when compared to the adaptive beamformers, has the advantage of provid-
ing less high-frequency spectral distortion to the desired speech signal and has a lower 
computational cost. The virtual steering process mention earlier is implemented by 
means of software, with the DnSB algorithm, maintaining the MA physically fixed in 
a pre determined location. The resulting enhanced signal from the DnSB output is 
then sent to the SDS input. For the DoA estimation, we apply the Generalized Cross 
Correlation with Phase Transform (GCC-PHAT) [14] algorithm. This estimation 
process is activated whenever the speech signal is above the Voice Activation Detec-
tor (VAD) threshold. The underlying idea of this procedure is to assure that the ani-
mated face of the VB only steers to the users when they speak, avoiding the VB to 
steer towards the noise sources, and to avoid noise beam-steering (aiming the MA 
virtual beam towards noise sources).  

The MA works originally with a sampling frequency of 22.05 kHz, sending all 64 
digital audio channels through an Ethernet connection to a remote SFU. The SFU is 
programmed in Java and splits the incoming audio channel to the DnSB, GCC-PHAT 
and VAD, respectively, since these algorithms concurrently process the incoming 
audio data. All audio data is windowed in 4096 samples (≈190 ms) with no overlap. 
The GCC-PHAT implements the DoA estimation using only 2 of the 64 available 
microphones. This pair of microphones is chosen according to prior correlation and 
precision analysis, weighting two contradictory factors: microphones should simulta-
neously be close enough to assure that correlation coefficients are acceptable and, 
conversely, the pair must be separate enough to ensure precision in the DoA estima-
tions. The VAD is implemented by calculating the energy over the windowed audio 
data from a single microphone in the MA, and sets a threshold to define the 
speech/non-speech decision. The estimated DoA is then sent from the SDS to the 
FACE unit also through an Ethernet connection.   

The MA virtual beam steering direction is done according to the DoA estimations. 
The DnSB receives all 64 audio channels from the MA e returns a single audio chan-
nel with the enhanced speech data. The resulting single audio channel from the DnSB 
is down sampled to 16 kHz, since this the working sampling frequency of our ASR. 
This audio is sent also through Ethernet to the SDS, for ASR processing. 

As an example of the spatial capabilities of the implemented speech enhancement 
algorithm, in figure 4, is observed the DnSB spatial response when the current MA is 
electronic steered (or virtually steered) towards the endfire steering direction (DoA = 
180º). The simulated spatial filtering response show a frequency variant attenuation of 
the signals acquired with the MA, due the large bandwidth of speech signals. How-
ever, this simulation shows that signals arriving from the desired direction (180º) are 
passed (0dB), while signals in other directions are attenuated (<0dB) in a wide spec-
tral region. Because the inter-microphone spacing determines the spatial sampling 
frequency, for frequency above the Nyquist frequency the resulting beam response 
will exhibit a spatial aliasing phenomena. As a result, grating lobes (0 dB) will appear 
out of the steering direction for frequencies > 8 kHz, creating spatial ambiguities, as 
depict in figure 4. As mentioned earlier, the working sampling frequency is 16 kHz 
and, therefore, the spatial aliasing does not constitute a problem to the overall system.    



 A Spoken Dialog System Speech Interface Based on a Microphone Array 27 

 

Fig. 4. Spatial filtering response of the implemented MA: DnSB aiming towards the endfire 
steering direction 

3   Experimental Evaluation  

In order to assess the recognition performance of our SDS with a MA interface we 
include, as a reference, results obtained with a close-talk (headset) microphone. Fur-
thermore, we also present recognition results using one single microphone (#32 from 
the MA) in a far-talk setup. To begin with, all speech data was recorded in a clean 
acoustical environment using a headset. Our test corpora is composed of 73 different 
spoken Portuguese sentences (234 words), corresponding to the home automation 
task, e.g. “diminuir a temperatura da sala” (lower the room temperature). All ex-
periments were obtained with off-line processing, using the previous described re-
cordings. The recognition Word Error Rate (WER) for the close-talk microphone was 
2.14%, and will be our base line for the ASR evaluation. Then, the recorded speech 
data was played with loudspeakers in 3 different locations, as depicted in figure 5. To 
assess the speech enhancement performance, the recorded speech audio was contami-
nated with a Gaussian white noise source, located in the same 3 positions. The objec-
tive of this experiment is to show that the DnSB is able to enhance the speech from a 
specific direction while attenuating the noise source in other directions. As a result, 
the DnSB should increase the WER, when compared with the clean speech recorded 
by the headset, and decrease when compared with the single far-talk microphone, 
validating thus the MA purpose for the far-field speech acquisition. The experimental 
results with a single microphone in far-field conditions were carried out in mild noise 
and reverberant conditions and the WER ranged from over 94% to 98%! These results 
do show how inappropriate a single far-field microphone is.   

Table 1 depicts the WER results for both clean speech and noise source in different 
positions. It can be observed that position C achieves the lower WER, since it is the near-
est to the MA. Conversely, the higher WER is achieved when the noise source is closest 
to the MA. The SNR gain, calculated from the #32 microphone signal and the DnSB 
output, is presented in column 4 of table 1. These results compare comfortably with the 
theoretical limit SNR gain for the DnSB of 10log(N) ≈ 18dB, where N is the number of 
microphones of the MA. In practice, the DnSB is only able to attenuate spatial uncorre-
lated noise. Therefore, it was expected to observe a SNR gain less then 18dB.   



28 G.E. Coelho, A.J. Serralheiro, and J.P. Neto 

 
 

Fig. 5. Experimental setup with 3 different positions. The DoA is 92º for location A and 55º 
and 131º for B and C, respectively. 

Table 1. DnSB experimental results 

Speaker Noise Source DnSB DoA, º SNR gain, dB WER, % 

A B 92 10.6 12.8 

B A 55 11.0 18.0 

B C 55 12.6 24.8 

C B 131 12.9 6.4 
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Fig. 6. DoA estimation results with GCC-PHAT: (above) audio from #29 microphone; (below) 
DoA results for the acquired speech in different positions  
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Finally, we present DoA estimation results (figure 6) using microphones #29 and 
#36. It can be observed that DoA estimation provides an accurate direction of the 
speech sources with a maximum error smaller than ±2.5 degrees. At 3.5m distance 
from the MA, this error corresponds to a 0.15 m location mismatch. Since the width 
of the loudspeaker (used to play the recorded speech data) is ≈0.2 m, the resulting 
error is within the physical size of the sound source. Considering that this error can 
occur due the user’s face movements, this error is less than the normal length of the 
human face and, therefore, acceptable. 

As mentioned, the VAD disables the GCC-PHAT estimation during silence periods, 
thus preventing erroneous beam-steering. As depicted in figure 6, the estimated DoA 
values are present only in speech intervals. During non-speech intervals, no estimation 
is done and the DnSB maintains beam steering to the previously estimated DoA. 

4   Conclusions 

In this paper we presented a Spoken Dialog System with a Microphone Array as the 
speech acquisition interface, being a step forward to a ubiquitous Home Automation 
system, where users can control some home devices establishing a dialog with the 
virtual butler. The presented home automation prototype has been deployed in our 
demonstration room and has been successfully tested with several users. 

As expected, close-talk microphones achieve better results in terms if ASR per-
formance but, obviously, they are not a practical solution. However, the presented 
results show that MAs, besides providing speech enhancement, achieve sufficiently 
small WER to enable home automation tasks. 
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Abstract. This paper describes a project aimed at creating a lexical
ontology extracted (semi) automatically from a large Portuguese general
dictionary. Although using machine readable dictionaries to extract se-
mantic information is not new, we believe this is the first attempt for
the Portuguese language. The paper describes a (to be) freely available
resource, dubbed PAPEL, explaining the process used and the tools de-
veloped, and illustrating it with one specific relation: Causation.

1 Introduction

PAPEL (Palavras Associadas Porto Editora Linguateca) is a lexical resource for
natural language processing (NLP) of Portuguese, based on the (semi) automatic
extraction of relations between the words appearing in the definitions of a general
language dictionary of Portuguese - the Dicionário da Ĺıngua Portuguesa (DLP)
[1] developed and owned by the largest Portuguese dictionary publisher, Porto
Editora. Similar lexical resources for English are Princeton WordNet [2] widely
used by NLP researchers, and MindNet [3]. When it comes to Portuguese, despite
projects with similar aims (WordNet.PT [4] and WordNet.BR [5]), there is no
publicly available lexical ontology for our language (i.e., that one can download
and use in its entirety).

Also, and differently from the two aforementioned projects, which are done
from scratch resorting to extensive manual linguistic labour, we follow the ap-
proach of creating PAPEL from a machine readable dictionary (MRD).

This paper starts with a description of the most important works that, since the
1970’s, have used MRDs as a source of information to solve the lexical bottleneck in
NLP, pointing out the similarities of PAPEL compared to these earlier attempts. It
then describes, in Section 3, the methodology employed in the creation of PAPEL,
and the tools developed in theproject. Section4 explores in somedetail the example
of Causation, while Section 5 ends with a description of some further work.

2 Related Work

This section presents an overview on the most important works that used MRDs
as a source of information for NLP, especially for the extraction of relations

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 31–40, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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between words or concepts and the creation of organized structures containing
those relations. Similar resources are then described.

2.1 Relation Extraction from MRDs

The process of using MRDs in natural language processing (NLP) started back in
the 1970’s, with the work of Nicoletta Calzolari [6] [7]. Definitions were explored
in order to organize the dictionary into a lexical database where morphological
and semantic information about the defined words could be obtained directly.
Similar work took place for English when the electronic versions of the Long-
man Dictionary of Contemporary English (LDOCE) and the Merriam-Webster
Pocket Dictionary (MPD) were used as a source of information to build such a
structure. The analysis of the structure of those MRDs showed that they made
use of a very limited defining vocabulary [8] and that the text of the definitions
often consisted of a genus an a differentia [9]. The genus identifies the super-
ordinate concept of the defined word. The differentia presents the properties
responsible for the distinction between this “instance” of the superordinate con-
cept and other instances of the same concept. Amsler [10] suggested that the
identification of the genus could lead to the construction of a taxonomy. Bearing
in mind the definition structure, Chodorow [11] took advantage of its restricted
vocabulary and developed semi-automatic recursive procedures to extract and
organize semantic information into hierarchies. These heuristics didn’t need to
parse the whole definitions, due to their predictability. However, the human user
played an important role when it came to disambiguation. Other approaches [12]
[13] took advantage of the simple vocabulary of the definitions and used string
patterns to extract semantic information from them.

Further approaches [14] [15] used patterns based on the structural level (i.e.,
syntactic phrases) of the analysed text, instead of string patterns. After some dis-
cussion about the advantages and the drawbacks of using structural patterns or
string patterns to extract semantic information contained in the definitions, Mon-
temagni and Vanderwende [16] concluded that although string patterns are very
accurate for identifying the genus, they cannot capture the variations in the differ-
entia as well as structural patterns, and they proposed the use of a broad-coverage
grammar to parse the dictionary definitions in order to obtain rich semantic infor-
mation. In spite of seeming an overkill to use a broad-coverageparser for definition
text, the authors make the point that in some cases (relative clauses, parentheti-
cal expressions, and coordination) its use is warranted. Although dictionaries have
been explored for several purposes, such as parsing or word sense disambiguation,
to our knowledge they have not been converted into an independent resource of its
own before MindNet [3], which therefore can be said to be a sort of independent
lexical ontology in a way that previous work was not.

2.2 Related Resources

Princeton WordNet [2] is probably the most important reference when it comes
to lexical ontologies in English. It is freely available and it is widely used in NLP
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research. In the WordNet’s lexicon, the words are clearly divided into nouns, verbs,
adjectives, adverbs and functional words. The basic structure in WordNet is the
synset, which is a set of synonym words that can be used to represent one concept.
The synsets are organized as a network of semantic relations, such as Hyponymy
and Meronymy (between nouns) and Troponymy and Entailment (between verbs).

WordNet.BR [5] is a Brazilian version of the “wordnet concept”, started in
2002. Their database is structured around Synonymy and Antonymy manually
extracted from a reference corpus where several dictionaries are included, and
plans for adding more relations in the future have been reported in [5]. Word-
Net.PT [4] is another attempt of creating a Portuguese lexical resource from
scratch, which started in 1999. The authors of WordNet.PT explicitly claim that
the available resources for Portuguese NLP are not suitable for the automatic
construction of such a resource. They use a set of 35 relations and are explicitly
interested in cross-categorical relations such as those linking adjectives to nouns.

MindNet [17] is a knowledge representation resource that used a broad-coverage
parser to build a semantic network, not only from MRDs but also from encyclo-
pedias, and free text. MindNet contains a long set of relations, including Hyper-
nymy, Causation, Meronymy, Manner, Location and many more. One interesting
functionality offered by MindNet is the identification of “relation paths” between
words1. For example, if one looks for paths between car and wheel a long list of
relations will be returned. The returned paths include not only simple relations
like car is a modifier of wheel but also more complex ones like car is a hypernym
of vehicle and wheel is a part of vehicle.

Another kind of lexical resource is FrameNet [18], which constitutes a net-
work of relations between semantic frames, extracted from corpora and from a
systematic analysis of semantic patterns in corpora. Each frame corresponds to
a concept and describes an object, a state or an event by means of syntactic
and semantic relations of the lexical item that represents that concept. A frame
can be conceived as the description of a situation with properties, participants
and/or conceptual roles. A typical example of a semantic frame is transporta-
tion, within the domain motion, which provides the elements mover(s), means
of transportation and paths and can be described in one sentence as: mover(s)
move along path by means.

3 Building PAPEL

In this section, we describe the set of relations included in PAPEL, the parser
used to analyse the definitions, some quantitative studies about the content of
the definitions, the incremental nature of the work and the regression testing
tools developed in this project.

3.1 Relations

The overview of the resources referred in Section 2.2, together with an explo-
ration of the most common n-grams in the dictionary, led us to choose the first
1 http://atom.research.microsoft.com/mnex/
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set of relations that we want to have in PAPEL. Note that the decision of working
on a relation means also the detection of its inverse.

Let us start by explaining that the most basic semantic relationship between
words is, of course, identity of meaning (Synonymy, and in fact synsets in
wordnets are simply a set of words having the same meaning), but we started
by assuming that other semantic relations would be more interesting for general
NLP applications and that their discovery would facilitate the identification of
the set of final concepts. This is related to the often made remark that word
sense disambiguation is an ill-defined task and is very dependent on the purpose
[19]. Different lexicographers, or system developers, divide senses differently [20].
So we consider the task of ambiguating a dictionary [21] a task more germane
to our interests than word sense disambiguation.

Table 1 shows some of the relations we are planning to include in PAPEL,
their representation and some examples. These relations include the is-a relation
(HIPONIMO DE), the causation relation (CAUSADOR DE) and the part-
of relation (PARTE DE).

Table 1. Relations we are planning to include in PAPEL

Relation Inverse Example

HIPERONIMO DE(X,Y) HIPONIMO DE(Y,X) HIPERONIMO DE(animal, cão)
CAUSADOR DE(X,Y) RESULTADO DE(Y,X) CAUSADOR DE(v́ırus, doença)
PARTE DE(X,Y) INCLUI(Y,X) PARTE DE(roda, carro)
MEIO PARA(X,Y) FINALIDADE DE(Y,X) MEIO PARA(chave, abrir)
LOCAL DE(X,Y) OCORRE EM(Y,X) LOCAL DE(restaurante, comer)

We are also planning to deal with other kinds of relations that should be easy
to extract and that we thought would considerably increase the usefulness of the
resource are words related to places (lisboeta related to Lisboa) and words
describing affect (positive or negative connotation).

3.2 Parsing the Definitions

In order to parse the dictionary definitions, we used PEN, a chart parser freely
available under a BSD license2 which is a Java implementation of the well known
Earley Algorithm [22]. PEN parses the text according to a grammar file it gets
as input and it can yield several analysis for the same text. So far, we have used
specific different grammars to identify different relations between the defined
entities corresponding to words in the dictionary.

The relation extraction method starts with an empirical analysis of the pat-
terns present in the definitions and which might suggest relations between the
entry and other entities. Having a relation in mind, a selection of patterns (e.g.
tipo de X) that can imply the relation is made.

An SQL table containing information about the n-grams in the definitions
of the dictionary was created, providing us with the frequency of each n-gram

2 http://linguateca.dei.uc.pt/index.php?sep=recursos
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in the whole dictionary, its position inside the definition, and the grammatical
category of the defined word. Guided by the frequency of the candidate patterns
in the definitions, we look at a selection of entries where the patterns are actually
used to make sure their selection makes sense and to possibly find more refined
criteria as well.

After finding a set of patterns indicating a relation, we can start the construc-
tion of a specific grammar for the extraction of that relation in the dictionary.

To deal sensibly with multiple analyses of a same definition according to the
same relation, we implemented the following heuristic in every grammar: the
selected derivation is the one with less unknown tokens.

3.3 The Results

After having devising and debugging the grammars with the help of a set of
hand-selected definitions (about 5000), we apply them to the whole dictionary,
comprising 237,246 definitions.

We then analyse the results for the whole dictionary in order to classify the
relations obtained into “correct” and “incorrect”. This classification is made by
a human user and can be very time consuming. That is why we have created a
program to automate part of the process. We can feed the program with a set
of correct and a set of incorrect relations from previous runs. The human user
then only has to classify the relations which are not in any of the previous sets,
making time spent to obtain the first division pay off in the following runs of
new versions of the grammar(s) for the same relation.

In fact, the number of new kinds of problems drastically diminishes as more
relations are classified, because since the dictionary definitions use simple and
not very diverse vocabulary (though not as restricted as LDOCE), most of the
problems detected are systematic (see Section 4.2 for examples of obtained er-
rors). The number of “correct” and “incorrect” candidate relations extracted
give us an idea of when to stop developing further the grammars.

3.4 Regression Testing

After analysing the relations considered correct and the incorrect ones, it is
easier to find out the origin of the problems. This analysis helps us deciding
what changes should be made in the grammar. The new version of the grammar
is then tested, before processing the whole dictionary.

The results obtained with different versions of a grammar for the extraction
of the same relation can be compared with a system we have developed espe-
cially for regression testing. This system identifies differences between two sets
of results and can be used to obtain information about, and quantify:

– the relations in one set and not in the other;
– the relations that remained the same in both sets;
– the entries that have at least one relation in one set but any in the other;
– the changes to the relations obtained for each entry;
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4 Detailed Example: Causation

We proceed by describing in some detail the process and results obtained for
CAUSADOR DE relation, namely defined by us as a relation between an
agent (the causer) and a result (the caused). We have considered the inverse
relation, RESULTADO DE, to be the same as effect/result, taking thus so far
a naive approach to this philosophical debate (see e.g. [23] or [24]).

As described above, we developed several grammars to parse the dictionary
definitions that included these relations, and went on testing them incrementally.
When it comes to this relation, we currently have a 96% success rate (precision)
in a total of 5,657 CAUSADOR DE relations extracted and 91% in a total
of 1,693 RESULTADO DE relations. These numbers were calculated after
manual analysis of the results. We are starting to look into corpus-based methods
to evaluate recall.

4.1 The Patterns

The grammars designed for the extraction of this relation are primarily based on
the verbs causar, originar, provocar, produzir, motivar, gerar, suscitar
and resultar and on the expressions devido a and efeito de.

The following patterns are used for the extraction of the CAUSADOR DE
relation.

1c - causad{o|a|os|as} FREQ* PREP CAUSADOR
originad{o|a|os|as} FREQ* PREP CAUSADOR
provocad{o|a|os|as} FREQ* PREP CAUSADOR
produzid{o|a|os|as} FREQ* PREP CAUSADOR
gerad{o|a|os|as} FREQ* PREP CAUSADOR
motivad{o|a|os|as} FREQ* PREP CAUSADOR
suscitad{o|a|os|as} FREQ* PREP CAUSADOR

2c - devido {a|ao|à|aos|às} CAUSADOR
3c - efeito PREP CAUSADOR

CAUSADOR is a sub-pattern that denotes a CAUSADOR DE relation be-
tween words it catches (which will be the cause) and the entry (which will be
the result): CAUSADOR DE(cause, entry). The cause can be preceded by
specific words like determiners, pronouns, quantifiers, other modifiers or con-
structions like acç~ao de/do/dos/da/das.

PREP denotes a preposition and FREQ a (optional) quantifier, such as normal
mente or frequentemente.

The following patterns are used for the extraction of the RESULTADO DE
relation:
1r - que {causa|origina|provoca|produz|motiva|gera|suscita} RESULTADO
2r - {causar|originar|provocar|produzir|motivar|gerar|suscitar} RESULTADO
3r - resultar PREP EM RESULTADO

The sub-pattern RESULTADO is similar to CAUSADOR, but catches the results in
the definition instead of catching the causes: RESULTADO DE(result, entry).
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Table 2. Examples of relations extracted by the grammars for the Causation gram-
mars. ’ID’ identifies the pattern matched by the definition.

ID Entry Grammar Definition Extracted relation
1c quase-delito s. m. dano causado por neg-

ligência, sem intenção
malévola

CAUSADOR DE(negligência, quase-delito)

1c concussão s. f. choque violento origi-
nado por uma explosão

CAUSADOR DE(explosão, concussão)

1c toxicose s. f. doença provocada pela
presença de produtos
tóxicos no organismo

CAUSADOR DE(produtos ,toxicose)

1c ecfonema s. m. elevação súbita da voz,
motivada por surpresa
ou comoção violenta

CAUSADOR DE([surpresa, comoção], ecfonema)

1c tisne s. m. cor produzida pelo fogo
ou pelo fumo sobre a
pele

CAUSADOR DE([fogo, fumo], tisne)

2c engasgo s. m. incapacidade de respirar
devido a obstrução da
garganta

CAUSADOR DE(obstrução, engasgo)

3c maximização3 s. f. efeito de maximizar CAUSADOR DE(maximizar, maximização)
1r diplodoco s. f. bactéria que causa

as meningites cere-
brospinais

RESULTADO DE(meningites, diplodoco)

1r osteoporose s. f porosidade excessiva dos
ossos, que origina a sua
fragilidade

RESULTADO DE(fragilidade, osteoporose)

1r tentação s. f. coisa ou pessoa que
provoca desejo

RESULTADO DE(desejo, tentação)

2r penalizar3 v. tr. causar pena, dor,
aflição a

RESULTADO DE([pena, dor, aflição], penalizar)

2r inimizar3 v. tr. provocar inimizade en-
tre

RESULTADO DE(inimizade, inimizar)

3r displasia s. f. desenvolvimento anor-
mal de um órgão ou de
um tecido, de que podem
resultar deformidades
graves

RESULTADO DE(deformidades, displasia)

In pattern 3c PREP EM denotes the preposition em contracted or not with a
determiner.

Note that we also deal with enumeration of causes or effects/results separated
by commas or conjunctions using a recursive rule that overcomes the “conjoined
heads” problem, which is one of the limitations of using string patterns pointed
by [16].

4.2 Results

Table 2 shows some examples of the relations extracted by the Causation gram-
mars.

Manual inspection of the obtained relations yielded 4% erros in CAU-
SADOR DE and 8% in RESULTADO DE relations. Examples of the most
common errors are:
3 Note that these patterns discover relations between nouns, as well as between nouns

and verbs, which may probably be better modelled by other relation names such as
ACCAO QUE CAUSA and RESULTADO DA ACCAO.



38 H.G. Oliveira et al.

1. definitions that mention the relation between two words of the definition,
and not relative to the entry word: estetoscópio, s. m. - instrumento
para auscultar a respiraç~ao, as batidas do coraç~ao e outros
sons produzidos pelo corpo, CAUSADOR DE(corpo, estetoscópio);

2. definitions where the pattern is preceded by a negative word, making the
entity a “non-cause”: respeitar, v. tr. - n~ao causar dano, RESUL-
TADO DE(dano, respeitar);

3. definitions using brackets: inspirar, v. tr. - provocar (ideias,
pensamentos, projectos), RESULTADO DE( ( , inspirar);

4. definitions using commas: heterocarpo, adj. - que produz,
espontaneamente ou por intervenç~ao do homem, flores ou frutos
diferentes, RESULTADO DE( , , heterocarpo).

Items 1 and 3 are pointed out by [16] as limitations of using string patterns
instead of structural patterns to extract relations from text.

5 Conclusions and Further Work

This project intends to create a computationally tractable ontology from mining
a particular (general language) dictionary, and not provide THE ontology for
Portuguese. In further (separate) projects we might investigate overlap with
other sources for ontology (other dictionaries, reference works, corpora etc.) but
this is outside the scope of PAPEL. So, corpus-based validation of PAPEL is
simply a way of detecting further patterns in the dictionary to add rules for the
particular relations, and not any general corpus-based ontology creation.

We are doing improvements to PEN in order to be able to decouple morpho-
logical and lexical information from the grammar. In this respect, we intend to
try out a broad-coverage parser such as PALAVRAS [25].

We are also devising a system to help humans revising the residual examples
that are not amenable to automatic parsing, so that they will be easily included
in the final resource and possibly also feed the dictionary proper.

After the extraction of the relations, we will have a network of words linked by
relations. We are considering the hypothesis of performing a process similar to
the one described in [21] to identify groups of related definitions inside the same
entry (word) and use them for the ultimate construction/detection of synonyms
and synsets.
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Abstract. In this paper, we describe and compare two different ap-
proaches for extracting similar words from large corpora. In particular,
we compared a method based on syntactic contexts with two strategies
relying on windows of tagged words, one using word order and the other
bags of words. On a Portuguese corpus of 12 million words, syntactic
contexts produce significantly better results for both frequent and not
very frequent words.

1 Introduction

Finding semantically related words from large text corpora is one of the most
popular tasks in Information Extraction. This is required to achieve more am-
bitious objectives, such as thesaurus construction, ontology design, question-
answering enrichment, etc. The basic idea underlying the different techniques to
find semantic similarity states that words are semantically related if they share
a large number of contexts. There are basically two methods for defining word
contexts. On the one hand, the context of a word is defined as the n words
surrounding it (n-grams), where n stands for a window size. The methods using
this type of word contexts are known as window-based approaches. On the other
hand, the context of a word is determined by grammatical dependency relations.
In this case, contexts are defined making use of syntax-based techniques.

It is broadly assumed that window-based approaches offer some advantages
with regard to syntactic strategies: concerning speed, they are much less time
consuming, while parsing large corpora is expected to be less computationally
efficient. As far as portability is concerned, windowing techniques do not re-
quire contexts to be defined using specific grammars of particular natural lan-
guages; they are not language dependent. In addition, it has not been clearly
demonstrated that syntactic contexts perform better that window contexts for
discovering word similarity. On the contrary, it is assumed that the semantic re-
lationships generated by approaches which use windowing techniques put words
together according to associative relations, e.g., doctor and hospital. These rela-
tions are difficult to grasp by syntactic based methods, since related words such
as doctor and hospital do not appear in the same syntactic contexts.
� This work has been supported by Ministerio de Educació y Ciencia of Spain, within
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In this paper, we propose a syntax-based method which is provided with some
of the advantages of windowing techniques: it is computationally efficient since
the parsing strategy is robust and uses basic regular expressions. It is not lan-
guage dependent since it relies on a multilingual parser whose grammar consists
of very generic rules aimed to analyze texts in several languages. On the other
hand, unlike window techniques, it is not aimed at discovering generic semantic
associations between words, but only relationships between words belonging to
the same class/kind of entities (i.e., co-hyponyms). We will demonstrate that
methods using syntactic information have the tendency to find similarities be-
tween words that belong to the same semantic class, e.g., doctor and nurse,
teacher and pupil. This specific semantic information is much more appropriate
for many NLP applications, namely: ontology design by word clustering, word
sense disambiguation, question-answering, pp-attachment, etc.

The main contribution of this paper is to define a protocol evaluation to compare
the accuracy of our syntactic strategy against other window based techniques. Ac-
curacy is defined with regard to the specific task of discoveringword class relations.
In order to perform this evaluation, cooccurrence data for different types of proper
names (named entities), taking into account both syntactic dependencies and win-
dowing relations, was collected from a Portuguese corpus of 12 million words. The
corpus consists of articles of O Público, a general purpose Portuguese newspaper.

The paper is organized as follows: section 2 describes some related work.
Then, section 3 briefly introduces two window-based methods, while section 4
describes more accurately our syntax based strategy, which relies on a very simple
dependency parser. Finally, in Section 5, some experiments will be performed
against a Portuguese corpus in order to evaluate the performance of the methods
described in the previous sections.

2 Earlier Comparisons between Both Approaches

Despite the growing interest in semantic extraction, there exist still few previous
works aimed to evaluate and compare the two strategies at stake. In [6], a syntax-
based method is carefully compared to a windowing technique, with regard to the
general task of word similarity extraction. The former is shown to perform better
for high-frequency words, while the windowing method is the better performer for
low-frequency words. This evaluation was focused on associative links between
words, since both methods were compared against online thesauri which are
provided with all kind of semantic relations. So, we cannot know which method
is more reliable for discovering cohyponymy relations between words. Moreover,
the experiments performed made use of very small text corpora, probably due
to the low efficiency of the syntactic techniques available at that time.

In [9], the two techniques are compared with regard to the extraction of sev-
eral semantic relations. In most tasks, the syntax approach was clearly better
than the bag-of-word model. However, the latter was defined in a very restric-
tive way: only the 200 most frequent words were considered as dimensions of
context vectors. In [10], it is described a similar comparative experiment against
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a Dutch corpus. The authors conclude again that a full syntactic context model
outperforms all other approaches.

[12] proposes a comparative evaluation of the two techniques with regard to a
different task: extraction of multiwords and collocations. In the conclusion, they
state that syntax-based methods outperform windowing techniques thanks to a
drastic reduction of noise. The main problem is that experiments were performed
with a parser which is not robust and time consuming (130 word/second [14]).

3 Window-Based Contexts

Contexts can be defined using the immediately adjacent words, within a window
of n words. Two different techniques can be applied: one defining contexts as
bag of words and the other taking into account word order.

The technique based on bag of words builds context vectors considering sim-
ple words as dimensions, regardless of their positions within the window. For
instance, let’s suppose that the Portuguese adjective pequeno (“small”) cooc-
curs twice with homem (“man”): once to the left and once directly following the
noun: homem pequeno and pequeno homem. Table 1 shows the contexts vectors
of homem and pequeno. The value of each dimension is the number of cooccur-
rences without taking word position into account.

Table 1. Bag of words

pequeno homem

pequeno 2
homem 2

Table 2. Word order

(p,< 1) (p, < 2) (p, > 1) (p, > 2) (h, < 1) (h, < 2) (h, > 1) (h, > 2)
pequeno 1 1
homem 1 1

On the other hand, Table 2 depicts the context vectors of the same two words
when taking word order into account. Each dimension represents the position of
the context word within a window of size 2. For instance, (p, < 1) means that
pequeno is 1 word ahead of the main word. (p, > 2) represents two positions to
the right. Using this technique, the vector size grows while frequency counting
decreases. It results in a more sparse matrix. According to Rapp [11], word order
is a statistical clue useful to simulate syntactic behavior. This window technique
is, then, closer to the syntax-based approach.

4 Syntax-Based Contexts

The second technique to define word contexts relies on the identification of syntac-
tic dependencies. So, context vectors will be provided with syntactic information.
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Table 3. Dependency triplets and patterns of POS tags

Dependencies Patterns of POS tags

(green5, mod<, jacket6)
(big10, mod<, ddog11) *R1: s/(Ai)(Nj)/Nj/

() *R2: s/(Ni)(N)j/Ni/

(man2, with3, jacket5) *R3: s/(Ni)(Pk)(N)j/Ni/

(see6, obj>, dog11) R4: s/(Vi)(? : Dk|Rn) ∗ (N)j/Vi/

(see6, obj<, man2) R5: s/(? : Dk) ∗ (Ni)(? : Rn) ∗ (V)j/Vj/

() R6: s/(Vi)(? : Rn) ∗ (Pk)(? : |Dm|Rr) ∗ (N)j/Vi/

4.1 Dependency Parsing with Generic Regular Expressions

Instead of searching for windows positions around words or lemmas, we make
use of regular expressions to identify syntactic dependencies. Regular expressions
represent basic patterns of POS tags which are supposed to stand for binary
dependencies between two lemmas. Our parsing strategy consists of a sequence
of syntactic rules, each rule being defined by a specific pattern of tags that stands
for a binary dependency. This strategy is implemented as a finite-state cascade
[1]. So far, our grammar is focused on dependencies with verbs, nouns, and
adjectives, since it is assumed that these dependencies are useful for semantic
extraction. Let’s take an example. Suppose our corpus contains the following
tagged sentence:

a D1 man N2 with P3 a D4 green A5 jacket N6 see V7 yesterday R8 a D9

big A10 dog N11

The aim is to identify dependencies between lemmas using basic patterns of POS
tags. Dependencies are noted as triplets: (head, rel, dependent). The first column
of Table 3 shows the 5 triplets generated from the sentence above using the
patterns appearing in the second column. Patterns are organized in a sequence
of substitution rules in such a way that the input of a rule Rn is the output of a
rule Rm, where m ≤ n. A rule substitutes the POS tag of the head word (right
side) for the whole pattern of tags representing the head-dependent relation (left
side). The first rule, R1, takes as input a string containing the ordered list of all
tags in the sentence:

D1N2P3D4A5N6V7R8D9A10N11

The left pattern in this rule identifies two specific adjective-noun dependencies,
namely “A5N6” and “A10N11”. As a result, it removes the two adjective tags
from the input list, and produces as output:

D1N2P3D4N6V7R8D9N11

Then, rule R3 is applied to the output of R1. The left pattern of this rule matches
“N2P3D4A5N6” and rewrites the following ordered list of tags:

D1N2V7R8D9N11
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This list is the input of the following applicable rule, R4, which produces:

D1N2V7

Finally, rule R5 is applied and gives as result only one tag, V7, which is associated
to the root head of the sentence: the verb “see”. As this verb does not modify
any word, no rule can be applied and the process stops. This is in accordance
with the main assumption of dependency-based analysis, namely, a word in the
sentence may have several modifiers, but each word may modify at most one
word [8]. In sum, each application of a rule, not only rewrites a new version
of the list of tags, but also generates the corresponding dependency triplet. So,
even if we do not get the correct root head at the end of the analysis, the parser
generates as many triplets as possible. This strategy can be seen as a particular
case of partial and robust parsing [1], which is as faster as identifying contextual
words with a window-based technique (over 7000 words/second).

The 5 triplets in Table 3 where generated from 4 substitution rules, each
matching a type of dependency: adjective-noun, noun-prep-noun, verb-noun, and
noun-verb. The sentence analyzed above does not contain triplets instantiating
noun-noun and verb-prep-noun dependencies. Wildcards (? : D|R)∗ stand for
optional determiners and adverbs, that is, they represent optional sequences of
determiners or/and adverbs that are not considered for triplets. Rules with an
asterisk can be applied several times before applying the next rule (e.g., when a
noun is modified by several adjectives). Subscript numbers allow us to link tags
in the patterns with their corresponding lemmas in the sentence. To represent
triplets, we use 4 types of binary relations: prepositions, left modifiers (noted as
mod<), right objects (obj>), and left objects (obj<). Note that the patterns of
tags in Table 3 work well with English texts, but they are so generic that they
also can be used for many languages. To extract triplets from texts in Romance
languages such as Portuguese, Spanish, French, or Galician, 2 tiny changes are
required: to provide a new pattern with dependent adjectives at the right position
of nouns (mod>), and to take as the head of a noun-noun dependency the noun
appearing at the left position. The experiments that will be described later were
performed over a Portuguese corpus. To date, our parser can be applied on text
previously tagged with either Treetagger1 and Freeling [2].

4.2 Lexico-Syntactic Contexts

The second step of our syntax-basedmethod consists in extracting lexico-syntactic
contexts from the dependencies and counting the occurrences of lemmas in those
contexts. This information is stored in a collocation database. The extracted
triplets of our example allow us to easily build the collocation database depicted
in Table 4. The first line of the table describes the entry “man”. This noun occurs
once in two lexico-syntactic contexts, namely that representing the left position
(obj<) of the verb “see”, (see, obj<, N), and that denoting the noun position be-
ing modified by the prepositional complement “with a jacket”. The second line
1 http://www.ims.uni-stuttgart.de/projekte/corplex/Tree-Tagger/

DecisionTreeTagger.html

http://www.ims.uni-stuttgart.de/projekte/corplex/Tree-Tagger/DecisionTreeTagger.html
http://www.ims.uni-stuttgart.de/projekte/corplex/Tree-Tagger/DecisionTreeTagger.html
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Table 4. Collocation database of lemmas and lexico-syntactic contexts

Lemmas Lexico-Syntactic Patterns and freqs.

man < (see, obj<, N), 1 >
< (N, with, jacket), 1 >

see < (V, obj<, man), 1 >
< (V, obj>, dog), 1 >

big < (dog, mod<, A), 1 >

dog < (N, mod<, big), 1 >
< (see, obj>, N), 1 >

green < (jacket, mod<, A), 1 >

jacket < (N, mod<, green), 1 >
< (man, with, N), 1 >

describes the entry “see”, which also occurs once in two different lexico-syntactic
contexts: (V, obj<, man) and (V, obj>, dog), i.e., it co-occurs with both a left ob-
ject, “man”, and a right object: ”dog”. The remaining lines describe the colloca-
tion information of the remaining nouns and adjectives appearing in the sentence
above.

Notice we always extract 2 complementary lexico-syntactic contexts from a
triplet. For instance, from (man, with, jacket), we extract:

(N, with, jacket) (man, with, N)

This is in accordance with the notion of co-requirement defined in [5]. In this
work, two syntactically dependent words are no longer interpreted as a standard
“predicate-argument” structure, where the predicate is the active function im-
posing syntactic and semantic conditions on a passive argument, which matches
such conditions. On the contrary, each word in a binary dependency is per-
ceived simultaneously as a predicate and an argument. In the example above,
(man, with, N) is seen as an unary predicate that requires nouns denoting parts
of men (e.g. jackets), and simultaneously, (N, with, jacket) is another unary pred-
icate requiring entities having jackets (e.g. men).

Finally, syntax-based context vectors are easily built from the collocation
database. As in [7] and [5], we use several types of dependencies to define syn-
tactic contexts, and not only objects and subjects.

5 Experiments

5.1 Corpus

Experiments have been carried out using a Portuguese corpus with 12 million
tokens extracted from the general-purpose journal O Público. Before building
the window and syntax based contexts, texts were lemmatized and POS tagged
with TreeTagger.2. In the case of window contexts (both bag of words and word
order), function words were previously removed.
2 For Portuguese, see in http://gramatica.usc.es/∼gamallo/tagger.htm
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5.2 Vector Similarity

The similarity coefficient used in our experiments to compare vector contexts is
a particular version of Dice score: dice†. Similarity between the context vectors
of two lemmas, lemma1 and lemma2, is computed as follows:

dice†(lemma1, lemma2) =
2 ∗

∑
i min(f(lemma1, cntxi), f(lemma2, cntxi))

F (lemma1) + F (cntx2)

where f(lemma1, cntxi) represents the number of times lemma1 cooccurs with
cntxi. F (lemmai) stands for the absolute frequency of lemma1. We use this
coefficient because it produced the best results in related work [3,13,4].

5.3 Initial List of Seed Proper Nouns

Our objective is to design an evaluation protocol avoiding unclear and fuzzy
judgments about word similarity. For this purpose, we only consider a reduced
sample list of proper nouns. For each member of the list, we compute its dice†
similarity with all proper nouns in the corpus, and produce a ranked list with
its top 5 most similar nouns. The test list was built by hand and consists of
28 proper nouns divided in 7 semantic categories: countries, capitals of coun-
tries, Portuguese towns, politicians, organizations, press agencies, and football
teams. As we selected 5 similar candidates for each test noun, the final list to be
evaluated contains 140 proper nouns. The evaluator is just required to classify
each new proper name as a member of the 7 categories enumerated above. For
instance, if Washington is selected as a similar noun to Bruxelas, which belongs
to the category of capitals within the test list, the evaluator only needs to decide
if Washington is or not a capital.

Furthermore, the 28 test proper nouns were selected according to their posi-
tion in the list of all nouns ranked by frequency. They were required to be dis-
tributed in 4 ranges: (1) very frequent words, ranked between 1 and 1000, with
frequency > 479; (2) quite frequent words, ranked between 1, 000 and 3, 000,
and whose frequency is > 100 < 479; (3) not very frequent words, ranked be-
tween 3, 000 and 5, 000, with frequency > 50 < 100; (4) quite rare words, ranked
between 5, 000 and 10, 000, with frequency > 20 < 50.

5.4 Results

We measured the precision of three methods: two window based techniques, one
relying on bag of words and the other on word order, and our syntax based
method. For each method, we computed the total precision and that obtained
for each one of the 4 frequency ranges considered.

Table 5 shows the list of candidates obtained from 3 test proper nouns: the
first one is Peru, designing a country, and situated in range (3), that is, its
frequency in the corpus is > 50 < 100. The second one is a capital, Belgrado,
also situated in range (3), and finally, a Portuguese town, Viseu, situated in
range (2). Correct candidates are in bold.
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Table 5. Similar words according to the 3 methods

name bag of words word order syntax

Peru Alberto Fujimori,
PRESIDENTE, Abi-
mael, Vargas Llosa

Resultados, Poĺıtica,
Humanidade, Fer-
nando Sousa, Ar-
gentina

Tchetchénia, Sul
de Espanha, Guiné-
Bissau, Libéria,
Guatemala

Belgrado SPS, EF, Soli-
dariedade, Pedro
Caldeira Rodrigues,
Unidades

SPS, Ĺıbia, Krajina,
Sérbia, Jacarta

Moscovo, Washing-
ton, Jacarta, Za-
greb, Argel

Viseu Juventude, Pereira,
Montijo, Teatro,
Guarda

Intervenção, Olivieria
de Azeméis, Guarda,
Australia, Castelo
Branco

Bragança, Beja,
Guarda, Santarém,
Leiria

Notice that the method based on bag of words does not select any country
from Peru, but is able to retrieve two individuals associated to this country:
both Alberto Fujimori and Vargas Llosa. This is in accordance with one of our
initial assumptions: window-based techniques are not suitable to extract word
class relations (co-hyponymy), but rather any kind of associative link between
words.

Table 6 depicts results on precision for the 3 methods, taking into account
the 4 frequency ranges of lemmas as well as all lemmas with frequency > 20.
The results show that the syntax-based method performs much better than the
windowing techniques, whereas the strategy based on word order is quite better
than that relying on just bag of words (see Figure 2). So, structural information
(dependencies and word order) helps identifying meaningful contexts. On the
other hand, the former method is the only one that clearly improves when it is
being applied on more and more frequent lemmas (see Figure 1). Hence, it follows

Table 6. Results of the 3 evaluated methods

Range / freq Syntax Word order Bag of words
117, 266 cntxs 190, 228 cntxs 148, 422 cntxs

Prec-% Prec-% Prec-%

1-1000
> 450 97 63 29

1000-3000
> 100 < 450 97 49 37

3000-5000
> 50 < 100 80 57 31

5000-10000
> 20 < 50 57 54 22

Total
> 20 83 55 36
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Fig. 1. Precision scores by ranges of fre-
quency
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Fig. 2. Precision scores for proper nouns
with frequency > 20

that the syntactic strategy would perform better as corpus size grows, which is
not true for the two windowing techniques. This is somehow in accordance with
the experiments performed by Grefenstette [6], where the window-based method
was the better performer for low-frequency words.

In Table 6, we also show the number of syntactic contexts used by each
method. Let’s note that the number of syntactic contexts (117, 226)) is much
smaller than that of window based contexts. As the size of context vectors in
the syntactic approach is not very large, the process of computing similarities
turns out to be more efficient.

6 Conclusion

We consider that syntactic analysis of source corpora is more suitable for extrac-
tion of co-hyponymy semantic relationships, and that the syntactic structure of
source text has to be taken into account in order to ensure the quality of results
for both frequent and not frequent words. In addition, our syntax-based method
is more computationally efficient than the windowing techniques since it defines
and uses smaller context vectors. On the other hand, the syntactic strategy de-
fined in this paper can be considered as knowledge-poor as the window-based
approach, since the robust parsing described here relies on few generic regular
expressions. Moreover, as the generic knowledge underlying the parser is used to
identify basic dependencies for several natural languages, our multilingual strat-
egy turns out to be almost as language-independent as any windowing technique.
In sum, in order to extract co-hyponymy, it seems to us there are no strong ar-
guments to use window techniques instead of syntactic contexts.
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Abstract. This paper reports on the use of the Mitkov´s algorithm for resolution 
of third person pronouns in texts written in Brazilian Portuguese. A system for 
anaphora resolution was built that embeds most of the Mitkov’s features. Some 
of his resolution factors were directly incorporated into the system; others had 
to be slightly modified for language adequacy. The resulting approach was in-
trinsically evaluated on hand-annotated corpora. It was also compared to Lappin 
& Leass’s algorithm, also customized to pronoun resolution in Portuguese. Suc-
cess rate was the only evaluation measure used. 

Keywords: Pronoun resolution, anaphora resolution. 

1   Introduction 

A major problem in Natural Language Processing (NLP) is to recognize or build text 
segments that convey coherent information. Amongst the linguistic devices for that, 
referential cohesion is one of the most significant for acknowledging, and guarantee-
ing, coherence. In this paper we address such a phenomenon aiming at identifying 
cohesive mechanisms that help automatically resolving referential links. Anaphoric-
ity, i.e., pronoun resolution (PR), is the only linguistic construction under focus here. 
An anaphoric pronoun signals a relationship between two or more text components 
that share with each other their meanings. It comes after its antecedent referent in the 
text, which is usually a noun phrase (NP), as shows Example (1)1: 

 

(1) O parlamentari, porém, é alvo de acusação em outro escândalo. Elei será 
investigado sobre as denúncias de corrupção (...). 
[The member of the parliament]i, however, is enrolled as guilty in other 
scandal. Hei will be investigated on the corruption accusations (…). 

 

Above, the pronoun ‘Ele’ (He) is the anaphor with an NP antecedent given by ‘O 
parlamentar’ (The member of the parliament). This conveys a full meaning, while the 
pronoun itself is issued its antecedent meaning. Differently from this, other types of 
anaphors also may happen, e.g., the generalization introduced by the NP ‘the corrup-
tion accusations’ in (1). To resolve this anaphor, ontological and other referential 
links are usually needed (e.g., ‘other scandal’ enables the plural ‘accusations’).  
                                                           
1 In this paper, all the examples have been extracted from a BP corpus of authored texts. Their 

literal English translations are supplied for readability. 
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Usually, ontological links do not entail the same but similar meanings that make them 
connect to each other. Contrarily, anaphoric pronouns convey no meaning, but their 
antecedent ones. So, to resolve the anaphoric ‘Ele’ above, retrieving the former NP is 
of utmost importance.  

PR may be very complex when there are many antecedent candidates. To resolve 
that, varied linguistic features may be needed, such as morphological, syntactic, se-
mantic, or pragmatic ones. Several computational approaches have been undertaken 
for English or Spanish in this line. Examples focusing on the former are [7], [8], [10] 
[11], and [1]; an example of the latter is [14]. There are few approaches to Portu-
guese, namely, modified versions of both Lappin and Leass’ [3] and Hobbs’ algo-
rithms [17], and a model that uses heterogeneous knowledge [15]. Actually the only 
system currently available is the first one. The work based on Hobbs’ model is still 
under progress; the other has not been implemented. Especially, Coelhos’s system [3] 
operates on information produced by the Xtractor tool [5], which in turn modifies 
syntactic trees produced by the parser PALAVRAS [2]. It first calculates the so-called 
salient NPs conveyed by the syntactic structure of a sentence. Then it uses a dynamic 
model of attentions to pinpoint the anaphor antecedent from the NP candidates. 

Our PR system uses intermediate results by Coelho as input (mostly resulting from 
preprocessing), to focus on the PR module itself. We adopted Mitkov’s model [10] for 
the following reasons: (1) it has been explored for several languages, being thus lan-
guage-independent and portable; (2) it is heuristics-based and does not depend upon 
deep knowledge. Instead, it applies surface or empirical information to determine 
candidate antecedents of an anaphor; (3) it also adopts usual parsing and morphologi-
cal preprocessing tools, which are largely available for most languages, as they are for 
Brazilian Portuguese (BP). In our implementation, Mitkov’s original algorithm has 
been modified to handle only 3rd person pronouns that convey NPs as antecedents. 

Mitkov classifies the so-called anaphora resolution (AR) factors to signal antece-
dent candidates as restrictive and preferential. Restrictive factors signal mandatory 
properties of the antecedent candidates, in order for them to resolve the anaphor. The 
ones that do not convey such properties are thus discarded. Preferential factors do not 
discard candidates; they just classify them according to their likelihood of resolving 
the anaphor the best. Usually, both factors are applied altogether: classification takes 
place only after filtering those potential candidates that satisfy the restrictions. The 
highest the probability of a candidate, the more likely it is to be the antecedent of the 
anaphor under focus. 

There are other, more recent approaches, which also address similar factors. For 
example, in [16] some preferential and restrictive factors coincide with Mitkov’s ones 
(e.g., morphological, nearest NP, and syntactic parallelism), but addressing the French 
language. [19] also addresses Lappan & Leass’ method, but for German. Further ex-
periments after Mitkov’s approach are carried out with MARS, Mitkov Anaphora 
Resolution System [9], which evaluate the impact of AR for NLP systems. Especially, 
automatic summarization, term extraction, and text categorization are explored.  

In what follows, we first present Mitkov’s proposal for AR (Section 2), then we in-
troduce our approach for PR in BP (Section 3). In Section 4 we describe our PR as-
sessment. Final remarks are presented in Section 5. 
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2   The Mitkov’s Algorithm 

Mitkov avoids complex syntactic and semantic constructions by adopting a set of 
heuristics – the antecedent indicators – that are capable of pinpointing potential ante-
cedents of an anaphor based on surface indicators. The text under focus is first parsed 
and its NPs are extracted. For AR, (1) at most two previous sentences to the anaphor 
are examined, as the referential context for its antecedent NP. The result is a set of 
NPs. (2) to narrow the number of candidate NPs, gender and number concordance 
with the anaphor are verified, yielding a smaller candidate set, or the actual set of 
potential antecedents. (3) Each potential NP is thus scored for the likelihood of being 
the antecedent of the anaphor. In this step, each antecedent indicator is used to issue 
the NP an integer value ranging from -1 to 2 and all the values are summed up for the 
final NP score. The highest scored NP is finally chosen as the antecedent. In a tie 
case, the closest candidate to the anaphor is chosen instead. 

3   Adapting Mitkov’s Algorithm for PR in Brazilian Portuguese 

Our system embedding Mitkov’s indicators for BP is named RAPM, for Resolução 
Anafórica do Português baseada no algoritmo de Mitkov (Anaphora Resolution for 
Portuguese based on Mitkov’s algorithm). RAPM differs from the original algorithm 
in that it aims at BP and, most importantly, its input texts are automatically annotated. 
In Mitkov’s approach morphosyntactic annotations are manually corrected before 
going into AR itself instead. Moreover, to resolve morphological dependencies 
RAPM looks up an XML onomastic file with correct information on gender and num-
ber of proper nouns, and the antecedent search scope is of three sentences, instead of 
two. The XML file conveys proper nouns extract from a text corpus and aims at 
minimizing preprocessing problems. In the absence of such information, they would 
be assigned both genders and numbers. A last, but minor, distinction from the original 
is that currently RAPM does not incorporate modules for preprocessing, as we shall 
describe in Section 4. 

RAPM processes in the following way: it identifies the NPs that appear previously 
to the pronouns using the three-sentence window, and then it produces the set of po-
tential NP candidates. Since antecedent indicators may endorse or prevent an NP 
candidate of being the antecedent of a pronoun, the total sum of the scores may be 
correspondingly positive or negative. Only five out of eleven antecedent indicators by 
Mitkov were incorporated into RAPM, along with three others that we found interest-
ing to add, as follows (the last three are the novel ones): 

 

First NP (FNP). A +1 score is issued to the first NP of each sentence. This heuristic 
may be either justified on syntactic, or on communication terms, in that human beings 
usually express meanings through distinct language levels. According to Mitkov, for 
example, in declarative sentences the FNP occupies the subject position. In the ab-
sence of a parse tree, theories of both communication and discourse organization 
might help determining which should be such FNP, provided that they signaled the 
underlying communicative or discourse structure of the focused text. If Centering 
Theory [6] were considered, e.g., the FNP would be the actual center of the sentence. 
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Conversely, if [18] or [4] were used, the corresponding given-new or thematic-
rhematic information should signal that. In either case, given-new or theme-rheme 
units could provide coreferential links as do a first NP and a pronoun, at the text sur-
face. It is worthwhile to notice that, since declarative sentences convey a default dis-
course organization, the theme/given unit can be the very NP occupying the subject 
position, as pinpointed before.  

Lexical Reiteration (LR). A +2 score is issued to NPs that occur twice or more within 
the search scope; a +1 score is issued to an NP otherwise. LR assumes that a greater 
score signals NPs that are more salient and, thus, more likely to be the anaphor ante-
cedent than those that score less. In RAPM reiterated lexical items are identified 
through direct string matching. 

Indefinite NP (INP). Indefinite NPs are assigned a -1 score because very often they 
are supposed to be less likely to be antecedents of pronominal anaphors than definite 
ones [12]. RAPM regards an NP as definite if its nucleus is modified by a definite 
article or by demonstrative or possessive pronouns. 

Prepositional NP (PNP). A -1 score is issued to those NPs that occur in a preposi-
tional phrase. Such a demoting score may be justified by the Centering Theory [6]: 
the sentence main constituents are classified according to their salience (e.g., subject, 
direct, and indirect objects in this decreasing salience order) and the most salient units 
provide the center of a text segment. Moreover, a sentence center is more likely to be 
a candidate antecedent of an anaphor than an NP occurring in a prepositional phrase 
sentences. 

Referential Distance (RD). This antecedent indicator may promote or demote a candi-
date according to its distance from the anaphor: NPs in the immediate antecedent 
clause, in the very same sentence as the anaphor, are scored +2; NPs in the previous 
sentence are scored +1; NPs in a sentence that is two sentences apart from that of the 
anaphor are scored 0; NPs still farther than those are scored -1. 

Syntactic Parallelism (SP). A +1 score is issued to an NP that conveys the same syn-
tactic function as the corresponding anaphor. 

Nearest NP (NNP). A positive +1 score is issued to the nearest NP to the anaphor. 
This indicator is used as a baseline by Mitkov, and so it is in RAPM, in which case it 
corresponds to the so-called ‘Baseline_NP’2 . 

Proper Noun (PN). Proper nouns are scored +1 in RAPM because they occurred with 
relative frequency as anaphors antecedents in our corpus. The assumption behind such 
a score was that promoting PNs could improve PR performance. 

Using the above antecedent indicators to resolve pronouns in BP aims only at pre-
dicting language behavior, and not at constraining automatic PR, hence the so-called 
preference factors: they are not intended to be definite. Although such indicators may 
punctuate anaphor antecedents incorrectly, usually PR is improved when they are 
used altogether, as we shall show when we apply them to BP. Adding the indicators 
SP, NNP, and PN to RAPM resulted from a corpus analysis that aimed at filtering out 
those Mitkov’s antecedent factors that didn’t apply to BP. They were chosen for the 
                                                           
2 Baselines are used for assessment and will be described in Section 4. 
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following reasons: (a) since the input texts to RAPM are already morphosyntactically 
annotated, syntactic parallelism (SP) could be readily verified; (b) a nearest NP 
(NNP) to the anaphoric pronoun tended to be its antecedent; (c) proper nouns (PN) 
were highly frequent in the corpus as anaphor antecedents. So, using them should be 
advantageous for PR in RAPM. Excluding the remaining six Mitkov’s indicators from 
RAPM was due to their inadequacy to the corpus under study. For example, the origi-
nal indicator ‘Section heading preference’ did not apply to our corpus, because this 
conveys only non-structured or non-titled texts. Amongst RAPM eight indicators, two 
are impeding indicators (INP and PNP) and one (RD) may be either an impeding or a 
boosting indicator, yielding thus negative or positive values to a candidate. The re-
maining indicators can only boost the candidate. 

Example (2) illustrates the use of RAPM processing: 
 

(2) O flúor fortifica o esmalte, uma espécie de capa protetora dos dentes. Com a 
difusão de seu uso, outro problema surgiu: a fluorose, o excesso de flúor no 
organismo. Afinal, a substânciai não se encontra apenas em cremes dentais: 
elai também está presente em diversos alimentos (...). 

The fluorine fortifies the enamel, a sort of protective cape of the teeth. With the 
diffusion of his use, another problem appeared: the fluorosis, the excess of 
fluor in the organism. After all, the substancei is not only in toothpastes: iti 
also is present in several foods (...). 

 

In this case the algorithm generates the set of potential candidates that agree in gender 
and number3 with the anaphor ‘ela’ (she){F,S}, resulting in the members NP1: [uma 
espécie de capa protetora dos dentes]{F, S}, NP2: [capa protetora dos dentes]{F,S}, 
NP3: [a difusão de seu uso]{F,S}, NP4: [a fluorose]{F, S} NP5: [a substância]{F, S}. 
Finally, RAPM assigns the indicators scores to each candidate NP and sums them up 
(Table 1). In the example, the biggest sum allows RAPM to pinpoint NP5 – ‘a sub-
stância’ – as the anaphor antecedent. 

Table 1. Individual and total scores of each candidate NP 

Antecedent indicators NP  
candidate FNP LR SP NNP PN INP PNP RD ∑ 
NP5 0 0 1 0 0 0 0 1 2 
NP 4 0 0 0 0 0 0 0 0 0 
NP 3 0 0 0 0 0 0 -1 0 -1 
NP 1 0 0 0 0 0 -1 0 -1 -2 
NP 2 0 0 0 0 0 -1 -1 -1 -3 

4   Assessing RAPM 

We used the success rate measure [10] to assess RAPM. It measures the ratio between 
the total number of correctly resolved anaphors and the total number of anaphors that 
are present in the whole corpus of texts. A reference corpus of the same input texts 
previously annotated for anaphors by human experts was thus used. 
                                                           
3 Signalled by the set {G,N}, being F=Feminine, M= Masculine; S=Singular, P=Plural. 
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According to Mitkov, the success rate should mirror exactly the performance of the 
anaphora resolver itself, with no interference of any problem resulting from preproc-
essing. He emphasizes that the real success rate of a system may only be achieved if 
the input data are correct. Because oft this, he hand-edits any possible wrong output 
of his system. However reasonable his arguments may be, we consider such pre-
editing unrealistic. So, we did not apply any correction procedure to our input data, 
aiming at a more realistic black-box approach in the future4. More importantly, we 
already consider PR to be fully automated, as if we had just plain texts as input. A 
possible drawback of this is that miss-annotated data may contribute negatively to the 
PR performance, as we shall discuss below. 

In assessing RAPM, we used the very same three corpora of distinct genres 
adopted in [3]: a law, a literary, and a newswire one. Although we aimed at BP, we 
chose to fully replicate Coelho’s experiment by including the law corpus, which is 
composed of 16 Portuguese Attorney General documents (c.a. 110,610 words; 260 
3rd person pronominal anaphors). Most texts convey long and complex sentences. 
The literary corpus consists of the whole book ‘O alienista’, by the Brazilian author 
Machado de Assis (c.a. 16,530 words; 573 3rd person pronominal anaphors). The 
newswire corpus is composed of 14 texts of the Veja magazine (c.a. 13,217 words; 
222 3rd person anaphoric pronouns) and it conveys simpler sentences than the others.  

We also fully used Coelho’s setting in our assessment. The extra gain in doing so 
was that we could keep preprocessing apart from RAPM. We just used the data files 
formerly automatically annotated by Coelho as input to RAPM. Such input is pro-
duced in the following way: raw texts are parsed by PALAVRAS [2] and converted to 
XML by the Xtractor tool [5]. In adopting such a setting, we just reproduced Coelho’s 
results on success rates to compare with RAPM.  

The reference corpus is built by enriching the same XML files produced by PA-
LAVRAS with hand annotations for co-reference. This task is supported by the 
MMAX tool [13]. Such annotation is illustrated in Fig. 1 for Example (1). 

 

Fig. 1. Snapshot of a reference text hand-annotated for co-reference 

RAPM assessment consisted of comparing the XML file of each text produced 
automatically (a sample given in Fig. 2) with the corresponding reference XML file. 
RAPM output file contains, for each anaphoric pronoun, its marked antecedent. In 
Fig. 2, ‘Ele’ corresponds to the former and ‘O parlamentar’, to the latter. This is iden-
tified as the antecedent of the pronoun by the tag IdAntecedente in Fig. 2. The link 
between such information in both files is given by the identifier chunk_212. Notice 
that, in the reference file (Fig. 1), such a component is conveyed with all its  
                                                           
4 Reminding that RAPM does not present an integrated preprocessing module yet. 
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morphosyntactic and location information in the text. The assessment is entirely 
automatic in two situations, allowing for pinpointing a correct anaphor: (1) exact 
match between the automatic solution and the reference one (chunk_212 in both files 
is an example); (2) coincidence between the nucleus of the antecedent noun phrase 
with the nucleus of the reference solution, or with a term that is embedded in that 
reference solution (which is also a noun phrase in turn). If none of these apply, man-
ual assessment is carried out to find other correct PRs. The remaining cases are con-
sidered unresolved. 

 

Fig. 2. Snapshot of the file conveying Example (1) automatically annotated by RAPM 

Aiming at a broad assessment, we derived several versions of RAPM by combin-
ing the antecedent indicators. Each version is identified by “RAPM_n”, n signaling 
the amount of antecedent indicators considered. Overall, eight distinct versions were 
provided, as follows (IS stands for the Indicators Set considered): 
 

• RAPM_2: IS = {INP, RD} 
• RAPM_3: IS = {INP, PNP, RD} 
• RAPM_4: IS = {INP, PNP, RD, NNP} 
• RAPM_5: IS = {FNP, LR, INP, PNP, RD} 
• RAPM_6_SP: IS = {FNP, LR, INP, PNP, RD, SP} 
• RAPM_6_NNP: IS = {FNP, LR, INP, PNP, RD, NNP} 
• RAPM_6_PN: IS = {FNP, LR, INP, PNP, RD, PN} 
• RAPM_8: IS = {FNP, LR, INP, PNP, RD, SP, NNP, PN} 
 

As shown, the antecedent indicators combinations vary in size. They were config-
ured through corpus analysis by choosing those that seemed most promising for PR. 
The analysis consisted of comparing RAPM performance for isolated antecedent 
indicators with reference annotations. Success rate helped discriminating potential 
indicators – those with the highest scores yielded the first 3 versions of RAPM5. Dif-
ferently from these and RAPM_8, which conveys all the indicators, RAPM_5 consid-
ers only those also managed by Mitkov. Each of the 3 RAPM_6 versions was built 
adding to the RAPM_5 set each new indicator we introduced for BP (SP, NNP, and 
PN), one at a time.  

RAPM assessment was undertaken in three different ways: firstly, we measured the 
average success rate of each system depicted above, when running on the newswire 
corpus (Table 2). The strategy with the best success rate (RAPM_8) was then used in 
two other experiments: we compared its performance with the results by Coelho [3] 
(Table 3) and finally we used again RAPM_8 results on the newswire corpus, but to 
compare it with two distinct baselines, namely, ‘Baseline-NP’ and ‘Baseline_Subj’ 
                                                           
5 Success rates respectively classified INP>NNP>RD>PNP (X>Y indicating that the rate of the 

antecedent indicator X is greater than the rate of antecedent indicator Y). 
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(Table 4). In this case, we used the same baselines as did Mitkov in [10]. Baseline-NP 
pinpoints as the antecedent the closest NP to the pronoun, provided that the NP agrees 
in gender and number with the pronoun. Baseline_Subj adds to the Baseline-NP a 
third constraint: the antecedent NP must occupy the subject position in the sentence it 
occurs. The results of each assessment follow, in a decreasing success rate order. 

Table 2. Overall assessment 

RAPM version Success rate (%) 
RAPM_8 67.01 
RAPM_3 66.02 
RAPM_6_NNP 64.94 
RAPM_6_PN 63.40 
RAPM_2 62.50 
RAPM_5 61.45 
RAPM_4 61.21 
RAPM_6_SP 60.26 

Table 3. Comparison between RAPM_8 and Coelho’s av. success rates 

Corpus RAPM_8 Coelho [3] 
Newswire 67.01 43.56 
Literary 38.00 31.32 
Law 54.00 35.15 

Table 4. Comparison between RAPM_8 and baseline strategies 

PR systems Success rate (%) 
RAPM_8 67.01 
Baseline-NP 55.49 
Baseline_Subj 42.27 

 
Although RAPM_8 performed better in the overall assessment, its use may be 

questionable because the system that was classified the second, RAPM_3, presented a 
close success rate (66%) using much fewer antecedent indicators. This result suggests 
that using impeditive indicators, i.e., INP and PNP, may well help resolving pronouns 
in BP, when newswire texts are considered, and is less costly. Even RAPM_6_NNP, 
which reached the 3rd best av. success rate, also performs closely to RAPM_8, and 
demands less indicators. Comparing the three RAPM_6 versions, adding NNP to the 
original Mitkov’s indicators seems to be the only one that may slightly improve the 
success rate. Still, it does improve on RAPM_5 in c.a. 4 percentual points. Comparing 
now the success rates of our eight systems with those by Coelho, ours were 
consistently superior regarding the three corpora. Besides, our worst case for the 
newswire corpus – RAPM_6_SP (60.26% sucess rate) – performed much better than 
Coelho’s (43.56% sucess rate). If we consider only RAPM_8, the outperforming is 
even more expressive: for the same corpus, RAPM_8 scored an average of 67.01% 
success rate. The third comparison (Table 4) also confirms RAPM_8 improvements 
on PR. Such variations are quite sutile and must be further analysed in the future. 
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5   Final Remarks 

The assessment described before needs further exploration in several ways: (a) a 
proper error analysis should be carried out focusing not only in PR itself but also in 
the correctedness of the input data, as previously stated. (b) Statistical significance 
must be considered, for any other assessment to be relevant. The main errors gener-
ated at the preprocessing stage included wrong morphological annotations of both 
NPs and pronouns. During pronoun resolution itself, an expressive problem was that 
the system signaled pronoun antecedents that were not NPs. RAPM was not tailored 
to deal with such cases, even when such antecedents were correct. So, it is very likely 
that overcoming such obstacles will improve RAPM performance.  

Concerning the original approach by Mitkov, RAPM_8 adds novel indicators that 
should be better analyzed aiming at their actual contribution for BP. For example, 
when considered separately in the three systems RAPM_6, they do not suggest con-
siderable improvements on RAPM_5, but when put together, they lead to the best 
success rate. So, we must evaluate their isolated contribution to RAPM_8. Regarding 
Mitkov’s av. success rate (89.7%), we could crudely say that RAPM_8 still has a 
significant room for improvement. It is important to notice, though, that we should 
mirror his approach of feeding the system with correct input data. Also, verifying the 
adequacy of the scores assigned by each antecedent indicator should be pursued. 
However, this is not straightforward to accomplish, for it involves scaling up the lin-
guistic analysis we carried out, which was entirely dependent upon human expertise. 
It also involves considering other corpus-based means to verify the indicators ade-
quacy or other assessment tasks. 

Having RAPM_8 as the best system for PR in BP does not entitle us to say that it 
will work well when other data are used. There are many other ways of exploring 
further the current results, including verifying which combination of the indicator-
based heuristics would be more profitable. Aiming at this seems quite reasonable, 
since our approach is entirely empirical. However, it is not less complex: we could 
have too many combinations of features to investigate. So, considering other statisti-
cal methods to pinpoint a more reliable feature combination should be also applicable. 
Overall, RAPM may be useful for several NLP applications, including Automatic 
Summarization and Information Retrieval, which are the ones focused more closely in 
our research. 
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Abstract. Semantic similarity and mapping between ontologies are a crucial 
subject, which is just starting to be researched for ontologies written in Portu-
guese. Our study begins with SiSe (Similaridade Semântica) measure, an exten-
sion for the Taxonomic Overlap proposed by Maedche and Staab [1], which 
compares the similarity between terms of distinct ontologies through the analy-
sis of the hierarchies where they are placed. SiSe development and evaluation, 
even bringing some interesting conclusions, point to continuing efforts, what is 
discussed here in the context of more recent proposals presented in the ontology 
mapping domain. 

Keywords: Ontologies, semantic similarity, mapping, natural language processing. 

1   Introduction 

Ontologies1 play an important role for applications that involve engineering and rep-
resentation of knowledge, as well as for applications that deal with precisely defined 
terms. However, with the generalized use of ontologies, some practical problems 
arise, related mainly to interoperability. For example, users and engineers of ontolo-
gies frequently have a main ontology they use for navigating or consulting data, 
though they need to extend, adapt or compare their ontologies with the vast set of 
other existing ones [1]. The research for similarity between ontologies refers to the 
comparing of whole ontologies or their subelements. To avoid semantic inconsisten-
cies obtained while integrating and reusing information between ontologies built 
individually, the analysis of similarity between these ontologies and their elements 
                                                           
* This work was supported in part by CAPES under the FAROL Project, #0035050, and in part 

by CNPq under the projects PLN-BR #550388/2005-2 and PONTO # 490752/2006-3. 
†  This author is financially supported by CAPES. 
1 The term ‘ontology’ is used here in a broader sense standing for ontological structures like 

vocabularies, thesauri, lexical databases and ontologies themselves. The terms ‘class’, ‘sub-
class’ (more specific) and ‘superclass’ (more general) should also be contextualized in the 
sense of a hierarchy of items. 
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uses measures that compare elements or groups of elements among these structures 
and, identify similarities between the same, avoiding inconsistencies. 

The current work reports a study directed to the Portuguese language, in which we 
adapt methods of analysis of similarity between ontologies and their elements in a 
semi-automatic and automatic manner, adjusting a measure of semantic similarity 
between ontologies existing in the literature [1], adding a simple Natural Language 
Processing (NLP) resource and a heuristic to it, for lowering semantic inconsistencies. 
In this article, we analyze the obtained results and discuss the continuity of research in 
this area, with the objective of providing a measure that involves advances in terms of 
intrinsic and extrinsic similarity between ontologies. 

This article is organized in five sections. Section 2 presents the concepts regarding 
similarity between ontologies and a few considerations about the challenges of the 
area. Section 3 describes the proposal of the semantic similarity (SiSe) measure, also 
presenting an example of the SiSe measure, the method used for its evaluation, and 
the obtained results. In Section 4, we present some new approaches concerning map-
ping between ontologies. Section 5 presents considerations on SiSe evolution directed 
to a measure that articulately subsumes the concepts of intrinsic and extrinsic similar-
ity between ontologies. 

2   Problems on Mapping between Ontologies  

Many authors have their own definitions regarding the types of correspondence re-
lated to similarity between ontologies, knowingly: alignment, mapping and matching, 
among others. Ehrig, in [2], while considering the subject, alerts for those still dis-
jointed positions.  

These three processes – alignment, mapping and matching – have something in 
common: finding matches between elements of different ontologies. Alignment and 
mapping are considered synonyms (if we compare the Tous and Delgado [3] with the 
Kalfoglou and Schorlemer [4] descriptions). These questions on similarity are also 
reported by Ehrig in [2] and [5]. Regarding the matching process, we believe that the 
most adequate way of using it is as a tool for finding alignment/mapping, as defined 
by Euzenat and Shvaiko [6] and Castano and co-authors [8]. 

 On mapping between individually built ontologies, terms with the same meaning 
might not be considered similar by the most usual similarity measures. That is due to 
two important factors: (i) Natural Language – as it has already been observed by 
Maedche and Staab, known real ontologies do not specify their conceptualizations 
only by logical structures, but through a natural language founded reference of terms; 
(ii) Taxonomical structure: ontologies may also contain bad matches at the structural 
model level as, for instance, on distinct taxonomies [8], as shown in Table 1. The 
taxonomies in Table 1 are different, even if they have many terms in common. Also, 
although the terms partido político and partidos políticos are represented by different 
strings of characters, they refer to the same entity (information on plural being  
discarded). 

According to Noy [8], to allow automatic or semi-automatic mapping the tools 
must analyze the following characteristics on the definition of the ontologies: names 
of concepts and descriptions in natural language; class hierarchy (superclass/subclass 
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relations); properties definitions (domain, coverage, restrictions); class instance; class 
descriptions. The construction of tools and techniques that allow automatic or semi-
automatic mapping between ontologies is a research area currently receiving atten-
tion. Concerning the Portuguese language, the efforts are still very few [13, 9]. 

Approaches are found in the literature to measure similarity between parts or ele-
ments of ontologies, eminently focused on English and German. Until recently, we 
classified these approaches within two groups: lexical similarity and semantic similar-
ity. The work of Andreas Hess [10] brought another look to the subject, classifying 
such measures as intrinsic and extrinsic, as it will be shown latter on. 

Lexical similarity may be characterized as the approach that measures similarity of 
elements, trough the words that constitute them (their strings of characters). In this 
approach, solutions that measure similarity between chains of characters are normally 
used, some of them with heuristics. The measure is normally given through interval 
coefficients [0,1], which calculate the proximity of elements, structurally and lexically 
[9]. The semantic (or semantic-structural) similarity compares elements of ontologies 
through their meanings, searching for synonymy and other semantic relations between 
these elements. This measure compares elements according to the position of the same 
in the hierarchical structure, searching for the existing semantic relations [9]. Other than 
the hierarchical relations, properties and instances may also be analyzed in search of 
semantic relations and, thus, improve the performance of similarity measure. 

Recent works can be found in the literature that approach lexical and semantic 
similarity in a deeper way, focusing the so called intrinsic and extrinsic similarities 
between ontologies. These terms congregate the same principles adopted in the lexical 
and the semantic processing approaches, however, they make use of more elaborated 
and deepened similarity techniques. Intrinsic similarity refers to inherent characteris-
tics of ontology elements (such as textual presentation), and extrinsic similarity refers 
to relations existing between different elements of a same or of different ontologies 
(such as types of relationships among terms, constituents etc   [10]). These character-
istics allow the isolated treatment of elements (going beyond the lexical scope and 
using features expressed through annotation patterns with RDF descriptions), passing 
normalization and editing distance to arrive at the relationship between elements 
through similarity calculation. 

In order to measure the semantic similarity between ontologies in Portuguese we 
proposed the approach named SiSe (Similaridade Semântica), described in details in 
[9]. SiSe is an adaptation of the Taxonomic Overlap (TO) presented by Maedche e 
Staab [1]. SiSe adds Portuguese stemming to TO in the SC and CSC collected terms. 
This showed to be rewarding when results were compared with those obtained by the 
original TO measure, especially in the cases of inflections. The SiSe measure is de-
scribed in the following section. 

3   SiSe Measure 

The most natural approach to be adapted to measure semantic similarity between 
ontologies in Portuguese was TO, which does not use additional resources of lan-
guage processing for the similarity calculation. To define the SiSe measure we did 
some adaptations on the TO measure on what concerns the concepts of Semantic 
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Cotopy (SC) [1] and Common Semantic Cotopy (CSC) [11]. These adaptations use a 
stemming algorithm, and have been named SC’ and CSC’. The use of stemming gives 
priority to the lexical level of knowledge with the intention of finding lexically similar 
terms to follow the semantic-structural comparison. The use of stemming helps find-
ing similarity when words present lexical variations, such as eleições (elections) and 
eleição (election), but the same stem. However, the use of stemming is not appropri-
ate to compare words when they present different roots or stems (example: for the 
synonyms voto (vote) and sufrágio (suffrage) stemming will not bring similar stems). 

Table 1. Excerpts of Law domain hierarchies extracted from two distinct ontologies (terms and 
their respective stems) 

Ontology 1 (O1) Ontology 2 (O2) 
1 direito constitucional (direitConstituc)      
    - constitutional Law 

1 direito (direit)  
    – Law 

   1.1 direito eleitoral (direitEleitor) 
          - election Law 

   1.1 direito eleitoral (direitEleitor)  
          - election law 

      1.1.1 campanha eleitoral (campanhEleitor)  
               - election campaign 

      1.1.1 crime eleitoral (crimeEleitor)  
               - election crime 

      1.1.2 eleição (ele)  
               - election 

      1.1.2 domicílio eleitoral (domiciliEleitor)  
               - election precinct 

      1.1.3 partido político (partPolitic)  
               - political party 

      1.1.3 eleições (ele)  
                - elections 

      1.1.4 sistema eleitoral (sistemEleitor)  
               - election system 

      1.1.4 justiça eleitoral (justicEleitor)  
               - electoral justice 

      1.1.5 voto (vot)  
               - vote 

      1.1.5 partidos políticos (partPolitic)  
               - political party 

       1.1.6 sistema distrital (sistemDistrit)  
               - district system 

       1.1.7 voto (vot)  
               - vote 

 
The TO measure compares ontology hierarchy, and the same happens with SiSe. 

Ontologies created by different specialists may differ on the hierarchical representa-
tion for a single concept, each specialist having a different vision over a certain do-
main, and those differences are visible through the construction of distinct hierarchies. 
This fact makes the TO measure, which is based on superconcepts and subconcepts of 
terms, able to hide or reinforce some similarities between ontology terms. Terms that 
are semantically similar may be arranged in hierarchy in such a way that their super-
concepts and subconcepts are different, making the TO measure return a low similar-
ity coefficient. This hierarchical similarity may reinforce, for instance, the existence 
of terms with different lexical representations, but that, however, possess similar 
superconcepts and subconcepts. This might indicate that these terms are semantically 
similar. 

Following we present the SiSe measure and the CSC’ (adapted from CSC) for hi-
erarchies comparison between two terms of distinct ontologies. The SC’ approach 
will not be exemplified in this article: its details can be found in [9], and its results are 
analyzed on Figure 2.  
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Fig. 1. SiSe user interface for similarity calculation and result collecting 

Figure 1 presents the SiSe graphic user interface, which was developed for similar-
ity calculation between ontologies and for collecting the results of this proc-
ess. SiSe prototype was implemented in Python (www.python.org) and it offers the 
user two different semantic similarity measures: TO and SiSe (number 2 indicated in 
Figure 1), being able to compare terms in two different ontologies (number 1 indi-
cated in Figure 1). The results produced by each approach as well as the sets of terms 
being compared are also presented in the interface (number 3 indicated in Figure 1). 

We modified the original definition of CSC [11], what gave origin to CSC’ used in 
SiSe, presented accordingly to Equations 1 and 2. 
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On Equation 1, the symbol Δ  represents the stem of the cj term in question. The 
CSC’ set associated to a term is formed based on the subconcepts and superconcepts 
of that term that are common to both ontologies. These common terms are represented 
through their stems 1CΔ and   2CΔ , forming a 2   1 CC Δ∩Δ  set. 

This way, the stem of a subconcept or superconcept ci will be part of the CSC’ set 
if the same appears in both hierarchies. The sets of terms of each ontology in CSC’ 
are compared through Jaccard measure, according to Equation 2. As an example of 
similarity calculation we use the ontological structures represented in the two hierar-
chies (O1 and O2) in Table 1. Terms in each column in Table 1 are numbered and rep-
resented by their complete character string followed by their stem.  

The set of common terms (represented by their stems) for these ontological struc-
tures, given by 2   1 CC Δ∩Δ , is {partPolitic, vot, direitEleitor, ele}. For example, when 



66 J.B. de Freitas, V.L.S. de Lima, and J.F. dos Anjos Brandolt 

comparing similarity between the terms partido político in O1 and partidos políticos 
in O2, we have the superconcepts direito eleitoral and direito constitucional as the 
CSC’ set for partido político, containing no subconcept. Through the stemming algo-
rithms we have the respective stems for those terms: partPolitic, direitEleitor, direit-
Constituc. 

Analyzing the common terms in both ontologies, the term partido politico in O1 has 
the CSC’ set {partPolitic, direitEleitor}, because direitConstituc  ∉   21 CC ΔΔ ∩ . The 
term partidos políticos in O2 also do not have subconcepts, and has the terms direito 
eleitoral and direito as superconcepts. The terms are represented by the stems part-
Politic, direitEleitor e direit. After verifying which of these stems are common to 
both ontologies we come to the set formed by {partPolitic, direitEleitor}. The term 
direit is not an element of this set, because it is not common to both ontologies. Given 
the CSC’ sets for each term, the Jaccard measure should be then applied to calculate 
semantic similarity (Equation 2). The final result is a coefficient between 0 and 1, 
where 1 represents a perfect matching of the terms compared and 0 represents the 
absence of matching. In the following example we present the sequence of steps for 
the similarity calculation between these two terms. 
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The SiSe proposal has been evaluated according to the following methodology. 
Evaluation was done with the use of the SiSe user interface for pairs of terms present 
in two excerpts of ontological structures. Five pairs of extracts were selected from this 
excerpt, showing hierarchies of terms (details and complete hierarchies of terms in 
[9]). For each pair of extracts, TO (SC), TO (CSC), SiSe (SC’) and SiSe (CSC’) were 
calculated by the interface.  

The evaluation of the similarity measures obtained was done against a Golden 
Mapping (GM), which was previously constructed with help of 3 human evaluators, 
in a four step methodology. First, each of the human evaluators received a document 
containing the hierarchical structure of the extracts and a mapping table for each pair 
of ontology hierarchies (excerpts). The evaluators were chosen from different areas of 
expertise: Law, Literature and Computing Sciences. Second, each human evaluator 
indicated, on the mapping table, the terms he considered similar, so filling the map-
ping table for each pair of ontology excerpts. Third, after this individual evaluation 
was concluded, we carried on an analysis in order to reach a consensus for the map-
pings. This final consensus was achieved according to the following rules: the GM 
considers the mappings between pairs of terms that have been identified by at least 
two out of three humans. The mappings signaled by the Law graduate are always 
considered, independently of the other analysis, due to his specific knowledge of the 
domain that might allow him find mappings that the automatic measures and the 
other human evaluators might not detect. By the end of this process, fourth step, we 
created a mapping reference between the extracts. The mapping generated by similar-
ity measures was than confronted to this reference. 
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We got then to the results presented on Figure 2. Comparing the results obtained 
with the TO and SiSe measures, to the GM column, we observe that the measure that 
generally found most mappings for each pair of extracts was the SiSe measure using 
CSC’. For example, this measure detected 100% of the GM for the Pair 4 with SiSe 
(CSC’).  
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Fig. 2. Comparative graphic of mappings between the terms of two distinct hierarchies using 
SiSe and TO 

The number of mappings didn’t vary much between the measures, as was the case 
for Pairs 1, 2 and 3. We also noticed that, when the hierarchies had terms with minor 
lexical differences (for example, eleições (elections) and eleição (election) in Pair 4), 
the approaches of the SiSe measure that used stemming (SC’ and CSC’) obtained the 
best results. CSC and CSC’ find a bigger number of mappings than SC and SC’ when 
the hierarchies have different levels. However, they also find an elevated number of 
false positives (terms that are not semantically similar according to the GM). For 
example, 10 false positives were found on Pair 4 using CSC, and 26 false positives 
using CSC’. This analysis should take into account that the statistical relevance for 
these results has not yet been tested. 

4   Other Approaches on Mapping between Ontologies 

In this section we describe some approaches that deepen and combine processes in 
search of similarity between ontologies. The Tous and Delgado measure, described in 
[3], uses the Vector Space Model (VSM) for alignment between ontologies. This 
measure proposes that, in order to calculate the alignment between two ontologies, it 
is necessary to adapt the mapping based on an algorithm proposed by Blondel2 and 
his co-authors [12]. VSM is an algebraic model proposed by Salton that allows to 
                                                           
2 The algorithm introduces the similarity concept between directed graphs, defining a similarity 

matrix. 
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describe and compare objects represented by vectors in n-dimensions, where each 
dimension corresponds to an orthogonal characteristic of the object. Tous and 
Delgado show the importance of some semantic similarity measure and report that 
most alignment algorithms between ontologies are focused only on finding close 
elements. The measure proposed by them tries to find evidence to deduce that two 
different data items correspond to the same information (data items might be classes 
and properties of the ontology, but might also be instances). According to those au-
thors, the generated results are satisfactory, and prove the measure’s adequacy in 
situations where structure-based similarity exists. 

Andreas Hess study in [10] describes an iterative algorithm to calculate intrinsic 
and extrinsic similarity between elements of ontologies. This algorithm establishes 
metrics of distance between strings that have been discussed in the literature and applied 
in structural similarity measures.  These metrics are based on a vector representation of 
relations between elements, that may be used directly to calculate a similarity value. On 
Hess’s proposal a third ontology is used, serving as training data to increase the per-
formance of mapping. That author believes that a great potential exists for combining 
his ideas with other methods, setting different algorithms to work together.  

Euzenat and Shvaiko studies (presented on [6]) refer to the process of matching be-
tween ontologies as being the process to find relationships or correspondences be-
tween elements from different ontologies. It is necessary to have 2 or more ontologies 
and a pre-existent alignment, as well as parameters and external resources. This proc-
ess returns an alignment between ontologies from 3 dimensions: entry, process and 
exit. Entry depends on data and conceptual models in which the ontologies are ex-
pressed (for example: relational, object oriented, entity-relationship, XML and RDF 
models, etc). Process dimension is organized in 3 classes: syntactic, semantic and 
external. Exit refers to the way of producing the system’s results. From these dimen-
sions we can classify the matching techniques by their characteristics: (a) entry inter-
pretation and granularity – based on matching granularity, for example: at the element 
or structure level; (b) Type of entry – this classification is based on the technique used 
on elementary matching. This approach seems to be didactical and practical, but it 
does not seem to bring new solutions to the problem. 

To Castano and his co-authors in [7], strategies adopted for combining different 
similarity techniques can be summarized in two main categories: the first based on 
combining different measures and the second based on iteration of the matching proc-
ess. In the case of combination of different similarity measures, each measure can be 
calculated independently, while the results are analyzed together. Other approaches 
are possible for measure combination, especially with the use of machine learning 
techniques. An example is APFEL (Alignment Process Feature Estimation and 
Learning), a machine learning approach that explores the validation of initial align-
ments, done by users, to optimize alignment methods. Combination of the similarity 
techniques by means of the iteration process is based on the idea that each similarity 
measure is founded on some basic type of similarity between the elements to be com-
pared. As an example we can consider two graphs where similarity is calculated, 
taking into account the context of the nodes. A different approach is based on the idea 
of calculating similarities associated with different levels of semantic complexity in 
many stages. After each stage, the results are stored and registered for similarity 
evaluation in the subsequent task. This way, the process acts refining the results, 
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 step-by-step, with the advantage of being scalable for the level of semantic complex-
ity required. After the measure composing, we have a set of results that contains pairs 
of concepts with a similarity value. From there on, a threshold must be established to 
classify the similarities found. 

The studies in [3, 10, 6, 7] conduct to some general considerations. The more sim-
ple similarity measures like those based on the lexical characteristics of terms are 
being combined with measures based on the relationships among terms (revealed by 
the hierarchies, but also seen on the relationship graphs and specialized descriptions 
of concepts). In order to capture this wider evidence of similarity, the antecedents and 
the consequents of an item, together with the lexical presentation of this item, are 
barely sufficient. We should be able to deal with external resources (such as extra 
vocabulary sources) that could confirm, or suggest, connections between terms. And 
we should enrich these with relevance information provided by other techniques such 
as weighting, for example. 

5   Conclusions 

We believe that SiSe measure was a first effort toward the semantic similarity be-
tween ontological structures in Portuguese. Considering the studies presented on the 
previous section, the next step would be to incorporate other strategies to SiSe, adding 
to the prototype 2 groups of techniques: access to an external vocabulary and, associa-
tion of weights to the different types of relationships among terms. As an external 
source of vocabulary, the synsets to be provided by the Wordnet.BR effort seem to be 
very promising. Other alternative already being studied is the access to an external 
search engine in order to create such sets. The association of weights with the differ-
ent relations is independent from the external data techniques, and is already being 
considered. For instance, generalization and specialization, two relations that are 
taken into account to form the sets used by SiSe, could have different weights, leading 
to the insertion of a weight factor to adjust the SiSe similarity calculation. 

Tous and Delgado [3] used VSM techniques, as well as ontologies composed of 
classes, properties and instances for semantic similarity calculation. Adapting this 
approach to Portuguese reminds us of the lack of ontologies built and represented on 
the formats selected by those authors. The use of a greater number of relations be-
tween the terms of ontologies, as well as properties and instances, add a semantic 
richness to similarity measures. However, ontologies available in Portuguese usually 
still have only simple hierarchy relations (superconcepts and subconcepts, so “is-one” 
or “part-of” relations), inhibiting the complete usage of this approach. 

Andreas Hess [10] uses known ontologies and employs them in a specific method-
ology, as training data, before the similarity calculation. The ontologies used by Hess, 
in their turn, are described in RDF format. Again, it becomes impracticable at this 
time to apply this proposal to Portuguese, due to the lack of a repository of ontologies 
described on Semantic Web formats (RDF and OWL), making training data unavail-
able. The approaches by Euzenat and Shvaiko [6] and Castano and his co-authors [7] 
also use ontologies with complex relations for similarity calculation bringing to the 
same problem of the lack of data. 
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We believe that the limitations caused by this lack of more throughout and com-
plex ontologies can be diminished, in a first moment and as already proposed by Cas-
tano, with an iterative and semi-automatic process, fed with the results of human 
intervention. Yet other steps can be taken, with the refining of similarity equations 
applied to Portuguese. However, as the ontology alignment or mapping techniques 
evolve, we face the urgency for the construction, or acquisition by methods of transla-
tion, of formally described ontologies, rich in semantic relations and throughout de-
scriptions for the Portuguese language, which will be soon need for the Semantic Web 
applications.  
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Abstract. In concatenative synthesis, speech is produced by joining
segments automatically selected among units contained in a previously
segmented database. The synthetic speech resulting from such a tech-
nique is often improved when accurate segmentation tools are considered.
The performance of these tools is often enhanced by a hybrid approach
resulting from the association of an HMM modeling with a boundary re-
fining process. Such a refining has been carried out sucessfully by using
techniques based on neural networks. This paper presents a set of net-
works that outperform other topologies discussed in the literature. These
networks are trained by performing a clusterization of the training set
taking into consideration phonetic transitions with similarities to each
other.

Keywords: Concatenative speech, boundary refining, neural networks.

1 Introduction and Problem Statement

Most of the state-of-the-art speech synthesis systems are capable of converting
any written text into speech. Such a conversion has been carried out by consider-
ing several techniques presented in the open literature. Among these techniques,
the concatenative one has been highlighted by its ability to produce synthetic
speech very close to the human speech [1].

The first stage towards generating concatenative speech consists in designing a
reference speech database (an offline stage). In this case, a considerable amount of
predefined sentences is firstly recorded by a professional speaker. Next, resulting
utterances are subject to a segmentation process responsible for locating smaller
acoustic units (usually phonemes) existing within the speech corpus. During
the synthesis itself, speech is produced by joining units automatically selected
from the previously designed database [2,3]. Anyway, even for the concatenative
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approach, the naturalness of the ultimate synthetic speech has been constrained
by factors such as variability of the corpus chosen for recording, speaker’s voice
characteristics, and accuracy of segmentation methods. The latter factor may
harm synthetic speech quality since an inaccurate segmentation process (i.e.,
providing imprecise boundary locations) may lead to deletions, insertions, or
even substitutions of certain phonemes into the synthetic speech.

As a result, much research has been focused on methods capable of improving
segmentation accuracy [4]. It is important to mention that manual methods are
impractical to partition large speech databases since a considerable time would
be required to manually segment them. Another problem would be a potential
loss of consistency in manual segmentation, especially if the time required for
the whole process were extremely large.

Nowadays, an automatic procedure often adopted for segmentation purposes
consists in aligning the phonetic transcription of a given sentence with the cor-
responding speech signal (forced alignment). In this case, such an alignment is
usually performed with the aid of speech recognition techniques. Therefore, a set
of parameters extracted from the speech signal are taken as a reference to repre-
sent each acoustic unit by a hidden Markov model (HMM) [5]. In the following,
the Viterbi algorithm [6] is employed to align and define segmental boundaries.

HMM-based systems may have even better segmentation results when they
are associated with boundary refining processes. Some approaches to perform
this refinement have been presented in the open literature [4, 7]. Among them,
those based on artificial neural networks (ANNs) have led to satisfying results.
For such, parameters extracted from manually segmented corpora are taken as a
reference to train a set of neural networks. After training, these networks must
point out (by considering a single neuron in the output layer) the probability of
existing phonetic boundaries within analyzed frames.

In [7], a single ANN is trained to determine the required probability, being
this ANN responsible for modeling all phonetic transition patterns (diphones).
Another network configuration outperforming the latter is also proposed by [7].
In this case, four networks indicate the boundary existence probability, and
each ANN models one of the following diphone classes: voiced/unvoiced, voiced/
voiced, unvoiced/voiced, and unvoiced/unvoiced. Results achieved by the lat-
ter technique demonstrate that performance may be improved (for each trained
network) by properly clustering diphones before training a set of ANNs. In [4],
similar diphones are automatically separated into clusters. In this case, firstly,
four ANNs are trained by randomly distributing the training set. For each di-
phone, it is verified which trained ANN leads to the lowest error in boundary
probability estimation. After that, analyzed diphones are reclassified to the ANN
providing lowest estimation error. Next, those initial four networks are retrained.
Such a procedure is iteratively repeated until the ultimate ANNs reach an error
variation smaller than a predefined threshold. One disadvantage of the technique
proposed by [4] consists in defining how diphones should be partitioned into the
four ANNs during the first algorithm iteration. Such an initialization aspect
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is not discussed in [4]. In addition, experimental results confirm that the final
performance depends on initialization conditions.

In this paper, aiming to obtain both a better performance than [7] as well
as an autonomy between performance and initialization conditions, the follow-
ing procedure is proposed: the partition of diphones into clusters is carried out
through a visual inspection of spectrograms whose phonetic transitions are sim-
ilar to each other. In this case, the training set is separated into 36 subsets and
36 ANNs are trained. Results obtained by this ANN configuration outperform
others presented in the open literature (here implemented as well).

It is important to consider that segmentation accuracy is often evaluated
by computing the rate of phonetic boundaries whose segmentation errors are
lower than 20 ms. This threshold value is considered here since segmentation er-
rors lower than 20 ms are perceptually inaudible [4]. Even though the proposed
approach outperforms others presented in the open literature, our focus is on
determining an appropriate size of the training set, aspect that up to our knowl-
edge is not discussed in previous papers considering boundary refining based
on ANNs. Such a training size definition avoids that an excessive and unneces-
sary amount of sentences is manually segmented. Thereby, the time required for
manual segmentation (a long and exhaustive process) is considerably decreased.
Our experiments confirm that the segmentation performance may be improved
by increasing the training set. However, after a certain amount of sentences is
reached, there occurs a saturation in the obtained performance.

2 Segmentation Based on Hidden Markov Models

The first stage required for segmentation consists in obtaining the phonetic tran-
scriptions of previously recorded sentences. Since our focus is on segmentation,
canonical transcriptions are firstly obtained. After that, these transcriptions (of
phonemes and pauses) are manually corrected by a phonetician. Phonetic tran-
scriptions are considered both to build HMM models and carry out forced align-
ments with the corresponding speech signals. Depending on the existence or not
of a manually segmented corpus, two distinct methodologies may be considered
to effect model training. When no information is provided about manual segmen-
tation, models are trained by using the Baulm-Welch [8] reestimation algorithm
provided by HTK [9] (i.e., the model is obtained by a simple likelihood maximiza-
tion). Otherwise, an HMM model that properly represents manual segmentation
is obtained through a Viterbi algorithm (by using the HInit function from [9]).
In the latter case, one has verified a higher segmentation performance [4].

3 Boundary Refining

After HMM-based segmentation, boundaries are refined by ANNs. Thus, a set of
speech parameters are taken as ANN inputs aiming at network training. In this
paper, one considers the following 56 parameters: 13 mel frequency cepstrum
coefficients (MFCCs) extracted from four consecutive frames, zero crossing rates
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(ZCRs) from the first and fourth frames, one spectral feature transition rate
(SFTR) [10], and the symmetrical Kullback-Leibler distance (SKLD) [11].

For SFTR computation, a vector x(n) = [x1(n) x2(n) . . . xl(n)]T of
MFCCs is extracted from the nth frame, where xi(n) represents the ith MFCC,
and L the total number of coefficients per frame. The SFTR measure is given by

s(n) =
L∑

i=1

⎡
⎢⎢⎢⎢⎢⎣

M∑
m=−M

mxi(n + m)

M∑
m=−M

m2

⎤
⎥⎥⎥⎥⎥⎦

2

. (1)

Here one uses an M -value equal to 2.
SKLD distance is expressed as

DSKL(n) =
∫ π

0

[Pn(ω) − Pn+1(ω)] log
[

Pn(ω)
Pn+1(ω)

]
dω (2)

where Pn(ω) and Pn+1(ω) represent the spectral envelopes (Fourier transforms)
of two consecutive central frames (n and n +1, respectively) taken from a set of
four frames. These input parameters are similar to those presented in [4].

One output value is associated with every set of 56 input parameters. Allow-
able output values are 0, 0.5, and 1. A null value indicates the inexistence of
phonetic boundaries within the four analysis frames. A 0.5-value indicates the
existence of a phonetic boundary between the third and the last frames or be-
tween the first and second frames. Finally, a 1-value points out the existence of
a transition between the second and third frames [4]. This procedure adopted to
define the ANN output value is illustrated in Fig. 1.

Phoneme A Phoneme B

1.0

0.5

Fig. 1. Procedure adopted to define the ANN output value [4]

After ANN training, any set of 56 parameters extracted from four consecutive
speech frames may be taken as input for the previously trained network. Thus,
one corresponding output (score) is obtained for each set. The location providing



Boundary Refining Aiming at Speech Synthesis Applications 75

the highest output score within an analyzed search interval is considered as the
refined phonetic boundary. In this case, the search is performed in an interval
located between the middle of two succeeding phonemes.

4 Context-Dependent Boundary Refining

It is well known that acoustic parameters of phonetic segments are influenced
by their neighbor contexts. Because of that, more accurate boundary estima-
tions may be achieved when phonetic information is provided during the re-
fining process. Thus, a context-dependent boundary refining (i.e., a specialized
network is trained for each diphone pattern) may be adopted to improve the
performance in the segmentation process. Nevertheless, there exist discussions
about which transitions should be considered in each specialized network. In [7]
and [4], some strategies are presented to classify diphone transitions into a set of
similar patterns. However, experimental results (shown in this paper) indicate
that these methods present some performance deficiencies.

Thus, acoustic space partition is here carried out by considering a visual in-
spection of speech spectrograms. In this way, those phonetic transitions detected
as similar to each other are grouped into a single network. For such, one assumes
that the human visual system recognizes these patterns better than other auto-
matic classifiers, such as [4]. Table 1 presents all phoneme classes (and labels)
considered to define the transition patterns used in this paper [12]. Our focus is
on Brazilian Portuguese (BP) phonemes.

Table 1. Phoneme classes

Labels Phonemes Labels Phonemes

AFR Africates LTA Laterals (alveolar)
AFV Africates (voiced) LTP Laterals (palatal)
AFU Africates (unvoiced) PLO Plosives
CN Consonants (nasal) PLV Plosives (voiced)
FRI Fricatives PLU Plosives (unvoiced)
FRA Fricatives (alveolar/palatal) ROT Rothics
FRL Fricatives (labiodental) VS Vowels/semivowels
FRC Fricatives (unvoiced coda) VSN Vowels/semivowels (nasals)
FRV Fricatives (velar) VSO Vowels/semivowels (orals)
LAT Laterals

Table 2 shows the transition classes considered here. The first one, for exam-
ple, represents the transition between oral vowels/semivowels and voiced plosive
consonants. This rule indicates that speech frames located in the interval between
the middle of oral vowels/semivowels and voiced plosives are adopted to train a
network specific for this transition pattern. Thereby, a total of 36 networks are
trained. It is important to mention that the open literature already presents a
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Table 2. Phonetic transition classes

1st phone 2nd phone 1st phone 2nd phone 1st phone 2nd phone

VSO PLV VSN FRI FRC AFR
VSO PLU VSN CN PLV VS
VSO FRL VSN ROT PLU VS
VSO FRA VSN FRV FRL VS
VSO CN VSN AFR FRA VS
VSO LAT ROT PLO CN VS
VSO ROT ROT FRI LTA VS
VSO FRV ROT CN LTP VS
VSO AFU ROT AFR FRV VS
VSO AFV FRC PLO ROT VS
VSN PLV FRC FRI AFU VS
VSN PLU FRC CN AFV VS

context-based boundary refining technique. However, contexts adopted are dif-
ferent from the ones proposed here and the referred technique has not been based
on neural networks [13].

After ANN training, 36 networks are used to refine segmentation boundaries.
Thus, for any search interval under analysis, its segmentation boundary is moved
towards that position whose corresponding parameter set assumes the highest
ANN output value. Boundary refining is carried out only when this maximum
value exceeds a previously defined threshold. In our case, such a threshold is 0.75.

It is important to emphasize that only phonetic transitions shown in Table 2
are considered for boundary refining purposes. One pattern ignored in this ta-
ble is the transition between vocalic phonemes. In this paper, vocalic phoneme
boundaries are disregarded for refining purposes since their strong coarticulation
hinders (even for an experienced listener) an accurate identification of where a
phoneme ends and another starts. Thus, low consistency is obtained when man-
ual segmentation is performed over these phonetic transitions.

5 Experimental Results

Aiming to assess the procedure proposed here for boundary refining, two speech
corpora are considered. The first one is composed of a total of 450 sentences
(total duration of 4871 seconds) recorded by a female professional speaker (in
BP language) in an acoustically isolated room. These sentences are phonetically
transcribed and manually segmented by an experienced linguist. The amount of
distinct diphones and the total number of diphones contained in this corpus (for
distinct subsets) are presented in Table 3.

The second corpus (recorded by the same professional speaker) is composed
of approximately 11500 sentences. This corpus is taken as a reference to train
an HMM model for each phoneme. In this case, manual segmentation is ignored
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Table 3. Amount of diphones contained in the training set

Sentences Distinct diphones Total amount

50 985 5655
100 1222 12114
150 1318 17507
200 1370 21039
250 1468 28467
300 1504 33630
350 1568 41334
400 1596 48212

for modeling purposes. For such, modeling is carried out by using the HTK
software [9]. Thus, sentences are segmented into frames by using a 25 ms-long
Hamming window with an overlap of 15 ms. In the following, each speech frame
is represented by a set of parameters by considering 13 MFCC coefficients [14]
with the corresponding 13 delta and 13 acceleration components, totaling 39 co-
efficients. A preemphasis factor equal to 0.97 is adopted. After parameter extrac-
tion, a five-state model (being three emitting states) is considered to represent
each BP phoneme. The number of phonemes modeled is 53. Additional models
for short pauses and silence segments are also considered. Models present a left-
to-right topology, being allowed a direct transition from state 2 (first emitting
state) to state 4 (third emitting state). In this case, diagonal covariance matrices
are used to obtain each model. The number of Gaussian mixtures adopted to
model the probability density function of each emitting state is varied from 2
to 4. The rate of phonetic transitions whose segmentation errors are lower than
20 ms for 2, 3, and 4 Gaussians (considering 11500 training sentences and 50
test sentences) are 79.24%, 80.49%, and 80.57%, respectively.

The segmentation results achieved with four mixtures are refined through
the following techniques: (a) Technique 1 – based on a single neural network
that represents all transition patterns [7]; (b) Technique 2 – four networks with
transitions defined by voicing status [7]; (c) Technique 3 – four networks with
automatically obtained transitions [4]; (d) Technique 4 – the proposed approach.
For these refining procedures, a set of parameters is firstly extracted from the
training database. Mel-cepstral parameters are obtained by using the following
configurations: 20 ms-long Hanning window, overlap of 15 ms, and preemphasis
factor of 0.95. The SFTR and SKLD measures are computed by using the para-
meters extracted from the two central consecutive frames. Zero crossing rates of
the first and fourth frames are also determined. At the end of this process, the
56 resulting coefficients are normalized by their estimated means and variances.
Since these parameters are taken as input for network training, a number of 56
input neurons is required for each network. In this case, perceptrons composed
of three neuron layers (input, hidden, and output) are trained by using the er-
ror retropropagation algorithm [15]. For such, an exhaustive search procedure
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is adopted to select the algorithm learning rate and the amount of neurons in
the hidden layer (0.6 and 18, respectively). The computational tool considered
in such a training is the Fast Artificial Neural Network (FANN) library writ-
ten in C language [16]. Among the four previously mentioned techniques, only
the third one possesses a result dependent on initialization conditions. So, for
this specific technique, initial networks are partitioned by taking as a reference
the voicing status of neighbor phonemes (unvoiced/unvoiced, unvoiced/voiced,
voiced/unvoiced, and voiced/voiced).

Table 4 presents the rate of phonetic transitions whose segmentation errors
are lower than 20 ms, considering emitting states modeled by a mixture of four
Gaussians (the best previously analyzed condition). In addition, the number of
training sentences is varied from 50 to 400 in steps of 50. By analyzing the results
shown in Table 4, one can verify that the proposed technique provides a better
performance than other techniques presented here.

Table 4. Segmentation results provided by a Baum-Welch-based HMM segmentation
and a boundary refining process

Number Technique 1 [7] Technique 2 [7] Technique 3 [4] Proposed

50 77.72% 80.23% 81.34% 81.63%
100 82.42% 84.57% 81.23% 84.66%
150 82.31% 84.97% 81.76% 85.78%
200 83.49% 85.80% 81.92% 86.15%
250 83.23% 85.36% 82.05% 86.66%
300 83.69% 86.63% 81.98% 86.87%
350 83.24% 86.48% 81.96% 87.16%
400 80.58% 86.96% 78.40% 86.96%

Those 400 previously mentioned sentences are taken as a reference to build
a phoneme-based HMM model. In this case, phonetic modeling is attained by
taking into account information provided by manual segmentation. Table 5 shows
the rates of phonetic transitions with segmentation errors smaller than 20 ms.
These rates are obtained for a segmentation based on HMM with 1, 2, 3, and
4 Gaussians (to model each emitting state). The number of sentences is also
varied from 50 to 400 in steps of 50. For each sentence set (composed of a
distinct amount of sentences), the best performance configuration is highlighted
(in bold letter) in Table 5.

It is important to emphasize that when reestimations are performed (after
the model based on manual information is obtained) segmentation accuracy is
degraded. For example, considering 400 training sentences and one Gaussian,
the segmentation performance is decreased from 90.05% (as shown in Table 5)
to 89.07%.

Finally, sentences segmented by considering information provided by manual
segmentation are then submitted to a boundary refining process. Table 6 presents
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Table 5. Results of HMM estimation for a manually segmented database

1 mixture 2 mixtures 3 mistures 4 mixtures

50 88.98% 90.00% 90.15% 89.88%
100 89.71% 90.35% 91.43% 90.69%
150 89.91% 90.62% 91.26% 90.95%
200 89.71% 90.84% 90.67% 91.11%
250 89.68% 91.14% 91.20% 91.26%
300 89.79% 90.81% 91.20% 91.56%
350 90.04% 91.14% 91.24% 91.58%
400 89.92% 91.15% 91.61% 91.35%

Table 6. Results considering both an HMM estimation based on a manually segmented
database and a boundary refining process

Number Technique 1 [7] Technique 2 [7] Technique 3 [4] Proposed

50 84.96% 82.20% 89.81% 86.25%
100 85.76% 87.57% 91.43% 89.84%
150 85.87% 87.92% 91.09% 90.13%
200 86.28% 88.58% 90.83% 90.26%
250 86.62% 88.28% 91.20% 90.88%
300 87.25% 89.56% 91.58% 91.50%
350 86.85% 89.56% 91.54% 92.01%
400 91.61% 90.88% 88.54% 92.03%

phonetic transition rates with segmentation errors (existing after boundary re-
fining) lower than 20 ms.

It is verified by inspecting Table 6 that in some situations the performance is
reduced after boundary refining. Such a reduction means that boundary refin-
ing is efficient only when a considerable amount of sentences is used for train-
ing. Until a certain number, the resulting refining may even harm segmentation
accuracy. For a sentence number equal or higher than 350, one verifies that
the proposed technique results in a segmentation improvement. Other assessed
techniques often lead to a reduction in segmentation accuracy. The proposed
approach, comparatively with that discussed in [4], is advantageous for being
independent of initialization conditions.

6 Concluding Remarks

This paper presents a technique to refine segmental boundaries aiming at con-
catenative synthesis systems. The proposed approach outperforms previously
presented techniques, i.e. increases the rate of phonetic transitions whose seg-
mentation errors are lower than 20 ms. For future work, we intend to verify the
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performance of a hybrid approach in which the technique proposed by Lee [4] is
initialized by the network configuration proposed here.
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Abstract. Modifications of prosodic parameters in concatenative syn-
thesis systems may lead to a degradation in speech quality, especially
when significant pitch changes are accomplished. Aiming to avoid large
changes in the speech signal parameters, the speech corpus should present
segments with phonetic and prosodic features close to the predicted ones.
This condition is more often fulfilled by a speech corpus specially de-
signed to be both phonetic and prosodically rich. The design of this
corpus is strongly dependent on the script chosen for recording. For
such, a procedure to select the recording script of a TTS system is pro-
posed for the Brazilian Portuguese language. Selected sentences include
declarative, exclamatory, and interrogative ones. Phonetic and prosodic
information are firstly represented as a set of feature vectors. Next, the
amount of distinct feature vectors is used as a fitness value for a genetic-
based sentence selection. Experimental results point out a considerable
improvement in script variability for speech synthesis applications.

Keywords: TTS systems, recording script design, genetic algorithms.

1 Introduction

In state-of-the-art concatenative systems, speech recordings are often carried
out in a soundproof room by using the voice of a professional speaker [1, 2, 3,
4, 5, 6]. In addition, these systems perform a procedure of automatic selection
in which non-uniform units are collected from a corpus previously recorded.
Systems based on this class of units have produced a synthetic speech very close
to that of human speakers. However, the naturalness of the ultimate synthetic
speech has been strongly constrained by factors such as the quality of the speech
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recordings, speaker’s voice characteristics, intonation modeling algorithms [7],
and text chosen for recording [8, 9].

While most of the current recording scripts are designed based on phonetically
rich or balanced principles [10, 11], this work focuses on attaining a phonetic
and prosodically rich script [12]. For the Brazilian Portuguese language (BP),
phonetically balanced speech corpora have been discussed in [10] and [11]. In [10],
a set of 200 phonetically balanced sentences (obtained by manual selection)
are given. An automatic search procedure (based on a genetic algorithm) is
proposed by [11], providing 1000 phonetically balanced declarative sentences.
Both approaches disregard any aspects of prosodic representativeness.

In the approach proposed here, four main stages are considered, namely,
grapheme-to-phoneme (G2P) conversion, prediction of prosodic patterns, fea-
ture vector representation and automatic selection per se. Since this latter stage
is language independent, this paper aims to provide more details about it.

Grapheme-to-phoneme conversion is performed aiming to provide the infor-
mation required to evaluate the phonetic variablity of those sentences which are
candidates for selection. On the other hand, the prediction of prosodic patterns
(text-to-prosody) is necessary to supply prosodic labels for each syllable of the
sentence, being these labels needed to assess sentence prosodic variability.

Phonemes and prosodic labels resulting from the two previous stages are stored
in feature vectors. In this way, each candidate sentence is associated with a set of
feature vectors responsible for providing clues about variability. In the open liter-
ature, this selection stage has been considered the key point of the overall script
design process. Such a stage has often been carried out by using the additional
greedy algorithm. However, greedy techniques can prematurely select certain sen-
tences which prevent them from either finding the best overall solution or getting
closer to this solution [13]. These premature selections are avoided when genetic
tools are considered [14]. Therefore, one proposes a selection based on a genetic
algorithm whose fitness value is the number of distinct feature vectors. Such a
genetic-based approach leads to a corpus with a higher variability. As a result,
a set of 4000 phonetic and prosodically rich BP sentences (including declarative
sentences, wh-questions, yes/no questions, alternative questions, and exclamatory
sentences) have been selected to compose the required corpus.

2 Grapheme-to-Phoneme Conversion

Grapheme-to-phoneme conversion is required to evaluate the phonetic coverage
of the designed corpus. For such a task, a phonetic transcription of each word ex-
isting in the corpus under analysis is carried out. Such a transcription is achieved
by considering a lexicon containing canonical pronunciations and an ad hoc set
of transcription rules for BP, being some of them described in [15] and in [16].

3 Prediction of Prosodic Patterns

Aiming to improve prosodic coverage, this stage intends to predict the prosodic
pattern (in terms of prominent levels of pitch height) of the speaker under
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analysis. In this case, annotation rules are responsible for attributing prosodic
labels to the phonemes resulting from the grapheme-to-phoneme conversion. The
labels adopted are based on the symbols from intonational phonology. Thus, the
tonal events “high (H)” and “low (L)” in distinct levels of pitch height (H+, H−,
H, L, and L−) are attributed to some syllables of the sentence based on their
following syntactic characteristics: lexical, phrasal, and sentence classification.
A similar text-to-prosody approach has been presented in [17] for French.

The procedure proposed for prosody prediction considers the following main
stages: lexical classification of each word existing in a given sentence, segmenta-
tion into phrases, sentence classification, and prosodic annotation.

3.1 Lexical Classification

In this stage, lexical classification of each word existing in a given sentence is
determined. Such a determination is ambiguous in several languages. For an
automatic solution of ambiguities [18], strategies used for part-of-speech tag-
ging based on rules, statistics, artificial neural networks (ANNs), support vector
machines (SVMs), or hybrid approaches [19, 20] can be considered.

3.2 Segmentation into Phrases

Since there exists a relation between syntactic phrasing and prosodic patterns,
the procedure of prosody prediction proposed here takes as a reference the sen-
tence division into syntactic phrases [21, 22, 23]1. We consider the categories of
determiner, verbal, adverbial, and prepositional phrases (represented by DP, VP,
AP, and PP, respectively) which have as their “head”, a noun, a verb, an adverb,
and a preposition, respectively. For example, the utterance “The girl helped my
friend” is composed of three syntactic phrases, being segmented as “The girl /
helped / my friend” and composed, respectively, of the phrasal sequence DP, VP,
and DP. Phrasal classification could be carried out by using similar approaches
considered for lexical classification [19, 20].

3.3 Sentence Classification

Provided that a distinct pattern of intonation is observed for each sentence
class, the input text must be processed in order to determine whether a given
sentence is declarative, exclamatory, or interrogative. We also consider the three
following categories of interrogative sentences: wh-question, yes/no question, and
alternative question2.
1 A syntactic phrase is a group of words working as a single unit and fulfilling a

hierarchy of grammatical constituents. Each phrase has a word (called “head”) which
determines the category of a phrase based on its lexical classification [23, 24].

2 Wh-questions are interrogative sentences in which the expected answer is determined
by interrogative pronouns (or wh-locutions) such as “what”, “who”, “how much”,
“why”, among others. These interrogative pronouns may be located at the start,
middle, or end of the sentence, which are, respectively, classified as initial, medial,
or final wh-questions. In a yes/no question, the expected answer is a yes or no. On
the other hand, in an alternative question, such an answer is one alternative.
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3.4 Prosodic Annotation

In this phase, sentences are labeled in such a way that the language intona-
tion patterns of each sentence class are properly represented. Peaks or val-
leys in the sentence pitch contour are associated with syntactic characteristics
which are common among the recorded sentences, such as phrasal classification,
sentence phrasal position, stress. For such, a recorded database is firstly ana-
lyzed to determine the relation between intonation and syntactic characteristics.
Such an analyis could be automatic and/or manual. After that, prosodic labels
(H+, H−, H, L, and L−) are attributed to the phonemes resulting from G2P
conversion.

3.5 Application to the Brazilian Portuguese Language

Prosody prediction is based on rules specially designed for BP. Rules adopted for
lexical classification, segmentation into phrases, and prosodic annotation have
been described by [14, 25, 26]. The latter ones (specific for BP) are briefly de-
scribed in Appendix A. The syllables which do not fit in any of the rules are
labeled with the symbol N (neutral), which means that their phonemes may
present any pitch contour (falling, rising, or neutral).

The whole prosody prediction stage (lexical classification, segmentation into
phrases, sentence classification, and prosodic annotation) is exemplified here by
the initial wh-question “Qual é o seu nome?” (What is your name?) presented
in Table 1. In this case, the sentence is segmented into phrases based on the
grammatical categories of the words within it. These words are divided into
syllables and, after that, prosodic labels are associated with each syllable.

Table 1. Example of prosodic annotation

Sentence What is your name?

BP sentence Qual é o seu nome?
Lexical category INT V DT DT N
Phrasal segmentation DP VP DP
Syllabic division Qual é o seu no me
Phonetic transcription [kw"aw] ["E] [U "sew "no mI]
Prosodic label H+ N N L H L−

4 Feature Vector Representation

After prosody prediction, prosodic and phonetic information obtained in previ-
ous stages are adopted to represent each phone by a feature vector. Each vector
contains the following four elements: previous phone, current phone, next phone,
and prosodic annotation of the current phone. For the sentence of Table 1, one
verifies the following vectors: [silence k w H+], [k w "a H+], and so on.
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5 Automatic Selection Based on Genetic Algorithms

After representing the phonemes and their prosodic annotation as a set of feature
vectors, the automatic procedure proposed for sentence selection is carried out.
Such a selection performs a search based on genetic algorithms of the sentence set
(population) which has the highest amount of feature vectors excluding those
vectors containing the prosodic label “N”. Our algorithm only considers the
feature vectors containing the labels H+, H, H−, L, and L− since they are related
to those syllables which are key points (points in which falling and/or rising pitch
contours usually occur) to determine the expressive style (declarative neutral,
wh-question, yes/no question) of the sentence. In this case, a higher quantity of
pitch movements would be covered by the speech database and a higher prosodic
variability would be achieved.

Genetic algorithms are optimization tools based on natural selection and ge-
netic inheritance. They are recommended when the search space for the optimal
solution is considered large enough to make an exhaustive search prohibitive [11].

Firstly, in a genetic algorithm, the fitness value is computed for each chromo-
some of the initial population. Two chromosomes (parents) are selected among
the existing population. They combine themselves through a crossover genetic
operation generating children. A mutation may also occur instead of crossover.
The fitness function is also evaluated for children. If the children present a higher
fitness value than their parents, they replace their parents. Otherwise, children
are discarded and their parents survive for the next generation. Such a cycle
repeats itself until some stopping criterion is reached [27].

6 Experimental Results

The current research work addresses a possible solution to the problem of find-
ing in a large text corpus (with approximately 1500000 sentences extracted
from CETENFolha3), 4000 sentences phonetic and prosodically rich, being 1000
declarative, 1000 wh-questions, 1000 yes/no questions, 500 alternative questions,
and 500 exclamatory. A smaller amount is considered for exclamatory sentences
and alternative questions since they occur at a lower rate both in CETENFolha
database and BP language.

In our experiments, the CETENFolha corpus has been divided into declara-
tive, exclamatory, and interrogative sentences. Such a corpus has 1390000
declarative, 909 exclamatory, and 36166 interrogative sentences (being 23500 wh-
questions, 11151 yes/no questions, 1415 alternative questions). The algorithm
has been run separately for each of the following sentence classes: declarative,
exclamatory, wh-questions, yes/no questions, and alternative questions.

The set of declarative sentences are firstly divided into 40 groups of 35000
sentences. In this case, a genetic algorithm which selects the 1000 sentences with
3 The CETENFolha is a corpus obtained by compiling the texts of the Brazilian news-

paper “Folha de São Paulo”. Such a compilation has been made by the “Núcleo In-
terinstitucional de Lingǘıstica Computacional (NILC)” located in São Carlos, Brazil.
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the highest prosodic and phonetic variability is run for each group. In this way,
40000 sentences are obtained. These 40000 (40 groups of 1000) sentences are
taken as a reference for another genetic algorithm responsible for obtaining the
1000 declarative sentences with the highest number of feature vectors.

In the case of exclamatory sentences, 500 sentences are selected by only taking
into account the mutation of a single chromosome.

For interrogative sentences, 1000 sentences are selected among the 23600 wh-
questions (23 groups of 1000 sentences plus 600 sentences taken for mutation).
Other 1000 sentences are obtained by allowing for the 11151 yes/no questions
(11 groups of 1000 sentences plus 151 for mutation). Finally, 500 alternative
questions are selected among a total of 1415 (being two groups of 500 considered
for crossover plus 415 for mutation).

In the considered algorithms, each group of sentences corresponds to a chro-
mosome. A number of distinct feature vectors (excluding neutral ones) is deter-
mined for each chromosome. In a given generation, a genetic operation is carried
out. This process iteratively continues until the best (with a higher fitness value)
chromosome of a population remains unchanged for at least 1000 generations.

A mutation rate of 10% has been considered for declarative, wh-questions,
and yes/no questions. For alternative questions and exclamatory sentences, a
mutation rate of 50% and 100% has been adopted, respectively. It is important to
notice that the mutation rate of alternative questions and exclamatory questions
is higher than that of other sentences since their low occurrence in CETENFolha
corpus leads to a small amount of chromosomes. In addition, one can notice that
mutation performs better than crossover for a reduced chromosome amount. In
an extreme case, we have the exclamatory sentences with only one chromosome,
which makes the crossover operation impracticable without sentence repetition.

Parent selection is based here on the roulette wheel method [28]. In this
method, those most adapted chromosomes (with a higher number of distinct
feature vectors) have a higher probability of being selected as parents. The
crossover point is obtained in a random way. After crossover operation, two
children are obtained. If the best child has a higher number of distinct feature
vectors than the best parent, children replace their parents. The mutation point
and the amount of mutant genes are randomly obtained.

Algorithms are carried out by using the Python Programming Language [29].
The improvement obtained by using the proposed approach is summarized in
Table 2. For example, the initial group of 1000 yes/no questions with the highest
number of feature vectors has 5720 vectors. At the end of the procedure, the best
resulting sentence set (chromosome with 1000 yes/no questions) provided 6191
vectors, indicating an improvement of approximately 8.2%.

Another interesting advantage of this automatic selection is the possibility of
reducing database size while maintaining the same number of feature vectors.
To determine the amount of database pruning which could be achieved, we have
carried out another experiment. Sentences have been collected in random order
from the CETENFolha database until the number of feature vectors obtained
after the selection procedure (8413, 6469, 6191, 4145, and 1150 feature vectors
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Table 2. Improvement achieved in prosodic and phonetic variability

Declarative Wh Yes/no Alternative Exclamatory

Before 7268 6124 5720 3963 1069
After 8413 6469 6191 4145 1150
Improvement 15.7% 5.63% 8.23% 4.59% 7.04%

for declarative, wh-questions, yes/no questions, alternative questions, and ex-
clamatory, respectively) have been reached for each sentence class. In this case, a
number of 1249 declarative sentences, 1168 wh-questions, 1299 yes/no questions,
605 alternative questions, and 560 exclamatory sentences are selected, indicat-
ing that a pruning of, respectively, 19.94%, 14.38%, 23.02%, 17.36%, and 10.72%
could be achieved by using the proposed selection procedure while maintaining
the same number of feature vectors for each sentence class.

7 Conclusions and Future Work

As a result of the approach proposed here, a set of declarative, exclamatory, and
interrogative sentences have been selected among a large speech database by
using an approach based on genetic algorithms. Such an approach has shown to
be useful to improve the phonetic and prosodic variability of text corpora. For
future work, we intend to perform such a selection for “the big six” emotions
leading to an emotional speech synthesis system with both a higher prosodic and
phonetic variability.
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Appendix A: Prosody Prediction in Brazilian Portuguese

For lexical classification, we have considered the following categories existing in
BP language: adjective (AJ), adverb (AV), adverbial locution (AL), article (AR),
conjunction (CO), conjunctive locution (CL), demonstrative pronoun (DE), in-
definite pronoun (ID), interrogative pronoun (IT), nominative pronoun (NM),
noun (NO), number (NU), objective pronoun (OB), possessive pronoun (PO),
preposition (PR), prepositional locution (PL), relative pronoun (RE), verb (VE),
and verbal (VER).

By taking into account the defined lexical categories, we have built a parser
capable of determining phrasal classification (syntactic). Such a parser makes
use of 42 rules shown in Table 3.

Table 3. Rules to classify Brazilian Portuguese sentences in syntactic phrases

Rules for phrasal classification

DP -> PO|NU|DE|AR|ID + NO|AJ|VER + DP VP -> VE + VER
DP -> NO|AJ|VER + NO|AJ|VER VP -> VP + AV
DP -> NO|AJ|VER + DP VP -> VE + AV|AL + VER
DP -> AR+ PO|NU|ID + DP+ DP VP -> VE + VER + VER
DP -> PO|NU|DE|AR|ID +DP VP -> AV|AL + VP
DP -> AR+ PO|NU|ID + VER VP -> OB + VE|VER
DP -> IDS|DES|DE|NU|NM VP -> VE|VER +OB
DP -> AR + PO|NU|ID + DP VP -> AV + VP
DP -> ID + AR+ NO VP -> CO|CL + VP
DP -> ID + ID + DP AP -> AV|AL + DP
DP -> AR + ID + DP AP -> AL + DP
DP -> NU + DP AP -> AV|AL +PL|PR + DP
DP -> ID + DP AP -> AV|AL + AP
DP -> AR + ID AP -> AV|AL + AJ
DP -> AR + NU AP -> AV
DP -> NO|AJ AP -> CO|CL + AP
DP -> AR+ DP PP -> PL|PR + VER|NO
DP -> NU PP -> PL|PR + DP
DP -> ID PP -> PP + DP
DP -> CO|CL + DP PP -> PP + VER + DP
VP -> VE|VER PP -> CO|CL + PP
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Rules specially developed for BP are responsible for attributing prosodic labels
to the phonemes resulting from the grapheme-to-phoneme conversion. These
labels are presented in Table 4 in decreasing order of fundamental frequency
(H+ > H > H− > L > L−).

Table 4. Rules for prosodic annotation of sentences – ∗ Intermediate phrases (IP) are
labelled whenever the sentence has more than five phrases

Declarative sentences

H+ First syllable from the last word of the initial phrase of the sentence
H Sentence next to last syllable if the preceding phrase is not AP and first

syllable from AP last word
H− Next to last syllable of the sentence if the preceding phrase is AP
L Syllable which precedes H or H− from the final phrase of the sentence
L− Last syllable from the final phrase of the sentence

Exclamatory sentences

H First syllable of the sentence
L Last syllable from the final phrase of the sentence

Initial and medial wh-questions

H+ Stressed syllable from the last word of a wh-locution or from the
interrogative pronoun

H Stressed syllable from the last word of the sentence
H− Stressed syllable from the AP last word and from the last word of each IP∗

L Syllable which precedes the final H and H+ from the sentence wh-locution
L− Syllable following the final H

Final wh-questions

H+ First syllable from a wh-locution or interrogative pronoun
H Stressed syllable from the last word of the initial phrase of the sentence
H− Stressed syllable from the AP last word and from the last word of each IP∗

L Syllable which precedes H+ from the wh-locution and H from the initial phrase
L− Syllable following the final H+ from the final wh-locution

Yes/no questions

H+ Stressed syllable from the last word of the sentence
H Stressed syllable from the last word of the initial phrase of the sentence
H− Stressed syllable from the AP last word and from the last word of each IP∗

L Syllable which precedes the final H+ or syllable which precedes the H from the
initial phrase

L− Syllable following the final H+

Alternative questions

H Stressed syllable which precedes the conjunction ou (or)
H− Conjunction ou (or)
L Syllable which precedes H and syllable following the H if a pause occurs before

such a conjunction
L− Last stressed syllable of the sentence
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Abstract. This paper describes a new generic text-to-speech synthesis
system, developed in the scope of the Tecnovoz Project. Although it
was primarily targeted at speech synthesis in European Portuguese, its
modular architecture and flexible components allows its use for different
languages. We also provide a survey on the development of the language
resources needed by the TTS.

1 Introduction

This paper describes a new generic text-to-speech (TTS) synthesis system, de-
veloped in the scope of the Tecnovoz Project. Although it was primarily targeted
at speech synthesis in European Portuguese (EP), its modular architecture and
flexible components allows its use for different languages. Moreover, the same
synthesis framework can be used either for limited domain or generic speech
synthesis applications. The system’s operation mode is defined by the currently
selected voice, enabling the user to switch from a limited domain to a general pur-
pose voice, and vice-versa, with a single engine. Dixi currently runs on Windows
and Linux. The synthesis engine can be accessed, in both operating systems, by
means of an API provided by a set of Dynamic Linked Libraries and Shared
Objects, respectively.

Given the success enjoyed by the Festival Speech Synthesis System [3] and the
flexibility of its internal representation formalism, the heterogeneous relation
graphs [14], the Dixi’s internal utterance representation follows approximately the
same scheme. However, the Festival system implementation has a large number of
drawbacks that led us to the implementation of a new system architecture. One
of the limitations of the Festival system is its inability to use multi-threading,
and thus incapable to profit from the multi-processing capabilities of nowadays
machines. Being multi-thread safe is a key feature of the new system. The sys-
tem architecture is based on a pipeline of components, interconnected by means of
intermediate buffers, as depicted in Fig 1. Every component runs independently
from all others, loads the to-be-processed utterances from its input buffer and,
subsequently, dumps them into its output buffer. Buffers, as the name suggests,
are used to store the utterances already processed by the previous component
while the following one is still processing earlier submitted data.

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 91–100, 2008.
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Fig. 1. Overview of the system architecture, where SSML stands for Speech Synthesis
Markup Language

The capability of the system to use multi-processing and split large utterances
into smaller ones, as will be explained later on in this paper, allows the streaming
synthesis problem to be addressed more efficiently than in other well known syn-
thesis systems [3,1]. Dixi comprises six components: text pre-processing, part-of-
speech tagging, prosodic phrasing, grapheme-to-phone conversion, phonological
analysis and waveform generation, as depicted in Fig 1.

1.1 Tecnovoz Project

The Tecnovoz project is a join effort to disseminate the use of spoken language
technologies in different domains of application. The project consortium includes
4 research centers and 9 companies specialized in a wide range of areas like
banking, health systems, fleet management, access control, media, alternative
and augmentative communication, computer desktop applications, etc. To meet
the goals of the project a set of 13 demonstrators are being developed based
on 9 technology modules. Two of these modules are related with speech output:
one module for limited domain speech synthesis and another for synthesis with
unrestricted input. The first module will be used, for example, in banking ap-
plications were almost natural quality can be achieved by a proper design of the
output sentences. An example of an application with unrestricted vocabulary is
the oral feedback for a dictation machine.

We decided to adopt a single system to handle both requirements. The do-
main adaptation is performed at the level of the speech inventory used for each
application. The inventory, usually called the system ”voice”, can have a wide or
narrow coverage of the language. By using an inventory with very large number
of carefully selected samples of a restricted domain, a very high quality can be
achieved for sentences in that domain. A more general purpose system can use
an inventory with a wider coverage but with fewer examples for each domain.

1.2 System Flexibility

The TTS users can adapt the system operation to their own needs by themselves.
Accordingly, the users can create an addenda to the pronunciation lexicon, in
order that words are rendered as desired. Moreover, specific normalization pa-
rameters1 can be specified by the user, so that some particular text tokens are
normalized according to the user-specific needs.

1 Such as language, regional settings and text domain.
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The speech signal can be produced by two distinct approaches. Parametric
synthesis, using Hidden Markov Models based synthesis [15], or concatenative
synthesis, using variable-length units [2].

1.3 Data-Driven Approaches

In order to accelerate the system’s adaptation to new languages and domains,
the language- and domain-specific knowledge sources were kept apart from the
system’s implementation. Also, machine learning techniques were used to train
models for some components responsible for the linguistic analysis of the input
text. The models – frequently encoded in the form of Classification and Regres-
sion Trees (CART) [5] – are then loaded the same way no matter what domain
or language the system is dealing with.

1.4 Paper Organization

Although being a multi-lingual synthesis system, in this paper we will focus on
the specific needs for speech synthesis in European Portuguese, namely, corpora
and linguistic analysis. The paper is organized as follows. In section 2, we de-
scribe the corpora building procedures for limited domain and generic synthesis
applications. Section 3 is reserved for describing the training of speaker-specific
prosodic phrasing models, as well as the building of grapheme-to-phone (G2P)
conversion models. In section 4, we present a detailed description of the system
architecture. Conclusions and future work are presented in section 5.

2 Corpora Building

The quality of the synthetic speech produced by a corpus-based synthesizer de-
pends, to a large extent, upon the suitability of the speech inventory to represent
the variability of the language within the target application domain. While it is
quite easy to design a set of limited domain sentences comprising units such as
words in appropriate prosodic contexts, dealing with an unrestricted text task
calls for another corpus design approach. In such a case, it is impossible to list all
the target domain words, as unknown words can always appear in the TTS in-
put. Hence, the representation of the language must be addressed by means of a
finite set of linguistically motivated units (e.g. phonemes, diphones or syllables).
Besides, several corpus design strategies can be chosen, as prompts can be man-
ually designed or automatically selected from a a huge candidate sentence set.
The design of limited domain and open domain speech inventories are described
separately in this section, as they consist in problems of distinct nature.

2.1 Corpus Design

We followed a mixed approach for designing both the limited and open domain
corpora. On the one hand, we automatically selected a set of sentences using a
multi-leveled token search method described in [20]. On the other hand, a set of
sentences were manually designed by a linguist, in order to cover a set of relevant
linguistic units that could not be observed in the automatically selected sentences.
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Open Domain. The design of speech corpora for our open domain voices was
largely inspired by the language resource specification used in the TC-STAR
project [4]. Thus, it started by automatically selecting candidate sentences from
a large collection of newspaper articles in order to cover, as much as possible,
a set of linguistically-motivated units,2 so that even in the most unfavorable
contexts, the TTS can render a speech signal with good enough quality.

The frequency that each linguistic unit can occur is highly dependent upon the
text corpus. Moreover, in [17] the correlation coefficient between the frequency dis-
tributions of the triphones shared by two corpora was found not to reach values
above 0.3. Therefore, covering only the most frequently observed units is not a so-
lution, unless we are designing a corpus for a limited domain voice. Then our deci-
sion was to let the automatic selection algorithm cover all the units. However, since
a complete coverage of such units cannot be achieved without a prohibitively large
sentence set, that would take too much time to record and annotate, the search
for relevant text prompts ends when a predefined coverage threshold is reached.

Another issue that must be addressed is the covering of some lexical items that
are only observed in specific domains. Even though, such domains (e.g. phone
numbers, economy, currencies, computer science terms, frequently used foreign
names and expressions, typical dishes, touristic attractions, or even countries
and their capitals) are sometimes so relevant for the daily use of the language
that, at least, their most frequent lexical items are likely to be typed by the end
users. On the other hand, the naturalness of speech is highly dependent on a set
of linguistic characteristics that combined with purpose and context may convey
distinct effects. Therefore, the manually designed prompts should account for
several features, namely, a list of the most frequent verbs in EP in both first
and second persons. Hence, we started by computing the occurring frequency of
each verb lemma in a corpus of around 1,600,000 newspapers’ articles, based on
the results of a morpho-syntactic tool described in [10]. The human-computer
interactions strongly benefits from the use of spontaneous prompts frequently ob-
served in our daily conversations. Therefore, previously recorded human dialogs
in the CORAL corpus [16] were orthographically transcribed and subsequently
recorded by the speakers.

Another set of prompts was built with the purpose of providing the speech
inventory with additional linguistic events, namely filled pauses and prolonga-
tions of segmental material in predictable locations and with different functions
(changing a subject, preparing the subsequent units, taking the floor and also as
mitigating devices) [8], as well as conversational grants, (e.g. hum) with different
values. The manually designed prompts also account for all types of interrog-
ative sentences and declarative sentences with the same lexical material as a
yes/no question, as it is well known that intonational contours varies distinctly
according to the sentence type.

Limited Domain. The design of limited domain speech resources was car-
ried out as follows. Firstly, we gathered a large set of domain-specific sentences.

2 Diphones, triphones and syllables.
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Then, we followed the frequency-dependent3 approach used in the LC-STAR
project [22] while deciding which words should be included in the word lists.
After defining the set of words and word sequences to be covered by the au-
tomatic procedure, the sentence selection starts. Finally, additional sentences
are manually designed in order to provide the corpora with the most relevant
words in appropriate contexts, if such words and contexts were not found in the
automatically selected prompts.

2.2 Phonetic Segmentation and Multi-level Utterance Descriptions

The phonetic segmentation of the databases is performed in three different
stages. Firstly, the speech files are segmented by a hybrid speech recognizer
(Audimus [9]) working in forced alignment mode. Next, such segmentations are
used by the HTK programs [21] for training context-independent speaker-specific
HMMs. The speaker-adapted models are subsequently provided to a phonetic
segmentation tool based on weighted finite state transducers allowing for many
alternative word pronunciations [11].

The spoken utterances were prosodically annotated following ToBI guide-
lines.4 The utterance’s orthographic transcriptions are then combined with the
respective phonetic segmentations, using a procedure described in [12], in or-
der to obtain a realistic and multi-leveled description of the spoken utterances.
Moreover, those descriptions are enhanced by additional descriptions, such as F0
values of the speech signal and prosodic annotations. The F0 values are assigned
to the respective phonetic segments based on the temporal inclusion criterion.

3 Linguistic Analysis

3.1 Speaker-Adapted Prosodic Models

The general quality and naturalness of synthetic voices crucially depends on
the building of large databases annotated at multiple levels for the training and
testing of prosodic models able to generate adequate rhythmic and intonational
patterns. One of the most striking difficulties in the building of new voices in
the present framework is that the type of annotation required is extremely time
consuming and the models trained for one voice or speaking style are most often
inadequate for another. Models trained on a laboratory corpus of read texts or
elicited sentences by non-professional speakers, for instance, may hardly be used
to build a voice based on new databases recorded by professional ones, as strong
mismatches are found both for the phrasing and tonal assignment strategies used.
This clearly affects the selection of the units to concatenate, as often adequate
exemplars cannot be found and several discontinuities are introduced.

3 In limited domain applications, the text prompts do not aim to be an abstract repre-
sentation of the language use, thus, occurring frequencies carry relevant information
for modeling the language in that specific domain.

4 http://www.ling.ohio-state.edu/˜tobi
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It is worthwhile to note that most studies based on laboratory corpora recorded
by non-professional speakers present EP as a language with sparse accentuation
and just one level of phrasing (e.g. [19]) whereas it is clear from available data of
spontaneous speech and professional reading that at least two levels of phrasing
are needed to improve our results. Although the basic pitch accent inventory is
in agreement with laboratory studies, it is also mandatory to be able to account
for rather common pitch accents in our data that are absent or not well enough
represented in laboratory corpora (e.g. L+H*, in nuclear position, the most fre-
quently used in association with new information or old information that need to
be reactivated or ∧H*, consistently used in repetitions for further specification, or
to correct given or inferable information).

Most of our effort in what prosody is concerned, has thus been dedicated to
accelerate the annotation process by training statistical models for the automatic
feature extraction, in order to reduce as much as possible the need for manual
intervention. So far, we have been mainly concerned with the improvement of
prosodic phrasing models. Those are essential to achieve better results in what
tonal scaling is concerned. On the other hand, as the annotation scheme is closed
to the English ToBI one, and the phonetic correlates of each type of tonal event
for EP are relatively well known, we expect to be able to reduce the number of
errors in the automatic tagging of such events. Drawing on previous work in the
line of [6], a new database for a professional speaker was automatically parsed
with a CART trained and tested on text based annotations, only [18]. In spite of
break/no-break decisions produced correct results in only 70% of the cases, the
manual correction was considerably facilitated. The use of manually annotated
data for training prosodic phrasing models accounting for the speaker-specific
reading strategies has proved to be worthwhile, as the adapted break/no-break
detection models reached substantially higher performances (precision=88.44%;
recall=93.90%).

3.2 Grapheme to Phone

The current G2P component follows the same approach of the Festival system
comprising a lexicon, an addenda and a set of classification trees, one for each
symbol of the alphabet. To train the classification trees a rather large lexicon is
required. The size of the lexicon depends on the language and on its regularity.
In our case we used an EP lexicon with around 80,000 entries. Each lexicon entry
includes the word orthography, a part-of-speech (POS) tag and the correspond-
ing sequence of phones with a lexical stress mark on the central vowel of the
stressed syllable. The orthography and phonetic transcription must be aligned
so that each letter corresponds to a single phonetic symbol. This symbol can
represent a single phone, a sequence of phones or no phone at all. The goal of
a classification tree is to predict which is the phonetic symbol associated with
a given letter of the alphabet in a specific context and for a word with a given
POS tag. The context must have a finite length that needs to be optimized for
each language. In the case of EP we achieved better results by using 3 letters to
the left and 6 to right of the letter being transcribed. This technique produced
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93.28% and 99.12% accurate transcriptions in the test set (10% of the full lexi-
con) at the word and grapheme levels, respectively. The performance measures
for the full 80K lexicon were 3.71% and 0.48% for word and phone error, respec-
tively. These results are slightly worse (around 2%) than the ones that we have
achieved using phonetically motivated rewriting rules. This approach, however,
has the advantage of being automatically trainable and thus easily extendable
to other languages.

The system lexicon must include all the words that are not correctly tran-
scribed by the classification trees. For performance reasons, however, we have
decided to include also the most frequently used words in EP. The third element
of the G2P component is the addenda. It works as an exception lexicon in which
the user can override the way the system reads certain words. The addenda
can be particularly useful for non-standard words like company names or even
foreign words that are not correctly pronounced by the system.

4 System Architecture

4.1 Text Splitter

The input text of a speech synthesizer can have a wide range of variability.
Moreover, one may assist to a dramatic degradation of the system’s overall per-
formance when long sentences, paragraphs and text documents are processed as
a single unit. These large text chunks require longer processing that delay the
generation of the audio output. The input text is split into sentences based on
its punctuation in order to minimize that delay. However, punctuation marks
can be mistakenly parsed (e.g. dots are not used solely for sentence breaks, they
can also be used in abbreviations, numbers and even dates). A solution for this
is to require that the full stop is followed by a space or a capitalized word. Such
restrictions handle the most cases like numbers and dates but not the abbrevi-
ations, which are addressed as follows. A large abbreviation inventory is built
in advance to enable the system to spot such tokens within the input text. The
abbreviation identification can help in distinguishing the dot from a full stop,
but the system must also take into account that some abbreviations can occur
at the end of sentences (e.g. etc.).

4.2 Text Normalizer

The text normalizer is responsible for rearranging text in a normalized form, so
that the following components can be more effective. It is a task that requires
constant maintenance. Moreover, conventions are useless when it comes to deal
with general normalization problems, since there are many writing conventions
for similar contexts. For example, numbers in a certain language can have differ-
ent convention domains, like economical and scientific domains. This is a strong
hit in any attempt to design general text normalization method. Besides, ad-
dressing so many ambiguities can make the system inflexible in the presence of
new paradigms.
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Considering a general approach, Dixi addresses the normalization problem in
two distinct steps. Firstly, text tokens are tagged according to their syntactic
form. For example, the token ”1234,34” is tagged as a number, whereas the token
”76-12-01” is marked as a date (according to traditional European Portuguese
standards). The real text normalization only takes place in the following step,
since token to word rules are applied only there. Hence, with all tokens already
tagged, specific modules are then applied to carry out the necessary conversions.
However, this solution is just a course of action, it does not solve the problem
as a whole. In order to increase the system flexibility, both identification and
modification levels were categorized according to Language, Region and Domain.
The categorization of the normalizer levels minimizes ambiguity, and enables the
users to parameterize the normalizer so that it can meet their own demands.

4.3 Part-of-Speech Tagging

The fundamentals of the POS tagger currently used in Dixi was described in [13].
It consists of a lexicon comprising around 22,000 orthographic forms, containing
a pair list in the form of tag/probability each. The lexicon is used along with a
POS tri-gram grammar in order to find the most likely POS tag sequence, whose
tags are subsequently assigned to the respective words.

4.4 Prosodic Phrasing

Voice-specific word break models enconded in the form of CARTs were trained
as described in 3.1. In run time, the prosodic phrasing is performed making use
of the model specifically trained for the currently selected voice.

4.5 Phonological and Phonetic Descriptions

As soon as the word list is grammatically tagged, the pronunciation generation is
triggered. This procedure consists of the following steps. Given a particular word,
a user-supplied lexicon addenda, if any, is searched for a that written form with
a matching grammatical tag. When a search is well-succeeded, pronunciation
generation procedure is finished and the respective phonetic sequence is used.
If no such entry is found, the procedure resumes by searching for the word
pronunciation in the lexicon. Finally if the word is still not present in the lexicon,
not even with another grammatical tag, the pronunciation is generated by a
set of CARTs, trained as described in 3.2. Up to this stage, pronunciations
were generated for isolated words. However, post-lexical phonological processes
play an important role in connected speech. Hence, a set of post-lexical rules
is then applied to address that problem and produce more realistic utterance
descriptions at this level.

4.6 Acoustic Synthesis

Unit Selection Synthesis. The waveform generation is based on a multi-level
version of the cluster unit selection algorithm [2] and will be further described in
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a future paper. Our unit selection algorithm makes use of phone target durations
to discard durational outliers in run time, rather than adjusting the durations
of the selected units. Therefore, despite the local signal modifications carried
out in order to soften the transitions at the concatenation points, the system
uses the speaker-specific prosody, available in the recordings. Moreover, even
though phonetic segments constitute the basic acoustic units used by Dixi, they
are searched in a top-down fashion, in order to first search for candidate units
coming from the most appropriate prosodic and phonetic contexts (e.g. phone
belonging to a word in a specific position, or a syllable in a specific position, or
triphone, or a diphone, etc.).

Parametric Synthesis. A parametric approach, based on the HMM synthesis,
can also be used within the Dixi system. Such an approach automatically draws
a correlation between acoustic features and a set of symbolic features derived
from the input text. The training procedure of the HMMs is carried out by the
HTS [15] Toolkit. Using tree-based context cluster HMM models, HTS extracts
spectral information, average F0 and a voiced/unvoiced decision every 5ms. The
features utilized by the HMM synthesizer as well as the context clustering ques-
tions, will be described in a future paper. The speech signal is generated using
the MLSA5 filter, proposed in [7].

5 Conclusions

We have described the development of a new text-to-speech system for EP. Be-
sides, a strong emphasis was also put in the description of the language resources
needed by the system, as well as the training methods used in the linguistic analy-
sis of the input text. Finally, we described how the system can be parameterized
to meet the user-specific requirements.
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Abstract. In this paper we present recent work on the development of
Linguistic Models, resulting in a first “complete” articulatory-based TTS
system for Portuguese. The system, based on TADA system, integrates
our past work in automatic syllabification and grapheme-phone conver-
sion plus a first gestural specification of European Portuguese sounds.
The system was integrated with SAPWindows, an articulatory synthe-
sizer for Portuguese. A demonstration of the system capabilities and a
first perceptual evaluation are presented.

1 Introduction

Articulatory synthesis produces speech using models of physical, anatomical and
physiological characteristics of the human production system. This technique
models the system directly, instead of modelling the signal or its acoustic char-
acteristics. This type of synthesizer has not yet been used in technological appli-
cations because of the costly computations involved and the underlying unsolved
theoretical and practical problems. The production of fricatives, for example, has
not been fully understood. Articulatory synthesis has also to deal with the par-
ticular characteristics of each language and the scarcity of articulatory data.

Recent developments [1,2] show that articulatory synthesis is worth revisiting
as a research tool and as part of TTS systems. Because articulatory synthesizers
have parameters which can be conceptualized, even though a token turns out to
be wrong, a lot can be learned from trying to fix it. The work to produce an
usable system can also be a fruitful way of fostering linguistic knowledge.

We have been working in articulatory synthesis of Portuguese, with encour-
aging results[3]. Having as a long-term aim the development of a articulatory
text to speech system for Portuguese, in this paper we present recent work on
the development of several modules and their integration to create a first “com-
plete” from word to sound articulatory based synthesis system for Portuguese.
Such system must comprise models of linguistic processing and the conver-
sion of the discrete linguistic variables to the continuously varying articulatory
parameters.

The paper is structured as follows: section 2, presents a brief description of
the adopted Articulatory Phonology (AP) framework; section 3, describes the

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 101–111, 2008.
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TADA application, a computational implementation of AP; section 4, presents
the developed system, with some information on its components; last 2 sections,
results (of a perceptive evaluation) and conclusions are presented.

2 Articulatory Phonology

In this section of the paper, we present a very brief overview of the Articulatory
Phonology (AP) framework [4], as it forms the basis of our linguistic model.

In AP, the basic unit of speech is not the segment or the feature, but the
articulatory gesture. This theory claims the units, the gestures, are dynamic ac-
tions. Gestures are essentially instructions to achieve the formation (and release)
of a constriction at some place in the vocal tract (for example, an opening of
the velum or a raising of the tongue body). At the same time, gestures are units
of contrast that play a role in representations similar to that of the feature [5].
Segments in traditional phonology are considered under the framework of Artic-
ulatory Phonology to be, in general, a combination of gestures. Single gestures
can be isomorphic to segments, such as [b].

Formally, gestures are specified using a set of tract variables that refer to
both the location (CL) and the degree (CD) of constrictions in the vocal tract.
Five tract variables are identified: Lips (L) Tongue Tip (TT), Tongue Body (TB),
Velum (VEL) and Glottis (GLO). CL specifies the place of the constriction in the
vocal tract and it takes the values of [labial], [dental], [alveolar], [postalveolar],
[palatal], [velar], [uvular] and [pharyngeal]. For the CD variable the descriptors
are: [closed] (for stops), [critical] (for fricatives), [narrow], [mid] and [wide] (ap-
proximants and vowels). Thus, a gestural specification for the alveolar stop [t]
would be Tongue Tip [CD: closed, CL: alveolar]. This specification defines the
’rest position’ (target).

Each tract variable is additionally specified in terms of stiffness and damping
ratio. These values, combined with the equilibrium position, define the task
dynamic regime of a gesture, modelled as a damped mass-spring equation [6]. The
goal for a gesture is achieved by the coordinated action of a set of articulators.

Gestures are spatiotemporal units. Each gesture has a duration in time and
an internal cycle. This cycle begins with the onset of movement, progresses to
the point where the target is reached, then to the release, where the movement
away from the constriction begins, and finally to the offset, the point where the
articulator ceases to be under active control of the gesture.

Individual gestures, ’atoms’, combine with each other to form larger combi-
nations, ’molecules’ (segments, clusters, syllables, etc.). These combinations are
governed by phasing principles: a certain point in the trajectory of one gesture is
phased with respect to a certain point in the trajectory of another gesture. The
pattern of intergestural coordination along with the interval of active control for
individual gestures is represented in a two-dimensional graphic, called gestural
score. A gestural score is a set of idealized instructions to articulators, which
require some interpretation and modification in order to be implemented.
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3 TADA – TAsk Dynamics Application

The articulatory phonology approach has been incorporated into a computa-
tional model being developed at Haskins Laboratories [7,6]. Figure 1 portrays
the components of the system: first, the Linguistic Gestural Model analy-
ses the input into a set of discrete, concurrently active gestures and specifies a
gestural score; second, the Task Dynamic Model calculates the articulatory
trajectories given the gestural score; third, these articulator trajectories are in-
put to the Vocal Tract Model which then calculates the resulting global vocal
tract shape, area function, transfer function, and speech waveform and generates
an acoustic signal.

Fig. 1. Articulatory Phonology computational implementation

Recently, TADA (TAsk Dynamic Application), a new Matlab implementa-
tion of the computational model, was made available for research [8]. In this new
version of the model, intergestural timing is determined by planning oscillators
associated with each speech gesture [9].

The Gestural Model combines a coupled-oscillator model of inter-gestural
planning, and a gestural-coupling model. The coupling model is based on syllable
structure and, taking as input a text string it generates a graph that specifies
the gestures composing the utterance (represented in terms of tract variable dy-
namical parameters and articulator weights) and the coupling relations among
the gestures’ timing oscillators. The coupled oscillator model of planning takes
as input the coupling graph, and generates a gestural score, specifying gesture’s
activation intervals.

Gestural scores are the input to the task dynamic model [6], which gener-
ates the resulting time functions of the vocal tract constriction variables and
articulator trajectories. The conversion from the gestural score to articulatory
movements is assumed to be language independent. In TADA the articulators are
those of CASY vocal tract model [10]. The articulator trajectories are then used
to calculate the acoustic output in the vocal tract model. In the current version,
TADA integrates a partial implementation of CASY [7], with several limitations:
it does not include any treatment of nasality or any source control (friction, aspi-
ration, f0). However, the output files, automatically produced by the system, can
be used as control parameters for the HLsyn (pseudo-articulatory) synthesizer.

TheTADAsystemhasbeendesignedtoallow for thedevelopmentofarticulatory
models in other languages through the use of language-specific dictionary files and
gestural databases. It is also possible to add output for other external synthesizers.

In the current TADA models, the variable shape of constriction (CS) is not
implemented. The possibility of controlling the cross-sectional shape would be
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essential for the correct treatment of lateral sounds. Furthermore, all gestures
are assumed to be critically damped. However, the simulation of sounds such as
taps and trills may require the revision of that assumption. These two problems
constitute an important limitation to our objective of producing a full TTS
system for EP. Nevertheless, by making available an interesting combination of
a gestural model with a task dynamic model, the TADA system presented itself
as the best choice for our purposes.

4 System Architecture and Strategies

Fig. 2 presents a block diagram of the main parts of the articulatory-based
TTS system. The system results from the combination of 3 major parts: (1)
Linguistic Processing; (2) the TADA system adapted for European Portuguese;
(3) synthesizers (the incomplete Matlab CASY implementation, HLsyn and our
articulatory synthesizer).

Fig. 2. General architecture of the developed articulatory-based TTS system

Some of the parts, as the Linguistic Processing, were entirely developed by the
authors; others, as the Gestural Model, are adaptations to the original TADA
system. The most important challenge in adapting TADA was the gestural defi-
nition of European Portuguese sounds. The precise definition of the articulatory
characteristics of all EP segments is a considerable challenge, complicated by
the scarce direct measures of EP production and the (many) limitations of all
the models integrating the system.

4.1 Linguistic Processing

As the input for the Gestural Model in TADA system must provide information
on the phones, stress and syllable structure for the words to be synthesized,
the Linguistic Model must handle grapheme-to-phone (g2p) and syllabification
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from text. The syllable information is essential for the correct functioning of the
Syllable-based Gestural Coupling Model.

Our work for this part of the system consisted in using our previous work
on automatic syllabification from graphemes and previously developed g2p sys-
tems. Syllabification is performed by an adaptation of Mateus and d’Andrade
algorithm [11] to graphemic input [12] Grapheme-phone conversion module uses
a combination of a rule based system (implemented as a finite state transducer)
with two machine learning systems (TBL - Transformation Based Learning -
and MBL - Memory Based Learning) [13].

4.2 Gestural Model for European Portuguese

After converting the orthographic input to a syllabified broad phonetic tran-
scription, the following step was the specification of gestural composition of each
Portuguese segment. This information was coded in the Phonemes to Gestures
dictionary (part of Fig. 2) containing all the Portuguese segments in SAMPA
notation and the gestures associated with them.

The Portuguese gestural dictionary was created by an iterative process:

– descriptor values were, in a first approximation, estimated from phonetic
literature on Portuguese and from articulatory data in general (since this
kind of data is very scarce in EP, the main difficulty in all this process was
to provide empirical support for an implementation of a Portuguese version
of the Gestural Model);

– a specific ’target’ value for location and degree of a constriction was esti-
mated from examining MRI data. The MRI images were particularly useful
for vowels;

– creation of test words and pseudo-words (e.g. CV or VCV sequences) and
informal assessment of word and phone intelligibility and quality.

In the dictionary, the gestures are represented symbolically by four descrip-
tors: Constricting Organ, Oscillator Type, Tract Variable, Constriction Type.

Oscillator Type identifies the timing oscillator that will be associated with
the gesture. The oscillators ’clo’, ’crt’ and ’nar’ correspond to the primary oral
constriction for stops, fricatives and glides, respectively. Each of these may have
a paired release oscillator (’rel’). Glottal gestures are associated with the ’h’
oscillator, and velum lowering with the ’n’ oscillator. Oscillators for vowels are
’v’ (tongue constrictions) and ’v round’ (lip constrictions).

The Tract Variables currently implemented in the computational model were
already presented in sec. 2. Constriction Type descriptors are similar to those de-
fined in the theoretical proposal (sec. 2): CL for lips can be protruded (PRO) or
dental (DENT); tongue tip CL can be dental (DENT), alveolar (ALV), alveolo-
palatal (ALVPAL), palatal (PAL); CL descriptors for tongue body are palatal
(PAL), velar (VEL), uvular (UVU), uvo-pharyngeal (UVUPHAR) and pharyn-
geal (PHAR). For the CD the descriptors are closed (CLO), critical (CRIT),
narrow (NAR), wide (WIDE) and vocalic (V).
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Vowels can be adequately characterized using one or two tract variables:
Tongue Body alone or combined with Lips. TBCL can assume any of the values
presented above; TBCD is generically defined as ’V’ and the target specified in
millimetres. By default the model assumes velum is closed and the glottis in the
conditions to produced voiced sounds.

As an example, we present, in Table 1, the gestures for EP anterior oral vowels.
The table shows the exactly content of the TADA configuration file for these 3
sounds. The 3 vowels are represented as having [palatal] constriction locations.
To account for the different tongue positions of tongue in the anterior-posterior
axis, constriction location was adjusted to 80 degrees for [i] and 90 degrees for [e],
assuming [E] the default value for palatal. The constriction degree was defined,
based on MRI images measurements, as follows: 9 mm for [E], 6 mm for [e] and
3 mm for [i].

The nasal vowels have not yet been included. As English doesn’t include
these sounds, there are some implementation “limitations” that must be solved,
particularly regarding the synchronization of the velum with the consonantal
and vocalic gestures of the syllable.

Table 1. Gestures for EP anterior oral vowels and 2 consonants, [b] and [m]

V Org Osc TV Const Targ Stif

i TB v TBCL PAL 80 .
TB v TBCD V 3 .

e TB v TBCL PAL 90 .
TB v TBCD V 6 .

E TB v TBCL PAL . .
TB v TBCD V 9 .

C Org Osc TV Const Targ Stif

b Lips clo LA CLO . .
Lips rel LA REL . .
Velum clo VEL CLO . .

m Lips clo LA CLO . .
Lips rel LA REL . .
Velum n VEL WIDE . .

The criteria to define consonants are more heterogeneous. For stops and frica-
tives they consist essentially in defining constriction degree and location; for
nasal consonants velum must also be defined; laterals demand the additional
inclusion of a shape variable; taps and trills imply control of parameters such as
stiffness. Sample definitions for 2 EP consonants are, also, presented in Table 1.
The bilabials /b, m/ are specified here for the gestures Lips [closed]. Addition-
ally, the nasal is specified for Velum [wide]. The correct definition of laterals
would demand the inclusion of a constriction shape variable. Nevertheless, in
the case of the alveolar lateral [l], the auditory effect was obtained by using a
complex gestural constellation consisting of two coordinated oral gestures, TT
[narrow, alveolar] and a TB [narrow, velar] [14]. In order to simulate the tap ([R])
produced with a short duration TT gesture [closed, alveolar], we used stiffness
to control the durational characteristics of TT movement associated with the
gesture.

For intergestural couplingweused roughly the samephasing principles proposed
for American English, due to shortage in such descriptions and data for EP.

The complete proposal for a gestural definition of EP will be presented else-
where.
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4.3 Synthesizer

Integrating the synthesizer into the system was considered a high priority. The
main anticipated advantages are the potentialities for synthesizing nasal sounds
and the possibility to change and update all the models. Even with limitations
(it was essentially developed to handle vowels and nasals), this way we can have
a complete open TTS system.

Briefly, our articulatory synthesizer [3] contains three major blocks: a source
model; an articulatory model; and an acoustic model. Model articulators are
tongue body, tongue tip, jaw, lips, velum and hyoid. In our implementation,
targets for each articulator can be defined independently.

The work in the interface between TADA an our synthesizer comprised two
types of procedures:

1. addition of a new output format to TADA. For these, after understanding
CASY implementation, the necessary mappings between CASY parameters
and our synthesizer parameters were implemented.

2. some adjustments to our articulatory synthesizer models. It was necessary to
adjust some of the fixed structures sizes, as tongue radius, to achieve a better
match between both models. The control of Lip opening was also updated
to work as in CASY, where the parameter controls directly opening area
independently of jaw movement. As our synthesizer prevented the passage
of tongue through the tract walls and TADA uses this fictitious passage to
create non-pontual occlusions, the restriction was disabled. Some adapta-
tions to the source model were also performed to have a first treatment of
unvoiced consonants, but work must be continued.

4.4 Synthesis Example

As an example of system functioning, in this section, we present the output of
the several system models for the sample word “banana”.

For our example, the Linguist Processing module produces the following in-
formation (using SAMPA): banana (b-60 )(n-a1 )(n-60 ). For each syllable,
onset, nucleus and coda are separated. In the first syllable of our example, the
onset is occupied by the stop consonant [b], nucleus by vowel [5] and the coda
is empty. The number following the vowel represents stress.

The output of the Gestural Model is presented in Fig. 3. It illustrates the use
of LA tract variable in the first syllable to produce the bilabial [b], the effect of

Fig. 3. Gestural score produced by the system for word banana
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Fig. 4. Trajectories for articulator parameters Lip Opening, Tongue tip, Velum, and
the speech signal produced by our articulatory synthesizer and HLSyn

the 3 vowels (v1,v2,v3) in TBCD and the use of TTCD for the two [n]. The lines
between the several tract variables or inside the same variable represent gestural
phasing.

As final simulation results, TADA system produces articulators’ trajectories
and creates output files for use with external synthesizers. The trajectories for
3 of the articulators, as well as the speech signal produced by our synthesizer,
are presented in Fig. 4.

5 Identification Test

To put the Gestural Model to the test and also to obtain information on the main
problems of the system, synthesized tokens were used in an open set identification
test. The test was administered individually to 9 subjects in a quiet office using
headphones. The listeners were asked to report the words or sounds they were
able to identify.

For the test, 50 words were randomly selected from the “Português Funda-
mental” corpus [15], excluding all the words that presently the system is not
capable to process (words with nasal vowels, the palatal lateral [L] and the trill
[R]). The words were distributed taking in consideration the number of syllables
(50% with 2, 30% with 3 and 20% of 4 or more syllables) and the syllable struc-
ture (80% for words with only open syllables). Syllable and phone information
were obtained manually, avoiding errors from the Linguistic Processing modules.

All the words were synthesized with HLSyn. Present limitations of our synthe-
sizer prevented its use for words with fricatives; only 19 words were synthesized.

Results: As expected, the several limitations of the models and articulatory
synthesizers resulted in a high level of word error rate. Only 25.3 % correct
identification of the complete word was achieved. On average, stimuli generated
by our synthesizer obtained better results in this metric (33.3 % vs 22.2 %), being
the difference statistically significative (p = 0.002 in a paired sampled t-test).
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Fig. 5. Identification by class: stops (C), fricatives (F), laterals (L), nasal cons. (N),
taps (T) and vowels (V). ’v’ for voiced. Gray for HLsyn, white for our synthesizer.

Results for individual test participants ranged from 17.4 % to 40.6 %. Higher
identification scores were obtained for: “mı́nimo” (minimum)["minimu] (94.4 %),
“camisola” (shirt) [k5mi"zOl5] (77.8 %), “olá” (hello) [O"la] (77.8 %), “sofá” (sofa)
[su"fa] (77.8 %), “chocolate” (chocolat) [Suku"lat1] (77.8 %), “pato” (duck) ["patu]
(77.8 %), and “mapa” (map) ["map5] (66.7 %). The most problematic were words
such as “virar (turn) [vi"RaR], “vosso” (yours) ["vOsu] or “seco (dry) ["seku].

The identification percentage for the classes of phonemes included in our test
are presented in Fig. 5. Best results were obtained for vowels and nasal conso-
nants. For laterals the results depend on the synthesizer, being the HLsyn results
similar to the ones obtained for the two better identifiable classes. Worst identi-
fication results, not surprisingly, were obtained for voiced fricatives and taps. A
relevant result is the one obtained for tap [R], with our synthesizer outperforming
HLSyn average identification. On average, our synthesizer results are also good
or even better than the ones obtained for HLsyn for vowels, nasal consonants
and voiced stops. Paired samples t-tests didn’t confirm as significative the effect
of synthesizer for all the classes (p > 0.05).

For individual phones, best results were obtained for [f], [u] and [m], all above
80 %. The 5 worst results, all below 25 %, were obtained for [ñ] [b], [v], [Z] and
[e]. The poor results for [e] can be attributed to the non-inclusion of stress effect
in the words containing the sound. Three of the other problematic phones point
to a problem in producing voiced consonants.

6 Conclusions

We presented a new, and to best of our knowledge first, articulatory-based text-
to-speech system for European Portuguese. One of the most important tasks
performed to create the system concerned the development of the actions re-
quired to convert segments into gestures. The system constitutes a valuable tool
to develop and test Articulatory descriptions of Portuguese. The major diffi-
culties in creating the Gestural Model for EP came from the lack of enough
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production data and the limitations in the model and synthesizers. These pre-
vented the possibility of testing our gestural descriptions for the [L] and [R] and
resulted in poor modeling of fricatives. The use of MRI images measures to sup-
port vowels descriptions - a point considered difficult in Articulatory Phonology
- in our iterative method yielded good results for most of the vowels. The fact
that non-null scores have been obtained in identification tests for all concerned
kinds of sounds is thought to support the claim that this first EP gestural de-
scription is a valid starting point. The identification results for vowels, nasal
consonants and stops are quite promising. Also relevant are the results obtained
by our synthesizer, particularly the better average scores for vowels and nasal
consonants.

Future work must contemplate the addition of nasal vowels, extension of our
synthesizer models, proper treatment of the shape variable for laterals and ad-
dition of prosodic information to the system. For all these developments, more
production data must be obtained, particularly for laterals, taps and trills.
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Abstract. In this paper we describe the work carried out to develop an auto-
matic system for translation of broadcast news from Spanish to Portuguese. 
Two challenging topics of speech and language processing were involved: 
Automatic Speech Recognition (ASR) of the Spanish News and Statistical Ma-
chine Translation (SMT) of the results to the Portuguese language. ASR of 
broadcast news is based on the AUDIMUS.MEDIA system, a hybrid ANN/HMM 
system with multiple stream decoding. A 22.08% Word Error Rate (WER) was 
achieved in a Spanish Broadcast News task, which is comparable to other inter-
national state of the art systems. Parallel normalized texts from European  
Parliament database were used to train the SMT system from Spanish to Portu-
guese. Preliminary non-exhaustive human evaluation showed a fluency of 3.74 
and sufficiency of 4.23. 

Keywords: Automatic Speech Recognition, Broadcast News Transcription, 
Acoustic Model, Language Model and Statistical Machine Translation. 

1   Introduction 

One of the main motivations beyond this research work was the opportunity to expand 
an existing and optimized Portuguese broadcast news recognition system to process 
Spanish broadcast news context and consequently to calculate it performance in dif-
ferent languages domain. In the best of our knowledge, is the first broadcast news 
machine translation system for the Spanish to Portuguese language pair, what did an 
appealing target.  

A great focus has been placed in ASR research area due to emerging demands, for 
example, from people with hearing disabilities. This have driven an elevated research 
level and generated a great variety of services and commercial applications. Techno-
logical advances in recent years as digital signal processors, faster and affordable 
memories and increased capacity have also contributed in the evolution of ASR  
system. 
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The SMT research has regain focus research, after a few years where it was left 
aside in favor of linguistic knowledge representation, mainly due to not be compara-
ble the results and the necessary effort for the latter area. 

The costs involved in manual translation by a professional translator have also 
driven the companies to use SMT as an attractive solution. 

A large amount of data is available for English Broadcast News enabling the de-
velopment of concurrent ASR systems for this task. The current state-of-art WER is 
less than 16% [1] in real-time (RT) operations and under 13% [2] with 10 times RT. 
There are Spanish Broadcast News Recognition Systems based on reference English 
Recognition Systems developed by research centers CMU [3] and BBN [4] [5], co-
financed by DARPA, and IBM, LIMSI and RWTH within a project co-founded by the 
European commission [6].  

For the development of the Spanish system the data available at LDC1 was used in 
a total of 30 hours of Latin America Broadcast News audio and different Spanish 
newspapers corpus. 

Table 1. Vocabulary and corpora text dimension, in number of words (Mw: Million words; 
Kw: Thousands of words) and the respective WER for the different system 

 LIMSI_04 IBM_04 RWTH_04 BBN_97 CMU_97 BBN_98 
TOTAL(Mw) 400 210 140 157 157 157 

VOCABULARY(Kw) 65 47 50 40 40 40 

WER(%) 17.8 23.3 17.8 19.9 23.3 21.5 

 
The table 1 presents the total number of words contained in text corpora, the vo-

cabulary size used to develop the language model and the WER of each system. 
RWTH_2004 has the best WER of 17.8% [6]. CMU_1997 and IBM_2004 have 
23.3% WER [3] [6] which are the worst values in the systems under study. These 
values were obtained with the test set “1997 Hub-4 BN Evaluation Non-English Test 
Material” by LDC. It corresponds to one-hour Latin America Broadcast News audio, 
with the same acoustic conditions as those used in the acoustic model training.  

The work involved in the development of Statistical Machine Translation of 
Broadcast News from Spanish to Portuguese has started with the study of a platform 
that was already being applied to Portuguese Broadcast News task [7]. Then audio 
and text were selected in order to create a lexicon, acoustic models and language 
models for the Spanish recognition system. This system was evaluated showing com-
parable results to other international state-of-the-art systems. Parallel normalized texts 
of both languages were used to train the translation probabilities and to develop the 
SMT system.  

This paper is organized in the following way: in the section 2 it is described the se-
lection and transformation process of necessary corpora; section 3 explains the 
changes made in the existing Portuguese Recognizer to adapt it to Spanish and in 
section 4 it is presented the translation system from Spanish to Portuguese. The last 
section present the conclusions and future work. 

                                                           
1 http://www.ldc.upenn.edu/ 
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2   Corpora Description 

In order to allow the comparison of this work with the studied state-of-the-art sys-
tems, the same corpora sources were applied, whenever possible. 

2.1   Audio Corpora 

We use 30 hours of Latin America Broadcast News audio made available by the LDC, 
which represents mostly Cuba and Mexico dialect. Their corresponding transcriptions 
were normalized and transformed to AUDIMUS.MEDIA [7] [8] system. 

The acoustic files are divided in 80 NIST SPHERE format files, without compres-
sion. The data are 16-bit linear PCM, 16-KHz sample frequency, single channel. Most 
files contain 30 minutes of recorded material and some contain 60 or 120 minutes. 
The sampling format requires roughly 2 megabytes (MB) per minute of recording, so 
the file sizes are typically around 60 MB, with some files ranging up to 120 or 240 
MB. The transcripts are in SGML format, using the same markup conventions. 

This corpus is divided in 23 hours, corresponding to 63 files, for training set 
(75%), 4 hours, 10 files, for development set (15%) and 3 hours, 7 files, for test set 
(10%). The audio selection process for building each set tried to give similar coverage 
to each phone in the different dialects, creating a more robust acoustic model to the 
dialectal variability. On the other hand, news of older dates were used in training set 
and news of more recent dates were used in development and test set, avoiding the 
context-dependence between news of near dates in each different set. 

2.2   Text Corpora 

A statistical language model requires a large quantity of data that should be adapted to 
the task to obtain proper probabilities. We had available a corpus with audio corpora 
training set transcriptions, they are totally adapted to Latin America Broadcast News 
task, but with a total of 300,000 words, being an insufficient dimension to generate a 
statistical language model. We created another corpus using a newspapers set from 
LDC, namely “Spanish Gigaword First corpus Edition”, adding newspapers from previ-
ous editions of “English News Text” and “Spanish Newswire Text”, which were not 
included in the last edition. They constitute a large data set of about 720 Million words, 
necessary to generate the statistic language model, despite the newspapers grammatical 
constructions are more formal than in Broadcast News. Text corpus was divided in 
training (75%), development (15%) and test (10%) sets, following the same rules than 
audio corpora. It was normalized by removing labels, punctuation and special symbols. 
Other normalization step expanded abbreviations, numbers and acronyms. 

2.3   Parallel Text Corpora 

The parallel text corpus consists of proceedings of the European Parliament session. 
This corpus was assembled by Philipp Koehn [9] and has been extensively used by 
researchers in Statistical Machine Translation. The language used in this corpus is 
more formal than Broadcast News, and consists of approximately 1.3 Million  
sentence pairs.  
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It was necessary to normalize this parallel text, deleting formatting tags and punc-
tuation, and expanding abbreviations. For the Spanish side, we used the same tools as 
used for preparing the language model corpus. For the Portuguese side, an existent 
normalizer tool was used. Finally, we removed sentences deemed too long or non-
existent in one of the languages, obtaining approximately 700,000 sentence pairs to 
train the SMT system. 

3   Spanish Broadcasts News Recognizer 

3.1   Introduction 

The automatic broadcast news recognition is still a challenge due to not resolved 
questions, since the almost frequent and unpredictable changes, in the speaker, type of 
speech, the topic, vocabulary, and the record and channel conditions, between others. 
Then a very important work in this research area is the obtaining of big quantities of 
audio and text resources with these characteristics included. Language model, acous-
tic model, vocabulary and lexicon to Spanish task did not exist previously to our 
work, being necessary to develop a complete system with specific language tools. 

3.2   Reference Platform 

The AUDIMUS.MEDIA system [7] is a hybrid speech recognition system that com-
bines the temporal modeling capabilities of Hidden Markov Models (HMMs) with the 
pattern discriminative classification capabilities of multilayer perceptrons (MLPs).  

Fig. 1. AUDIMUS.MEDIA recognition system and processing stages [7] 

In figure 1 is represented AUDIMUS recognition system. The first stage of proc-
essing comprises speech signal feature extraction where three different methods are 
used PLP [10], log RASTA [10] and MSG [11]. In the MLPs classification stage 
posteriori probabilities are generated to the 39 possible context-independent phones, 
38 for the Portuguese language, and 1 representing the silence. The individual MLP 
processing results are combined in the next stage. 
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It use Weighted Finite-State Transducers Technology (WFST) [12] in the decoding 
stage, where combined phone stream is processed to produce the resulting sentences 
based on a finite vocabulary and a language model that represents the task restrictions 
set.    

3.3   Vocabulary and Lexical Model 

A similar dimension of vocabulary compared with state-of-the-art systems was de-
sired. First we selected 70,500 most common words from the newspapers corpus. 
Then, we added some not included words from transcriptions training set. Finally, we 
filtered foreign words and uncommon acronyms to obtain 64,198 words vocabulary.  

It was used an automatic grapheme to phone transcription system similar to [13] to 
generate the phonetic transcriptions. The lexicon uses symbolic representation from 
SAMPA, plus [N] and [z] phones. The total phone set comprises 32 phones, including 
a silence phone. In addition, we made manual lexicon corrections of typical foreign 
words. It was also created, a program based on regular expressions that detects abbre-
viations and transcribes them using a set of rules. 

3.4   Alignment and Training of Acoustic Model 

We use generic acoustic model without speaker-dependence, due to the high number 
of speakers in the corpus audio training set. In order to create this acoustic model, it is 
necessary an initial phone/audio alignment. 

One of the options available was to train the model with small Spanish audio cor-
pora with good acoustic conditions, as in CMU [3]. However it was decided to obtain 
the initial Spanish acoustic model by transformation of the Portuguese Broadcast 
News optimized model as in LIMSI [6], because of the difficulty to generate manual 
alignments at phone level, necessary in the first option. 

We generate a phone mapping between the 23 Spanish phones (22 sound phones, 
plus a silence phone), and the 39 Portuguese phone set. For the remaining 9 Spanish 
phones there is not direct mapping. To solve this problem, we chose the Portuguese 
phone set with the most similar sound of the Spanish phone. Having the phone trans-
formed, and parameters optimized, the acoustic model was trained applying an itera-
tive process. 

Firstly acoustic training set was aligned by the model optimized for Portuguese 
Broadcast News, and then we transformed the corresponding results with mapping 
phones described above, obtaining initial Spain Broadcast News targets. We made 4 
alignments and MLP training with the new Spanish network. Since after these align-
ments was no significant change in the recognition results, we stopped the training 
process. 

3.5   Language Model 

In order to create language model we used the transcriptions and newspapers text 
corpora. It was not possible to separately use them, since individually did not gather 
the necessary characteristics to create a robust language model. The transcription text 
corpus is adapted to the Broadcasts News task, but it has a small dimension (300,000 
words), and Newspaper corpus has a big dimension (700 Millions words) but their 
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form is not a good representation of spontaneous speech of Broadcast News. After 
studying several alternatives [14], it was decided to first generate a language model 
for each individual corpus with the same vocabulary and then interpolate them, reduc-
ing the perplexity that models have separately. 

Table 2. Newspaper Corpora LM Perplexity and dimension for different cut-off 

 n-gram   
Cut-off  1 2 3 4 Total PPL 
50-50-50 64,198 109,880 128,942 135,008 438,028 305.78 
25-25-25 64,198 216,904 288,024 302,562 871,688 250.59 
4-4-4 64,198 1,378,934 2,819,181 3,153,520 6,993,616 158.76 
2-4-4 64,198 2,849,752 2,819,181 3,153,520 8,886,651 153.27 
2-3-4 64,198 2,849,750 3,994,811 3,153,520 10,062,279 150.93 
2-2-3 64,198 2,849,750 7,599,741 5,025,741 15,539,430  146.48 

Table 3. Transcription Corpora LM Perplexity and dimension for 3-4-grams  

 n-gram   
 1 2 3 4 Total PPL 
order 3 64,198 99,883 168,284 ---------- 332,365 327.53 
order 4  64,198 99,883 168,284 184,690 517,055 359.07 

Table 4. Interpolated LM perplexity and dimension  

 n-gram   
Cut-off  1 2 3 4 Total PPL 
50-50-50 64,198 172,306 267,548 303,937 807,989 170.47 
25-25-25 64,198 266,685 413,675 464,146 5,968,687 151.77 
4-4-4 64,198 1,400,967 2,903,685 3,289,301 7,658,151 110.09 
2-4-4 64,198 2,865,844 2,903,685 3,289,301 9,123,028 106.86 
2-3-4 64,198 2,865,844 4,073,443 3,289,301 13,848,416 105.41 
2-2-3 64,198 2,865,844 7,669,114 5,156,557 15,755,713 102.60 

 
For the newspapers corpus, we generated 4-gram language models through SRLIM 

tools2, using discounting of Kneser-Ney [15]. We also conducted experiences with 
different cut-off values [16]. Table 2 shows the perplexity (PPL) for each cut-off 
experiment and different n-gram orders on the development set. The obtained PPL 
can be considered a good representation of the adaptation of the language model to 
Broadcasts News task, since OOV rate is approximately 1%. 

For the transcriptions corpus, we generated two N-gram language models of 3rd and 
4th order. Cut-off were not apply, due to the limited corpora dimensions. The PPL 
results are presented in Table 3. PPL was calculated on the audio corpora develop-
ment set. This value was high because of the small data size. It was chosen a 4-gram 
language model in order to have a greater representation in the interpolation, despite 
having a greater perplexity than 3-gram language model. 

                                                           
2 http://www.speech.sri.com/projects/srilm/ 
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Finally both models were interpolated with the SRILM tool, giving greater weight 
to the transcription language model (λ=0.68). In Table 4 is observed an improvement 
of perplexity in the interpolation results in relation to individual models. In the end, it 
was chosen a language model with cut-off of 2-3-4 and perplexity 105.41. The model 
with lower perplexity had a greater dimension, penalizing overall real time system’s 
performance and increasing the write error probability in the n-gram selection.  

3.6   Evaluation 

Two different evaluations sets were used. WER was calculated in audio corpora test 
set, corresponding to 7 files and 3 hours in total. In the table 5, it is represented the 
different files names of the test set and their individual WER. It is observed that for 
su97612.sph WER is larger than the other audio files because their acoustic condi-
tions are worse than the others. The total mean was also calculated, obtaining a value 
of approximately 25.62% WER.  

Also the WER was calculated with the same test set (called h4ne97sp.sph, made 
available by the LDC) as state-of-the-art systems. In table 5 it is observed a value of 
22.08% WER. This is a comparable value to those obtained in the systems studied 
previously. 

Table 5. Test set WERs: It is represented the recognition evaluation with the test set selected 
from audio corpora and test set eval97 by LDC 
 

Audio Name  WER%
se97406.sph   23.02 
su97610.sph   22.16 
su97610.sph  27.31 
su97611.sph  27.84  
su97612.sph 33.12  
sv97725b.sph  20.70 
sv97725c.sph 27.04 
TOTAL 25.62 
h4ne97sp.sph 22.08 

4   Machine Translation 

We decided to use a statistical approach to machine translation, as the phrase-based 
SMT system for Spanish to English [17]. This approach has advantages relative to 
others systems [18], namely, it is a language independent technology, does not require 
linguistic experts, allows fast creation of prototypes, and the statistical framework is 
compatible with the statistical techniques used in automatic speech recognition.  

The corpus was based on parallel texts from European Parliament session tran-
scriptions. The SMT system was based on Weighted Finite-State Transducers [17], 
and consisted of a cascade of transducers each representing the knowledge source in 
the SMT system, including the phrase-table and the target language model. 

It was used a bootstrapping process where word-based translation models of in-
creasing complexity and accuracy are trained and used to align each sentence pair in 
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the corpus at the word level. This word alignment was then refined by combining 
automatic Spanish to Portuguese word alignment. Finally, all possible phrases were 
extracted from the combined alignment. 

This training process was done using available tools. In particular, word level 
alignments used IBM 4 model [19] as implemented in GIZA ++, and the phrase-table 
was extracted using the MOSES3 software package. 

The phrase-table generated from the European Parliament corpus was extremely 
large (approximately 155 Millions phrases). In order to reduce its size, all phrases 
containing Spanish words not included in the speech recognition vocabulary were 
removed. 

The resulting system was still too large for on-line use, thus an off-line system was 
developed which, given an input text, selects the relevant phrases from the phrase-
table prior to translation. A WFST based decoder was developed for translation, 
which consists of a WFST representing a phrase-table. In this transducer, each simple 
path between the initial and final states corresponds to a particular phrase, the input 
labels corresponding to Spanish words and the output one to Portuguese words. De-
coding is done by: 

1. Converting the input sentence to a linear automaton. 
2. Compose the automaton with the phrase table transducer. 
3. Search the best path in the composition. 

This decoder is monotonic in the sense that input and output phrases are produced in 
the same order, although word reordering is allowed inside each phrase. We believe 
that this limitation is not very important given the proximity of the two languages. 
Furthermore, this monotonous prevents long delays that are not desirable in a near 
future on-line implementation.  

An initial effort to assess the translation quality of the system was done using a 
non-exhaustive human evaluation. Seven evaluators scored 15 translated sentences, 
yielding a result of 3.74 fluency and 4.23 sufficiency (in a 1 to 5 scale). These are 
good results in which the similarity of the two languages plays an important role. 

5   Summary and Future Work 

In this work we built a Statistical Machine Translation System of Broadcast News 
from Spanish to Portuguese. The fusion of two wide research fields was necessary. 

The hybrid real-time recognition system AUDIMUS.MEDIA [7] was used as the rec-
ognition engine. After creating the acoustic models, language models, lexicon and  
vocabulary for the Spanish Broadcast News and carry out successive trainings, we 
obtained a 22.08% WER for the test eval97 to Latin America Broadcast News. This is 
a comparable WER value to the one produced by state-of-the-art systems, which are 
based on HMM models and realize several passages in the decoding stage. 

The SMT strategy adapted is phrase-based translation. The MOSES software and 
normalized parallel texts select from European Parliament collection available were 
used to train the translation probabilities and models. First, a large phrases-table was 

                                                           
3 http://www.statmt.org/moses/ 
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created, and later was reduced by smaller language models adapted to the Broadcast 
News. In the last, there was realized a not-exhaustive human evaluation, obtaining a 
result of 3.74 fluency and 4.23 sufficiency. 

For improvements and futures implementation we will generate Spanish and Por-
tuguese language models with the same translated vocabulary to the SMT system and 
we will adapted the models to European Spanish Broadcast News. 
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Abstract. In this paper we explore multiple features for extractive automatic 
summarization using machine learning. They account for SuPor-2 features, a 
supervised summarizer for Brazilian Portuguese, and graph-based features mir-
roring complex networks measures. Four different classifiers and automatic fea-
ture selection are explored. ROUGE is used for assessment of single-document 
summarization of news texts.  

1   Introduction 

Extractive Automatic Summarization (eAS) aims at producing a condensed version of a text 
by copying and pasting relevant text segments from the source text into the final extract. 
Statistical methods are usually employed to compute features that may be taken into account 
to rank those segments. Several features are acknowledged to play an important role in such 
a process, usually addressing different types of information, such as grammatical or position 
features [9], title words (e.g., [13]), or even functional information conveyed by the source 
text, e.g. signaling nouns [9]. Edmundson [9] and others (e.g., Mani, [22]) suggest a general 
algebraic formula for combining those features that may be embedded in a reasoning model 
to determine salient information for eAS. Roughly, it adds up all the features weighted either 
according to their influence in context or to the summarizing model itself (Equation 1). De-
fining weights to adequately rank features is the main bottleneck in this strategy because 
features may be genre- or domain-dependent and the more features considered, the more 
complex their combination is.  An additional drawback arises if we consider a linear combi-
nation of features. This is usually barely suitable for a general eAS reasoning model. 

)(...)()( 11 sFwsFwsSalience nn ×++×=  (1) 

To tune our eAS system and reduce the above difficulties we adopted a corpus-based ap-
proach following Kupiec et al.’s one [13]. They use a Naïve-Bayes classifier for Machine 
Learning (ML) and calculate the relevance of a sentence through its likelihood of inclusion 
in the extract. Five binary features are considered. In spite of its simplicity, such a model is 
still complex. Besides the Naïve-Bayes classifier, many others (e.g., [25]; [34]) assume that 
all features are equally important and, thus, have the same influence on deciding which sen-
tence must be selected. The question that arises, thus, is if employing less features may yield 
better results than employing all. Kupiec et al., e.g., show that using only three features is 
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better than using five. Other works corroborate this (e.g., [28]; [17]). On top of that, the 
Naïve-Bayes classifier assumes that all the probabilities of the features are independent. As 
suggested by Leite and Rino [17] this may be even more problematic if the features are 
binary, as they are in the Kupiec et al.’s approach. 

In this paper we address the above drawbacks of eAS by exploring other ways to combine 
multiple features through ML. We employ fully automated methods to make eAS as general 
as possible, taking advantage of an automatic feature selection method. Feature subsets are 
then used together with 4 classifiers to define our eAS models. Two sets of features were 
explored: 11 features of SuPor-2 [17], a supervised extractive summarizer for Brazilian 
Portuguese, and 26 features derived from Complex Networks Theory measures (e.g., [1]). 
These are used to rank sentences through graph-based relations. Both are described in Sec-
tion 2 and Section 3, respectively. In Section 4 we present our filter to select subsets of fea-
tures of those two sets. Section 5 briefly describes the employed classifiers, followed by their 
assessment in Section 6. Final remarks are presented in Section 7. 

2   SuPor-2 Features 

Amongst the eleven SuPor-2 numeric and mutinomial features (F1-F11), some of them 
depict full eAS methods and require language-dependent resources to pre-process the text 
(e.g., a thesaurus, tagger, stoplist, or lexicon). Others are totally language-independent. Su-
Por-2 features are the following (identifiers used hereafter): F1 and F2: lexical chaining [3]; 
F3: sentence length [13]; F4: proper nouns [13]; F5: sentence location [9]; F6 and F7: word 
frequency [20]; F8 and F9: relationship mapping [30]; F10 and F11: importance of topics 
[15]. Some of these are well-known and need no further explanation. The ones that are lan-
guage-dependent are F1 and F2, F6 and F7, and F8 and F9. Features unfolded in two address 
two distinct ways of processing the text. The Lexical Chaining method uses the WordNet 
[24] to identify relations between lexical items. Heuristics used to pinpoint candidate sen-
tences for an extract are the same as suggested in [3]: every sentence that contains the first 
occurrence of a member of a strong lexical chain is chosen (H1); similar to H1, but consider-
ing only the representative members of a strong lexical chain (H2); only sentence that con-
vey representative lexical chains of every topic of the source text are chosen (H3). F1 signals 
that differing text topics are delimited through paragraphs; F2 employs Text Tiling [11] 
instead. They are used to compute H3. Nominal values range over the set {‘None’, ‘H1’, 
‘H2’, ‘H3’, ‘H1H2’, ‘H1H3’, ‘H2H3’, ‘H1H2H3’}. Two distinct location indicators are also 
considered for F5, although they do not yield two distinct features. The position of a sentence 
in the paragraph and in the text are considered, resulting in the set {‘II’,‘IM’,-
‘IF’,‘MI’,‘MM’,‘MF’,‘FI’,‘FM’,‘FF’}, first and second letters signaling respectively the 
position within a paragraph and within the text (Initial, Medium, or Final). For word fre-
quency, language-dependence is due to stemming the words (F6) or generating their 4-grams 
(F7). Similarly, relationship mapping also applies such pre-processing methods, correspond-
ingly yielding features F8 and F9. Also similar to Lexical Chaining is the way of combining 
the possibilities, now of traversing a text graph, namely, through the dense or bushy path 
(P1), the deep path (P2), or the segmented path (P3). P1 addresses paragraphs as if they were 
totally independent from each other and, thus, does not guarantee a cohesive extract. P2 aims 
at overcoming that by choosing paragraphs semantically inter-related. However, only one 
topic (even an irrelevant one) may be chosen and proper coverage of the source text may be 
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lacked. P3 aims at solving both former problems. F8 and F9 range over the set 
{‘None’,‘P1’,‘P2’,‘P3’, ‘P1P2’, ‘P1P3’, ‘P2P3’, ‘P1P2P3’}. Finally, the importance of top-
ics method is also unfolded in two features: F10 uses Text Tiling for topic detection, and F11 
uses paragraphs themselves as topic units. In this case numeric features are provided by the 
harmonic mean between the sentence similarity to the centroid of the topic and the impor-
tance of that topic.  

3   Features Based on Complex Networks 

Complex systems modeled as graphs are known as Complex Networks (CNs) and have 
great influence on Statistical Mechanics and Graph Theory [1]. Texts may be represented by 
CNs in many distinct ways, depending on the interconnection between the nodes. For exam-
ple, Schorochod’ko [31] suggests that nodes convey sentences and edges, their relationship. 
So, edges can be labeled according to words co-occurrence, after stemming and stopwords 
removal.  

In our approach the feature set for CNs follows Antiqueira’s [2], which follows Schoro-
chod’ko’s [31] in turn. Antiqueira used classical CN measures to propose 26 numeric fea-
tures for eAS. His full system was used to verify the potential of putting all the features  
together for eAS.  Table 1 lists all the measures, grouped by in the following way: 

Degree [8]. Number of edges associated to a node. It signals how connected the node is to its 
neighbor nodes, or how representative a sentence is of a text, for eAS.  

Clustering Coefficient [33]. It quantifies how close a node and its neighbors are from being 
a clique, a graph-theory kind of cluster in which every node is connected to the others, or 
how useful a sentence is to represent the cluster in an extract.  

Minimal Paths [8]. For each node, all its shortest paths to other nodes are calculated and the 
average minimal path measure is drawn. This is used then to signal the sentence relevance 
for eAS. It relates to determining the gist of a text in that a node closer to others may convey 
its most important information. 

Locality Index ([7], [2]). It also addresses clustering similar nodes, but considering all the 
connections of the other nodes that are in the cluster.  

Matching Index [8]. It helps determining the strength of a connection between two nodes, 
i.e., the contribution of an edge to the representativeness of a node in the graph. It is used to 
select sentences that convey distinct groups of information, or varied topics of a text.  

Dilation [6]. It conveys the node importance regarding its hierarchical relations within the 
graph. Rings of nodes around the focused node are depicted: rings of distance one amount to 
all the neighbors linked by one edge to that node; rings of distance two, by all the neighbors 
linked to it by two edges, etc. The rings aim at capturing the connectivity between nodes in 
neighborhoods that are more far-away from the focused node. The hierarchical degree of 
level h is then defined as the number of nodes between this level and the next level ring.  
Sentences with a high hierarchical degree are more likely to compose an extract because they 
mirror better the gist.  

Hubs [2]. It also considers dilation, but aiming at giving preference to the node that is more 
connected in the graph, the so-called hub. A hub, in this case, would signal the gist of the 
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text. Additionally, other sentences are chosen amongst the rings around the hub, aiming at 
addressing varied topics of the text or complementing information conveyed by the hub. 
Sentence priority is given accordingly to the order they have in the text (following [9]) or 
according to the degrees of the nodes connected to the hub.  

K-cores [4]. A k-core is a subgraph whose nodes have a minimum degree of k. For eAS, the 
subgraph that signals relevant sentences is that with the greatest k. 

W-cuts [2]. It aims at finding a cohesive group of sentences by considering interconnected 
sentences with high degrees. 

Communities [5]. A community groups together those nodes that are more interconnected 
to each other. Nodes in distinct communities are not significantly interconnected. So, com-
munities signal the density of connections in the graph. Within the same community sen-
tences with high degrees are preferred for eAS. 

According to the definitions given above by Antiqueira, some of CN features correlates to 
SuPor-2 F8 and F9 features. For example, by addressing degrees or minimal paths, a dense 
path (P1) may be withdrawn; by addressing locality indexes, a deep path (P2) may be out-
lined. Matching indexes and dilation seem to address segmented paths (P3), whilst hubs 
seem to convey both deep and segmented ones (P2 and P3). However, a more profound 
investigation is needed to certify this. A clearer correspondence is given with respect to the 
last three groups: K-cores do not necessarily address cohesion in that they refer to dense 
paths (P1). W-cuts aim at overcoming the former problem, similarly to P2. Communities 
address distinct topics of the text at once, thus, they depict segmented paths (P3). 

Table 1. Antiqueira´s CN numeric features 

F # Measure
12 Degree

13 Degree (weighted variation)

14 Clustering Coefficient

15 Clustering Coefficient (weighted variation)

16 Minimal Paths

17 Minimal Paths
(weights complement variation)

18 Minimal Paths (weights inverse variation)

19 Locality Index

20 Locality Index (modified)

21 Matching Index

F # Measure
22 Dilation (level 2)
23 Dilation (level 2, cumulative)
24 Dilation (level 3)
25 Dilation (level 3, cumulative)
26 Dilation (level 2, weighted)
27 Dilation (level 2, weighted, cumulative)
28 Dilation (level 3, weighted)
29 Dilation (level 3, weighted, cumulative)
30 Hubs (sorted by degree)
31 Hubs (sorted by locality)
32 Hubs (sorted by locality, with degree cut)
33 K-Cores (sorted by locality)
34 K-Cores (sorted by degree)
35 W-Cuts (sorted by locality)
36 W-Cuts (sorted by degree)
37 Communities  

4   Feature Selection 

Our problem amounts to finding a feature subset that maximizes the system’s ability to clas-
sify correct instances, or else, to maximize the determination of relevant sentences to include 
in extracts. As such problem is usually intractable, two usual approaches are suggested [34]: 
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(1) Filter approach operates independently from any induction algorithm and filters features 
before induction takes place. It usually produces a rank features through statistical measures 
such as Chi-Square, Information Gain and Gain Ratio (e.g., [34]); (2) Wrapper approach use 
an induction algorithm along with cross-validation to evaluate feature subsets. The result is 
usually a recommended feature subset instead of a ranking. 

A filter approach is preferred here due to the high computational cost of the wrapper one. 
Besides, wrapper algorithms usually consider classifier error rates only to determine how 
worthwhile a feature subset is. For eAS, this approach is barely suitable. Although the filter 
approach does not specifically address eAS, it is based on statistical relevance measures that 
are usually adequate to most ML models. However, there is a serious drawback regarding 
the filtering algorithms: especially for those that produce a feature ranking, one must define 
manually a cutoff on the number of selected features. Another problem is to determine the 
most suitable measure to use. To illustrate this, Figure 1 shows a graph presenting normal-
ized scores for three usual filter ranking measures applied to our 37 features (features 1-11 
come from SuPor-2; features 12-37, from CN).  Note that there are great divergences in 
some cases. 
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Fig. 1. Feature analysis through attribute ranking measures 

To overcome the above, we chose to explore the Correlation Feature Selection (CFS) 
method [10]. It differs from standard filter algorithms in that (1) it does not need a previous 
definition of the amount of selected features, resulting in a recommended feature subset, 
instead of a rank; (2) it is quite fast; (3) it considers both feature redundancy and feature 
relevancy. So, CFS seems suitable for classifiers such as the Naïve-Bayes, which assumes 
statistically independent features. 

CFS aims at finding features that are predictive of the class but that do not correlate with 
each other (i.e., non-redundant features). To judge the relevance of a feature subset, heuris-
tics consider pair-wise feature correlations and individual feature relevance based on infor-
mation gain. A heuristic search (such as Hill-Climbing) is then used to traverse the space of 
feature subsets. The subset with the highest measure is selected. We used CFS in the WEKA 
ML environment [34] in its default configuration. 
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5   Classifiers 

Although we follow [13], our approach does not yield standard classification because the 
focus is not on the predicted class (e.g., ‘Present in Extract’ or ‘Not Present in Extract’). 
Instead, a ranking that mirrors sentence importance is aimed at. In essence, this is accom-
plished by computing the likelihood of a sentence to belong to the class ‘Present in Extract’. 
We explored four different classifiers running in WEKA with their default configurations. 
So, computing varies according to the classifier under focus. They are briefly described 
bellow, along with a description on sentence ranking for eAS.   
  

Flexible-Bayes [12]. Variation of the Naïve-Bayes to handle numeric features (present on 
both SuPor-2 and CN feature sets). Sentence ranking follows Kupiec et al.’s. 

C4.5 [27]. After decision trees are built for classification, each sentence probability is calcu-
lated through the relative frequency of the ‘Present in Extract’ class in the decision leaf. 

SVM [32]. Support Vector Machines learn a decision boundary between two classes by 
mapping the training examples (labeled sentences) onto a higher dimensional space and 
determining the optimal separating hyperplane in that space. The likelihood of a sentence 
pertaining to the ‘Present in Extract’ class is then calculated based on the Euclidian distance 
between the hyperplane and the example. 

Logistic Regression (e.g., [34]). Variation of standard regression, it is used when the de-
pendent variable is binary (‘Present in Extract’ or ‘Not Present in Extract’). The classifier 
model is depicted as follows (see Equation 2): p is the probability of the class ‘Present in 
Extract’, X1, …, Xn are the values of the considered features and β0, β1,…, βn are the regres-
sion coefficients, estimated through training. The log result is then transformed into the prob-
ability through a logistic function. Probabilities are thus used to rank the sentences.  
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⎠

⎞
⎜⎜
⎝

⎛
−

...
1

log 11
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6   Assessment of eAS Using Multiple Features 

We explored distinct combinations of the above features for single-document summarization 
in three different ways: either features embedded in SuPor-2 or in CN systems were adopted, 
or features were classified altogether in varied ways. Such combinations of multiple features 
and classifiers yielded 24 automatic summarizers, which were compared using ROUGE-1 
[19] at 95% confidence rate. This has been shown to agree the most with human judgments 
[19]. The most promising system was thus compared to other summarizers. TeMário corpus 
[26] was used in this assessment (100 Brazilian newswire articles along with their manual 
summaries) and 10 fold cross-validation was used for training and testing. TeMário manual 
summaries were used as reference data, with a 30% compression rate. 

6.1   Determining the Best Feature Set and Classifier 

Besides varying the classifiers and the source feature sets, we also explored the influence of 
CFS for feature selection. Table 2 shows ROUGE average recall indices for the resulting 
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TeMário extracts, for each system. Pair-wised systems are signaled with superscripted  
numbers. When 1st column = SuPor-2, 11 features are considered; 1st column = CN, 26 CN 
features are used instead; the union sums up all of them. CFS ‘No’ value indicates that all 
features were used. The confidence interval (last column) is also provided by ROUGE. 

As shown, for all feature sets Logistic Regression and Flexible-Bayes outperform most 
C4.5 and all SVM models. This corroborates [17] in its claim that probability-based classifi-
ers are better for eAS. This is certainly due to the accurate ranking of instances, or sentences 
in our case. The reason for lack of performance of C4.5 and SVM may be due to the follow-
ing: (a) C4.5 estimates probabilities needed for sentence ranking using the frequency of 
positive training examples in a leaf. When the number of training examples associated to this 
leaf is small, observed frequencies may not be statistically reliable. Besides, the number of 
different probabilities is limited to the number of leaves in the tree; (b) WEKA employs in its 
default configuration a linear SVM. The results suggest that this was not suitable for deline-
ating an eAS model dealing with multiple features.  SuPor-2 features where weighted more 
expressively by this classifier, causing no difference using CN features or not – pairs (4) and 
(12). In fact, recent works suggest that SVM are adequate for eAS in some cases. For exam-
ple, DUC1 2007 fifth-ranked summarizer [18] employed a linear SVM yielding good results. 
The difference is that SVMs were used for regression in that work, not for classification as 
we did here, and the number of features was only 6. 

Table 2. ROUGE-1 recall measures 

Source Feature Set Classifier CFS Avg. Recall 95% conf. int. 
SuPor-2(1) Logistic Regression No 0.5316 0.5208 - 0.5424 
SuPor-2(1) Logistic Regression Yes 0.5288 0.5164 - 0.5407 
SuPor-2(2) Flexible-Bayes Yes 0.5284 0.5160 - 0.5411 

SuPor-2 ∪  CN(10) Flexible-Bayes Yes 0.5278 0.5142 - 0.5405 

SuPor-2 ∪  CN(9) Logistic Regression Yes 0.5270 0.5146 - 0.5395 

SuPor-2 ∪  CN(11) C4.5 Yes 0.5253 0.5136 - 0.5374 

SuPor-2 ∪  CN(10) Flexible-Bayes No 0.5249 0.5112 - 0.5382 

SuPor-2(3) C4.5 Yes 0.5238 0.5106 - 0.5356 
CN(6) Flexible-Bayes No 0.5237 0.5104 - 0.5365 
CN(6) Flexible-Bayes Yes 0.5236 0.5092 - 0.5372 
CN(5) Logistic Regression No 0.5230 0.5098 - 0.5352 

SuPor-2 ∪  CN(9) Logistic Regression No 0.5228 0.5088 - 0.5355 

SuPor-2(2) Flexible-Bayes No 0.5227 0.5092 - 0.5361 
SuPor-2(3) C4.5 No 0.5212 0.5096 - 0.5330 
CN(5) Logistic Regression Yes 0.5188 0.5053 - 0.5316 

SuPor-2 ∪  CN(11) C4.5 No 0.5184 0.5055 - 0.5316 

CN(7) C4.5 No 0.5167 0.5034 - 0.5294 

SuPor-2 ∪  CN(12) SVM Yes 0.5158 0.5015 - 0.5294 

SuPor-2 ∪  CN(12) SVM No 0.5158 0.5015 - 0.5294 

SuPor-2(4) SVM Yes 0.5158 0.5015 - 0.5294 
SuPor-2(4) SVM No 0.5158 0.5015 - 0.5294 
CN(7) C4.5 Yes 0.5157 0.5029 - 0.5287 
CN(8) SVM Yes 0.5032 0.4897 - 0.5174 
CN(8) SVM No 0.5032 0.4897 - 0.5174 

                                                           
1 Document Understanding Conferences. http://duc.nist.gov (May/2008). 
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Regarding CFS, although the highest ranked system did not tune its feature set at all using 
it, the scores show that improving eAS through CFS depends on the source feature set. For 
example, when the union of both feature sets was considered, amounting to the 37 features, 
CFS improved the results for all models, except one – SuPor-2 ∪  CN pair (12). For this, 
the results were the same as using all features. However, considering only the CN source 
feature set, all but one classifier – CN pair (8) got worse when using CFS.  Overall, using 
CFS improved the scores in 5 cases: see pairs (2), (3), (9), (10), and (11); not using it, it 
improved only in 4 cases – pairs (1), (5), (6), and (7). In conclusion, the results show that 
using CFS with single features sets (SuPor-2 or CN ones) does not improve recall. However, 
when all the features were considered, CFS improved the average recall rate for all the sys-
tems but one. This means that applying ML techniques to determine the most promising 
feature subset for classifying sentences for eAS may be worthwhile for some models. Still, it 
remains to be shown that our effort is justifiable, task reported next for the summarizer with 
the highest recall, i.e., that which uses only SuPor-2 feature set and the classifier based on 
Logistic Regression. Hereafter such system is named ‘SuPor2-LogistRegr’. 

Such results shall be analyzed more deeply in the future to see how features interact with 
each other, i.e., if they are independent or not, or how they contribute to eAS better. In fact, 
the CFS measure should account for the commonalities between CN and SuPor-2 features 
(see Section 3 for details), more specifically, pinpointing redundancy, as we stated in Section 
4. However, the above recall rates for pair-wise systems do not confirm that. 

6.2   Comparison to Other Summarizers 

We compared the ‘SuPor2-LogistRegr’ system to four other summarizers , one of them 
being a baseline, as follows: (1) the original SuPor-2 system [17] which is actually depicted 
in the gray line in Table 2; (2) TextRank [23], which is also a graph-based eAS method; (3) a 
single-feature summarizer based on CNs proposed by Antiqueira [2]; and, finally, (4) the 
baseline, which just selects the topmost sentences of the source text. 

TextRank represents a text similarly to the process described in Section 3, but its ranking 
measure is based upon Google™ PageRank algorithm instead. It was used here in its back-
ward configuration. Mihalcea [23] showed that TextRank is a language-independent sum-
marizer, presenting results for English and Brazilian Portuguese. Mihalcea actually used the 
very same TeMário corpus as we did here. 

Antiqueira’s summarizer uses only feature #13 – ‘Degree - weighted variation’ (see  
Table 1), which was the best CN single-feature summarizer pinpointed by Antiqueira (here-
after named ‘BestCN’). Such summarizer is unsupervised and ranks sentences according to 
feature #13 lowest values: sentences which score lower are the most important ones to con-
sider for eAS. 

The comparison setting was identical to that in [23] and [2], in order for us to compute 
only our new data and fully reproduce their scores in comparison to the new ones just re-
ported above. In other words, we did not run those systems again. Table 3 shows that all the 
systems outperformed the baseline. Adding to previous observations, the supervised sum-
marizers – SuPor2-LogistRegr and SuPor2 – yielded the best results, being the former 
slightly better than the latter.  
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Table 3. ROUGE-1 recall average rates - summarizers 

 

Summarizer Avg. Recall 
SuPor2-LogistRegr 0.5316 
SuPor-2 0.5227 
TextRank 0.5121 
BestCN 0.5020 
Baseline 0.4984 

7   Final Remarks 

The combination of multiple features for eAS is clearly a complex issue. Our assessment 
shows that eAS may be improved provided that adequate feature classifiers and source fea-
ture sets are used.  

Despite the fact that CN features did not outperform SuPor-2 features in most cases, we 
believe that exploring them may be still worthwhile. SuPor-2 features depict full eAS meth-
ods and require many language-dependent resources. In contrast, graph-based methods usu-
ally do not rely on analyzing linguistic information conveyed by the text. They tend to be 
more language-independent. This is one of the main reasons for the recent interest on them. 
Actually, if we focus only on graph-based methods, CN features combined with ML (CN(6) 
in Table 2) outperforms TextRank best configuration. 

Although many features we used are language-dependent (especially those of SuPor-2) 
the approach presented here to combine multiple features is portable to other languages and 
domains. 

As future work, other techniques and methods for combining features may also be ex-
plored, e.g., that suggested by Lee et al. [16], which still uses filtering, but outperforms CFS 
in some cases, as shown by Lee et al. 

Acknowledgments 

The authors are grateful to the Brazilian agencies CNPq and CAPES for supporting this work 
and to Lucas Antiqueira for extracting CN features for TeMário corpus. 

References 

1. Albert, R., Barabási, A.L.: Statistical mechanics of complex networks. Rev. Mod. 
Phys. 74, 47–97 (2002) 

2. Antiqueira, L.: Development of Complex Networks Techniques for Extractive Automatic 
Sumarization. MSc. Dissertation. ICMC, USP (2007) (in Portuguese) 

3. Barzilay, R., Elhadad, M.: Using Lexical Chains for Text Summarization. In: Mani, I., 
Maybury, M.T. (eds.) Advances in Automatic Text Summarization, pp. 111–121. MIT 
Press, Cambridge (1999) 

4. Batagelj, V., Zaversnik, M.: Partitioning approach to visualization of large networks. In: 
Kratochvíl, J. (ed.) GD 1999. LNCS, vol. 1731, pp. 90–98. Springer, Heidelberg (1999) 

5. Clauset, A., Newman, M.E.J., Moore, C.: Finding community structure in very large net-
works. Phys. Rev. E 70, 66–111 (2004) 



 Combining Multiple Features for Automatic Text Summarization 131 

6. Costa, L.F., da Rocha, L.E.C.: A generalized approach to complex networks. Eur. Phys. J. 
B 50, 237–242 (2006) 

7. Costa, L.F., Kaiser, M., Hilgetag, C.: Beyond the average: detecting global singular nodes 
from local features in complex networks. Physics, 0607272 (2006a) 

8. Costa, L.F., Rodrigues, F.A., Travieso, G., Villas Boas, P.R.: Characterization of complex 
networks: A survey of measurements. cond-mat/0505185 (2006b) 

9. Edmundson, H.P.: New methods in automatic extracting. Journal of the Association for 
Computing Machinery 16, 264–285 (1969) 

10. Hall, A.M.: Correlation-based Feature Selection for Discrete and Numeric Class Machine 
Learning. In: Langley, P. (ed.) Proc. of 17th International Conference on Machine Learn-
ing, pp. 359–366. Morgan Kaufmann, San Francisco (2000) 

11. Hearst, M.A.: TextTiling: A Quantitative Approach to Discourse Segmentation. Technical 
Report 93/24. University of California, Berkeley (1993) 

12. John, G., Langley, P.: Estimating continuous distributions in Bayesian classifiers. In: 
Besnard, P., Hanks, S. (eds.) Proc. of the 11th Conference on Uncertainty in Artificial In-
telligence, Quebec, Canada, pp. 338–345 (1995) 

13. Kupiec, J., Pedersen, J., Chen, F.: A trainable document summarizer. In: Fox, E.A., Ing-
wersen, P., Fidel, R. (eds.) Proc. of the 18th ACM-SIGIR Conference on Research & De-
velopment in Information Retrieval, Seatlle, WA, pp. 68–73 (1995) 

14. Larocca Neto, J., Freitas, A.A., Kaestner, C.A.A.: Automatic text summarization using a 
machine learning approach. In: Bittencourt, G., Ramalho, G.L. (eds.) Proc. of 16th Brazil-
ian Symposium on Artificial Intelligence (SBIA 2002). LNCS (LNAI), vol. 2057, pp. 205–
215. Springer, Heidelberg (2002) 

15. Larocca Neto, J., Santos, A.D., Kaestner, C.A.A., Freitas, A.A.: Generating Text Summa-
ries through the Relative Importance of Topics. In: Monard, M.C., Sichman, J.S. (eds.) 
SBIA 2000 and IBERAMIA 2000. LNCS (LNAI), vol. 1952, pp. 300–309. Springer, Hei-
delberg (2000) 

16. Lee, H.D., Monard, M.C., Wu, F.C.: A Fractal Dimension Based Filter Algorithm to Se-
lect Features for Supervised Learning. In: Sichman, J.S., Coelho, H., Rezende, S.O. (eds.) 
IBERAMIA 2006 and SBIA 2006. LNCS (LNAI), vol. 4140, pp. 278–288. Springer, Hei-
delberg (2006) 

17. Leite, D.S., Rino, L.H.M.: Selecting a Feature Set to Summarize Texts in Brazilian Portu-
guese. In: Sichman, J.S., Coelho, H., Rezende, S.O. (eds.) IBERAMIA 2006 and SBIA 
2006. LNCS (LNAI), vol. 4140, pp. 462–471. Springer, Heidelberg (2006) 

18. Li, S., Ouyang, Y., Wang, W., Sun, B.: Multi-document Support Vector Regression. In: 
Proc. of Document Understanding Conference - DUC 2007, Rochester, NY (2007) 

19. Lin, C., Hovy, E.H.: Automatic Evaluation of Summaries Using N-gram Co-occurrence 
Statistics. In: Proceedings of Language Technology Conference (HLT-NAACL 2003), 
Edmonton, Canada (2003) 

20. Luhn, H.: The automatic creation of literature abstracts. IBM Journal of Research and De-
velopment 2, 159–165 (1958) 

21. Mani, I., Maybury, M.T.: Advances in Automatic Text Summarization. MIT Press, Cam-
bridge (1999) 

22. Mani, I.: Automatic Summarization. John Benjamin’s Publishing Company (2001) 
23. Mihalcea, R.: Language Independent Extractive Summarization. In: Proc. of the 43th An-

nual Meeting of the Association for Computational Linguistics, Companion Volume (ACL 
2005), Ann Arbor, MI (June 2005) 

24. Miller, G.A., Beckwith, R., Fellbaum, C., Gross, D., Miller, K.: Introduction to WordNet: 
An On-line Lexical Database. International Journal of Lexicography 3(4), 235–244 (1990) 



132 D.S. Leite and L.H.M. Rino 

25. Mitchel, T.M.: Machine Learning. McGraw Hill, New York (1997) 
26. Pardo, T.A.S., Rino, L.H.M.: TeMário: A corpus for automatic text summarization (in Por-

tuguese). NILC Tech. Report NILC-TR-03-09 (2003) 
27. Quinlan, J.R.: C4.5 Programs for machine learning. Morgan-Kaufman, San Mateo (1993) 
28. Rino, L.H.M., Módolo, M.: SuPor: An environment for AS of texts in Brazilian Portu-

guese. In: Vicedo, J.L., Martínez-Barco, P., Muñoz, R., et al. (eds.) Advances in Natural 
Language Processing. LNCS, vol. 3230, pp. 419–430. Springer, Heidelberg (2004) 

29. Rino, L.H.M., Pardo, T.A.S., Silla Junior, C.N., Kaestner, C.A.A., Pombo, M.: A Com-
parison of Automatic Summarizers of Texts in Brazilian Portuguese. In: Bazzan, A.L.C., 
Labidi, S. (eds.) SBIA 2004. LNCS (LNAI), vol. 3171, pp. 235–244. Springer, Heidelberg 
(2004) 

30. Salton, G., Singhal, A., Mitra, M., Buckley, C.: Automatic Text Structuring and Summari-
zation. Information Processing & Management 33, 193–207 (1997) 

31. Skorochod’ko, E.F.: Adaptive method of automatic abstracting and indexing. In: Freiman, 
C.V. (ed.) Proceedings of the IFIP Congress, vol. 71, pp. 1179–1182 (1971) 

32. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, Heidelberg (1995) 
33. Watts, D.J., Strogatz, S.H.: Collective dynamics of ‘small-world’ networks. Nature 393, 

440–442 (1998) 
34. Witten, I.H., Frank, E.: Data Mining: Practical machine learning tools and techniques, 2nd 

edn. Morgan Kaufmann, San Francisco (2005) 



A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 133–142, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Some Experiments on Clustering Similar  
Sentences of Texts in Portuguese  

Eloize Rossi Marques Seno and Maria das Graças Volpe Nunes 

NILC-ICMC University of São Paulo 
CP 668P, 13560-970 São Carlos – SP, Brazil 
{eloize,gracan}@icmc.usp.br 

Abstract. Identifying similar text passages plays an important role in many ap-
plications in NLP, such as paraphrase generation, automatic summarization, etc. 
This paper presents some experiments on detecting and clustering similar sen-
tences of texts in Brazilian Portuguese. We propose an evalution framework 
based on an incremental and unsupervised clustering method which is com-
bined with statistical similarity metrics to measure the semantic distance be-
tween sentences. Experiments show that this method is robust even to treat 
small data sets. It has achieved 86% and 93% of F-measure and Purity, respec-
tively, and 0.037 of Entropy for the best case. 

Keywords: Sentence Similarity, Sentence Clustering, Statistical Metrics. 

1   Introduction 

Identifying similar text passages plays an important role in many Natural Language 
Processing (NLP) applications, such as paraphrase generation [1], automatic summari-
zation [4] [5] [6], ontology building [11], digital library systems [13], dialogue systems 
[15], etc. In this paper, we present experiments on identifying and clustering similar 
sentences from one or multiple documents written in Brazilian Portuguese. Sentence 
clustering is performed as a primary step towards aligning and fusing common informa-
tion (e.g., paraphrases and synonyms) among semantically similar sentences.  

We propose an evaluation framework named SiSPI – Similar Short Passages Iden-
tifier, which is based on an incremental and unsupervised clustering method. The 
incremental method is particularly appealing since it is not based on learning and, 
therefore, it does not require a great training data set.  

In order to compute semantic distance between a sentence and a cluster, SiSPI im-
plements three different statistical similarity measures. The first measure, called Word 
Overlap [16], is based on the total of words in common between a sentence and a 
cluster. The two latter are the well-known TF-IDF (Term Frequency Inverse Docu-
ment Frequency) measure from Information Retrieval [10] and the TF-ISF (Term 
Frequency Inverse Sentence Frequency) measure [3], which is an adaptation of the 
TF-IDF (see Section 3).  

Aiming at identifying sets of highly semantically-related sentences from a collec-
tion of documents, a key concept to SiSPI is the notion of similarity. In this study, we 
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follow Hatzivassiloglou et al.’s similarity definition [5], which has been proposed for 
the same task of detecting similar sentences. Thus, we regard two sentences as similar 
if they refer to the same object or event and i) the object either accomplishes the same 
action in both units, or ii) is the subject of the same description. Next, we present 
three sentences on the same event, the domestic bomb explosion, extracted from the 
experimental corpus (see Section 4)1. Despite all sentences refer to the same fact, 
sentences (a) and (b) focus on the explosion in Ministério Público, while sentence (c) 
focuses on the explosion in Secretaria de Estado da Fazenda. Therefore, only sen-
tences (a) and (b) are considered similar. 

 

 
 

The remainder of this paper is organized as follows. Some related works are described 
in Section 2 and the proposed clustering framework is described in Section 3. An 
experimental evaluation using SiSPI is presented in Section 4, and some final remarks 
are presented in Section 5.  

2   Related Work 

Various methods for detecting similar short passages (e.g. sentences and paragraphs) 
have been proposed in the literature recently. Most of them are based on machine 
learning techniques and rely on statistics of words in common [11] [15]. In general, 
they make use of the Salton et al.’s vector space model [10] and of some statistical 
similarity measure to identify similar passages. In [11], for example, the TF-IDF 
model, which is widely used for document clustering (e.g., [3] [8]) is combined with a 
non-hierarquical clustering algorithm in order to cluster sentences and paragraphs for 
ontology enhancement. No evaluation result for the clustering process in specific is 
presented by the authors.  

Despite those works treat short passages, our concept of similarity is more restrict 
than the one used in those works. The concept of similarity used in this work is simi-
lar to the one used in Hatzivassiloglou et al. [5] (see Section 1). The differences rely 
on the fact that they utilize a supervised approach based on linguistic knowledge to 
classify paragraph pairs of documents written in English as similar or non-similar. 
More specifically, those authors make use of a rule induction method, called RIPPER, 
which combines 43 linguistics features. Such features include morphological, syntac-
tic and semantic information. RIPPER has been trained with a corpus of 10.345 
manually-classified paragraph pairs and obtained 45.6% F-measure. In a subsequent 
experiment, reported by [6], a log-linear regression model was based on a more re-
fined set of those features. In addition, they have used a co-reference resolution com-
ponent that allows comparing multiple forms of the same name. This model resulted 
in a performance increase of 51.0% F-measure compared with RIPPER. In [6] an 

                                                           
1 The sentences have been kept in Brazilian Portuguese in order to avoid noise in the translation. 

(a) Uma bomba caseira foi atirada contra a sede do Ministério Público (MP). 
(b) Uma bomba caseira foi jogada contra o prédio do Ministério Público, na capital 
do estado. 
(c) Uma bomba caseira atingiu o prédio da Secretaria de Estado da Fazenda, 
localizado na avenida Rangel Pestana, ao lado do Poupatempo Sé. 
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experiment using a variation of the TF-IDF model which treats paragraphs rather than 
documents is also presented. By using the same data set used by RIPPER and by the 
regression model, such model has obtained 36.7% F-measure on average.  

In spite of machine learning techniques being widely used, they usually require a 
great data set of similar passage instances, which is hard to obtain. Trying to solve 
this, we employ an incremental clustering method which does not require training. 
Our hypothesis is that with an incremental clustering approach it is possible to 
achieve satisfactory results even using statistical similarity metrics only. 

3   The Clustering Framework 

SiSPI is composed by two main processing modules named Sentence Splitting and 
Sentence Clustering (Figure 1). The former splits each document of a collection into 
sentences. The latter identifies and clusters similar sentences. During this process, 
SiSPI makes use of a stemmer [2] and a stoplist. The output is a set of sentence clus-
ter files. 

 
 
 
 
 
   
 
 
 

 
Fig. 1. SiSPI architecture 

 
SiSPI is domain independent, for it is based only on lexical information. It is also 
weakly language-dependent, for it does not use any deeper linguistic knowledge (e.g., 
syntactic and semantic information). 

The Sentence Splitting is performed by a textual-segmentation tool called 
SENTER [7], which is based on a list of abbreviations and some sentence delimiters. 
SiSPI could manage longer passages, as paragraphs, by just substituting this tool.   

The Sentence Clustering module uses the incremental clustering method Single-
pass [14], an effective and widely used algorithm for document clustering ([8]).  

Single-pass requires a single sequential pass over the set of sentences to be clustered. 
The first cluster is created by selecting the first sentence of the first document. At each 
iteration, the algorithm decides on whether a new input sentence should be inserted in 
an existing cluster or should originate a new one. This decision is based on a condition 
specified by the similarity function employed, that is, a similarity threshold. 

In this study, two different similarity functions are evaluated. The first one is based 
on the Word Overlap metric [16], which calculates the number of common words 
between a sentence S and a cluster C, normalized by the total of words of S plus C 
(Formula 1). According to (1), the similarity threshold is a value that ranges from 0 to 
0.5, which is derived experimentally (see Section 4). The larger the similarity value, 

Sentence
Splitting

Document
collection

Stoplist

Sentence
Clustering

Stemmer

Sentence
clusters

Sentence
Splitting

Document
collection

Stoplist

Sentence
Clustering

Stemmer

Sentence
clusters



136 E.R.M. Seno and M.G.V. Nunes 

the more similar the sentence and that cluster are. Notice that in SiSPI each sentence 
belongs to a single cluster. 

Wol (S,C) = #CommonWords(S,C) / (|S| + |C|). (1) 

The second similarity function is the cosine coefficient [10], which is applied to the 
term frequency vector of a sentence and to the vector that represents the most impor-
tant terms of a cluster, named centroid. According to this function, the similarity 
threshold is a value in the range of 0 to 1. The larger the similarity value between the 
vectors, the more similar the sentence and the cluster are. 

The determination of a cluster centroid is based on the relevance of the correspond-
ing words of that cluster, computed by two different metrics. The first metric is a 
slightly modified version of TF-IDF (Term Frequency Inverse Document Frequency) 
[10]. The TF-IDF value of a word w of a cluster c, denoted TF-IDF(w,c), is given by 
Formula 2. 

TF-IDF(w,c) = TF(w,c) * IDF(w). (2) 

where TF(w,c) depictes the number of times the word w occurs in cluster c, i.e., the 
frequency of w in c. The higher the TF value, the more representative the word w is of  
cluster c. The inverse document frequency of a word w, denoted IDF(w), is given by 
Formula 3, where C is the total of sentences of the collection and DF(w) is the sen-
tence frequency of the collection in which w occurs. 

IDF(w) = 1 + log (|C| / DF(w)). (3) 

According to (3), the IDF value is high if the word w occurs in few sentences of a 
collection, meaning that w has a great document-discriminating power. On the other 
hand, the IDF value is low if the word w occurs in many sentences of the collection, 
indicating that w has a little document-discriminating power.  

The second metric used is TF-ISF (Term Frequency Inverse Sentence Frequency) 
[3]. The TF-ISF measure is similar to (1), but we compute the inverse sentence fre-
quency for a specific cluster rather than for the document collection. The inverse 
sentence frequency of a word w, denoted ISF(w), is given by Formula 4, where C is 
the total number of sentences in the current cluster, and SF(w) is the sentence fre-
quency of the cluster in which w occurs. 

ISF(w) = 1 + log (|C| / SF(w)). (4) 

For a word to be representative of a given cluster it must have both a high TF value 
and a high ISF (or IDF) value (therefore, a high TF-ISF (or TF-IDF) value). Thus, 
only the words with highest TF-ISF (or TF-IDF) scores are selected to represent the 
cluster centroid. The number of words to be selected is a given parameter, which was 
derived experimentally, as it will be explained in the next Section. 
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4   Experimental Evaluation 

External or internal quality measures can be used to assess the quality of a clustering 
solution [12]. External quality measures evaluate how good the clusters are when 
compared with reference clusters (often manually classified clusters). So, this kind of 
evaluation can be carried out only if the class of each sentence is determined a priori. 
On the other hand, internal quality measures do not use any kind of external knowl-
edge, and assess only the cohesiveness of a clustering solution, i.e., how similar the 
elements of each cluster are. If the purpose is to measure the goodness of a solution or 
the effectiveness of the clustering method, external measures are more appropriate. In 
this study, we use three external quality measures that are described in Section 4.2. 
Next, we describe the corpus used for the evaluation. 

4.1   The Corpus 

The corpus is composed by 20 collections of news articles, with 3.6 documents on 
average on the same topic per collection (one example of topic is the Virginia Tech 
massacre). This corpus has been manually collected from several web news agencies 
and totalizes 1.153 sentences in 71 documents.  

Aiming at creating a reference clustering corpus, each sentence of each document 
collection has been manually classified (i.e. associated with a cluster name) by the 
first author of this work, according to the similarity definition presented in Section 1.  
In cases when there were more than one possible cluster for a single sentence, only 
one has been chosen. Decisions about the best cluster to be chosen were based on 
semantic similarity (that is, the cluster which was most semantically similar to that 
sentence) or randomly, in cases where clusters were considered equally similar to that 
sentence. Henceforth, we will refer to manual classifications as classes and automatic 
clustering as clusters. 

4.2   The Evaluation Measures 

The accuracy of the produced clustering solution has been assessed by using the well-
known Precision and Recall metrics, redefined in the cluster domain (see [4] and 
[12]).  

Let N be the total number of sentences to be clustered, K the set of classes, C the 
set of clusters and nij the number of sentences of the class ki ∈ K that are present in 
cluster cj ∈ C. The Precision and Recall for ki and cj, denoted P(ki,cj) and R(ki,cj), 
respectively, are computed by formulas 5 and 6. Precision is given by the number of 
sentences of cluster cj that belong to the class ki, thus measuring the homogeneity of 
cluster cj with respect to class ki. Similarly, Recall is given by the number of sen-
tences of class ki that are present in cluster cj, thus measuring how complete cluster cj 
is with respect to class ki. We also measure the quality of cluster cj in describing the 
class ki, by calculating the harmonic mean between Recall and Precision of cluster cj 
regarding class ki (Formula 7). This is also known as F-measure. 

P(ki,cj) =     nij / |cj|. (5) 
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R(ki,cj) =     nij / |kj|. (6) 

F(ki,cj) =  (2*R(ki,cj)* P(ki,cj))  / (R(ki,cj)+P(ki,cj)). (7) 

The F-measure for each class over the entire data set is based on the cluster that best 
describes each class ki, i.e., the one that maximizes F(ki,cj) for all j. Thus, the overall 
F-measure of a clustering solution S, denoted F(S), is calculated by using the 
weighted sum of such maximum F-measures for all classes, according to Formula 8. 
F(S) values range from 0 (worse) to 1 (best). 

F(S) = ∑      |ki|    max cj ∈ C {F(ki,cj)}. 
              ki ∈ K   N           

(8) 

The second metric employed is Entropy [12]. It measures how well each cluster is 
organized, i.e., how the various classes of sentences are distributed in each cluster. A 
perfect clustering solution will be the one in which all clusters contain sentences from 
a single class only. In this case the Entropy is zero. The calculation of Entropy is 
based on the class distributions in each cluster. This is exactly what is done by Preci-
sion metric. In fact, Precision represents the probability of a sentence randomly cho-
sen from cluster cj to belong to class ki. Hence, the Entropy of a cluster cj, denoted 
E(cj), can be calculated by Formula 9. 

E(cj) = -∑  P(ki,cj) log P(ki,cj).    
                                                      ki 

(9) 

The Entropy of a whole clustering solution S, denoted E(S), is given by the sum of the 
individual cluster entropies weighted by the size of the cluster, (Formula 10). E(S) 
values are always positive. The smaller the E(S), the better the clustering solution is. 

E(S) = ∑  |cj|   E(ci). 
                                                                 cj   N 

(10) 

The third metric used is Purity [9], which is given by the percentual of the most fre-
quent class of a given cluster. Thus, the Purity of a cluster cj, denoted P(cj), is defined 
by the class ki that maximizes the Precision of that cluster (Formula 11).  

P(cj) = max ki {P(ki,cj)}. (11) 

The overall Purity of a clustering solution, denoted P(S), is given by a weighted sum 
of the individual cluster purities (Formula 12). P(S) values range from 0 (worse) to 1 
(best). 

P(S) = ∑        |ci|  P(cj). 
                                                    cj ∈ C    N  

(12) 

It is interesting to note that the Entropy and Purity metrics evaluate the goodness of a 
clustering solution, while F-measure evaluates the effectiveness of the clustering 
method. In the next section we present the goodness and effectiveness results for 
SiSPI.  



 Some Experiments on Clustering Similar Sentences of Texts in Portuguese 139 

4.3   Experimental Results 

Regarding TF-IDF and TF-ISF models, two parameters are relevant for evaluating a 
clustering solution: the centroid size and the similarity threshold. The first one is used 
to measure the similarity between a cluster and a candidate sentence to be added to it. 
The second one plays the role of a similarity limit, indicating when a sentence origi-
nates a new cluster.  
    The first experiment was carried out with four different configurations of centroids: 
5, 10, 15 and 20 words. For this experiment, a similarity threshold of 0.4 (empirically 
determined) has been used. The average values obtained for each assessment measure 
for all collections are depicted in Table 1. The purpose of this experiment was to 
identify the centroid configuration that best describes our data set for each similarity 
measure. 

Table 1. Average results obtained for TF-IDF and TF-ISF with 4 different centroid sizes 

TF-IDF TF-ISF Centroid size 
in words Entropy F-measure Purity Entropy F-measure Purity 

5 0.035 0.860 0.941 0.101 0.860 0.917 
10 0.037 0.860 0.939 0.106 0.863 0.912 
15 0.036 0.862 0.940 0.101 0.864 0.913 
20 0.042 0.862 0.938 0.106 0.863 0.913 

In general, the difference between the results of all configurations for both models is 
little. Regarding effectiveness (i.e. F-measure), the TF-IDF best performance was 
achieved using a 15 and a 20-word centroid, while the TF-ISF best performance was 
achieved using a 15-word centroid. However, regarding cluster goodness (measure in 
terms of Entropy and Purity), a 5-word centroid was the best configuration for both 
cases (except for TF-ISF whose Entropy values were the same for both configurations).  

As F-measure is more complete than Entropy and Purity (those do not address the 
question of whether all elements of a given class are present in a single cluster), we 
preferred to use the configuration with the highest F-measure instead of the highest 
Entropy and Purity values. So, in the following experiments we have used a 15-word 
centroid. This value is close to the one used in document clustering, whose experi-
ments show a 10-word centroid is enough to give a clear idea of what each cluster is 
about [8].  

To identify the best similarity threshold, each similarity model has been assessed 
with several different threshold configurations that range from 0.1 to 1 (except Word 
Overlap that ranges from 0.1 to 0.5). The average values for all collections are shown 
in Table 2.   

According to Table 2, in all cases, the Entropy values improve in a considerably 
way as the threshold increases. This also happens with F-measure and Purity values, 
but up to a given point, from which those values decrease smoothly. F-measure 
achieves its maximum at a threshold of 0.2, 0.3 and 0.4 for Word Overlap, TF-IDF 
and TF-ISF, respectively. Regarding Purity, the values increase until a similarity of 
0.3 for Word Overlap, and of 0.5 for TF-IDF and TF-ISF models. 
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Table 2. Average results obtained for each similarity measure with different thresholds 

 Similarity  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Entropy 0.843 0.287 0.096 0.037 0.016 0.005 0.004 0.003 0.002 0.001 

F-measure 0.603 0.814 0.886 0.860 0.841 0.828 0.812 0.799 0.775 0.736 
TF-IDF 

Purity 0.549 0.808 0.907 0.934 0.945 0.945 0.942 0.940 0.941 0.938 
TF-ISF Entropy 1.759 0.900 0.319 0.101 0.043 0.013 0.004 0.003 0.002 0.002 

 F-measure 0.348 0.603 0.805 0.864 0.856 0.843 0.828 0.813 0.798 0.786 
 Purity 0.315 0.564 0.804 0.913 1.000 0.950 0.954 0.953 0.952 0.951 

Entropy 0.572 0.079 0.010 0.000 0.001 - - - - - 
F-measure 0.695 0.860 0.838 0.809 0.786 - - - - - 

Word 
Overlap 

Purity 0.654 0.908 0.946 0.943 0.941 - - - - - 

Specifically regarding Entropy and Purity values, they can be explained by the fact 
that whereas the threshold increases, the number of clusters also grows in a way that 
they become more homogeneous, i.e., the variety of classes in each cluster tend to de-
crease. Moreover, since the corpus contains many non-similar sentences, it is expected 
that those values increase even more, once many clusters contain only one sentence. 
With respect to F-measure, in spite of the cluster tendency to become more homogenous 
(increasing the precision), as the threshold increases, it becomes harder to identify those 
sentences that are semantically equivalent but lexically different (e.g. paraphrases). 
Hence, the recall values tend to decrease, damaging the model performance. 

In terms of providing both good performance and cluster goodness, the TF-IDF 
model with a similarity of 0.42 (here TF-IDF-0.4), performed as the most appropriate 
for our purpose. Besides TF-IDF-0.4 has achieved a F-measure of 86.0% (the best F-
measure was 88.6% (TF-IDF-0.3)), its Entropy and Purity values are good, mainly if 
they were compared with those obtained for TF-IDF-0.3, TF-ISF-0.4 and Word-
Overlap-0.2. Moreover, the standard deviation obtained for TF-ISF-0.4 (0.07 for  
F-measure, 0.06 for Purity and 0.05 for Entropy) was smaller than that obtained for 
TF-IDF-0.3 (0.08 for F-measure, 0.07 for Purity and 0.10 for Entropy), TF-ISF-0.4 
(i.e. 0.09 for F-measure, 0.08 for Purity e 0.09 Entropy) and Word Overlap (0.08 for 
F-measure, 0.06 for Purity and 0.07 Entropy). Figure 2 shows an example of sentence 
cluster built by using TF-IDF-0.4. According to the human classification, this cluster 
consists of 4 sentences and SiSPI found 3 of them (therefore, 85% F-measure, 100% 
Purity and 0 Entropy for this specific cluster). 

 

 

 

 

Fig. 2. Example of a cluster generated by SiSPI with TF-IDF-0.4 version 

                                                           
2 Coincidentally, this value is equal to the empirical value used in the first experiment. 

[1] A polícia informou que o grupo já desviou R$ 70 milhões, desde 2004. 
[2] O grupo é acusado de lesar os cofres públicos em cerca de R$ 70 milhões. 
[3] Segundo divulgado pela PF, o grupo criminoso desviou desde 2004 cerca de 
R$ 70 milhões dos cofres públicos, por meio do pagamento de serviços, compras 
e obras superfaturadas. 
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5   Conclusions 

We presented experiments using SiSPI, a sentence clustering framework which, for 
our best knowledge, is the first one proposed for Portuguese. SiSPI is domain inde-
pendent and may be easily customized to other languages. Moreover, it can treat other 
similarity definitions just by adjusting the similarity threshold.  

SiSPI’s incremental clustering approach makes it robust even to treat small data 
sets. We believe that such approach will allow SiSPI to manage larger corpora with 
similar performance to that achieved using small corpus. Performance gains should be 
obtained by making use of, for instance, a synonym and/or paraphrase set, what may 
be useful to identify sentences with a lot of paraphrases. 

Acknowledgements. We thank CNPq for financial support. 
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Abstract. Entropy Guided Transformation Learning (ETL) is a new
machine learning strategy that combines the advantages of Decision
Trees (DT) and Transformation Based Learning (TBL). In this work, we
apply the ETL framework to Portuguese Part-of-Speech Taggging. We
use two different corpora: Mac-Morpho and Tycho Brahae. ETL achieves
the best results reported so far for Machine Learning based POS tagging
of both corpora. ETL provides a new training strategy that accelerates
transformation learning. For the Mac-Morpho corpus this corresponds to
a factor of three speedup. ETL shows accuracies of 96.75% and 96.64%
for Mac-Morpho and Tycho Brahae, respectively.

1 Introduction

Part-of-Speech (POS) tagging is the process of assigning a POS or other lexical
class marker to each word in a text [1]. POS tags classify words into categories,
based on the role they play in the context in which they appear. The POS
tagging is a key input feature for NLP tasks like phrase chunking and named
entity recognition.

Since the last decade, many machine learning based POS taggers were pro-
posed, such as Transformation Based Learning (TBL) [2], Maximum Entropy
Models (MaxEnt) [3], Hidden Markov Models (HMM) [4], Decision Trees (DT)
[5], Support Vector Machines (SVM)[6] and Cyclic Dependency Network using
a rich feature set [7]. State-of-the-art POS taggers for English language achieve
accuracies between 96.6% and 97.2%.

Some of the above refered machine learning techniques have been tested for
the Portuguese language: Transformation Based Learning [8,9], Markov Mod-
els [10,11], Maximum Entropy Models [12] and Decision Trees [12]. The best
reported results for Portuguese language achieve accuracies between 95% and
95.5%.

In this work, we apply Entropy Guided Transformation Learning (ETL) to
Portuguese Part-of-Speech Taggging. ETL is a new machine learning strategy
that combines the advantages of DT and TBL [13]. The ETL key idea is to use
decision tree induction to obtain feature combinations (templates) and then use

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 143–152, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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the TBL algorithm to generate transformation rules. ETL produces transfor-
mation rules that are more effective than decision trees. It also eliminates the
need of a problem domain expert to build TBL templates, which is a very labor
intensive task. One advantage of ETL over probabilistic methods is that its out-
put is a set of transformation rules that can be converted into a deterministic
finite-state transducer [14]. This yields to optimal time implementations of ETL
POS taggers. In [14] it is showed that a transformation based English pos tagger
converted into a finite-state tagger requires n steps to tag a sentence of length n,
independently of the number of rules and the length of the context they require.

We evaluate the performance of ETL over two Portuguese corpora: Mac-
Morpho [15] and Tycho Brahe [16]. We compare the ETL results with the ones
of DT, TBL, and MXPOST taggers [3]. For both corpora, ETL shows the best
results reported so far.

The remainder of this paper is organized as follows. In section 2, the ETL
strategy is described. In section 3, we describe the ETL Part-of-Speech tagger.
In section 4, the experimental design and the corresponding results are reported.
Finally, in section 5, we present our concluding remarks.

2 Entropy Guided Transformation Learning

Entropy Guided Transformation Learning (ETL) is a new machine learning strat-
egy that combines the advantages of Decision Trees (DT) and Transformation-
Based Learning (TBL) [13]. The key idea of ETL is to use decision tree induction
to obtain templates. Next, the TBL strategy is used to generate transformation
rules. ETL has been successfully applied to the multilanguage phrase chunking
task [17]. The ETL method is illustrated in the Fig. 1.

ETL method uses a very simple DT decomposition scheme to extract tem-
plates. The decomposition process includes a depth-first traversal of the DT.
For each visited node, a new template is created by combining its parent node

Fig. 1. ETL - Entropy Guided Transformation Learning
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template with the feature used to split the data at that node. We use pruned
trees in all experiments shown in section 4.

TBL training time is highly sensitive to the number and complexity of the
applied templates. On the other hand, ETL provides a new training strategy
that accelerates transformation learning. This strategy is based in an evolution-
ary template approach as described in [18]. The basic idea is to successively
train simpler TBL models using subsets of the template set extracted from the
DT. Each template subset only contains templates that include feature combi-
nations up to a given tree level. In this way, only a few templates are considered
at any point in time. Nevertheless, the descriptive power is not significantly
reduced.

The next two sections briefly review the DT learning algorithm and the TBL
algorithm.

2.1 Decision Trees

Decision tree learning is one of the most widely used machine learning algo-
rithms. It performs a partitioning of the training set using principles of Infor-
mation Theory. The learning algorithm executes a general to specific search of a
feature space. The most informative feature is added to a tree structure at each
step of the search. Information Gain Ratio, which is based on the data Entropy,
is normally used as the informativeness measure. The objective is to construct a
tree, using a minimal set of features, that efficiently partitions the training set
into classes of observations. After the tree is grown, a pruning step is carried out
in order to avoid overfitting.

One of the most used algorithms for induction of a DT is the C4.5 [19]. We
use Quinlan’s C4.5 system throughout this work.

2.2 Transformation-Based Learning

Transformation Based error-driven Learning (TBL) is a successful machine learn-
ing algorithm introduced by Eric Brill [2]. It has since been used for several
Natural Language Processing tasks, such as part-of-speech (POS) tagging [2],
English text chunking [20,21], spelling correction [22], Portuguese appositive
extraction [23], Portuguese named entity extraction [24] and Portuguese noun-
phrase chunking [25], achieving state-of-the-art performance in many of them.

The TBL algorithm generates an ordered list of rules that correct classification
mistakes in the training set, which have been produced by an initial classifier.
The requirements of the algorithm are:

– two instances of the training set, one that has been correctly labeled, and
another that remains unlabeled;

– an initial classifier, the baseline system, which classifies the unlabeled train-
ing set by trying to apply the correct class for each sample.

– a set of rule templates, which are meant to capture the relevant feature
combinations that would determine the sample’s classification.
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The TBL algorithm can be depicted as follows:

1. Starts applying the baseline system, in order to guess an initial classification
for the unlabeled version of the training set;

2. Compares the resulting classification with the correct one and, whenever a
classification error is found, all the rules that can correct it are generated by
instantiating the templates. Usually, a new rule will correct some errors, but
will also generate some other errors by changing correctly classified samples;

3. Computes the rules’ scores (errors repaired - errors created). If there is not a
rule with a score above an arbitrary threshold, the learning process is stopped;

4. Selects the best scoring rule, stores it in the set of learned rules and applies
it to the training set;

5. Returns to step 2.

When classifying a new sample item, the resulting sequence of rules is applied
according to its generation order.

3 Part-of-Speech Tagging Using ETL

Our POS modeling approach follows the two stages strategy proposed by Brill
[2]. First, we apply the morphological stage. Next, the contextual stage is applied.

Morphological stage, where we learn rules to classify unknown words. These
rules contain morphological information such as:

– The prefix/suffix of the word up to c characters (we use c=5)
– Does the word contain a specific character
– Adding/subtracting a prefix/suffix of c characters results in a word in vo-

cabulary

Contextual stage, where we use contextual information (neighbors words and
pos tags) to learn rules to classify known words.

We use the ETL strategy for the learning of contextual rules only. The features
and template set used in the morphological stage are the same used in [2].

The used base line system (BLS) assigns to eachword the POS tag thatwasmost
frequently associated with that word in the training set. If captalized, an unknown
word is tagged as a proper noun, otherwise it is tagged as a common noun.

The DT learning works as a feature selector and is not affected by irrelevant fea-
tures. For POS tagging, we have tried several context window sizes when training
the ETL tagger. Some of the tested window sizes would be very hard to be ex-
plored by a domain expert using TBL alone. The corresponding huge number of
possible templates would be very difficult to be managed by a template designer.

4 Experiments

This section presents the experimental setup and results of the application of
ETL to Portuguese POS Tagging. ETL results are compared with the results of
DT, TBL using hand-crafted templates, Hidden Markov Models (HMM), Vari-
able Length Markov Chain (VLMC) and Maximum Entropy Models (MaxEnt).
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The following experimental setup provided us our best results.

ETL In the ETL learning, we use the features word and POS. In order to
overcome the sparsity problem, we only use the 200 most frequent words
to induce the DT. In the DT learning, the pos tag of the word is the one
applied by the initial classifier (BLS). On the other hand, the pos tag of
the neighbor words are the true ones. We report results for ETL trained
with all the templates at the same time and also using template evolution.

TBL The results for the TBL approach refer to the contextual stage trained
using the lexicalized templates set proposed in [2]. These template set
uses combinations of words and pos tags in a context window of size 7.

DT the best result for the DT classifier is shown. The features word and POS
in a context window of size 7 are used to generate the DT classifier. The
pos tag of a word and its neighbors are the ones guessed by the initial
classifier. Using only the 200 most frequent words gives our best results.

The MaxEnt tagger tested is the MXPOST [3]. We train and test the MX-
POST tagger using the same corpus partitions used for training ETL. MXPOST
does not have parameters to be customized. We compare ETL with HMM and
VLMC only for the Tycho Brahe corpus, the HMM and VLMC results are the
ones reported in [11].

In all experiments, the term WS=X subscript means that a window of size X
was used for the given model. For instance, ETLWS=3 corresponds to ETL trained
with window of size three, that is, the current token, the previous and the next one.

Next, we present the results for each of the two corpora: Mac-Morpho and
Tycho Brahe.

4.1 Mac-Morpho Corpus

The Mac-Morpho corpus [15] contains 1.2 million manually tagged words. Its
tagset contains 22 POS tags and 10 more tags that represent additional semantic
aspects. We divide the corpus into an 1M words training set and a 200K words
test set. We carry out tests with and without using the 10 additional tags.

In Table 1, we compare the performance of ETL with DT, TBL and the
MXPOST tagger for the POS tagging of the Mac-Morpho corpus without the

Table 1. POS Taggers performance on the Mac-Morpho Corpus

Classifier Accuracy (%) # templates

BLS 90.71 –
DT 85.58 –
MXPOST 96.30 –
TBL 96.60 26
ETLWS=3 96.60 21
ETLWS=5 96.72 52
ETLWS=7 96.75 72
ETLWS=9 96.74 82
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Condition Rule Change

word=*m N → V

’,’ ∈ word N → NUM

word=*ar N → V

word=*ndo * → V

word=*do N → PCP

word+’m’= * → V
known word

word=*u N → V

word=*da N → PCP

word=*dos N → PCP

word=*das N → PCP

(a) Morphological Rules

Condition Rule Change

pos[1]=ART ART → PREP

pos[-1]=V PRO-KS-REL → KS

word[0]=de ∧ pos[-1]=NPROP PREP → NPROP
∧ pos[1]=NPROP

pos[1]=V ∧ word[0]=a ART → PREP

pos[-1]=N ∧ pos[-2]=ART N → ADJ

word[1]=de ART → PROSUB

pos[1]=ART VAUX → V

pos[1]=PCP V → VAUX

pos[1]=PRO-KS-REL ART → PROSUB

pos[1]=PREP ∧ pos[-1]=ART ADJ → N

(b) Contextual rules

Fig. 2. Top 10 morphological (left) and contextual (right) rules for POS Tagging of the
Mac-Morpho. For the morphological rules, word=*m is short for the test word ends in
m, ’x’ ∈ word is short for word contains the character ’x’.

10 additional tags. We also report the total number of templates for each case.
We can see that ETL, even using a small window size, produces better results
than DT and MXPOST. ETL slightly outperforms TBL when using a window
size larger than three. The accuracy of the ETLWS=7 classifier is 0.45% higher
than the one of MXPOST, 11.17% higher than the one of the DT classifier, and
0.15% higher than the one of TBL. The ETLWS=7 accuracy, 96.75%, is the best
one reported so far for the Mac-Morpho corpus. Figure 2(b) displays the top
10 contextual rules1 learned by the ETLWS=7 classifier. The first morphological
rule states that unknown words ending with m and tagged as N (noun), must
have their tags changed to V (verb). The first contextual rule states that if a
word and its right neighbor are tagged as ART (article) the word must have its
tag changed to PREP (preposition).

In Table 2, we show the performance of ETL using template evolution. The
template evolution strategy reduces the average training time in approximately
68% with no loss in the tagger efficacy. This is a remarkable reduction, since we

Table 2. ETL with template evolution performance on the Mac-Morpho Corpus

Classifier Accuracy (%) Training time reduction (%)

ETLWS=3 96.57 55.6
ETLWS=5 96.71 70.5
ETLWS=7 96.74 72.6
ETLWS=9 96.73 74.0

1 Where: N=Noun, NPROP=Proper noun, V=Verb, VAUX=Auxiliary verb,
ADJ=Adjective, NUM=Number, PCP=Past participle or adjective, ART=Article,
PREP=Preposition, KS=Coordinating conjunction, PRO-KS-REL=Relative subor-
dinating pronoun, PROSUB=Non-subordinating pronoun as a noun phrase nucleus.
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Table 3. POS Taggers performance for unknown words on the Mac-Morpho Corpus

Classifier Accuracy (%)

BLS 63.01
Morpho. stage (TBL ) 85.89
TBL 87.64
ETLWS=7 87.95
MXPOST 88.87

use an implementation of the fastTBL algorithm [26] that is already a very fast
TBL version.

In the test set, 4.18% of the words are unkown, what means that these words
do not appear in the training set. In table 3, we show the performance of the tag-
gers in the classification of unkown words. MXPOST has the best performance
for this part of the test set. ETL and TBL accuracies correspond to the ones
obtained after the application of their respective contextual rules. Figure 2(a)
displays the top 10 rules learned in the morphological stage.

In Table 4, we compare the performance of ETL with DT, TBL, MXPOST
and TreeTagger [5] for the POS tagging of the Mac-Morpho corpus with the 10
additional tags. The TreeTagger result is the one reported in [12]. Again, ETL
outperforms the other taggers.

Table 4. POS Taggers performance on the Mac-Morpho Corpus with 10 additional
tags

Classifier Accuracy (%) # templates

BLS 85.58 –
DT 85.26 –
TreeTagger 94.16 –
MXPOST 95.84 –
TBL 96.32 26
ETLWS=3 96.25 21
ETLWS=5 96.33 53
ETLWS=7 96.37 74
ETLWS=9 96.36 87

4.2 Tycho Brahe Corpus

The Tycho Brahe corpus [16] contains a total of 1,035,593 manually tagged
words. It uses a set of 383 tags and is composed of various texts from historical
Portuguese. In our experiments, we use exactly the same split of [11], which
divide the corpus into a training set containing 775,602 words, and a testing set
containing 259,991 words. Hence, our results can be directly compared with the
ones of [11].

In Table 5, we compare the performance of ETL with DT, TBL, HMM, VLMC
and the MXPOST tagger for the POS tagging of the Tycho Brahe corpus. The
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Table 5. POS Taggers performance on the Tycho Brahe Corpus

Classifier Accuracy (%) # templates

BLS 91.12 –
DT 83.25 –
HMM 93.48 –
VLMC 95.51 –
MXPOST 96.32 –
TBL 96.63 26
ETLWS=3 96.53 16
ETLWS=5 96.62 36
ETLWS=7 96.64 43
ETLWS=9 96.63 49

results for HMM and VLMC are the ones reported in [11]. We can see that ETL,
even using a small window size, produces better results than DT, HMM, VLMC
and MXPOST. The accuracy of the ETLWS=7 classifier is 13.39% higher than
the one of the DT, 3.16% higher than the one of the HMM, 1.13% higher than
the one of the VLMC and 0.32% higher than the one of MXPOST. ETL and
TBL achieve similar results. The ETLWS=7 accuracy, 96.64%, is the best one
reported so far for the Tycho Brahe corpus.

In Table 6, we show the performance of ETL using template evolution. The
template evolution strategy reduces the average training time in approximately
59% with no loss in the tagger efficacy.

Table 6. ETL with template evolution performance on the Tycho Brahe Corpus

Classifier Accuracy (%) Training time reduction (%)

ETLWS=3 96.50 46.5
ETLWS=5 96.59 62.2
ETLWS=7 96.60 62.6
ETLWS=9 96.61 63.3

Table 7. POS Taggers performance for unknown words on the Tycho Brahe Corpus

Classifier Accuracy (%)

BLS 17.85
Morpho. stage (TBL ) 72.87
TBL 76.49
ETLWS=7 76.42
MXPOST 79.45

In the test set, 3.42% of the words are unkown, which means that these words
do not appear in the training set. In table 7, we show the performance of the tag-
gers in the classification of unkown words. MXPOST has the best performance
for this part of the test set. ETL and TBL accuracies correspond to the ones
obtained after the application of their respective contextual rules.
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5 Conclusions

In this paper, we approach the Portuguese Part-of-Speech task using Entropy
Guided Transformation Learning (ETL). We carry out experiments with two
corpora: Mac-Morpho and Tycho Brahae. ETL achieves the best results reported
so far for Machine Learning based POS tagging of both corpora. ETL provides
a new training strategy that accelerates transformation learning. For the Mac-
Morpho corpus this corresponds to a factor of three speedup.

One advantage of ETL over probabilistic methods is that its output is a set of
transformation rules that can be interpreted by humans and can be extremely
fast to apply [14]. The main ETL advantage over TBL is that we do not need a
problem domain expert to construct rule templates. Therefore, ETL makes easy
to incorporate new input features such as the ones provided by a lemmatizer.
As a future work, we plan to use a richer feature set, as in [7], to improve the
ETL Portuguese POS tagger performance.

Acknowledgments
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tal, V.: A machine learning approach to the identification of appositives. In: Pro-
ceedings of Ibero-American AI Conference, Ribeirão Preto, Brazil (2006)
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Abstract. This work presents the implementation of an automatic coref-
erence resolution system based on supervised machine learning that is ca-
pable of processing any type of noun phrases for Portuguese. The system
was trained and tested in a journalistic corpus formed by 50 texts with
a total of 5047 markables. Both the induced classifier and the anaphoric
clustering algorithm were evaluated using appropriate metrics. The clus-
tering evalution was performed using the MUC and B3 scorers.

1 Introduction

The Natural Language Processing (NLP) area focuses on the construction of
applications capable of interpreting or generating information provided in Nat-
ural Language (NL)[1]. In Information Extraction (IE), the target data must be
found in a set of texts. In a text, the target information (or objects of interest)
are linked in different ways in different places. The problem of determining which
references point to which objects is one of the several challenges of the process.
This is the problem studied in this work.

In this work we present an approach based on supervised machine learning to
perform the automatic coreference resolution for Portuguese. The coreferential
data may be used to help the resolution of other NLP problems such as automatic
translation and summarization. The use of coreferential data might enrich the
results of these applications by making them more cohesive and intelligible[2].

The system presented here bases its ideas on the work of Soon et al. [3],
one of the first works using the machine learning approach for English. The
process consists in deriving subsets of text expressions (the coreference chains)
first identifying pairs of expressions that are anaphoric and then grouping the
pairs that relate to each other thus forming the coreference chains.

2 Related Work

A large number of works for the English language restrict the problem to the
resolution of pronominal anaphora (e.g. [4], [5], [6], [7] and [8]). A portion of
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these works ([4], [6] and [8]) use a rule-based approach to determine pronominal
anaphoricity that makes use of syntactic information.

There are also several works for resolving anaphora and coreference in English.
Part of these works use the corpus based machine learning approach (e.g. [9],
[10], [11], [12], [13], [3]) and others adopt statistical approaches to solve the
same problem (e.g. [4], [14], [15], [6], [7]). Some other works ([16], [17] and [18] -
the latter ones for Portuguese) aim to solve a related problem, the referential
expressions classification. The expressions are classified as new or old (the latter
being anaphoric or coreferential expressions) in the text.

Soon et al.[3] was one of the first works to use machine learning together
with data provided by annotated corpora for English. Besides, Soon et al. does
not have restrictions on the type of noun phrases (it uses all types of noun
phrases) and has presented results comparable or even better than other works
that don’t use the machine learning approach. The system uses 12 features to
help the determination of whether a given pair of expressions is anaphoric or
not. The features are based on positional, syntactic, morphological and seman-
tic (with the help of the WordNet[19]) information. The system was evaluated
with the datasets and metrics provided and defined by Message Understanding
Conferences 6 (MUC-6)[20] and MUC-7[21].

There aren’t many works for resolving anaphora and coreference for Por-
tuguese. We can cite the works of Coelho and Carvalho[22], a Lappin and Leass[6]
algorithm adaptation for Portuguese; a multi-agent implementation developed
by Paraboni[23] and a Mitkov’s algorithm[24] adaptation for Portuguese[2].

All these threeworksmakeuse of linguistic knowledge.Coelho andCarvalho[22],
for example, needs the text’s syntactic tree. Paraboni[23] requires morphological,
syntactic and pragmatic information. In the work of Chaves[2], an annotated cor-
pus with morphological and syntactic information is used to help the process of
resolving pronominal anaphora. These systems are restricted to pronominal noun
phrases and don’t use machine learning nor semantic knowledge.

The machine learning corpus based approach has been having, in the worst
case, as good results as the approaches that are not based on machine learning.
Furthermore, there’s a tendency for the utilization of semantic information to
help the task of anaphoricity and coreference resolution. Ng presents a study[25]
that explicitly shows that better results may be achieved when using semantic
data. This is reinforced by the results of a series of other works ([9], [13], [3],
[26], [27], [28]).

3 A Coreference Resolution Approach for Portuguese

The system’s final goal is to automatically extract the coreference chains of
texts written in Brazilian Portuguese. The solution implemented uses machine
learning to learn a classifier which receives as input noun phrases pairs as well
as properties (features) about them.
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Fig. 1. The system’s architecture

The system is composed of three modules: the pairs and features generator,
the classifier and the anaphoric pairs clustering module. The relationship of these
modules can be seen in Fig. 1.

The pairs and features generator module is the main part of the system.
It receives input files with linguistic information of the texts being processed
provided by the PALAVRAS[29] parser and the manually annotated coreference
chains of these texts. The objective of this module is to generate pairs of noun
phrases as well as some features about them. This pairs list is then used to
induce a classifier using a decision tree algorithm.

Since we use a supervised machine learning algorithm, we must provide posi-
tive and negative instances for the classifier’s induction. The positive and nega-
tive pairs generation is implemented following the algorithm proposed by Soon et
al.[3]. The positive pair generation consists in forming pairs of adjacent expres-
sions of the manually annotated chains of each text. For example, if the manually
annotated chain is (A, B, C, D), the positive instances are (A, B), (B, C) and
(C, D). The negative pair generation was conceived with the idea that between
the two members of each antecedent-anaphor pair, there are other expressions
that don’t belong to any coreference chain or belong to other chains. To form
the negative instance, each one of these expressions is paired with the anaphor.
If the expressions x, y and z appear between the pair (A, B), according to the
algorithm, the negative instances generated would be: (x, B), (y, B) and (z, B).

For each pair, negative or positive, a total of 10 features are processed. These
features are based on positional, syntactic, morphological and semantic informa-
tion. The syntactic, morphological and semantic information are obtained using
the PALAVRAS parser. The semantic data provided by PALAVRAS relies on
the concept of semantic prototype introduced by Bick[29][30]. The features pro-
cessed by this module were all developed for Portuguese. They are:
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1. cores-match: if the antecedent and the anaphor noun phrase’s core are
equal, then this feature value is true (false if different).

2. distance: the possible values for this feature are integers greater than 0. It
determines the distance in sentences of each expression forming the pair. If
the two noun phrases are in the same sentence, the distance is 0.

3. antecedent-is-pronoun: receives true if the main word that composes the
antecedent is a pronoun and false otherwise.

4. anaphora-is-pronoun: receives true if the main word that composes the
anaphor is a pronoun and false otherwise.

5. both-proper-names: if both the antecedent and the anaphor are proper
names, this feature is true (false otherwise).

6. gender-agreement: if the gender of the core word of the expressions is the
same (i.e. both masculine or feminine), this feature receives the value 1. If
the value of one of the core words is unknown, this feature receives the value
2. If the gender is different this feature receives the value 0.

7. number-agreement: if both expressions agree on number (i.e. singular or
plural), this feature is true (false otherwise).

8. both-subject: this feature is true if both noun phrases are subject of the
sentences they belong to (false otherwise).

9. semantic-agreement: if both expression’s core words are different (i.e. the
core-matches feature is false) and they have the same semantic tags, this
feature is true. False otherwise.

10. same-semantic-group: if both the cores are different and the semantic tags
belong to the same semantic group, the value of this feature is true (false
otherwise).

The pairs and features generator creates three output files: the Attribute-
Relation File Format (ARFF), the pairs file and the manually annotated coref-
erence chains file. The ARFF is the input for the Waikato Environment for
Knowledge Analysis (WEKA)[31] application. WEKA is a collection of machine
learning algorithms for data mining tasks. The pairs file is a list of the antecedent-
anaphora pairs generated along with its features. The last file is just a reference
file which contains all the manually annotated coreference chains. These three
output files contain information for all the texts being processed. If 10 texts are
being processed, these files contain data from all of them.

WEKA is used to induce a classifier using the ARFF file. With the induced
classifier, the classifier module is built. The classifier module is then used to
determine whether each pair of the pairs file (the input file for this module)
is anaphoric or not. The classifier module outputs one list with all the pairs
antecedent-anaphora classified.

The next step is to use the pairs clusterer module with the classified pairs
list and the manually annotated coreference chains file to group the anaphoric
pairs that relate to each other into groups (the coreference chains). The pairs
clusterer algorithm works as follows: for each anaphoric antecedent-anaphora
pair, if both the antecedent and the anaphora weren’t processed yet, a new
chain with the antecedent and the anaphora is created. If only the the anaphora
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wasn’t processed, it is likely that the chain to which the pair belongs to has
already been created. If the antecedent of the current pair matches the last
element of a chain already created, the anaphora is added to this chain. This
process continues until the end of the list of pairs. The pairs clusterer module
generates a file which contains all the automatically extracted coreference chains
of all texts processed by the system.

4 Evaluation

In order to evaluate the system’s perfomance we have used a brazilian Por-
tuguese corpus with manually annotated coreference information. The Summ-It
corpus[32] is formed by 50 texts from the Ciências section of the Folha de São
Paulo newspaper. These texts are a fraction of the PLN-BR1 corpus. The Summ-
It is the first proposal of a corpus annotated with coreference data for Portuguese
since there isn’t anything like the MUC2 or the Automatic Content Extraction
(ACE)3 for Portuguese.

Table 1. Summ-it corpus coreference annotation

Classification # (%)

new 1428 (60,05%)

associative 183 (7,68%)

other 17 (0,69%)

old
direct 407 (17,12%)
indirect 291 (12,24%)
other 53 (2,21%)

Total 2377 (100%)

Each document in the corpus corresponds to a text file with size between 1 and
4KB (ranging from 127 to 654 words). There is a total of 5047 markables. The
great part of them (95,15%) are noun phrases with core names and pronouns
are only 4,82% of the corpus. From 2377 definite descriptions (noun phrases
with a definite article, e.g. “the chair”), 1428 (60,05%) are new, confirming a
high number of new references in the texts. The definite descriptions classified
as old represent 31,57% of the corpus. The direct (direct anaphoras) subclass
of the old class comprises 17,12% of the markables and the subclass indirect
(indirect anaphora) represents 12,24% of the corpus. These data are summarized
in Table 1. More information about the Summ-It corpus can be found in Coelho
et al.[33] and Collovini et al.[32].

For the evaluation, the corpus was divided in two sets: a set for training the
decision tree algorithm (31 texts) and a set for testing the system (19 texts).

1 http://www.nilc.icmc.usp.br:8180/portal/
2 http://www-nlpir.nist.gov/related projects/muc/
3 http://www.nist.gov/speech/tests/ace/
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The pair and features generator module has created a database of 7293 instances
using the training set and 1207 instances using the testing set. The number of
negative instances is greater in both sets (6387 and 955 respectively). This con-
verges with the fact that even in the manual annotation the number of anaphoric
and coreferent noun phrases is inferior when compared to the number of new
expressions in the texts (see Table 1).

The antecedent-anaphora pairs were used in conjuction with WEKA[31] to
induce a classifier. The algorithm used was the J48, a C4.5[34] implementation
in Java. The J48 algorithm was invoked with the default parameters and 10-
fold cross-validation using the training set. The classifier used only five of the
ten features: cores-match, number-agreement, gender-agreement, antecedent-is-
pronoun and anaphora-is-pronoun. Figure 2 shows the induced tree.

cores-match = yes
| number-agreement = yes: yes (354.0/39.0)
| number-agreement = no
| | gender-agreement = yes
| | | antecedent-is-pronoun = yes: no (16.0/4.0)
| | | antecedent-is-pronoun = no: yes (40.0/15.0)
| | gender-agreement = no
| | | both-proper-names = yes: yes (3.0/1.0)
| | | both-proper-names = no: no (17.0)
| | gender-agreement = unknown: no (0.0)
cores-match = no
| anaphora-is-pronoun = yes
| | number-agreement = yes: yes (9.0)
| | number-agreement = no
| | | gender-agreement = yes
| | | | antecedent-is-pronoun = yes: no (5.0/1.0)
| | | | antecedent-is-pronoun = no: yes (118.0/54.0)
| | | gender-agreement = no: no (85.0/18.0)
| | | gender-agreement = unknown: no (0.0)
| anaphora-is-pronoun = no: no (6646.0/468.0)

Fig. 2. The tree induced by J48 using the training set

With the testing set, 1037 instances (85,91%) were correctly classified. The
precision for both the positive and negative class is high, 80,6 and 86,6% re-
spectively. The recall is higher for negative cases (97,3%) than for positive cases
(42,9%). The F-Measure for the positive examples is of 56% and for the negative
91,6%. This data is summarized in Table 2.

We noticed that the classifier tends to generalize towards the more frequent
class, failing to find many anaphoric pairs. The number of true positives for
the anaphoric samples is not elevated, only 108 cases or 42,9%. Also, there is
an elevated number of false positives for the non-anaphoric class (929 cases or
57,1%). These data may be viewed in Table 3.

Table 2. Detailed accuracy by class using the testing set

Class TP (%) FP (%) Precision (%) Recall (%) F-Measure (%)

Anaphoric 42,9 0,027 80,6 42,9 56

Non-anaphoric 97,3 57,1 86,6 97,3 91,6
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Table 3. Confusion matrix for the testing set

Class / Prediction Anaphoric Non-anaphoric

Anaphoric 108 144

Non-anaphoric 26 929

We have also evaluated perfomance of the pairs clusterer module. We have
used the class ClusterScore implemented in the LingPipe4 library to help with
the evaluation. This library provides scorers that can be used to evaluate re-
sponse partitions in function of reference partitions. A reference partition is a
set of coreference chains that are used as a key. The reference partition con-
tains the chains considered to be the “truth”. The response partition is a set of
coreference chains that one wish to evaluate in relation to a reference partition.
Here, the reference partition is the set of manually annotated coreference chains
and the response partition the list of coreference chains outputted by the pairs
clusterer module.

The LingPipe library implements the MUC scorer proposed and explained by
Vilain et al.[35]. This scorer is a MUC initiative to evaluate automatic coreference
resolution systems in terms of precision, recall and F-Measure. Besides the MUC
scorer, the library also implements the metric proposed by Bagga et al.[36]. We
used both metrics to evaluate our automatic extracted coreference chains.

Table 4. Corefence chains evaluation

MUC B3

System Precision Recall F-Measure Precision Recall F-Measure

Our system 97,47 36,18 51,33 99,24 54,30 69,66

Soon et al. 67,3 58,6 62,6 75,3-78,4 53,4-58 63,5-65,6

In Table 4 we present our system’s accuracy results using the MUC and the
B3 scorers. We evaluated the pair clusterer module in the testing set (19 texts).
Our baseline is the work of Soon et al.[3] because it is a reference in the area
and also because there isn’t any work that performs coreference resolution in
Portuguese. It’s important to state that the corpus used to evaluate the work
of Soon et al. is not the same as our corpus. The numbers of the MUC metric
were taken from Soon et al.[3] and the numbers for the B3 were taken from Ng
(2005)[27]. The latter work uses three different testing sets provided by ACE5.

We are aware that we cannot strictly compare our system’s results with those
of Soon et al. since they are experiments over different languages and data sets.
Our comparison here is just to see the performance of our system in regards to a
much referred baseline in the area. We have a lower recall (36,18%) than the one
of Soon et al (58,6%). Because of the low recall, our F-Measure is also inferior

4 http://www.alias-i.com/lingpipe/
5 http://www.itl.nist.gov/iad/894.01/tests/ace/
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(51,33% and 62,6%). When using the B3 metric, however, the results seems more
alike. The F-Measure of our system is even superior to the F-Measure obtained by
Soon et al. This is explained by the fact that the B3 algorithm takes into account
the singleton chains, i.e., coreference chains composed by only one expression.
A thorough study about the differences between the MUC and B3 scorers are
found in the works of Luo[37] and Baldwin[38].

5 Final Remarks

We have presented a solution to automatic coreference resolution of noun phrases
based on a corpus data-driven supervised machine learning approach for Por-
tuguese. The implementation shown in this work is domain free, i.e., it may
be applied to texts of any domain. The system was trained and tested using a
journalistic corpus of 50 texts with 5047 markables. Both the classifier and the
clustering algorithm were evaluated using metrics appropriated for these tasks.
It is important to notice that this is the first proposal for automatic coreference
resolution of noun phrases of any type for domain independent texts for Por-
tuguese. Related work present solutions restricted to the pronominal anaphora
resolution. The results demonstrated to be encouraging for a first proposal.

As future work we believe that there is room to improve the set of features
used to determine whether a given pair is anaphoric. Despite of the presence of
two semantic features, none of them were used in the final induced tree. With
this, cases of indirect anaphora (referentiation by lexical substitution) are not
being covered. The testing instances generation scheme of this work described
in the section 3 does not use the scheme proposed by Soon et al.[3]. This scheme
could improve the final results of the system. Besides, another point that could
be improved is the algorithm used to generate positive and negative instances
for training. Ng(2002)[26] has improved the work of Soon et al.[3] in this aspect
and has achieved better results. The clustering algorithm could be also improved
with other schemes proposed in the literature for English coreference resolution
([26],[28]).
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Abstract. The main goal of this work is the adaptation of a broadcast news 
transcription system to a new domain, namely, the Portuguese Parliament ple-
nary meetings. This paper describes the different domain adaptation steps that 
lowered our baseline absolute word error rate from 20.1% to 16.1%. These 
steps include the vocabulary selection, in order to include specific domain 
terms, language model adaptation, by interpolation of several different models, 
and acoustic model adaptation, using an unsupervised confidence based ap-
proach. 
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guese Parliament, transcription systems. 

1   Introduction 

In the last decade Broadcast News (BN) transcription systems have been subject to a 
large effort of investigation and development by several international laboratories [1] 
[2] [3]. In our group we have been working specially on subtitling systems. This de-
velopment allowed the construction of robust transcription systems, with high vo-
cabulary coverage, low transcription word error rates and, in some cases, real time 
performance and online operation. 

For the Portuguese language particular case, there have been great improvements, 
allowing the use of transcription systems in practical applications with diverse and 
complex context. An example of this is the large vocabulary transcription system 
currently being used to generate subtitles in the RTP1 evening news, working below 
real time on online mode. 

There are several applications that could benefit from a large vocabulary automatic 
transcription system. The acknowledgment of this fact led us to adapt our BN tran-
scription system to other domains of application, and in this particular work, for par-
liament meetings. 

Automatic speech recognition of European Parliament Plenary Sessions has been 
one of the tasks of the TC-STAR project and one of the components involved in the 
translation process, with several participants like LIMSI [4], IBM [5], and NOKIA [6] 
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submitting their speech transcription systems for evaluation. This project was only 
focused in three different languages: European English, European Spanish, and Man-
darin Chinese. 

In the Portuguese Parliament plenary meetings there is the specific need to produce 
a journal that can be viewed by the general public, according to Parliament’s Rules of 
Procedure. Our transcription system can be used to produce the journal entries, or to 
generate an initial transcription to be manually corrected, reducing the time demand 
of this process. The parliament plenary meetings are also broadcasted in television 
and online web video stream. Our transcription system can be used to produce subti-
tles allowing hearing impaired persons to follow these programs. 

Section 2 summarizes the first task of the project, corpus collection, by retrieving 
previous plenary meetings available on the web, and recording video streams from the 
parliament’s television channel. Section 3 describes our baseline Broadcast News 
transcription system and the corresponding results achieved without adaptation to the 
Parliament meetings task. Section 4 is dedicated to the adaptation of the transcription 
system’s modules to the new domain. Finally we present some conclusions. 

2   Corpora Collection 

In this section we describe the corpora that were collected and processed to perform 
the work of domain adaptation. 

2.1   Textual Corpora 

In order to accomplish the speech transcription task in a given domain, it is necessary 
to obtain information about terms that are frequently used, and the way they appear in 
a sentence. This kind of information can be found in text material related to the target 
domain, and it is used to build the transcription system’s vocabulary and language 
model. The system’s performance is highly dependent of the quantity and quality of 
the text material. It was desirable to find manually transcribed plenary meetings, be-
cause they were most representative of the speech that would be recognized by our 
system. This text material was found in the Portuguese Parliament online site 

http://www.parlamento.pt, under The Journal of the Assembly - 1st Series section. 
Each document had the transcription of one parliament session; there were available 
287 documents from the X Legislature and 281 from the IX Legislature, as shown in 
table 1. All of them were available as pdf files. 

It was necessary to make the conversion from the pdf files to plain text. The format 
conversion was followed by a normalization process which eliminated punctuation, 
converted all text to lowercase, expanded abbreviations, spelled numbers and deleted 
speaker tags. This normalization was made with the same system used to normalize 
the text corpora from the broadcast news. 

The X Legislature 3rd session was reserved as the text corpus development set, as 
shown in table 1. This set was required for the linear interpolation between language 
models, described in the domain adaptation section. 
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Table 1.  Collected documents organization 

Legislature Series 
Time interval of the meet-

ings 
Number of 
documents 

Set 

X Legislature 1st series 2005-03-11 to 2006-09-08 149 Training 
 2nd series 2006-09-16 to 2007-09-07 110 Training 
 3rd series 2007-09-20 to 2007-12-14 26 Development 
IX Legislature 1st series 2002-04-06 to 2003-09-04 146 Training 
 2nd series 2003-09-18 to 2004-09-03 108 Training 
 3rd series 2004-09-16 to 2005-01-27 24 Training 

 
This way we had two different text corpora sets. The training set with 907,281 sen-

tences and around 17M words, and the development set with 13,429 sentences and 
205,795 words. 

2.2   Audio Corpora 

We have collected two video streams from the parliament channel’s website, in 9 
January and 10 January 2008. 

For both video programs the audio stream was extracted to mp3 format, using open 
source tools. It was necessary to perform the conversion of the compressed audio to 
raw format at 16 KHz sampling rate, 16 bits per sample, which is currently one of the 
audio formats supported by our transcription system. 

There were saturation levels in the 9 January program’s audio, because the micro-
phone recording level of the plenary session participants’ was extremely variable. 
Usually this audio signal saturation increases the transcription system’s error rate. 

The total duration of the audio signal collected was 3 hours and 36 minutes. In or-
der to evaluate the transcription system’s performance, we selected a 21 minutes and 
40 seconds audio segment, which was transcribed manually and used as the audio 
corpora evaluation set. This set has five male speakers and one female speaker, all of 
them with Lisbon accent, totalling 19 minutes and 12 seconds of net speech. The 
manual transcription of the evaluation set has 248 sentences with 2,850 words. 

3   Baseline Transcription System 

Our baseline large vocabulary transcription system was trained for Broadcast News in 
European Portuguese, entitled AUDIMUS [7]. It uses hybrid acoustic models that try 
to combine the temporal modeling capabilities of hidden Markov models with the 
pattern classification capabilities of MLPs (Multi-Layer Perceptrons). 

The models have a topology where context independent phone posterior probabili-
ties are estimated by three MLPs given the acoustic parameters at each frame. The 
MLPs were trained with different feature extraction methods: PLP (Perceptual Linear 
Prediction), Log-RASTA (log-RelAtive SpecTrAl) and MSG (Modulation Spectro-
Gram). The two first referred above incorporate local acoustic context via an input 
window of 13 frames, with the energy algorithm are extracted 12 coefficients and 
their first derivative, totaling a 26 elements vector. The last method uses an input  
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Fig. 1. Baseline transcription system’s architecture [11] 

window of 15 frames being extracted 14 coefficients. These are submitted to two 
filters (high-pass and band-pass), producing a 28 elements vector. The resulting net-
work has two non-linear hidden layers with over 2000 units and 39 softmax output 
units (38 phones plus silence). The phone probabilities generated at the output of the 
MLPs classifiers are combined using an appropriate algorithm [8] to be used in the 
decoding process. 

The decoder used in this system is based on a weighted finite-state transducer 
(WFST) approach to large vocabulary speech recognition [9]. In this approach, the 
decoder search space is a large WFST that maps observation distribution to words. 
The transcription system’s full architecture is described in figure 1. 

The transcription system vocabulary and language model were built from two 
training corpora, newspapers texts collected from the WWW since 1991 until the end 
of 2003 with 604M words, and broadcast news transcripts with 531K words. The 
vocabulary was created selecting the 100,000 (100K) more frequent words from both 
corpora. The baseline language model (LM) [10] combines a backoff 4-grams LM 
trained on the newspapers corpus, and a backoff 3-grams LM estimated on the tran-
scripts corpus. The two models were combined by means of linear interpolation, gen-
erating a mixed model. 

The acoustic model used by the baseline system was trained with 46 hours of man-
ual transcribed broadcast news programs, recorded during October 2000, and after-
wards adapted using 332 hours of automatically transcribed material [11].   

For the BN evaluation set corpus [11], the out-of-vocabulary (OOV) word rate is 
1.4%, the average word error rate (WER) is 21.5% for all conditions and 10.5% for 
F0 conditions (read speech in studio). 

Using our evaluation set, described in the audio corpora section, this baseline sys-
tem achieved a WER of 20.1% for all acoustic conditions. 

4   Domain Adaptation 

The following subsections describe the adaptation stages to the Parliament’s domain 
of the lexical, language and acoustic models. 
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4.1   Vocabulary and Lexical Model 

In the adaptation to a new domain the vocabulary selection is extremely important. 
The specific frequent terms from the domain must be included, in order to the tran-
scription system to recognize them. 

To build the vocabulary and language model, we had available three different cor-
pora. Two of them had been used training the broadcast news system, as described in 
section 3, and the third was our training textual corpora, described in section 2.1. The 
corpora collected for the broadcast news system, because of its size and generic char-
acteristics, gave us the terms that were frequently used in the Portuguese language, 
while our textual corpora of manually transcribed plenary meetings gave us the spe-
cific terms of the domain. 

We have decided to build our 100,000 words vocabulary based on word relative 
frequency. We have started by calculating the relative frequency value of each word 
in the three corpora, added these values for equal words, and selected the 100,000 
words with the highest value. This extremely simple solution revealed itself effective, 
but there are other solutions for this problem, like morpho-syntactic analysis [12]. 
This selection method added 6,549 parliament transcriptions words that weren’t in the 
initial broadcast news vocabulary. For our text development set the out-of-vocabulary 
(OOV) word rate was reduced from 2.0% to 1.1%. 

The pronunciation lexicon was built by running the vocabulary through an auto-
matic grapheme-to-phone conversion module for European Portuguese [13]. This 
module has the ability to produce multiple SAMPA pronunciations for each word, 
generating a pronunciation lexicon with 107,784 entries. 

4.2   Language Model 

It is important to introduce rules that can describe linguistic restrictions present in the 
language. This is accomplished through the use of a language model in the system. A 
language model represents a grammar which is a set of rules that regulate the way the 
words of the vocabulary can be arranged into groups and form sentences. Usually the 
grammar of a large vocabulary transcription system is a stochastic model based on 
probabilities for sequences of words. To create this kind of models it is required to 
use large amounts of training data as to obtain valid statistics that allow the construc-
tion of robust stochastic language models. This need for large amounts of training 
data lead us to build a mixed model, by linear interpolation of the broadcast news 
models and the model created with our manual transcriptions of plenary meetings, as 
shown in figure 2. 

The process of creation, interpolation and quality analysis (perplexity calculation) 
of the language models was performed with the SRILM Toolkit [14]. 

Our first step was to create a language model for each textual corpus available using 
our previous selected 100K vocabulary. To do this we selected the order and discount 
method that minimizes the perplexity of the model. This way we created a backoff 4-
grams LM using absolute discounting trained with the newspapers texts, a backoff 3-
grams LM using unmodified Kneser-Ney discounting trained with the broadcast news 
transcriptions, and a backoff 3-grams LM using unmodified Kneser-Ney discounting 
trained with the parliament transcriptions. The perplexity values, obtained for each one 
of these models for our development set, can be viewed in table 2. 
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Fig. 2. Language Model linear Interpolation schematic 

Table 2.  Language models parameters and perplexity 

Language Model Order Discounting Perplexity 
Newspapers 4 Absolute 140.2 
BN Transcripts 3 Kneser-Ney 436.6 
Parliament Transcripts 3 Kneser-Ney 71.8 

 
To perform the linear interpolation between the three models, it is necessary to 

compute the interpolation weights with regard to the development set. The resulting 
model will have the minimum perplexity possible for the development set using a 
mixture of those three models [15]. The interpolation weights were set to 0.190 0.002 
0.808 for the newspapers, BN transcripts and Parliament Transcripts LM’s respec-
tively. The result was a single backoff 4-grams language model. 

After interpolation the perplexity value decreased to 50.9 with an OOV rate of 
1.1% for the development set. The absolute WER for our evaluation set using the new 
language model decreased to 16.3%, resulting in a relative WER reduction of 18.9%. 

4.3   Acoustic Model 

Usually the adaptation of the acoustic model requires a large amount of manual  
transcribed audio to adapt the Multi-Layer Perceptron (MLP) network weights effec-
tively. Unfortunately, for this work in particular, the only manually transcribed mate-
rial available was the evaluation set. To solve this problem we have used a multiple 
decoding stage approach. 

In a first stage a first transcription of the entire audio corpora can be obtained with 
the base system acoustic model and the adapted language model. Then the transcribed 
targets from the first decoding stage are pruned according to the degree of confidence 
of the transcription obtained. 
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The transcription system can provide a confidence measure that compared to a 
threshold allow rejecting transcriptions potentially erroneous. To determine the value 
of the threshold, we have created the ROC curve based on the evaluation set, as 
shown in figure 3, and determined an appropriate working point. It was more impor-
tant to have a low false alarm (erroneous transcription that was accepted) than a high 
detection (correct transcription that was accepted) percentage to assure the quality of 
the transcribed targets. This way we have selected a confidence threshold value of 
0.915 which produced 12% false alarm and 66% detection. 

Fig. 3. ROC curve of the test set 

Table 3. Transcription word error rate (WER) in the second stage decoding, without cross-
validation set in the neural network adaptation 

Training 
Iteration 

Without 
Cross-validation 

1 16.1% 
2 16.4% 
3 16.6% 
4 18.6% 
5 17.3% 

 
Using the pruned transcribed targets and the corresponding audio segments was 

possible to adapt the acoustic model to the new domain. We have conducted two 
different adaptations of the Multi-Layer Perceptron (MLP) network weights. In the 
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first one we used 10% of the selected targets as a cross-validation set and the rest of 
them as the training set. The cross-validation classification error defined the number 
of training iterations of the neural network. There were performed 6 training steps, 
producing a WER result of 16.7% in the evaluation set. In the second kind of adapta-
tion we have used all the previous selected targets to adapt the weights. The results, 
available in table 3, showed that this was the best solution using all the selected tar-
gets to make just one neural network training iteration, to avoid over-adaptation. 

The final result from the second stage transcription of the evaluation set, with the 
adapted acoustic model, was 16.1% WER, resulting in a relative WER reduction of 
19.9% to the baseline system. 

5   Conclusions 

This paper reported our work on adapting a broadcast news transcription system to a 
new domain of application, the Portuguese Parliament plenary meetings. This work 
involved several steps in order to adapt the vocabulary, language model and acoustic 
model used. 

Our first impressions of this work, suggested that the greater difference that existed 
between the two domains lied in the vocabulary and consequently in language model 
used. This was later confirmed during our work, because the greater WER reduction 
(18.9%) was achieved with the vocabulary and language model adaptations. 

The correct adaptation of the acoustic model is directly related with the amount of 
training audio corpora used to adapt the neural network weights. The small gain in the 
WER obtained with our model adaptation can be justified with the small amount of 
audio used for this task (around 4h) when compared to the amount used to train the 
baseline model (around 348h). Besides, the baseline model was already expected to 
perform well in the new domain since it was trained with a wide range of acoustic 
conditions and speakers. 

Probably a slightly better result could be achieved with the creation of manual 
transcriptions for the training audio corpora, because in this case there was no tran-
scription error in the targets used in the neural network adaptation, but usually this is 
the most time demanding task. Our adaptation process allows us to eliminate this 
problem, thus, reducing drastically the time needed to deploy our transcription system 
in a new domain. 
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Abstract. Automatic transcription of telephone speech involves addi-
tional challenges compared to wideband data processing, mainly due to
channel limitations and to particular characteristics of conversational
telephone speech. While in TV speech recognition applications, such as
automatic transcription of broadcast news, the presence of telephone
data is nearly insignificant (less than 1 %), in most radio broadcast sta-
tions the presence of telephone speech grows significantly. Thus, tran-
scription of telephone speech data deserves special attention in radio
broadcast applications. In this work, we describe our initial efforts to
tackle this particular problem. First, a telephone channel classifier is pro-
posed to automatically detect telephone segments. Then, some strategies
for increasing robustness of the automatic transcription system are in-
vestigated.

Keywords: Speech recognition, radio broadcast transcription, telephone
speech processing, channel classification.

1 Introduction

Continuous advances in speech and language technology, and more concretely,
in automatic speech recognition (ASR) have made possible the development
of successful very large vocabulary continuous speech recognition systems in
certain constrained conditions. Particularly, high quality speech – free of noise
and reverberation – and planned non-spontaneous speaking style are usually
required.

Due to the generally favorable speech data characteristics, automatic tran-
scription of TV broadcast news has been one of the application fields that has
received major attention by the research community. As a consequence, several
research groups worldwide have developed their own high performance broadcast
transcription system for different languages [1,2,3]. In the particular case of the
European Portuguese language, the AUDIMUS.media system described in [4] is
up to our knowledge the most successful one.

In the context of our actual research projects, we are currently investigat-
ing application of broadcast news transcription technology to the problem of
automatic transcription of commercial radio broadcast stations.

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 172–181, 2008.
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Although the TV and radio broadcast transcription problems share many
similarities, there are some major differences that make the radio broadcast
problem more challenging. Mainly, there is a considerable increase in the amount
of telephone data that is present in radio broadcast programs compared to TV
shows, where most of the speech data is wideband data recorded in a free of
noise environment.

On the one hand, the problems of speech recognition in telephone applications
are very well-known. In addition to the inner limitations of narrow band speech,
in most cases a considerable presence of environmental noise appears due the use
of mobile telephones in adverse environments. Consequently, the performance of
speech recognition systems well-matched to the clean wideband problem fail
dramatically in these conditions.

On the other hand, increase of the amount of telephone speech in radio pro-
grams is usually related with the presence of live press conferences, interviews
to personalities, audience calls and participation of journalists out of the studio.
In general, a common characteristic of these telephone contributions is that they
are highly spontaneous. This fact results in similar difficulties to the problems
of conversational telephone speech recognition, which is known to be signifi-
cantly more challenging than the transcription of broadcast news [5,6]. Actually,
this problem has been extensively tackled in the context of the Switchboard [7]
benchmark tasks for the English language.

In this work, automatic detection and transcription of excerpts of telephone
speech in radio broadcast data is investigated and some directions for future
improvements are drawn. For this purpose, a small corpora of one complete day
of broadcast of a Portuguese commercial station was collected and telephone
segments were manually transcribed.

With respect to the telephone/non-telephone speech detection, a channel clas-
sifier based on linear discriminant analysis (LDA) of logarithmic filter bank en-
ergies is proposed.

Regarding the adaptation of the TV broadcast news system for tackling the
problem of conversational telephone speech, initial efforts have been focused
on the acoustical missmatch problem. New phonetic classifiers for connection-
ist speech recognition system [8] have been trained using both downsampled
TV broadcast news data and real telephone (fixed and mobile) speech data. A
considerable improved performance was achieved compared to alternative use of
phonetic networks trained only with TV broadcast news data (11.8 % relative
word error reduction) or only with telephone data (28.5 % relative word error
reduction).

The rest of this paper is organized as follows. The two baseline systems for TV
broadcast news transcription and telephone speech recognition are described in
next section. Corpora considered in the work is reported in Section 3. Sections
4 and 5 are respectively devoted to the description of the proposed telephone
channel classifier and to the developed radio telephone transcription system.
Some future work and challenges are also drawn at the end of Section 5 before
the concluding remarks.
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2 Baseline Transcription Systems

2.1 TV Broadcast News Transcription System

In thiswork, the broadcast news transcription (BNT) system for theEuropeanPor-
tuguese language described in [4] is adapted to the particular needs of radio tele-
phone broadcast speech.Ablock diagramof theBNTsystem is shown inFigure 2.1.

Fig. 1. Block diagram of the broadcast news transcription system after [4]

The system is based on the hybrid ANN/HMM paradigm for speech recogni-
tion [8]. This kind of recognisers are generally composed by a phoneme classifica-
tion network, particularly a Multi-Layer Perceptron (MLP), that estimates the
posterior probabilities of the different phonemes for a given input speech frame
(and its context). These posterior probabilities are associated to the single state
of context independent phoneme hidden Markov models (HMM). An appealing
characteristic of the hybrid systems is that they are very flexible in terms of
merging multiple input streams.

Concretely, the BNT system combines three network outputs trained with Per-
ceptual Linear Prediction (PLP) features (13 static + first derivative),
log-RelAtive SpecTrAl (log-RASTA) features (13 static + first derivative) and
Modulation SpectroGram (MSG) features (28 static). In addition to the feature
representation, MLP networks are characterized by the size of their hidden lay-
ers (2 hidden layers of 2000 units) and the size of the output layer (39 phonemes
including silence pattern). The phonetic networks of the recognizer have been
trained and adapted along years of speech recognition research with 57 hours of
manually annotated data (46 train + 11 development) and more than 300 hours
of automatically transcribed broadcast news data.

The decoder of the BNT system is based on weighted finite-state transducer
(WFST) approach to large vocabulary speech recognition [9]. In this approach,
the decoder search space is a large WFST that maps observation distributions
to words. The language model (LM) in the one described in [10] with an active
lexica size of 100K word. It is build based on a daily and unsupervised adaptation
approach which dynamically adapts the active vocabulary and LM to the topic of
the current news. Thus, a remarkable reduction of the out-of-vocabulary (OOV)
words and of the word error rate (WER) is achieved.
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In an evaluation set composed of 6 broadcast news programs recorded in
2007, the best WER performance achieved up to now with the BNT system
is 20.6% for all conditions and 10.1% for F0 condition (read speech in studio).
Current state of the art BN ASR systems for the English language have WER
performances of less than 13% with 10x Real-Time [1] and less than 16% in
real-time [6]. It is worth to notice that Portuguese BNT system results are in
real-time performance.

2.2 The Telephone Speech Recognizer

A telephone speech recognizer (TSR) similar to the one described in [11] – known
as AUDIMUS.telephone – has also been considered in this work for baseline com-
parison. The recognizer is particularly developed for both fixed and mobile tele-
phone dedicated applications, such as automatic informational retrieval systems
based on voice-command operated dialogs.

The architecture of the TSR system is the same multi-stream ANN/HMM
paradigm shown in Figure 2.1. Main differences rely on the MLP networks and
the corpora used for training them.

The phone classification networks were trained following the refrec 0.96 train-
ing procedure for SpeechDat [12] (without garbage model) using fixed telephone
data (∼115 hours) and mobile telephone data (∼6 hours). Actually, the total
amount of effective data was considerably reduced due to the unbalanced rep-
resentation of some phone patterns and to the excessive amount of silence (ap-
proximately 36 % in fixed telephone and 50 % in mobile telephone data). Finally,
networks with 7 window context and a unique hidden layer of 1500 units were
trained. The different size with respect to previous BNT system is basically due
to the different amount of available data.

In Table 1, WER results on SpeechDat II test sets proposed in [12] are shown
together with the performace of some reference systems in other languages.

Table 1. WER results of the telephone speech recognizer (TSR) for Portuguese lan-
guage compared to other language references after [12]. SpeechDat test categories are:
isolated digits (I), yes/no (Q), application words (A), connected digits (BC), city names
(O) and phonetically rich words (W).

Language I Q A BC O W

TSR system 0.4 0.1 1.8 8.2 5.6 6.8
Danish 0.0 0.3 1.9 2.4 13.8 46.2
English 3.5 0.0 0.8 4.4 6.0 30.8
German 0.0 0.0 1.7 2.8 5.3 7.1
Norwegian 3.5 0.0 2.8 5.3 14.9 22.1
Slovenian 5.2 1.2 3.5 4.7 7.3 15.9
Swiss German 0.2 1.0 0.6 2.5 9.2 25.0
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3 Corpora Description

TV broadcast news data and fixed and mobile telephone speech data were used
on the training and development of the telephone radio broadcast speech recog-
nition system. Additionally, real radio data was collected for both development
of a telephone classifier and for evaluation of this transcription system.

3.1 TV Broadcast News Corpus (TVBN)

The TV Broadcast News Corpus in an excerpt of the data collected from April
2000 to January 2001 to support the research and developments associated with
automatic transcription of Portuguese BN. A total of 123 programs have been
considered with an approximate duration of 57 hours. This corpus was divided in
two sets: training (46 hours) and development (11 hours). Audio data is stored
at 16 kHz sampling and 16 bits PCM encoding.

3.2 Fixed Telephone Corpus (FT)

A sub-set of the well-known Portuguese SpeechDat corpora have been used for
training and development purposes. Concretely, the training data set consists of
24 hours of phonetically rich sentences and 12 hours of spontaneous speech from
the SpeechDat II database. The development data set consists of 7 hours of pho-
netically rich sentences and 2 hours of spontaneous speech from the SpeechDat
I database.

3.3 Mobile Telephone Corpus (MT)

Mobile telephone data of about 800 sessions recorded from the mobile GSM net-
work in Portugal following the model of SpeechDat (yes/no categories, digit
strings, application words...) was also considered. Non-spontaneous speaking
style is dominant. Additionally, although being mobile data, there is not a sig-
nificant amount of background noise. Data was also split into training (∼ 11
hours) and development sets (∼ 2 hours).

3.4 Radio Broadcast Corpus (RB)

One entire day, that is 24 hours, of a Portuguese commercial radio station was
collected at 16 kHz sampling frequency. The data was used for developing the
channel classifier described in next Section 4 in order to automatically detect
the segments of telephone speech. The classified segments resulted in 116.6 min-
utes of telephone speech data. These telephone segments were orthographically
transcribed to define the test data set of the speech recognition system for tele-
phone radio broadcast data. Hereinafter, this test sub-set of only radio telephone
speech will be referred to as RTB. For this corpus, the OOV word rate with the
100K words vocabulary is 0.33 %. Most of the OOV words are typical forms of
conversational speech, such as clitics and some verb conjugations.
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4 Detection of Telephone Segments in Radio Broadcast

Telephone channel is characterized by narrow band transmission in the frequency
range from 300 Hz to 3400 Hz. Thus, a simple way for detecting telephone speech
consists on computing energies in the different frequency bands and classify it.

Concretely, 15 logarithmic filter bank energies of 20 msec frames at 16 kHz
sampling frequency are extracted with a time shift of 10 msec. The feature
vectors are complemented with their first derivative. Then, each speech frame is
classified with a binary LDA classifier into non-telephone or telephone classes.

In a first stage, the LDA classifier was initially trained with less than 4 minutes
of telephone data and around 5 minutes of randomly selected non-telephone data
(also including music and jingles) that were manually extracted from the RB
corpora. A small portion of the training data was used for validation purposes.
The rate of correct classified frames in the validation data set was of 99.8 %.

This initial classifier was then used to detect telephone segments in the whole
RB corpus (24 hours). According to automatic frame classification, the segments
with more than 1 second of duration and with a rate of telephone class labels
above a fixed threshold were marked as telephone segments. Then, these auto-
matically detected telephone segments were manually validated. In general, only
few errors could be observed due to short telephone segments missed because
of simple detection rule and mainly false positive detection corresponding to
segments of music and jingles.

This new telephone segmentation (partially automatic) resulted in 116.6
minutes of telephone data. This sub-set constitutes the RTB test set. Notice
that these almost two hours represents around 8 % of one complete day of radio
broadcast, which is quite significant if it is taken into account that in the rest of
the data there is a significant amount of non-speech acoustic events.

In a second stage, semi-automatically detected telephone segments together
with around 4 hours of non-telephone data randomly selected and extracted
from the same RB corpus were used to train a new LDA classifier. Again a short
set of data was used for validation. In this case, the rate of correct classified
frames in the validation data set was of 96.5 %. The drop in the classification
rate is due to the higher variability in the data used for training. However, a
generalized improved performance of the resulting classifier could be observed,
particularly, when it is combined with a robust speech-non-speech detector that
permits rejecting music and other non-speech acoustic events.

5 Automatic Transcription of Radio Telephone Speech

The object of detecting telephone speech segments in radio broadcast data is to
apply a different processing to that applied to regular wideband data.

In the context of speech recognition area there is a countless number of robust
techniques aimed to improve the performance of telephone speech recognition
in different domains such as speech enhancement, robust feature extraction or
acoustic model adaptation [13]. Additionally, attending to the fact that most
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of telephone data corresponds to spontaneous and even conversational speech,
adaptation of the lexica and of the language model might also provide some
additional benefits.

However, in this work we have focused only in the construction of robust
acoustic phonetic classifiers adapted to the characteristics of conversational tele-
phone data. The language model used in all the following experiments is the one
described in Section 2.1 and the large lexicon of 100K words.

5.1 Baseline Systems Performace

Some initial experiments were carried out to confirm the need of developing
new phonetic classification networks matched to the characteristics of telephone
speech radio broadcast shows.

The well-trained system for transcription of Portuguese BN described in
Section 2.1 and the set of well-trained phonetic classifiers for automatic recog-
nition of telephone speech described in Section 2.2 were assessed with the RTB
test set. In the case of the telephone dedicated system, the RTB test set was
downsampled to 8 kHz.

Table 2 shows the performance of the two baseline systems. The TSR sys-
tem, which is entirely trained with telephone speech data, is not well-matched
to the problem of continuous speech recognition and obtains a poor WER of
72.0 % for all conditions. On the other hand, the BNT recognizer achieves a
considerable error reduction with respect to the TSR system (WER of 58.4 %
for all conditions). Despite the BNT system is trained with wideband data and
suffers from channel missmatch problem, it is more appropriate for this concrete
task. However, its performace in both planned and spontaneous speech is still
far of the reference results provided in Section 2.1 obtained on TV broadcast
news data. In general, it can be clearly stated that both systems fail to provide
a reasonable performace independently of the speaking style. These observations
are in well-accordance with [5], where a state of the art BN transcription system
had a WER of around a 50 % in Switchboard data.

5.2 Robust Network Training

The TVBN corpus, the FT corpus and the MT corpus are used to develop a
system in more accordance to the needs of telephone speech in radio broadcast
shows. The combination of the three corpora results in a training set of approx-
imately 93 hours (46 TVBN + 36 FT + 11 MT) and a development set of 22
hours (11 TVBN + 9 FT + 2 MT). The development data is used to define the
stopping criteria in the process of training the MLPs as it is usually done in this
kind of approaches.

Manually generated transcriptions were used to obtain frame-to-phone align-
ments needed for training the phonetic classifiers. In the case of TVBN data,
the BNT system was used; while the TSR system was used to align telephone
data, both fixed and mobile.

As in the case of the previous systems, a multistream system is built with
PLP, log-RASTA and MSG feature parametrizations. Network characteristics
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are similar to those of the BNT system, but the size of the two hidden layers
was fixed to 1500 due to the reduced amount of available data.

Phonetic networks are trained with 8 kHz sampling rate data, thus speech
from the TVBN corpus was previously downsampled. In order to simulate more
accurately telephone channel characteristics, we experimented to apply an addi-
tional pass-band filtering stage in the frequency range of telephone speech. How-
ever, not remarkable differences were found depending on wether telephone-like
filtered or not filtered data was used for training the networks. Thus, the results
shown in this work were obtained with downsampled data without
filtering.

In next Table 2 the WER performance of the new proposed system referred to
as the radio telephone transcriber (RTT) is compared to the two previous base-
line systems. Two different test conditions are considered: planned and spon-
taneous speech speaking style. The WER average of the two conditions is also
provided.

Table 2. WER results of the telephone speech recognizer (TSR), the broadcast news
transcriber (BNT) and the radio telephone transcriber (RTT) in planned and sponta-
neous test conditions

TSR BNT RTT

planned 66.2 51.7 43.7
spontan 85.2 69.3 64.3
average 72.0 58.4 51.5

In both planned and spontaneous speech, the new RTT system achieves a con-
siderable improvement with respect to the best baseline system performance. The
most noticeable improvement is obtained in planned speech condition. In this
case, the impact of missmatched language model is less important and a 15.5%
relative error reduction is obtained with respect to the BNT system thanks to
better acoustic modeling. However, the relative improvement in spontaneous
condition is quite lower due to main influence of inappropriate language mod-
elling. For all conditions, the RTT system achieves a relative word error rate
reduction of 28.5% with respect to the TSR system and 11.8% with respect to
the BNT system.

5.3 Future Work and Challenges

According to the reported results of our ongoing research activities, it is clear
that many challenges still need to be faced in order to achieve reasonable per-
formance of transcription of telephone speech in radio broadcast applications.

On the one hand, there is a need for real conversational telephone speech data
in Portuguese language to develop robust acoustic modelling. In this work, it has
been shown that the use of other sources of data can help to alleviate this problem,
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but it is not a definite solution. With regards to other robustness issues, we are
currently investigating the use of alternative feature parametrizations that might
better match the telephone speech recognition problem, such as the standard ad-
vanced front-end of ETSI [14]. Additionally, the use of speaker normalization tech-
niques like vocal tract length normalization (VTLN) [15] is being investigated.

On the other hand, adaptation of current broadcast news language model to
better match the spontaneous speaking style of conversational speech appears as
a necessary step for future improvements. Thus, the problem of corpora resources
is present again, since there exists a limited amount of language model training
data of the desired characteristics.

Finally, it must be noticed that both TV broadcast news transcription and
telephone based information retrieval systems are usually limited by the need
of real time functionality. However, there is not need for real time limitations
in most applications of speech recognition to radio broadcast data. The typical
application is to generate information (transcriptions) of already stored data.
In this case, more computational demanding decoding strategies can be applied.
For instance, multiple stage decoding steps based on adaptation and re-decoding
of automatically transcribed data.

6 Conclusions

Everyday huge amounts of multimedia data are generated by broadcast me-
dia world-wide, which would be desirable to have automatically segmented and
transcribed. Actually, there exist real systems capable of providing accurate
transcriptions in some contexts, such as in TV broadcast news applications. In
this work, we have started to investigate the possible re-usability of a broadcast
news transcription system for the European Portuguese language to the similar
radio broadcast transcription problem. The main challenges that one can find
are the significant increase of both telephone speech and spontaneous speaking
style. Thus, we have initially focused on the automatic detection of telephone
speech and the improvement of phonetic acoustic modelling for particular con-
versational telephone speech. A relative WER reduction of 11.8% was achieved
with respect to the broadcast news system, besides an high classification rate
of the telephone channel detector proposed. Finally, some thoughts for future
development have been provided.
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Abstract. In this paper we present a Distributed Speech Recognition
system for the European Portuguese based on the Audimus system, that
can be used in embedded systems such as PDAs. The obtained system has
no significant degradation in what concerns word error rates or increased
latency in processing, and only a small increase in word error rate when
the audio is recorded using the microphone in the device.
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1 Introduction

Audimus [1,2] is an Automatic Speech Recognition (ASR) system, tailored for
the Portuguese Language. It is used for a variety of tasks, being parameterized
by models that are adapted to each specific task. Since Audimus is prepared to
work with tasks which involve large vocabularies, some of its models are very
large and processing them requires large amounts of memory and processing
power, so it has been designed to run on computers that can accomodate these
requirements.

The existence and increasing popularity of a large number of embedded de-
vices, such as PDAs and cell phones, combined with the difficulties of entering
data using traditional input devices such as keyboards (due to their small size),
makes it desirable to have a speech interface running on those devices. However,
they have resources that are very limited when compared to desktop worksta-
tions. For example, their processors are usually RISC processors, which besides
being much slower than workstation CPUs, often lack a floating point processing
unit, so that arithmetic calculations must be rewritten as calculations involving
only integers. Also, while it is not uncommon for modern workstations to have
a few gigabytes of memory, the devices being targeted rarely have more than a
few tens of megabytes available for processing.

One way to reduce the processing load on the embedded device would be to
transfer all the processing to the server, in what is known as Network Speech
Recognition (NSR), but for many networks the bandwidth is reduced and there-
fore it becomes necessary to employ a low bitrate coding, thereby reducing the
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quality of the speech received at the server. These problems are overcome by
Distributed Speech Recognition (DSR)[3,4] systems, which process the signal at
the client device, in order to reduce the dimensionality of the set of features that
must be transmitted - basically, the speech recognition system is divided into
two parts:

– the front-end, which runs at the client (i.e., the embedded device) and per-
forms the feature extraction and acoustic model calculation

– the back-end, which runs at the server and executes the most time and
memory consuming module of the system - the decoder.

In this work, we intended to port the Audimus system to embedded devices.
We have large vocabulary (over 100K words) models for several tasks in the
European Portuguese Language, and wanted to be able to use these models in
the resulting speech recognition system. To fulfill these requirements, we decided
to adopt the DSR paradigm.

In the next section, the state-of-art in Speech Recognition techniques is briefly
described, with a particular emphasis on the Audimus system. In the third sec-
tion, the architecture of the implemented DSR system is described and, in the
fourth section, some of the implementation options are discussed. Finally, in the
fifth section, the results obtained with the system are presented.

2 Current Speech Recognition System

Figure 1 shows the architecture of a generic speech recognition system.

Fig. 1. A generic ASR system architecture as a cascade of processing blocks

State-of-art speech recognition systems generally employ some combination
of these components. The speech acquisition module performs the capture of the
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speech that is to be recognized; it can be done in several ways, using a simple
microphone, a microphone array, or a multimedia file.

The feature extraction component performs a form of transformation on the
speech signal, producing a reduced set of features that are intended to better rep-
resent it. It is implemented using signal processing techniques, that essentially try
to remove the signal information that does not help to identify the words being
spoken. In particular, Audimus has a rich set of components, that compute ETSI,
MFCC, PLP, and RASTA features [2], which are based on different algorithms.

The acoustic model estimates a set of posteriori probabilities: for each phone,
the probability of it having been generated by the observations (that are the
output of the feature extraction component). Currently the two main approaches
to solve this problem are to use a Gaussian Mixture Model, which assumes that
each feature vector is generated by a distribution which is a mixture of Gaussians,
and a Multi-Layer Perceptron. Audimus uses the latter.

Finally, the decoder is the module that, based on a language model (which
is a description of “how likely” is each sequence of words in the language) and
on a lexicon, finds the sentence that is the most likely to have been uttered
by the speaker. To approach the decoding problem, some systems use decoding
strategies based on the Viterbi or stack decoder [5] (also known as the A* algo-
rithm). Audimus uses the WFST-based approach to Large Vocabulary Speech
Recognition [6].

In addition to the above structure, which is common to almost all state-of-
art ASR systems, Audimus also has components to segment a speech signal into
sentences, and to classify a frame of audio into speech / non-speech [2] (to reduce
the load when there is no useful speech to process).

3 System Architecture

The architecture of the Distributed Speech Recognition (DSR) System we de-
fined is depicted in Figure 2.

3.1 Network

The front-end and the back-end of the system are connected through a network,
which in our case is a wireless LAN, so that the device can be used freely. This
model can be generalized to other types of LANs or even to a service model
concept over the Internet. The current paper (and Figure 2) only considers,
however, networks where loss, errors or duplication of packets do not occur.

3.2 Application on the Client

In the client, speech acquisition can be done either using the device’s embedded
microphone or with a Bluetooth Microphone, which enables higher quality audio
capture, since the speech source is closer to the microphone. We used the Por-
tAudio Library [7] to capture the audio in a system-independent way, of which
there is already a version for Windows Mobile, the target OS.
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Fig. 2. Architecture of the DSR System

We also developed a simple interface in which the user can specify the pa-
rameters of the distributed recognition system (the IP of the server, models - all
sizes and types of the Audimus system being supported) and the processing the
user wants the server to do, speak to a dictation interface, and see the results,
as can be seen in Figure 3.

3.3 Server Configuration

Initialization of Communication. Communication between client and server
is initiated by the client, as it is usual in the client-server model. The server
must therefore be running before a connection from the client is attempted. The
client must provide the server’s IP address and the port where it is listening to
incoming requests, as can be observed in figure 3. The server accordingly creates
a new Audimus process to handle the current request.

Model Synchronization. As seen in Figure 3, the models used for recognition
can be specified before recognition using the interface in the client. The server
application manages this change by using the Audimus API appropriately to
change the models at the server.

Data Transfer. The data is transferred from the client to the server across
a normal TCP/IP connection, as seen above. There is also a parallel control
connection that enables asynchrounous control of the recognition process.
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Fig. 3. The configuration screen, on the left, and the main speech recognition screen
on the right

Types of Available Models. The available models, for the European Por-
tuguese, are language models, pronunciation dictionaries (lexica), and acoustic
models.

Acoustic models come in the form of a file containing the neural network
weights (since Audimus uses MLPs for acoustic modelling), and they can be
adapted to a user or set of users or be generic.

Lexica and langage models are, in Audimus, modelled by WFSTs. Language
models can represent a contained task, where they can be used to obtain very
good performance by restricting the possible sentences considerably, or larger
tasks, with many different words, where, even compressed, they can grow to
sizes of hundreds of megabytes.

4 Portability to an Embedded System

In this section we focus, at a lower level, on the portability issues that were
solved in order to obtain a working system.

We chose to port the PLP component as the feature extraction module. This
was motivated by the fact that we intend to recognize clean speech, not speech sig-
nificantly distorted by noise. As the acoustic model component, we selected the
ForwardMLP component, which performs forwarding on a MLP model. We de-
cided to port the acoustic model also, since we want to progress into a totally
embedded system, where all the processing (including the decoding) is performed
at the client.

We also ported Audimus ’ MacroComponent system, to make the specification
of different pipelines of components more flexible. In doing so, we had to port



A Platform of Distributed Speech Recognition 187

the ZThreads Library [8], over which the MacroComponent system is built, to
the device.

The devices we were targeting with our system have limited processing ca-
pabilities, in particular, they do not usually possess floating-point processing
units. Emulating the inexistent floating-point units through software incurs a
slowdown of about 10x, which renders it unacceptable for applications that are
processing intensive, such as the computation of PLP features, needed for speech
recognition. The solution is the use of fixed point computations in all arithmetic
operations. The memory limitations of the processor are also relevant in the
acoustic processing stage, because some acoustic models occupy non-negligible
amounts of space.

4.1 PLP Component

The main issues found while porting the PLP component to the embedded device
are described below. Some of the issues considered in this section apply to other
components as well.

Computation of the FFT. The FFT is a central component in the compu-
tation of PLP coefficients, and also represents about 50% of the execution time.
The FFT is done in 32-bit fixed point in order to preserve the best possible
accuracy. Also, a N-point FFT introduces a gain of N (the output vector has a
magnitude which can be up to N times larger). Therefore, to avoid overflow, the
input data is shifted right between each two butterflies (FFT subroutines). The
FFT implementation in Audimus was further optimized by replacing calls to
trigonometric functions, used to compute the twiddle factors, by table lookups
that can be pre-computed.

Computation of the Power Spectrum. The power spectrum can be esti-
mated from the complex output of the FFT by calculating the magnitude of each
complex number. However, to avoid an expensive square root operation, most
applications work with the squared magnitude instead. This increases the range
of numbers that must be represented, which complicates a fixed point imple-
mentation. The adopted solution was to use a dual fixed point implementation
[9], where a single bit selects one of two possible exponents. This ensures that
the range is enough to cover the squared magnitude spectrum, while mantaining
most of the speed gained by the fixed point approach. One alternative is to use
a fast approximation of the magnitude of a vector, but that introduces errors
that are up to 10%.

Approximation of the Cube Root Function. The auditory spectrum must
be equal-loudness weighted and cube-root compressed to account for the char-
acteristics of human audition. The cube-root function must therefore be imple-
mented in fixed-point. One way to solve this problem is to tabulate some of
the function’s values and then to use linear interpolation to approximate it be-
tween those values. The property of the cube-root function f - f(ax) = 3

√
ax =

3
√

a 3
√

x = f(a)f(x) - and, in particular, the fact that it is an odd function (i.e.,
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f(−x) = −f(x)) , mean that we only need to consider the interval between 0
and 1, since any interval between 0 and 2k can be reduced to the first using a
multiplication. We chose to use a table with 256 equally-spaced entries (to avoid
using expensive division operations), which leads to an average error of less than
10−5. The resulting implementation was roughly 5 − 10 times faster than the
general-purpose function pow of the C library.

Further Optimisation of Operations. In addition to the use of fixed point
arithmetic, most ARM processor’s division operations are very slow or inexistent,
being emulated in software. As a result, whenever possible, division operations
(found, for example, in the computation of LPC coefficients from the autoregres-
sive model) were replaced with multiplications by their inverse.

4.2 ForwardMLP Component

In the ForwardMLP component, it is necessary to compute the output of a
MultiLayer Perceptron. To that effect, we need to calculate the output of a set of
neurons, which is a linear combination of the outputs of the neurons of the layer
immediately to the left. We also need to calculate the activation function, which
is usually the sigmoid function, but that is easily done as a table lookup. This
computation fits naturally within the framework of matrix multiplication, and
the current implementation uses one of several highly optimized BLAS (Basic
Linear Algebra System) libraries to perform this operation in reasonable time,
since the matrices used are, for large networks, very large. Unfortunately, to
the best of our knowledge, there is no BLAS system targeting ARM devices. It
was, therefore, necessary to improve the baseline (O(n3)) matrix multiplication
algorithm directly with the following optimizations:

Locality of Reference Optimizations. The trivial matrix multiplication al-
gorithm uses the processor cache sub-optimally, since to calculate a row of the
output matrix, it will read all of the second matrix. Instead, we partition the
first and second matrices into blocks, and multiply them “blockwise” (i.e. the el-
ements of the higher level multiplication operation will be matrices themselves).
The number of operations executed by the algorithm will be the same as before,
but if we choose the size of the block so that it fits in the cache of the processor,
the number of cache misses will be much lower, causing the algorithm to run
much faster.

Reduction of the Network’s Memory Footprint. By quantizing the matri-
ces and all input values to 16 bits, it is possible to reduce the size of the neural
network considerably, albeit at a small cost in precision. This not only saves
memory but also improves the algorithm’s locality (because more data can be
made to fit in the cache) and speed (since our target processor can muliply four
16-bit values in one clock cycle). Also, as the input of our network consists not
only of the current frame but also of the 3 that precede and follow it, each feature
frame appears seven times in the first matrix of the first multiplication. This fact
was explored to further reduce size by storing each feature frame only once.
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5 Results

The PC used for our tests was a 2.4 Ghz Core Duo with 2 GB of RAM. The
target device used in the tests was a 520 Mhz XScale, with 64 MB of RAM and
256 MB ROM running Windows Mobile 6.0. The network between the PC and
device was a Wi-Fi 802.11b network.

We selected the radiology task to perform our tests, using an adapted language
model existent in the laboratory, consisting of 13161 words. The test set was split
into five tests, totalling 215 sentences and 2292 words. Each test contained one
or more full radiology reports. The differences in recognition quality for each set
were measured using two different acoustic models: the generic acoustic model,
and the speaker dependent acoustic model. Also, we considered how different
configurations - a) audio acqusition and processing in the PC, b) acquisition
in the device and complete processing in the PC, c) distributed system with
feature extraction in the device, d) distributed system that also includes MLP
processing - would impact recognition speed, by measuring it against our test set.
Finally, we also assessed the impact that using the PDA’s internal, lower-quality
microphone, would have in recognition quality. The results are summarized in
the tables below.

Table 1. Duration of each test (column 2) and time taken to recognize the five tests
when using only the PC (column 3), when transferring the audio from the PDA to
the PC (column 4) and when executing the PLP component and the PLP and MLP
components in the PDA (columns 5 and 6) respectively

Test Duration Time(PC) Time(PDA to PC) Time(PLP in PDA) Time(MLP in PDA)

1 349s 125s 126s 129s 135s
2 484s 161s 163s 167s 184s
3 546s 204s 205s 207s 220s
4 567s 207s 208s 211s 226s
5 540s 188s 190s 193s 210s

There was no significant increase in delay incurred by the network transmis-
sion of the data from the device to the PC, as can be observed by comparing
columns 3 and 4 of table 1. Additionally, the increase in latency noticed when
considering the configurations of the fifth and sixth columns of the table was
most likely due to overhead in the creation of the MacroComponent architecture
in the PDA, which is more significant in the acoustic model case.

Table 2 shows that the use of speaker adapted models almost completely elim-
inated the errors in the radiology task. Furthermore, there was a small (0.51%)
degradation in WER because of rewriting the PLP component in fixed point
for the PDA. This is mainly due to the numerically unstable nature of delta
calculation, used in the PLP component, which increases the relative error of
the fixed point implementation by about one order of magnitude.

In the 2nd column of table 3, we show the results of trying to directly reuse the
speaker adapted model, used in the discussion above, with audio recorded using
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Table 2. Word error rates using the generic model, the adapted model, and the adapted
model with PLP processing done in the PDA, respectively

Test Words WER (gen. model) WER (ad. model) WER (ad. model, in PDA)

1 317 7.89% 2.52% 3.47%
2 448 11.20% 2.23% 2.90%
3 520 8.85% 1.73% 2.31%
4 521 11.70% 2.50% 2.88%
5 486 9.05% 1.44% 2.06%

Average 458 9.86% 2.05% 2.66%

Total 2292

Table 3. Word error rates using the PDA’s internal microphone. The 2nd column
refers to the acoustic model trained with the high quality microphone, while the 3 last
columns refer to the acoustic model trained for the PDA’s microphone. In the 4th and
5th columns, the PLP component / PLP + acoustic model, respectively, are executed
in the PDA.

Test Base SA model Adapted model Adapted model+PLP Adapted model+PLP+MLP

1 14.83% 1.89% 2.84% 4.10%
2 19.20% 4.24% 4.24% 4.91%
3 17.12% 3.46% 3.46% 4.03%
4 25.34% 4.61% 4.22% 5.76%
5 13.40% 3.91% 3.91% 4.53%

Total 18.41% 3.75% 3.80% 4.71%

the PDA’s microphone. This caused a large increase in word error rate, so we
further adapted the above model using 100 additional sentences, recorded with
the PDA’s microphone. As a result, the WER dropped to 3.75% (3rd column
of table 3), which represents a degradation of less than 2% when compared
to the use of a high quality microphone. There was no significant degradation
caused by the execution of the PLP component in the PDA (column 4); in
one of the testcases, the WER actually decreased. However, also porting the
MLP component (column 5) increased the WER by 0.91%, probably due to the
reduced precision of the 16 bit matrix representation, discussed in section 4.

6 Conclusions

In this paper we have presented a Distributed Speech Recognition system for the
European Portuguese. Our intent to progress, in future work, towards a fully em-
bedded system, where all the processing resides on the device, has motivated the
decision of investigating two configurations for the distributed system, with and
without the acoustic model component. In both configurations it was possible
to achieve word error rates below 5% , with a speaker and microphone adapted
acoustic model, in a 13161 word radiology task.
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Abstract. In this paper we report on the development and adapta-
tion of language technology tools for Portuguese aimed at supporting
e-Learning via the extension of a Learning Management System with
new functionalities. We also describe how these tools were integrated
into this Learning Management System and present results of both their
intrinsic and extrinsic evaluation.

Keywords: Automatic keyword extraction, ontology, definition extrac-
tion, e-Learning, LMS, annotated corpus.

1 Introduction

The immense potential of Language Technology to enhance e-Learning has been
repeatedly pointed out, and to a very large extent such potential remains to be
explored. In this paper, we report on some first steps in that direction, discussing
the application of some tools and resources for the computational processing of
Portuguese with the aim of supporting e-Learning. More specifically, we report
on the development and application of three tools aimed at enhancing learning
activities in the scope of a Learning Management System (LMS).

One of the tools is a Keyword Extractor, which supports a new functionality
with which the LMS was extended: once a text-based Learning Object is selected,
a list of candidate keywords for that object can be automatically generated. This
list can be subsequently filtered out by the users so that only the more relevant
are retained and are persistently associated with that Learning Object. This
functionality can be used by tutors in their task of meta-data annotation and
thus helps to alleviate the burden of hand writing them, speeding up that process.
It can also be used by students, who can obtain on the fly a list of some core
concepts for a Learning Object they may have just imported into the LMS, and
rapidly have a first glimpse of their content or relevance.

A second tool which was developed is a Definition Extractor, which supports
another new functionality of the LMS, the Glossary Candidate Detector (GCD):
from a given Learning Object selected, it is possible to generate a list of tentative

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 192–201, 2008.
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definitions that form a draft glossary; this glossary in turn can also be subse-
quently filtered out and extended by the users. Again, this functionality can be
used by tutors in their task of meta-data annotation and helps to speed up that
process. It can be used by students as well, who can obtain a draft overview of
the concepts being defined in a Learning Object imported into the LMS.

Finally, the third tool developed was a Semantic and Multilingual Search
Tool. A key component of this tool is an ontology and the annotation of the
Learning Objects with their concepts: in the Learning Objects, each natural
language expression conveying one of those concepts is associated to such con-
cept via metadata annotation. Accordingly, the search tool developed permits
to retrieve Learning Objects given the concept entered and its occurrence in
the retrieved objects. Since the ontology is common for Learning Objects from
different idioms, the set of retrieved objects can include also those not written
in the language of the user, thus supporting cross-language search.

The results reported in the present paper were obtained in the scope of the
LT4eL project activities. This is an FP6 European project whose goals were
pursued with the cooperative contribution of 12 partners, including our team,
under the coordination of the University of Utrecht. In the present paper, we
focus in the tools and results contributed by our team.

In Section 2, we describe the corpus collected and annotated in order to sup-
port the development and the intrinsic evaluation of the tools. In Section 3, a
detailed presentation of the keyword extractor is offered, while the glossary can-
didate extractor is discussed in Section 4. In Section 5, we present the ontology
and the semantic search mechanisms it supports. In Section 6, we briefly describe
how these tools were integrated in the LMS and what was the outcome of their
extrinsic evaluation. Finally, Section 7 is devoted to conclusions.

2 The Corpus

In order to support the development and the intrinsic evaluation of the tools
a corpus was developed. Given that the corpus was to be used also for the
extrinsic evaluation, viz. as a repository of learning material in the LMS, we
selected documents that can be taken as Learning Objects.

A Learning Object (LO) is any small, reusable chunk of instructional media,
digital or non-digital, which can be used, re-used or referenced during technol-
ogy supported learning and should be enriched with metadata (the actual stan-
dard is the ”Learning Object Metadata”) [1]. Keeping this in mind, we selected
31 documents, mostly of a tutorial nature, apt to be used as LOs, covering
three domain areas, namely Information Technology (IT) for non experts, e-
Learning (eL) and Information Society (IS). Table 1 shows the composition of the
corpus.

The XML-based format version of the corpus went through a process of
linguistic annotation. The corpus was automatically annotated with morpho-
syntactic information using LX-Suite, a set of tools for the shallow processing of
Portuguese with state of the art performance [2].
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This annotation includes information about sentence and tokens boundaries,
POS categories, and inflectional features and lemmas.

Finally, in the last step the output of the annotation tools was converted
into a common, project internal, XML format, the LT4eLAna document format.
The DTD of this format conforms to a DTD derived from the XCESAna DTD,
a standard for linguistically annotated corpora [3]. This DTD structures the
documents into paragraphs, sentences, chunks and tokens. The textual content
of tokens is the actual text of the document while the attributes associated to the
tokens encode linguistic and layout information. Markup for some other elements
was yet added, namely for keywords, defined terms and defining text.

Over this version of the corpus in this final format, a phase of manual anno-
tation of keywords and of definitions was carried out.

Concerning keywords, 29 documents were annotated (corresponding to 265 915
tokens)with 1 033 different types, which means a mean of 35.6 types per document.

Definitions were marked with the indication of the definiens and of the definien-
dum. Information regarding the type of definitions was also encoded, namely dis-
tinguishing four different kinds of definitions: definition introduced by the verb
”to be”, termed copula definitions; definitions introduced by other verbs; defini-
tions introduced by a punctuation mark; and definitions of none of these previous
three types. Table 2 displays the distribution of the different types of definitions
in the corpus, and their breakdown by sub-corpora.

Table 1. Corpus domain composition

Domain tokens

IS 92825
IT 90688
eL 91225

Total 274000

Table 2. The distribution of definitions

Type IS IT eL Total

Copula 80 62 24 166
OtherVerb 85 93 92 270

Punctuation 4 84 18 106
other 30 54 23 107

total 199 295 157 651

3 The Keyword Extractor

Keywords are (single or multi-word) terms that are presented to very briefly
characterize a text and resume what it is about. In order to extract such terms
automatically, a few algorithms, based on distributional statistics, were tested. In
particular, project internal work provided an implementation of algorithms based
on TF*IDF, RDIF and a term frequency adjusted version of IDF (ARDIF). Such
tool, developed by Lemnitzer and Dergorski [4], took into account the linguistic
information encoded in the corpora, in particular the base form of each word,
the part of speech, and the morpho-syntactic features. These tools try to pay
justice to the fact that good keywords have a typical, non random distribution
in and across documents and that keywords tend to appear more often at certain
places in texts (e.g. headings, etc.).1

1 For full details, the reader is referred to [4].
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These tools ran over the corpus described in the previous Section, and its
outcome underwent a subsequent process of refinement. When looking at their
results, it was apparent that some terms selected as candidate keywords were
not apt to be considered keywords at all and could be very easily discarded.
For instance, focusing on single-word keywords, this was the case of candidates
made of punctuation marks or of a single preposition. Or, when taking multi-
word expressions, for instance, that was the case of candidates starting with
punctuation marks or prepositions.

In order to automatically refine such preliminary outcome, a system of pattern-
based filters was developed. That filtering module is based on the use of four port-
manteau tags that are in correspondence with the elements of the POS tagset used
for the annotation of the corpus:

PLU - punctuation elements, that should be ignored completely.
FLU - lexical units that are not possible as single-word, though they can
appear inside multi-word units but not at the initial or final position.
CMLU - lexical units which are admissible in multi-word lexical units, even
at their beginning or end, but cannot form a single-word keyword.
MLU - admissible both as single-word keyword and as of a multi-word one.

Intrinsic evaluation was carried out at the output of this filtering of the first
tentative results provided by the statistics-based tools. Scores for Precision, Re-
call and F-measure were obtained against the manually annotated documents
reserved as test set. Table 3 displays the results for each base technique tried
out, showing a slight advantage for the combination TFIDF-based algorithm
followed by rule-based filtering.

Table 3. Keyword Extractor intrinsic results

ADRIDF RIDF TFIDF
R P F R P F R P F

filtered 0.30 0.17 0.21 0.21 0.12 0.15 0.31 0.18 0.22

Given that the manual annotation of keywords was performed by a single
annotator, in order to have a more reliable notion of the intrinsic performance
of the tool an experiment was carried out to obtain a score for inter-annotator
agreement on this specific task of keyword assignment.

Ten individual testers were given one LO from the corpus and were asked to
extract the 10 keywords that should be assigned to that document. The agree-
ment between testers was assessed by using the AC1 measure proposed in [5]. It
scored 0.58 which indicates that the task is inherently quite difficult (even for
humans).

Note that the scores displayed in the table above were obtained by comparison
with the list proposed by a single annotator. Accordingly, a much more significant
measure of the performance of the tool is to be collected with the AC1 score
obtained for the comparison between the tool and the ten annotators.
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The agreement between human testers and the tool scored 0.67. The list
of keywords proposed by the “typical” tester (taken as the 10 most selected
keywords by all the testers) is thus in agreement with the system more than
the testers agree among each other. This is clearly an indicator of a very fgood
performance of the system given the inherent difficulty of the task.

Finally, further pursuing the intrinsic evaluation of the keyword extractor,
additional scores for the performance of this tool were obtained yet from another
perspective. The first 20 keywords automatically extracted from a document
were presented to 10 human testers. These testers were then asked to rate the
keywords in a scale from 1 to 4 (very relevant, quite relevant, not relevant to
the document, not a valid term). The average score was calculated over the
entire set of 20 keywords, over the first 10 and the over the first 5. For the
entire list of 20 keywords, a score of 2.34 was obtained; 2.08 was the score for
the first 10 candidate keywords; and finally 1.94 was the score obtained for the
first 5. These results are quite satisfactory: they indicate that the keywords
automatically extracted are correctly ranked by the tool (with the more relevant
being presented in the first positions) and that those higher ranked tend to be
quite relevant.

4 The Glossary Candidate Detector

The Glossary Candidate Detector (GCD) was designed to automatically detect
definitions, being able to tell apart the definiens from the definendum. A rule-
based approach was adopted to develop this tool. The rules encode general pat-
terns of candidate definitions whose basic components are some reserved words
(e.g. verb “to be”, etc.) and POS categories. The patterns were hand crafted on
the basis of the analysis of the development data previously created, under the
form of a corpus annotated with definitions.

To write down such rules, we resorted to lxtransduce. This is a tool that
allows to build transducers specially suited to add or rewrite XML markup. It is
a component of the LTXML2 tool set developed at the University of Edinburgh.2

In order to develop such transducer, three types of definition were identified
and for each one a specific set of rules was written (for more details see [6]).
Furthermore, the 274 000 token corpus was split in two parts, a development
set, with 75% of the corpus, the remaining 25% for the test data.

Similarly to what was done for the keyword extractor, the GCD was evalu-
ated both in a quantitative and in a qualitative manner. For the quantitative
evaluation, the value of recall and precision was calculated at the sentence level.
Recall here is the proportion of the sentences correctly classified by the sys-
tem as containing a definition with respect to the sentences manually annotated
as actually containing a definition. Precision is the proportion of the sentences
correctly classified by the system with respect to the sentences automatically
annotated. Furthermore, the F2-measure3 was also calculated. This score was
2 http://www.ltg.ed.ac.uk/˜richard/ltxml2/lxtransduce-manual.html
3 F2 = (1+2)∗Precision∗Recall

(2∗Precisio)+Recall
.



Supporting e-Learning with Language Technology for Portuguese 197

preferred to the simple F -measure in virtue of the type of task at stake. We are
more interested in higher recall than in higher precision, given the application
of the tool which is better to give more (possibly incorrect) definition candi-
dates (with a higher recall, at the expense of a lower score in Precision) than to
miss good definitions (in the opposite situation). We obtained a score of 0.14 for
Precision, 0.86 for Recall and 0.33 for the F2-measure.

On a par with this quantitative evaluation, a qualitative evaluation was car-
ried out involving a group of users. We selected six MA students and presented
them a LO with a list of definitions automatically generated using the tool—
the LO was a 12 page introductory document on the use of Internet and the
GCD had extracted 34 different definitions. Testers were instructed to read the
document carefully and then score each definition using a rating scale from 1
to 4 (very good definition, good definition but not complete, acceptable defini-
tion, not a definition at all). The average score was 2.21, thus indicating that
the candidate passages automatically extracted are on average considered good
definitions according to human appreciation.

5 Semantic Search Tool

The Semantic and Multilingual Search Tool aims at allowing semantic search
within a collection of documents; in more concrete terms in view of the appli-
cation at stake, within a set of LOs. This means that it is possible to search for
a term and retrieve, for example, all documents containing not only that term
but also its synonyms and related concepts (such as super and sub-concepts).
Since the tool is based on aligned ontologies developed for different languages,4

it is possible to search for a term from a language A and retrieve documents in
languages other than A, allowing for a multilingual retrieval.

The Semantic Search tool builds on the Lucene retrieval engine [7] embedded
in the LMS and is based on three resources: a domain ontology, a lexicon, and
an annotation grammar.

The ontology resulted from the merge between the DOLCE top-ontology,
intermediate concepts from OntoWordnet, and a domain-specific ontology de-
veloped from scratch. This latter part was built in a bottom-up manner using as
starting point the collection of keywords automatically generated for the corpora
of every language in the project. This collection was translated into English in
order to end up with a common collection. This final collection offered a first
list of concepts to be covered by the domain ontology. Additionally, when enter-
ing these concepts in the ontology, concepts important to establish intermediate
levels with the upper ontologies were added.5 The domain covered by the final
ontology is the realm of Computer Science for Non-Computer Scientists and
includes concepts related to operating systems, applications, document prepara-
tion, computer networks, markup languages, world wide web, etc. The ontology
4 The languages concerned are: Bulgarian, Czech, Dutch, English, German, Polish,

Portuguese, Romenian and Maltese.
5 For a fully detailed account of the core ontology building process see [8].
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includes about 950 domain concepts, including 50 concepts from DOLCE and
about 250 intermediate concepts from OntoWordNet.

The lexicon, in turn, was built by collecting every possible lexicalization for
each one of the concepts in the ontology. By the end of the lexicon development
process, we ended up with a list with 917 entries and 1019 lexicalizations, where
each concept is associated with its possible lexicalizations.

Finally, an annotation grammar was developed which has the lexicon as its
central component. A first common template of this grammar was put forward
by Simov and Osenova [9] and subsequently worked out to develop different
grammars for every language, and in particular for Portuguese by us. When
applied to an input LO, this grammar detects possible (single or multi-word)
lexical units and suggests all concepts of the ontology possibly expressed by that
lexical unit. In the process of annotating the corpus with concepts, the output of
this grammar is validated by human annotators who can select the right concept,
or reject all and/or suggest a new one.

The lexicon constitutes the main relay resource between the query entered to
start a search for documents, the ontology and, consequently the semantic-based
search. The words entered are looked up in the lexicon, and the concepts that
are associated to them are the items actually used in the search process, which
will retrieve those documents containing some occurrences of those concepts in
the markup semantic layer underlying the raw text.

Given the nature of the semantic search functionality, it was submitted only
to an extrinsic evaluation, as described in the next Section.

6 Integration in the LMS and Extrinsic Evaluation

Besides the intrinsic evaluation of the tools developed when applicable, an extrin-
sic evaluation was also carried out after the integration of the new functionalities
supported by them in the LMS. The LMS used was ILIAS, an open-source, fully
edged web-based LMS that allows users to create, edit and publish learning
material in an integrated system with normal web browsers.6

Fig. 1 displays the Graphical User Interface (GUI) by means of which it is
possible to invoke the keyword extractor over a certain LO, and automatically
obtain a list of candidate keywords for that document. The pane shows the can-
didate keywords list proposed after pressing the ”Generate KeyWords” button.
The user can accept the proposed keywords by checking the boxes and can also
add new ones in the text field below them.

Fig. 2, in turn, presents a sample of the outcome of calling the GCD over a
given LO.

Finally, Figure 3 shows the results of a semantic search triggered by the query
made of the word ”editor”. It is worth noting that when a semantic search is
performed, besides the relevant documents, the fragment of the ontology sur-
rounding the concept used in the search is also displayed in the panel right

6 http://www.ilias.de/
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Fig. 1. User Interface ILIAS - Keyword Generator

Fig. 2. User Interface ILIAS - Glossary Candidate Detector

inferior corner. The nodes of this fragment are clickable and allow the launching
of a new search of LOs with occurrences of the concept clicked on.

The extrinsic evaluation was designed seeking to get some insight on the
satisfaction of the potential end-users with respect to the new functionalities.
This evaluation was based on the user scenario methodology [10]. Scenario here
is meant to be “a story focused on a user, which provides information on the
nature of the user, the goals he wishes to achieve and the context in which the
activities will take place”.

There were scenarios developed for two roles, i.e. for two kinds of users, stu-
dents and tutors. For each role, two scenarios were created, one aimed at as-
sessing the Keyword Extractor and GCD, and another aiming at assessing the
semantic search. A group of at least 6 students participated in the student sce-
narios and the tutor scenarios were performed by 3 university teachers.

Regarding the extraction of keywords and the use of GCD by tutors, the
participants were requested to generate a list of keywords and a glossary using
the tools in order to make a certain LO available for a particular course. All
testers (100% of score) agreed that both tools are useful, in particular for people
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Fig. 3. User Interface ILIAS - Search

responsible for adding metadata to content. Although 30% of the testers think
that the tools could be improved, they would use them if available.

As for the students, they received the task of summarizing a scientific paper.
The participants were split into two subgroups. A target group with access to
the new functionality of automatic generation of keywords and definitions, and
a control group with no access to these extensions of the LMS. With respect to
satisfaction, 67% of the testers were very satisfied with the list of keyword and
80% would use this tool for selecting a document in a collection. Nevertheless,
50% think that some important terms are missing. Regarding the glossary, all
testers agreed that definitions were of a good quality, even if some definitions
were missing. All testers agreed on the usefulness of this tool for this particular
task and they would use the tool for extracting definitions from other papers.
Besides checking satisfaction of users, the abstracts developed by the two groups
were also evaluated using as metric the number of relevant concepts covered by
abstracts. It turned out that the abstracts produced by the target group had
a best coverage than the abstracts of the control group. On average, abstracts
produced by the target group mentioned 5.5 relevant concepts while abstracts
produced by the control group mentioned 4.2.

Regarding the semantic search functionality, tutors were given the task of
refining a list of prerequisites for a given course, and to identify those LOs in the
LMS repository which would help a student to learn about those prerequisites.
Although for all testers it was easy to locate the relevant topics and identify
relevant documents, 50% of them were not able to find some topics that they
thought should be present. All testers agreed on the advantages of using such a
tool in a virtual learning environment.

Students, in turn, were provided with a quiz with multiple choice questions,
and were asked to try to find the documents containing the relevant answers.
83% of the testers found that their search terms returned mostly relevant content
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and 67% reported that the use of an ontology helped them in completing the
task; 83% pointed out that ontology browsing and semantic search permit linking
concepts in a way they were not aware of before.

7 Conclusions

In this paper we presented language technology resources and tools developed
with the purpose of enhancing e-Learning by supporting new language processing-
based functionalities embedded in an LMS. These tools were assessed under intrin-
sic and extrinsic evaluation.

Overall, the results coming out of the evaluation and reported above are pos-
itive and very encouraging. They provide an objective ground to the repeated
claim that there is an important potential to be explored in what concerns the
application of language technology to enhancing e-Learning.
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Abstract. In this paper we present ParaMT, a bilingual/multilingual paraphraser 
to be applied in machine translation. We select paraphrases of support verb con-
structions and use the NooJ linguistic environment to formalize and generate 
translation equivalences through the use of dictionary and local grammars with 
syntactic and semantic content. Our research shows that linguistic paraphrasal 
knowledge constitutes a key element in conversion of source language into con-
trolled language text that presents more successful translation results.  

Keywords: ParaMT, paraphraser, paraphrase, support verb construction, mul-
tiword expression, machine translation, controlled language, NooJ, Lexicon 
Grammar Theory. 

1   Introduction 

The benefits of paraphrasal knowledge to Natural Language Processing have been 
quantified in areas such as summarization [1]-[3], question-answering [4]-[5], infor-
mation extraction [6], and machine translation [7]-[8], among others. Recent ACL 
workshops dedicated exclusively to paraphrasing reveal the growth in this field of 
knowledge. However, most published works describe statistics-based approaches to 
gather paraphrases. Statistical methods to acquire paraphrases are based on word co-
occurrences and word combinations and have little or no linguistic knowledge. They 
also apply algorithms to corpora that may be inadequate or insufficient.  

In this paper, we claim that effective results from linguistically based research on 
paraphrases can save substantial effort and resources employed by statistically based 
machine translation systems, by providing the opportunity to improve linguistic preci-
sion as a means to drive machine translation, rather than statistics. We argue that 
science in general is founded on direct analytical observation and believe that good 
quality machine translation relies on intimate language knowledge, not on probabilis-
tic calculations. We have taken one important linguistic phenomenon, a particular 
type of phrase, a support verb construction, and built a body of lexical, syntactic and 
semantic knowledge around this phrasal type. Then, we applied this knowledge to a 
bilingual/multilingual paraphraser, which we intend to integrate in machine transla-
tion systems. Our hypothesis was that linguistic knowledge applied to a machine 
translation system would improve its output quality. We verified that support verb 
constructions is an area where statistics tend to “trap” systems. If statistical systems 
are not sensitive to these constructions, the consequence may be misleading  
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translations. We argue that our linguistic system provides a statistical system with 
special training data that could correct this problem. 

2   Support Verb Constructions 

Support verb constructions are predicate noun constructions (noun + arguments) 
where the main verb has a weak semantic value, such as in make a promise. Semanti-
cally weak verbs are called support verbs in Lexicon-Grammar theory, but they are 
also known as light verbs [9]-[10]. Support verb constructions are multiword expres-
sions that, within the area of corpus linguistics, have been subcategorized as colloca-
tion phenomena [11]-[14]. The term “collocation” is generally used to define words 
or terms that ‘go together’ with a precise meaning. Most works on collocations con-
sist mainly in identifying collocations within a corpus, with the goal of including 
them in extended dictionaries. Even though it is widely known and used, collocation 
is a ‘sort of’ statistical related term (co-location means positioning side by side or 
close together) that is too broad for linguistic analysis. We look at collocations as 
multi-layered linguistic phenomena which, in our opinion, must be identified and 
studied individually, as proposed in [15]. We consider that the more we know about 
multiword expressions, the more sophisticated their descriptions are in the electronic 
dictionaries or the more accurately they are formalized in computer grammars, the 
better the quality of machine translation output and of natural languages applications 
in general.  

Identifying source language multiword expressions such as support verb construc-
tions is not a trivial task, but it is the starting point for paraphrasal knowledge, as it is 
for translation. As early as 1988, as demonstrated inter alia by [16]-[18], the sugges-
tion of conceptually separating monolingual paraphrasing from translation in machine 
translation has been put forward by the insertion of a “style transfer” module which 
selects the “best or chosen translation” from multiple “possible” translations. The idea 
of dynamically invoking monolingual grammars to perform translation of multiword 
expressions was raised by developers on the working prototype built by the IBM-
INESC Scientific Group back in the late eighties [ibidem]. Our approach uses  
monolingual grammars for the identification of support verb constructions and bilin-
gual/multilingual grammars for translation and bilingual/multilingual paraphrasing. 
We can use paraphrasing in a monolingual text as a pre-editing procedure for  
controlled language writing and generate and translate paraphrases allowing their 
insertion directly in machine translation. We will load the paraphraser with Portu-
guese to English data and use the NooJ linguistic environment [19] to formalize and 
translate support verb constructions through finite-state transducers (local grammars) 
for bilingual/multilingual purposes. The theoretical framework behind this study is 
the Lexicon-Grammar [20]-[21], which stands on the principles of the transforma-
tional grammar of Harris, [22]-[23]. According to the Lexicon-Grammar, simple 
sentences (predicate and its arguments), also known as elementary sentences, and not 
the individual words, represent basic syntactic-semantic units. Natural language proc-
essing systems, particularly machine translation systems that take into account these 
linguistic units yield more opportunities for success. 
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3   Machine Translation Problem Evidence 

Our experience with machine translation confirms that currently the results are far 
from perfect [24]. Translation results extracted from METRA [25], and described in 
[26] prove that machine translation engines are unsuccessful particularly at handling 
the translation of support verb constructions. A literal and unnatural translation is 
provided by most machines. For example, the English support verb construction make 
a decision is translated into Portuguese as fazer uma decisão instead of tomar uma 
decisão or even as the strong verb decidir, which represent its optimal paraphrase. 
This inaccuracy means that the English support verb make is directly translated into 
the Portuguese support verb fazer (default translation), instead of being recognized as 
part of the support verb construction which embeds semantic meaning as a whole.  

We have tried to replace some support verb constructions with lexical verbs and 
verified that overall machine translation engines showed significantly better results. 
For example, machine translation engines are unanimous in choosing the Portuguese 
verb decidir as the correct translation for the English verb decide. This pre-editing, or 
more precisely controlled language writing by paraphrasing, improves translation 
results and makes output sentences more comprehensible overall. This proves that, if 
we consider pre-editing of the input sentences where support verb constructions 
occur, changing each instance into a lexical verb, we are not changing the meaning of 
the source sentence and we are giving the machine translation engine a distinctly 
better chance of improving the output result, by filtering out some noise, i.e., the weak 
verb. The support verb construction make a decision is a stylistic alternative to the 
verb decide, where neither the support verb make nor the determiner a add any 
meaning to the expression. In fact, in support verb constructions, the support verb is 
often void of meaning. Trying to translate them brings additional difficulties to 
machine translation systems, which is unnecessary until/unless they become more 
sophisticated. Our idea is to have several possibilities and not limit the system to only 
one possibility, as long as the system translates with precision. However, we believe 
that it is pointless to challenge one limited system with structures that we know a 
priori this system cannot translate well. For equivalent paraphrasing, the support verb 
must be recognized as part of a support verb construction which must be considered 
as a single semantic unit. The default assumption of all machine translation systems 
which cannot discern whether a word, in this case a support verb, adds semantic 
meaning to a phrase, is to assign equal semantic value to each word individually, 
unless, otherwise instructed. The system fails by incorrectly assigning semantic value 
to a support verb, resulting in a loss in equivalence of the output sentence. This is the 
problem of direct translation. 

In sum, empirical evidence shows that application of linguistic knowledge to 
proper handling of support verb constructions by machine translation systems or NLP 
applications is effective. We believe that our methodology leads to attainable 
paraphrasing translation solutions. This paper demonstrates that we can create an 
instrument of some utility to the research community. We chose support verb 
constructions because they have been extensively studied from both theoretical and 
practical perspectives, in several different languages, by many authors, over a 
considerable period. They are fairly systematic, and therefore quite suitable for 
formalization and integration with machine approaches. Support verb constructions 
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are abundant in language and their formalization is generally essential for machine 
translation. Lastly, they often represent paraphrases. For example, the English support 
verb construction [pay a visit to NP] is a phrasal alternative to the transitive 
construction [visit NP]. Both expressions have equivalent meaning and can be 
translated in the same way into Portuguese, [visitar NP].  

4   ParaMT Resources and Methodology 

In any language processing application, the linguistic resources represent the founda-
tion. High-quality linguistic descriptions lead to sophisticated resources that help 
improve systems. In machine translation especially, the linguistic resources are the 
driving force that boosts the translation process. Our paraphrasing system is based on 
Port4NooJ, the open source NooJ Portuguese linguistic module, which integrates a 
bilingual extension for Portuguese-English machine translation. Port4NooJ is devel-
oped on two original sources: NooJ linguistic environment and OpenLogos lexical 
resources. The module and the linguistic resources are described thoroughly in [27] 
and available online in [28] and [29]. The elements that we want to emphasize here 
are the ones directly concerned with processing of support verb constructions. Ac-
cordingly, each dictionary entry includes, beyond the commonly used part-of-speech 
and inflectional paradigm, a description of the syntactic and semantic attributes (Syn-
Sem), as well as the associated distributional and transformational properties, such as 
predicate arguments, information about which determiners and prepositions occur 
with predicate nouns in “less variable” expressions, and derivational descriptions. 
Derivation is a very important issue, because it has implications not only at the lexical 
level, but also at the syntactic level. Derivational suffixes often apply to words of one 
syntactic category and change them into words of another syntactic category, while 
semantically they maintain their integrity. For example, the affix –ção changes the 
verb adaptar (to adapt) into the noun adaptação (adaptation) and the affix -mente 
changes the adjective rápido (quick) into the adverb rapidamente (quickly). This is 
extremely important for support verb constructions because it permits the establish-
ment of equivalence grammars that map (i) support verb constructions such as fazer 
uma adaptação (de) (to make an adaptation (of)) to the verb adaptar (to adapt), 
where the predicate noun adaptação (adaptation) has a semantic and morpho-
syntactic relationship with the verb adaptar (to adapt) or (ii) support verb construc-
tions such as ter um final rápido (to have a quick ending) to the verbal expression 
terminar rapidamente (to end quickly), where the autonomous predicate noun final 
(ending) has a semantic relationship with the verb terminar (to end), and the adverb 
rapidamente (quickly) has a semantic and morpho-syntactic relationship with the 
adjective rápido (quick). Thus, our verb entries contain the identification of deriva-
tional paradigms for nominalizations (annotation NDRV) and a link to the derived 
noun’s support verbs (annotation NVSUP), as in Fig. 1 below. Nominalizations are 
followed by their inflectional paradigm properties. Any other lexical constraints, such 
as prepositions, determiners, specific arguments, etc., will be added. Autonomous 
predicate nouns (non-nominalizations), such as favor (favor) are lexicalized and clas-
sified with the annotation Npred and have associated with them support verb and 
other lexical constraints, such as a preposition (NPrep), and a lexical verb (VRB) with 
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the same semantics. We have also classified predicate adjectives and established the 
link between them and the corresponding verbs (ADRV), such as between the verb 
adoçar (to sweeten) and the adjective doce (sweet). We have started the assignment of 
corresponding copula verbs to these adjectives. 

 
adaptar,V+FLX=FALAR+Aux=1+INOP57+Subset132+EN=adapt+VSUP=fazer +DRV=NDRV00:CANÇÃO +NPrep=de 
favor,N+FLX=MAR+Npred+AB+state+EN=favor+VSUP=fazer+NPrep=a+VRB=ajudar 
rápido,A+FLX=RÁPIDO+PV+eagerType+EN=quick+DRV=AVDRV06:RAPIDAMENTE 
adoçar,V+FLX=COMEÇAR+Aux=1+OBJTRundif75+Subset604+EN=sweeten+DRV=ADRV11:VERDE+VSUP=tornar 
 

Fig. 1. Sample of the dictionary 

 
According to these linguistic constraints, we have created relationship properties at 

the dictionary level and then apply those properties in local grammars in order to 
recognize support verb constructions in corpora and generate them for applications 
such as controlled language writing and machine translation. In section 5, we describe 
how we use these resources to recognize and generate paraphrases automatically. 

Our strategy to formalize idiomatic expressions and distinguish them from expres-
sions with a more complex syntactic behavior is to lexicalize them. Therefore, semi-
frozen support verb constructions, where the support verb is the only variable word in 
the whole expression, are lexicalized in the dictionary of multiword expressions. For 
example, in dar a mão à palmatória (to acknowledge being wrong) or fazer vista 
grossa (to ignore), the support verbs dar (to give) and fazer (to make) are assigned an 
inflectional paradigm and the rest of the words in the expression remain invariable. 
As our electronic dictionaries provide enhanced meaning of single words, including 
contextual significance and increasingly more valuable tagging data, we also intend to 
enlarge and refine the role of a bilingual dictionary to include entries for multiword 
expressions that consider the understanding and analysis of each type of multiword 
expression, by beginning with support verb constructions and their paraphrases. The 
ability to give the machine translation user multilingual paraphrasing ability consti-
tutes an important step towards achieving better quality machine translation. 

5   Paraphrases for Machine Translation 

As we have mentioned above, in order to obtain monolingual paraphrases or to trans-
late support verb constructions from Portuguese to English using NooJ, we combine 
the properties formalized in the Portuguese dictionary with local grammars. Local 
grammars are ways of formalizing language constructs using input and output sym-
bols, i.e., they are language descriptions in the form of graphs containing an input 
entry (with linguistic information) and an output entry (with linguistic constraints to 
the output, or simply the binary information of the recognized or not recognized se-
quence). In NooJ, these local grammars are represented by finite-state transducers, 
and are widely applied to texts/corpora, for identification and analysis of local lin-
guistic phenomena of a natural language, extraction of named entities from texts, 
recognition and tagging of words, or multiword expressions, identification of syntac-
tic constituents such as noun phrases and completives, extraction of semantic  
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relations, and disambiguation. Among these possible applications, we extended local 
grammars to recognize, paraphrase and translate support verb constructions, creating 
ParaMT, a bilingual/multilingual automatic paraphraser. In order to establish relations 
of equivalent morpho-syntactic predicates in the same language (Portuguese) or be-
tween two languages (particularly between Portuguese and English), we use the dic-
tionary properties. Since we have classified all predicate nouns in the dictionary as 
[NPred], we can now use this lexical information in a syntactic grammar to identify 
the predicate in a support verb construction and apply this grammar in corpora. Fig. 2 
represents a simple local grammar used to recognize and generate support verb con-
structions and transform them into their verbal paraphrases. 

 

Fig. 2. Grammar to recognize and paraphrase support verb constructions 

 
This grammar matches verbs, which are marked in the dictionary as support verbs 

that are followed by a left modifier (determiner, adjective or adverb or other quantifi-
ers), a predicate noun and optionally a preposition. The elements in parentheses ( ) are 
stored in variables V, N or PREP. If a dictionary entry has a lexical constraint, such as 
NPrep=a in the phrase [dar um grande abraço a] (to give a big hug to], the support 
verb construction will be recognized by the grammar and mapped to the verb abraçar 
(to hug), the lemma of the noun specified in the variable $N_. The elements in bold 
<$V_=$N$VSUP>, and $PREP_=$N$NPrep> represent lexical constraints that are 
displayed in the output, such as specification of the support verb or the preposition 
that belongs to a specific support verb construction. The predicate noun is identified, 
mapped to its deriver and displayed as a verb, the other elements of the phrase are 
eliminated. Fig. 3 shows a concordance where Portuguese support verb constructions 
are recognized and paraphrased as lexical strong verbs. 

 

Fig. 3. Recognition and monolingual paraphrasing of support verb constructions (Support verb 
construction / corresponding verb) 

 
ParaMT makes possible the recognition of Portuguese support verb constructions in a 
text and their automatic conversion into an English verb (bilingual paraphrasing), as 
in Fig. 4. 
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Fig. 4. Recognition and bilingual paraphrasing of support verb constructions (Portuguese sup-
port verb construction / corresponding English verb) 

6   Preliminary Quantitative Evaluation 

Currently, our bilingual Portuguese-English general dictionary comprises about 
60,000 entries distributed by 30,000 nouns, 11,000 verbs, 2,800 adjectives, 4,700 
adverbs, and 11,500 other part of speech entries. The dictionary of proper names 
comprehends about 6,000 entries. Our multiword expression dictionary comprehends 
about 40,000 entries, 20,000 nominal; 10,000 verbal; 5,000 adjectival and 5,000 ad-
verbial multiword expressions. We have over 8,000 derivational links between verbs 
and nominalizations and about 1,000 derivational links between verbs and predicate 
adjectives. A few general multiword expression grammars cover over 5,000 expres-
sions of several other types. We have not yet evaluated the coverage of the multiword 
expressions dictionary and grammars in corpora, but we have some preliminary re-
sults for the evaluation of support verb constructions. In order to obtain these results, 
we selected from COMPARA [30], a parallel corpus of English-Portuguese fiction, 
all sentences where the infinitive form of the Portuguese verbs fazer (to do), dar (to 
give), pôr (to put), tomar (to take) and ter (to have) occurred with a noun or with a 
left modifier and a noun. First, we manually classified these combinations as to 
whether they corresponded to support verb constructions or not. We confirmed that 
these verbs occur very frequently in a support verb construction. 89% of the occur-
rences of dar, 88% of tomar, 77% of pôr, 47% of fazer and 20% of ter were in a sup-
port verb construction. This means that globally in 64.2% of the times, these verbs are 
used as support verbs, that corresponds to nearly 2/3 of the occurrences.  

Subsequently we selected randomly a sub-corpus with 500 sentences (100 for each 
selected verb), containing instances of only support verb constructions. We classified 
them manually and compared these results with the results obtained automatically. 
We tried to have constraining recognition rules so that paraphrasing would be more 
precise. Currently, we can recognize 62.6% of the support verb constructions with 
high scores in precision. Furthermore, we not only recognize the support verb  



 ParaMT: A Paraphraser for Machine Translation 209 

constructions, as we also paraphrase them with high degree of success. Fig. 5 shows 
the results of the support verb construction recognition (precision and recall) and the 
results (precision) of our automatic paraphraser.  

 
 SVC Recognition 

Precision 
SVC Recognition 

Recall 
SVC Paraphrasing 

Precision 
Pôr 73/73 - 100% 73/100 – 73% 72/73 - 98.6% 
Tomar 75/75 - 100% 75/100 – 75% 68/73 - 93.1% 
Ter 65/65 - 100% 65/100 – 65% 59/65 - 90.7% 
Dar 57/60 - 95% 57/100 – 57% 46/51 - 90.1% 
Fazer 43/45 – 95.5% 43/100 – 43% 40/45 - 88.8% 
Average 62.6/63.6 - 98.4% 62.6/100 - 62.6% 57/61 - 93.4% 

 

Fig. 5. Evaluation of simultaneous recognition and paraphrasing of support verb constructions 

7   Conclusions 

In this paper we have tried to answer the question of whether paraphrase information 
can improve machine translation output and how the analysis and formalization of 
paraphrases can contribute to the larger task of machine translation. We have 
addressed linguistic analysis and computational formalization of bilingual short 
paraphrases for support verb constructions using NooJ linguistic environment. We 
have demonstrated the scope of the phenomenon as a basis for a machine translation 
multiword expression dictionary, which can be used both in machine translation 
development or machine translation evaluation and in the extension of the scope in 
current dictionary functionality.  

The discovery process has provided results in two areas. First, it has led to the 
creation of a primitive multiword expression electronic dictionary that addresses 
monolingual Portuguese and bilingual Portuguese-English paraphrases of equivalent 
meaning between support verb constructions and their noun counterparts. Second, it 
has helped to further specify the definition of multiword expressions. The interface 
between user and software that is presented is not finished yet, but once the sub-task 
is well-understood this interface can be simplified and, hopefully, will be usable and 
as easily integrated into the larger task of machine translation, as the single word 
electronic dictionary that has already been integrated.  

Our work based on support verb constructions illustrates what can be done with 
ParaMT for any kind of multiword expression. The method is repeatable. 
Furthermore, the tool is extensible to cover larger and more complex linguistic 
phenomena, including sentence level paraphrases that can be used for controlled 
language writing or translation. While this research is intended to find a place in ideal 
machine translation, it can be used as an electronic multiword dictionary. From a 
monolingual point of view, it is useful to simplify pre-translated source text 
(rendering the text less complex, less flowery, etc.). Converting support/weak verbs 
into lexical strong verbs helps to simplify and reduce the number of words in a text 
which has a positive impact on translation cost, in circumstances where word count or 
“white space” is sensitive. From a bilingual point of view, it helps reduce ambiguity 
and verbosity. It can be used as an on-line linguistic aid for translators so they can 
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determine the best translation (evaluation purposes), and for automated machine 
translation evaluation. This knowledge is useful to machine translation development, 
because it permits deeper understanding of source text, and it provides a successful 
methodology to analyze paraphrasing, given that paraphrasal intelligence is crucial in 
both machine translation development and machine translation evaluation. 
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Abstract. Discussion of the Second HAREM: changes to the guide-
lines, introduction of new tracks, improvement of evaluation measures
and description of the new evaluation resources.

1 Introduction

In this paper we present the second evaluation contest of named entity recog-
nition in Portuguese, the Second HAREM1 which started September 2007 and
whose submission period took place 14-28 April 2008. We are mainly concerned
with presenting the options while designing this new event, describing the process
followed and the differences compared to the First HAREM.

After a successful first event, the First HAREM, in whose workshop most par-
ticipants stated their definite interest in a new edition, and which culminated
with the production of a book [1], call for participation in a second edition was is-
sued in September 2007. A record number of 22 different prospective participants
or interested parties enrolled. In early 2008, 16 systems registered, although only
10 would eventually participate.

Discussion took place until November 2007, and two new tracks or tasks were
proposed: (i) temporal recognition and normalization, according to extensive
guidelines proposed by a group of participants, Hagège et al. [2]; and (ii) relation
detection between named entities (dubbed ReRelEM), including, but not limited
to, coreference identification.

As for training material, a fully annotated example collection – six fully an-
notated texts, ca. 1,500 words – were made available to the participants at the
HAREM site in January 2008, while the golden collections from First HAREM
were converted to the new format: ca. 140,000 words, corresponding to 9,000
NEs from 257 different documents. Later, a fully annotated subsection of previ-
ous material – ca. 3,500 words and 279 NEs – was also created by the authors
of the time guidelines.

1 http://www.linguateca.pt/HAREM/
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2 “Old”, Persistent, Features of HAREM

The most important features of the First HAREM remained: (i) its semantic
model (that describes the use of a NE in context, and not its dictionary meaning)
[1, chapter 4] and (ii) the flexibility of its evaluation setup (in particular the
existence of selective scenarios) [3].

To introduce the semantic model to newcomers, let us take the example of
continents: These are, basically, lexically covered by the five words Oceânia,
Ásia, América, Europa and África. In addition to requiring that systems decide
whether these continents are actually being mentioned and thus the words do not
refer to a ship (coisa), a deity (pessoa) or a book (obra), as is usual in NER
contests, HAREM asks systems to decide also whether the particular mention
in context refers to an entity of the physical domain (local fisico), an entity
belonging to human geography (local humano), the people inhabiting that
continent (pessoa povo), supra-national political organizations (organizacao
administracao), or even just the abstract concept (abstraccao), whatever
that may be. This shows that HAREM tasks are considerably more difficult, and
fine-grained, than the classical NER task as represented for example by MUC [4].

As to the selective scenario property, it allows HAREM to encompass different
systems with different goals and different applications in mind, enabling com-
parsion of every system also relative to its preferred view (its selective scenario).

3 Improvements

The problems of artificially separating identification from classification, noted
and discussed in [1, chapter 7], were solved by assuming a more consistent (al-
though more complex) identification strategy, as well as removing from the NE
task the identification of objects which only accidentally include names (as is
the case of pastéis de Belém and bolas de Berlim).

A number of finer distinctions in the geographic domain were also added,
mirroring, in a way, the finer grained classification of time expressions.

This will allow for an empirical investigation of the possibility or need of a
more detailed subcategorization in NER.

We also made explicit the difference between not knowing (a negative state-
ment) and knowing that none of the explicit choices was right (a positive one).
Now we have OUTRO for the latter case, while not knowing is conveyed by no
value at all, and the two cases are differently scored.

There were also several changes on the technical side. The format of collections
and submissions was changed to XML, to achieve easier processing and validation
of the material. A validator was deployed and made public for systems to test
their output previous to submission.

Instead of allowing submissions doing either identification only or classification
plus identification, both tasks were merged in one syntax only; and a more consis-
tent use of OUTRO label across CATEG, TIPO and SUBTIPO was implemented.

Substantial changes to the evaluation machinery, while preserving backward
compatibility, became necessary. In fact, one the most important contributions
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of Fisrt HAREM was to define a set of measures and metrics for NER, at the
same time making available a set of open source programs to compute them.

Those measures, however, were based on a fixed depth of categories and types:
each category had a number of types, while now we have a four level hierarchy,
with everything optional. We have therefore extended and made more robust the
evaluation measure, in order to account, in the same fell swoop, for everything
covered by the previous measures (except for types-only).

We have also taken measures to give a more adequate treatment to vagueness
in the evaluation, accepting and expecting submissions to also produce more
than one classification (|) or delimitation (ALT).

In parallel, we removed the partial identification feature of First HAREM
(which was blind) by consistently annotating, with the ALT feature, all possible
meaningful parts. Only those should be rewarded.

The new measure, an extension of the combined measure of First HAREM,
accounts for the existence of subtypes and for the optionality of all values,
as well as dealing more adequately with vague NEs (with N categories): 1 +

N�

n=1

(1− 1/numcat)∗ catcerta ∗ α +(1 − 1/numtipos)∗ tipocerto∗ β + (1−1/numsub) ∗ subcerto ∗ γ −
M�

n=0

(1/numcat) ∗ catespuria ∗ δ + (1/numtipos) ∗ tipoespurio ∗ ε + (1/numsub) ∗ subespurio ∗ φ

4 The New HAREM Collection and Its Annotation

As to the constitution of the golden collection for the Second HAREM, i.e.,
the subset of the collection that will be used as comparison stock, this time –
accompanying the flow of time – we included, and made heavy use of, new
genres such as blogs, wikis, encyclopedia (Wikipedia) entries, and questions (such
as used in question answering), in addition to the more traditional kinds of
newspaper text and standard Web pages. Oral transcriptions and literary text,
due to the difficulty of obtaining this kind of text, were far more scarcely used.

To create the full collection that includes the golden collection and is pro-
vided for the systems to analyse, we used a different strategy from the previous
HAREM, in which we had tried to mirror the genre distribution of the golden
collection. This time we just included in the full collection all training materials
already available, while all remaining material came from the CHAVE collection
[5], newspapers from 1994-1995. The texts themselves were chosen from the re-
call base of last GeoCLEF: for each topic, all the relevant documents and ten
irrelevant documents were taken from the Portuguese pool.

Human annotation of the golden collection was performed in several stages: (i)
initial independent annotation of each text by two annotators, using a specially
developed tool, Etiquet(H)AREM2 [6] (ii) automatic comparison using another
tool, comp(H)AREM; (iii) discussion and revision of these differences; (iv) full
sequential revision; (v) revision per category.

2 Available from http://linguateca.dei.uc.pt/index.php?sep=recursos
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When disagreement showed that several different interpretations of the same
text are possible, use of vagueness was encouraged. A detailed set of guidelines,
as well as specific difficulties in interpreting Portuguese text, was gathered.

5 New Challenges

One of the hallmarks of Linguateca’s activities, fully reflected in HAREM, is
not to repeat merely what has been done for other languages. On the contrary,
we are keen on innovation and on doing first class research, which means that
we try to do both something original and conceived with Portuguese in mind.
We firmly believe that progress in NLP can be done in any language. So, when
considering the possibility of offering co-reference as a new track in HAREM –
and resources and time available would prohibit us to do something similar to
ARE3 for Portuguese, we would not do a simple identification of NEs referring
to the same entity as in MUC or ACE [7]. Rather, we proposed the task of
identifying the most frequent (and less controversial) relations among NEs.

Acknowledgments. This work was done in the scope of the Linguateca project,
jointly funded by the Portuguese Government and the European Union (FEDER
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Abstract. In this paper, we describe the resumption of activities of Floresta 
Sintá(c)tica, a treebank for Portuguese. We present some underlying guidelines 
around the project and how they influence our linguistic choices. We then de-
scribe the new texts added to the treebank, proceed to mention the new syntac-
tic information added to the old texts, and finally describe the new user-friendly 
search system and the plans for its expansion. 
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1   Introduction 

The Floresta Sintá(c)tica1 is a publicly available treebank for Portuguese. It was cre-
ated in 2000 as a collaboration between Linguateca2 and VISL Project3, and consists 
of European and Brazilian Portuguese-language texts automatically annotated by the 
parser PALAVRAS (Bick, 2000). As the project resumed in 2007, the goal of this 
paper is to present Floresta’s new features, namely, (i) additional texts; (ii) linguistic 
information; and (iii) search interface. A detailed description of the project, as well as 
its main motivations, objects, building process and usefulness were described else-
where (see Afonso et al, 2001 and the Floresta documentation page, at the website).  

Floresta has a subset corpus, Bosque, manually revised. Since 2007, Bosque has 
been undergoing a re-revising process, which guarantees more consistent material, 
regarding not only annotation aspects, but also the documentation of the underlying 
linguistic choices. In addition, in this new phase we created Selva, an intermediate 
corpus between Floresta and Bosque, in both size and degree of revision. Finally, 
we're developing a new search interface, Milhafre. 

Although the usefulness of a treebank like Floresta has already been documented 
(Afonso et al. 2001), we would like to reinforce here the underlying ideas that guide 
Floresta’s choices: to reflect a consensus among the possible syntactic analysis of a 
given phenomenon, or, at least, to offer an informed choice. As a result, we expect to 
be able to (i) offer material to the widest possible range of users; (ii) serve as a  
research space, and not as a one-theory demonstration space (though of course we are 
                                                           
1 http://www.linguateca.pt/Floresta/ 
2 http://www.linguateca.pt/  
3 http://visl.sdu.dk 
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aware that we can not escape from an underlying theory to the syntactic annotation). 
So, we have to balance (a) the need for a grammar that is rich and complex enough in 
order to process real language (our corpora); (b) the absence of a consensual syntactic 
model; and (c) the linguistic background of the users. In other words, one of our chal-
lenges is to make the material useful, regardless of the “quantity and quality” of the 
users' linguistic background.  

The remainder of the paper is organized as follows: in section 2 we describe Selva; 
in section 3, we describe some of the new linguistic information that is available; sec-
tion 4 presents Milhafre, a new search system and its interface for queries; finally, 
section 5 shows our conclusions and directions for future work. 

2   Bigger: The “Selva” 

We are aware that Bosque is limited, from both the linguistic and the computational-
statistical point of view, by its small size. Additionally, both Bosque and Floresta are 
composed only of newspaper texts from two single sources. Therefore, we decided to 
build Selva, a corpus that contains around 300.000 words and 30.000 sentences, di-
vided into three roughly equal shares of scientific, literary and transcribed spoken 
texts, further subdivided in approximately equal shares of Portuguese and Brazilian 
texts. These texts were mainly selected for their free availability, which means that 
the literary texts are mainly late 19th century and early 20th century works (around 
10.000 words by each of five Portuguese and five Brazilian authors), while the spoken 
texts are composed of interviews previously included in the AC/DC project (Santos & 
Bick 2000) and parliamentary transcripts. Scientific texts were mainly taken from 
Wikipedia articles on scientific subjects and a small set of academic theses. Selva is 
intended to be a partially reviewed corpus, where some characteristics of the corpus 
are reviewed one by one, instead of the complete annotation being revised tree by tree 
as in Bosque.  

3   Thicker 

One of our tasks was to map the new tags from the parser into the previously re-
viewed files of Bosque, and then review them manually; Selva had those tags from 
the start. 

First, we reviewed some new function tags. The tags N<ARGS and N<ARGO 
were introduced to mark arguments of the head noun related to subjects and objects, 
respectively, when the head noun is a deverbal noun. We used N<ARG to those that 
are not related to deverbal nouns. Noun modifiers continue to be marked as N<, as in 
the examples below: 

 

1. nenhuma delas tem medo de não encontrar — N<ARG 
2. A poluição das águas — N<ARGO (= poluir  águas) 
3. A participação de ONGs — N<ARGS (= ONGs participam) 
4. A poluição de origem humana — N< 
 

Another novelty of Bosque is the “searchable” tags, added to either terminal or 
non-terminal nodes or both, and introduced to simplify the search for some complex 
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structures, which can now be found looking for a single tag. At clause level, “search-
able” tags were implemented marking the presence of elliptic subjects and types of 
subclauses (relative clauses, comparative clauses, consecutive clauses, etc.). Other 
topics included complex verbal tenses (marked on the main verb), passives, and parti-
tives. Focusing on non-verbal structures, we revised “searchables” related to relative-
clauses, substantive clauses and partitive constructions.   

4    Easier: Milhafre 

Since its inception, the usefulness of Floresta has been somewhat limited by the ab-
sence of an effective search interface/tool. There are several interfaces available, 
mainly for Bosque, such as CorpusEye (Bick, 2005) and the in-house developed 
Águia (eagle). Besides, several different formats of Bosque can be obtained from the 
website (Vilela et al., 2005) for use with other tools - including the TigerXML format, 
for use with TigerSearch (Lezius 2002), or the PennTreebank, which can be used e.g., 
with TGrep2 (Rohde, 2005). However, we didn’t consider these tools ideal, consider-
ing the richness of Floresta and its typical user. 

As a first stage, we updated Águia to deal with the changes in format. Águia uses 
the CQP toolkit (Christ el al., 1999); this toolkit is however not appropriate for 
searches in tree structures, and doesn’t handle well the nested structures which are 
usual in syntactic trees. Therefore, we chose to use Tgrep2, a tool appropriate to that 
kind of search, and developed an interface, Milhafre (goshawk), which allows the user 
to bypass both Tgrep2's complex syntax and the need to learn the extensive list of tags 
used in Floresta. This new JavaScript-based interface handles the users’ requests and 
transforms them into a query to be answered by TGrep2.  

Currently, the system handles not only searches for words, structures, PoS, and 
their functions, but for also lemma, morphology, and “searchables” mentioned above. 
Milhafre may return also aggregate results (like the distribution by function of NPs, or 
the distribution by lemma of prepositions following NPs). All results are made avail-
able in text format as well. 

5   Concluding Remarks 

In this paper, we presented some of the new features of Floresta Sintá(c)tica – its size, 
interface and linguistic information. We know that size is a crucial factor in a Tree-
bank, as is a friendly search interface. That is the reason Selva continues to undergo 
revision, and the Milhafre search tool is still improving. Rather than subscribing to 
one specific school of syntax, our linguistic options try to suit the widest range of 
linguistic users, reinforcing our main role as resource providers for research on Portu-
guese PLN and corpus studies.  
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Abstract. This research is a corpus-based analysis of Brazilian Por-
tuguese prepositional phrases that have a frozen status. Based on a pre-
vious list, elaborated for parser PALAVRAS (Bick, 2000), we examine the
PPs frozen syntactic behavior and propose three different PPs syntactic-
semantic sets, which are true assets for lexicographic purpose and NLP
lexical resource.

1 Introduction

By focusing on the lexicon as a core resource in any NLP system, the inspiration
for this work is twofold. First, we take a pure lexical path and concentrate on
the prepositional phrases (PPs) previously listed by Bick (2000), revising their
frozen status through corpora evidences. We start this part of research from a list
of PPs, classified as frozen PPs by the parser PALAVRAS (Bick, 2000). The fol-
lowing step is searching for the concordance of these expressions in three tagged
corpora - Natura/Público and Nilc São Carlos (http://www.linguateca.pt); Cor-
pus do Português (Davies & Ferreira: http://www.corpusdoportugues.org) -, and
in the WEB, using Google.

Then, we describe 3 syntactic-semantic sets for classifying frozen PPs which
function as an adverbial phrase. We are also extending the initial limit of PPs to
a bigger unit, which includes the verbs with which they occur, the recognition of
other parts-of-speech (POS) between the verb and the PP, and relevant semantic
annotation. The corpora returned results were discriminated as Brazilian (BP)
or European Portuguese (EP). Here, we consider only BP since we are relying
on our judgment as Brazilian native speakers to identify a syntactic freeze from
an occasional combination.

A PP may function as an adjective or an adverb. For instance, em flor (“in
bloom”) has an adjectival function when this expression appears adjuncted to
nouns related to flora: cerejeiras em flor (“cherry trees in bloom”). On the other
hand, a esmo (“at random”), has an adverbial function, modifying verbs like
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atirar (“to shoot”) as in atirar a esmo (“to shoot at random”). Here, we’ll focus
on this second type of PP. In other words, we are interested in describing PPs
that are accompanying a verb. Therefore, we also want to ascertain whether
the structure V+PP functions as a frozen structure as a whole, such as suar
em bicas (“to sweat in a copious manner”) or whether it has an autonomous
syntactic status, such as na moda (“in fashion”).

For that matter, we are considering a consistent list of 948 adverbial PPs
collected from PALAVRAS parsing lexicon, which are already tagged as syntactic
freezes attached to a verb, such as nas=últimas VPP <sc> <estar+>. Our
present aim is 1) to check these PPs’ frozen status in corpora; 2) to redefine
these tagging whenever necessary; 3) to include some new adverbial PPs that
could have been left out. In the following section, we give a brief critical review
of traditional accounts on syntactic freezes and in section 3 we present what we
consider to be a suitable description of distinctive syntactic-semantic patterns
of frozen adverbial PPs.

2 Traditional Criteria for the Description of Frozen PPs
Structural Patterns

The traditional way of defining syntactic freezes is by combining these criteria:
a) non-compositionality: the compound overall meaning does not correspond to
the sum of its parts; b) non-substitution or arbitrariness: it is not possible to
change a word in a syntactic freeze, even for a synonym; c) non-modification or
inflexibility: syntactic freezes cannot be modified by addition of lexical items or
by syntactic transformation.

We believe that all these criteria have theoretical implications and counter-
evidence. If we take, for instance, non-compositionality, we would rule out com-
binations such as “estar na moda” and “casar no cartório”, because their overall
meaning would be thought to correspond to the sum of its parts. If we take
the criterion non-substitution or arbitrariness, we would also rule out these very
same combinations since they could be respectively changed into “estar dentro
da moda” and “casar no civil”. And finally, if we take the inflexibility criterion,
we would as well rule out compounds such as “estar super na moda” and “casar
novamente no civil”.

For that reason, we consider feasible to describe patterns in which these frozen
PPs behave, but we don’t agree that there is a solid theory of collocations. There
is always an exception that contradicts the pattern (even prototypical cases such
as “bater as botas”, could be substituted for “bater a caçoleta”). Therefore,
what we did in this research was to group combinations which reveal a similar
syntactic-semantic pattern).

3 Sets of Frozen Adverbial PPs

In this section, we identify 3 syntactic-semantic sets of frozen PPs, as follows:
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i) Frozen PPs that follow support verbs: The most clear-cut pattern re-
garding adverbial PPs is the case in which the PP usually follows a distinctive
set of interchangeable support verbs, but also occur with other POS. By sup-
port verb, we mean those verbs normally described as having a linking syntac-
tic role (e.g.: ser, estar, ficar, continuar etc.) or verbs displaying an inchoa-
tive semantic aspect in a particular structure (such as “entrar” in “entrou em
vigor”). Examples of this pattern are: Na=moita (estar, continuar, ficar, NP, Ø);
De=vento=em=popa (ir, seguir, continuar, NP, Ø); Em=pânico (entrar, estar,
continuar, NP, Ø). PPs displaying this pattern also have a higher level of inde-
pendence if compared to other patterns. Therefore, they should not be described
as an inseparable part of a V+PP, as it was presented in the prior list.

ii) Frozen PPs that belong to a wider frozen structure: Cases in which
the PP occurs with other POS but are frequently headed by one verb, or a
limited set of verbs usually semantically related. Again, as well as in i), these
PPs should not be tagged as part of a V+PP structure, since they were also
detected with other POS. Examples found in corpora are: na=mesma=tecla
VPP (bater, insistir, tocar, Ø); em=ovos (pisar, andar, Ø). If we think about
frequency, however, we could consider these PPs as “borderline cases”, since they
were seldom found without a special verb or a limited set of verbs.

iii) Built-in PPs: In this set, the PPs do not occur by themselves, and therefore
they could be tagged as belonging to a V+PP structure. In some cases, they
could be linked to more than one verb, such as: à=tona VPP <advs> <vir+>
<trazer+> <voltar+>; do=sério VPP <advs> <sair+> <tirar+> ; do=riscado
VPP <advs> <entender+>. Therefore, we consider these PPs as incorporated
to a wider frozen structure. In this set, thus, the PPs should not be tagged
as separated from the V+PP compound. We also identified that all sets could
display three different semantic markers breaking the V+PP: V (frequency adv.)
PP; V (intensity adv.) PP; V (poss) PP.

4 Quantitative Results

From an initial list of 948 combinations of V+PPs, 124 could not be supported by
corpora evidence. That means zero occurrences in all corpora, including the Web.
Apart from these null cases, other 127 were found only in EP. We also excluded
12 cases of mistagged combinations, (such as sozinho VPP <sc> <estar+>),
which were not V+PPs. On the other hand, 92 combinations were added to the
list, based on intuition double-checked in corpora. Thus, our final list number of
PPs under evaluation is 777.

From the 777 examples under evaluation, 90 (11.6%) could not be grouped in
any of the 3 sets outlined, confirming freezeness phenomenon as very unsafe to
frame in static criteria.
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Table 1. An overall look at Adverbial PPs distinctive sets

Distinctive Sets Comparative fre-
quency

Some examples

i) free PPs (Sup-
port verbs + other
POS)

353 examples (45.5%) de=papo=para=o=ar; de=ressaca; em=boas=mãos;
na=pindáıba; no=bem-bom; no=prelo; de=olho;
na=berlinda;

ii) free PPs / bor-
derline cases ( Spe-
cial verb(s)+ infre-
quent other POS)

254 examples (32.6%) na=telha (dar); no=calo=de (pisar);
no=gosto=do=povo (cair); pelas=tabelas (cair);
de=brisa (viver)

iii) Not free PPs
(Special verb(s))

80 examples (10.3%) na=veneta VPP <piv> <dar+> <vir+>;
pelos=cotovelos VPP <advs> <falar+>;
com=os=burros=n’água VPP <sc> <dar+>

5 Concluding Remarks and Future Work

We chose to establish different syntactic-semantic sets for adverbial PPs since
we claim that their behavior is slippery to formalization. We identified that set
i) should be tagged separately from the verbs; set iii) should be tagged as part
of a V+PP structure and set ii), a borderline group, could take a different path
depending on the NLP task.

The next step (Caminada, forthcoming), is to analyze V+PP pattern in two
corpora: PLN-BR corpus (Aluisio, 2007) and the web, using a true statistics
framework and compare the results. Through a semantically blind statistics tool,
using mathematical measures to spot real collocations, we may obtain more clear-
cut answers, mainly for borderline cases (set ii), and for the identification of most
prototypical insertion markers. For now, we could say that Adverbial PPs may
also act as Adjectival PPs; therefore, they have a rather free status and cannot
be tagged as part of a V+PP. We aim to carry out the same analysis with the
270 adjectival PPs provided by Bick (2000).
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Abstract. A common problem in extractive summaries is the occur-
rence of referential expressions which are of difficult interpretation. In
this paper we propose and evaluate a system for summary post-edition,
which aims at replacing referential expressions, trying to avoid problems
of broken referential linkage. To propose expressions that best represent
the evoked entity, the system uses knowledge about coreference chains.

1 Introduction

Automatic document summarization is a field that has received increasing at-
tention in recent years. The main goals in this area are the selection of the most
relevant information in a text and their representation in a new reduced text [7],
preserving its quality.

There are two main approaches for automatic summarization. The shallow
approach makes use of experimental and statistical methods for selection of
the most relevant sentences to compose the summary also called as extractive
sumaries. The deep approach is based on formal and linguistic theories.

A common problem in extractive summaries is the occurrence of referential
expressions which are of difficult interpretation. In this paper we propose and
evaluate a system for summary post-edition, which aims at replacing referential
expressions, trying to avoid problems of broken referential linkage. The system
is based on a hybrid approach: it employs methods from deep approaches to
verify and recover quality of summaries which were first generated by a super-
ficial approach. CorrefSum is thus a system developed to verify the referential
cohesion of the extractive summaries using knowledge about coreference chains.
This paper presents some experiments on the basis of this tool.

This paper has the following structure: in Section 2 describes the CorrefSum
tool. Section 3 presents experiments using CorrefSum. Conclusions are presented
in Section 4.

2 The CorrefSum System

The goal of the developed system is to treat problems of referential cohesion
found in extractive summaries, using knowledge about coreference chains from
the source text to replace noun phrases whose referential interpretation may be
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difficult. The development and evaluation of this tool was based on the Summ-it
corpus [4] composed by 50 newspaper texts from Folha de São Paulo, science
section, written in Brazilian Portuguese.

The corpus was first processed by the PALAVRAS parser [1]. Then, the corpus
has been manually annotated with coreference information using the MMAX
tool [8]. Each text was annotated and reviewed by 2 annotators using the same
annotation reference manual [3]. Experiments were undertaken with summaries
produced by the Portuguese summarizers GistSumm [9] and SuPor-2 [5].

The CorrefSum system has the following modules: file reading, reference score
processing and summaries reviewing. The goal of the reading file module is to
read and store information about the summaries and the source text. The ref-
erence score processing module is designed to search in the source text for the
sentences included in the summary, select all coreference chains related to noun
phrases which are present in the summary and apply a scoring scheme for the
coreference chain elements. The scores are based on the following criteria, the
presence of the criteria adds one point to the score of the noun phrase:
Proper Name: if the noun phrase contains any proper name.
Size: if the noun phrase is the longest one in the chain, considering character
length.
First: if the noun phrase is the first element in its chain.
Apposition: if the noun phrase contains commas (generally used as an apposi-
tion mark).

All chain elements are scored on the basis of the above features. The points are
cumulative. They are the selection criteria for replacement of referring expres-
sions in the original summary. The summary recovery module uses the scoring
scheme to select the most complete chain element for replacing the original sum-
mary term. This module is also responsible for maintaining the compression
rate as configured by the user. If the recovered summary exceeds the rate, and
there is an apposition in the noun phrase to be replaced, then only the first part
of the appositon is selected. Also parenthesis may be disconsidered when the
compression rate is exceeded.

3 Experiments and Evaluation

The recovered summaries generated by CorrefSum were evaluated automatically
using Rouge [6]. As Rouge makes use of reference summaries for comparison, we
used summaries manually generated by professional summarizers [2]. We have
adopted Rouge-1, which makes use of unigram for comparison.

Table 1 shows total number of coreference chains in the source texts of the
whole corpus and average per text, total number of chains in the resulting sum-
maries, total number of replacements performed by CorrefSum and compression
rates before and after replacements.

On average, the source-texts convey 11,72 coreference chains whereas sum-
maries contain 6,60. CorrefSum has performed a total of 89 replacements, with
1,78 on average per text. For SuPor-2 summaries we had 75 replacements (1,5
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Table 1. Summaries processed by CorrefSum

# Source # Summary # Replacements Compress. Rate Compress. Rate
Chains Chains Original (%) Recovered (%)

GistSumm Total 586 330 89 - -

GistSumm Average 11,72 6,60 1,78 25,30 28,36

SuPor-2 Total 586 338 75 - -

SuPor-2 Average 11,72 6,76 1,5 23,14 25,52

average per text). The largest number of replacements that occurred in a sum-
mary alone was 4, there were also cases in which no replacements were necessary,
however, there were replacements in most summaries.

The average compression rate for the original summaries were 25,30%/23,14%
and the summaries recovered after the application of CorrefSum system got an
average compression rate of 28,36%/25,52%, an increase of about 3% when com-
pared to their original size, due to replacements of less informative referential
expressions by more complete ones. Although there is an increase in the com-
pression rate, it is still below the aimed 30%.

Rouge Evaluation of Recovered Summaries
Table 2 shows the Rouge measures for the original summaries generated by
GistSumm and SuPor-2 agaist the recovered summaries by CorrefSum.

Table 2. Rouge Evaluation

ORIGINAL RECOVERED
Recall Precision F-measure Recall Precision F-measure

GistSumm 45,59% 54,90% 49,26% 50,85% 54,74% 52,28%
SuPor-2 48,37% 63,07% 54,33% 53,15% 64,08% 57,36%

We noticed that by applying CorrefSum, F-measure which shows a balanced
average between precision and recall increased from 49,26% to 52,28% and
54,33% to 57,36%.

The replacements performed with the goal of recovering the referential cohe-
sion indicate, according to this measure, improvements in the informativity of
the summaries.

4 Conclusions

Some of the most common problems in extractive summaries is the occurrence
of referential expression which are of difficult interpretation. This informational
gap, can often cause reading misunderstandings. In this paper we have proposed
and evaluated a system for automatic summary post-edition, which aims at re-
writing referential expressions in the most coherent possible way, trying to avoid
problems of referential linkage. In order to achieve this, the noun phrases in the
summaries are analyzed according to their coreference chains, with the goal of
identifying expressions which best represent the evoked entity and performing
the corresponding substitution when appropriate.
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The experiments conducted in this paper considered two summarizers previ-
ously evaluated for Portuguese: GistSumm and SuPor-2. The results show an
increase in F-measure for both.

For the moment, the linguistic knowledge is given by a corpus of manually
annotated coreference chains. We are currently integrating our system with a
coreference resolution [10]. Also, in order to improve the performance of the
system, we intend to consider the classification of anaphoric expressions to verify
the need for substitution, to solve the referential cohesion problems in internal
noun phrase, and also to generate alternative referential expressions based on the
coreference chains, instead of just replacing them. A further step in this research
is to build and evaluate automatic summarizers which take into consideration
the coreference chains in the choice of relevant sentences.
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Abstract. Esfinge is a general domain Portuguese question answering system 
that participated in the last four editions of CLEF. This system uses the Web as 
a fundamental resource in its architecture, using information redundancy rather 
than sophisticated annotations of the document collections to retrieve answers. 
In this paper we describe experiments that took as starting point the version of 
Esfinge that participated at the evaluation contest CLEF 2007. These experi-
ments consisted in using different types of search patterns to retrieve relevant 
documents for questions, as this issue (document retrieval) was responsible for 
most of the errors occurred at CLEF 2007.  

Keywords: Question answering, Portuguese, question reformulation. 

1   Architecture of Esfinge  

In this paper we will give a short description of the Portuguese question answering 
system Esfinge [1], as well as of a set of experiments performed with this system 
using different types of search patterns to retrieve relevant documents to answer ques-
tions. 

The architecture of Esfinge is composed by a pipeline of modules that handles each 
question in order to provide one answer.  

The questions are initially fed to an Anaphor Resolution module which caters for 
the resolution of anaphors. This module adds, to the original question, a list of alterna-
tive questions where the anaphors are (hopefully) resolved.  

Then, Esfinge iterates over the set of alternative questions created in the previous 
module: 

 

• The Question Reformulation module transforms the question into patterns of plausi-
ble answers. This is done using two different approaches: a) using a set of pre-
defined pattern pairs that associate patterns of questions with patterns of plausible  
answers, producing a set of pairs (answer pattern, score) or b) using PALAVRAS [2] 
analysis to identify the main verb, its arguments and adjuncts and some entities from 
previous topic questions which are used to create search patterns. 

• The Search Document Collections module then uses these patterns to search in 
document collections. If no documents are retrieved, execution stops and NIL is re-
turned meaning that the system is not able to answer the question. 

• Otherwise it is possible to proceed by searching the same patterns in the Web using 
Google’s and Yahoo’s search APIs (this is optional). 
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• Then, all text passages retrieved by the previous modules are analysed by the 
named entity recognition system SIEMES [3] and an n-grams module in order to 
obtain candidate answers, ranking then according to their frequency, length and the 
score of the passage from where they were retrieved (these parameters are multi-
plied in order to define the score of each candidate answer). 

• This ranking is in turn adjusted using the BACO database of co-occurrences [4]. 
• Then, the candidate answers (by ranking order) are analysed to check if they pass a 

set of filters (these filters are used to exclude answers that are contained in the 
questions, very frequent words and answers where the constituent words have an 
unlikely sequence of PoS1). Answers are also checked where it regards to the exis-
tence of documents in the collections supporting them.  

• From the moment that Esfinge finds a possible answer, it will only check candi-
dates that include that answer in order to find more complete answers.  

 

After iterating over all alternative questions, Esfinge has a set of possible answers. 
That is when the module Answer Selection comes to play. This module aims to select 
the best answer to the given question, which will be the final answer to be returned. 

2   Experimental Setup 

The error analysis in [1] pointed out several causes for the wrong answers provided 
by Esfinge. These included among others: wrong or incomplete search patterns, 
document retrieval failure, missing patterns to identify the type of answer (type of 
named entities) and problems with the search in Wikipedia. 

Our initial work evolved around adding more patterns to identify answers which 
are named-entities and updating the existing ones based on the results of the afore-
mentioned error analysis. Additionally the Wikipedia collection was re-indexed for 
not allowing searches on words shorter than 3 characters and for lacking the last sen-
tence in some cases. 

In the baseline results in this paper, Esfinge uses therefore an updated answer type 
identification functionality and a new Wikipedia index. Additionally we did the fol-
lowing experiments: 

More complete search patterns. According to the error analysis in [1], wrong or 
incomplete search patterns were the main cause for wrong answers (63 of the 165 
wrong answers). We found that out of this 63, in 41 of them the problem was that the 
interrogative noun phrase had not been catered for in the created search patterns. This 
meant that important words were being left out, which frequently led to the retrieval 
of not relevant text passages. For example for the question Que país declarou a inde-
pendência em 1291?, the word  país was  not included in the search patterns. 

We adapted the part of the Question Reformulation module that uses PALAVRAS 
analysis to create search patterns in order to include the complete noun phrases. 

Search patterns without verbs. Document retrieval failure was the second more 
frequent cause for wrong answers (33 out of the 165 wrong answers). 

The search patterns created by Esfinge use the words as they appear in the ques-
tions, but observing the solutions of the questions in QA@CLEF 2007 one can realize 
                                                           
1 Jspell (http://search.cpan.org/dist/Lingua-Jspell/) was used for this purpose. 
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that sometimes in the supporting snippets some of the words in the question do not 
appear (synonyms appear instead of them, verbs appear in different tenses, etc.). 

Since Esfinge does not use annotated document collections or dictionaries, we de-
cided to experiment what could be achieved by not including verbs in the search pat-
terns used to retrieve relevant passages. For that purpose we created an option in the 
Question Reformulation module to create search patterns without verbs. These pat-
terns were used when no answer could be retrieved with the complete patterns.  

Combining two types of search patterns. As described in section 1, Esfinge uses 
two different techniques to create search patterns to retrieve relevant passages: a) 
Using a pattern file that associates patterns of questions with patterns of plausible 
answers; b) Creating patterns using PALAVRAS analysis to identify the main verb, 
its arguments and adjuncts. 

[1] reports experiments where sets of answers obtained using different information 
sources were combined/merged. The results of these experiments were worse than 
some of the original sets of answers. In this paper we decided to test a different an-
swer combination approach, namely what could be achieved combining the two types 
of search patterns. 

3   Evaluation and Discussion of the Results 

The questions used to test the system were the 200 questions used at QA@CLEF 
2007 for the PT-PT track (questions and answers in Portuguese) [5]. We are aware 
that it is questionable to use the same set of questions in the error analysis and in a 
subsequent evaluation, but creating a new set of questions is a very time-consuming 
task. However our experiments are not tailored to this particular set of questions, 
instead they try to address general problems detected in the error analysis. 

Table 1 presents the results obtained in the experiments described in the previous 
section. The line “CLEF 2007” refers to the results of the best run described in [1]. 

Table 1.  Results of the experiments (F: Factoid questions; D: Definition questions)   

Right Answers 
 

Description 

Al
l 

NIL F D 

Unsupported 
Answers 

Inexact 
Answers 
(missing 
words) 

Inexact 
Answers 

(too 
many 

words) 

Good sup-
porting 
snippets 

 

CLEF 2007 35 5 28 7 1 6 1 59 
Baseline 34 5 29 5 4 7 1 58 
More Complete 
Search Patterns 

35 7 31 4 4 7 1 60 

Without verbs 41 4 37 4 7 7 1 71 
Combination 44 3 39 5 8 6 1 76 

 
Table 2 gives an overview of the main causes for errors in the experiment with the 

best results.  



 Answering Portuguese Questions 231 

Table 2. Causes for wrong answers in the best run 

Cause CLEF 2007 Combination 
Co-reference resolution 25 23 
Wrong or incomplete search patterns 63 15 
Document retrieval failure 33 12 
Answer scoring algorithm 24 60 
Answer support testing 7 27 
Other 6 19 
Total 165 156 

 
The best results appeared in the run which combined two different types of search 

patterns which not surprisingly also had a lower number of correct NIL answers. It is 
also worth to note that the improvements were obtained only in the factoid questions. 

Nevertheless, the most significant result of our evaluation was obtained in the error 
analysis performed for the best run: even though the final results were not strikingly 
better, Table 2 shows that we managed to move the errors to a later stage in the sys-
tem execution. Whereas at CLEF 2007, most of the errors were due to wrong and 
incomplete search patterns and document retrieval failure, in the combination experi-
ment described in this paper most of the errors occurred in the answer scoring algo-
rithm and in testing whether an answer is supported by a text snippet.  
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Abstract. This paper describes XisQuê (http://xisque.di.fc.ul.pt)
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1 Introduction

In this paper we present XisQuê a real-time, on-line service for open-domain
Question Answering (QA) over the Portuguese Web.

Paper structure. Section 2 presents the architecture adopted for the QA system
and in Section 3, the performance of the system is described in terms of its speed
and ability to deliver appropriate answers.

2 The Underlying QA System

XisQuê is supported by a QA system developed to comply with the following
major design features:

Portuguese input: the admissible input are well-formed questions from Por-
tuguese (e.g. Quem assassinou John Kennedy?).

Real-time: the system provides the output in real-time.

Web-based: the answers are searched in documents retrieved on the fly from
the Web.

Portuguese Web: the documents are obtained in the Portuguese web, that is
the collection of documents written in Portuguese and available on-line.

Open-domain: the questions may address issues from any subject domain.

Extraction-based: the answers returned are excerts of the retrieved documents
without additional processing.

At the system’s heart lies the QA infrastructure described in [1], which is
responsible for handling the basic non-linguistic functionality. Its architecture

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 232–235, 2008.
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follows what has become a quite standard configuration that has been explored
and perfected in similar QA systems for other natural languages [2]:

Question Processing. This phase involves three tasks: (i) detection of the ex-
pected semantic type of the admissible answers; (ii) gathering of relevant keywords;
(iii) extraction of the main verb and major supporting NP of the input question.

Document Retrieval. In this phase, the system acts as a client of search
engines (viz. Ask, Google, MSN Live and Yahoo!), submitting the list of keywords
obtained in previous phase and retrieving relevant documents.

Answer Extraction. The last phase includes two tasks performed over the re-
trieved documents: (i) the sentences most likely containing an admissible answer
are selected; (ii) candidate answers are extracted from the selected sentences.
XisQuê delivers up to 5 candidate answers (termed ”short answers” below) to-
gether with the sentences from which they were extracted (”long answers”). It
may happen that for some answers only ”long answers” are provided. See the
example of an outcome in the Annex.

On top of this infrastructure, the natural language driven modules were im-
plemented by using state-of-the-art shallow processing tools developed at our
group. They include tools for sentence and token segmentation, POS annotation,
morphological analysis, lemmatization and named entity recognition, specifically
designed to cope with the Portuguese language [3,4,5].

3 Performance

The online service was evaluated along two simensions: (i) timeliness, or the
speed at which answers are returned; and (ii) appropriateness, or the ability of
the system to answer appropriately. A total of 60 test question were randomly
picked from Trivial Pursuit R© cards, by selecting 15 questions for each of the four
interrogative pronouns the system handles (viz. Quem, Quando, Onde and Que)
This test set is at http://xisque.di.fc.ul.pt/features.html

Table 1. Timeliness and Appropriateness scores obtained March 3-5, 2008

Question type Overall
Quem Quando Onde Que (average)

Total time (msec.) 18896 20026 22706 25093 21680
“Outside” time 11569 12058 12421 17488 13839
Core QA system time 7327 7968 8465 7605 7841

Answers returned (short) 60.00% 66.67% 46.67% 53.33% 56.67%
Answers returned (all) 100.00% 100.00% 100.00% 100.00% 100.00%

Accuracy (short) 60.00% 66.67% 40.00% 53.33% 55.00%
Accuracy (all) 93.00% 100.00% 100.00% 100.00% 98.33%

MRR (short) 0.5167 0.4778 0.4333 0.5000 0.4819
MRR (all) 0.6489 0.6667 0.7444 0.8889 0.7372

http://xisque.di.fc.ul.pt
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3.1 Timeliness

The service was assessed with respect to time it takes on average to return an-
swers to the input questions. From a development point of view, it is instructive
to also determine how much of that time is spent searching for and downloading
documents, since those tasks are contingent on third-party search engines that
lie outside the QA system proper.

Table 1 shows the average running time in miliseconds. There are some vari-
ations when we consider different questions types, but it is mostly caused by
fluctuations in the retrieval time (2 696 std. dev.) since the variations for system
time are much smaller (492 std. dev). Overall, the system takes an average of 22
seconds to display the page with the results, with 14 (ca. 64%) of those being
spent “outside” the system.

3.2 Appropriateness

Evaluating the appropriateness of a QA system that runs over the Web poses
specific problems since the Web is mutable and the results that are obtained
for the same set of test questions under different evaluation runs may vary due
to external factors, such as website availability of the relevant documents. As
a consequence, there is no fixed gold standard against which the output of the
system can be automatically compared. Nevertheless, it is possible to obtain an
indicative measure of the system’s performance through sampling, by manually
evaluating the answers to the set of questions.

Table 1 summarizes the scores for a few evaluation metrics: Answers returned
is the proportion of questions for which the system provided at least a candidate
answer — regardless of its rank in the five answer list or even regardless its being a
correct answer. Overall, the system provides candidate answers (short- or long-) to
98.33% of the questions in the test set. In turn, it provides short candidate answers
to 58.33% of the test set questions. Accuracy is the proportion of questions for
which a correct answer was provided — regardless its rank in the five returned
answer list. In the ”all” line, a long-answer is counted in the lot of the correct ones
in case it is correct and no short-answer (correct or not) was extracted from it. The
system provides a correct short-answer to 45.00% of the test set questions and a
correct answer (short- or long-) to 98.33% of that same set. MRR stands for mean
reciprocal rank: it is a measure commonly adopted in QA evaluation of how highly,
on average, the first correct answer is ranked in the answer list [6]. For instance,
if all questions have a correct answer and these all appear in position 1, the MRR
scores 1; in case they would all appear in position 2, the MRR would score 0.5. The
overall value obtained for the QA system is 0.7539 when short- and long-answers
are considered, and is 0.4819 when only short-answers are taken into account (a
value of 0 was assigned for questions without any short-answer).

4 Conclusion

In this paper we presented the first QA service that complies with all of the
following desgin features: it is a real-time, open-domain, freely accessible on-line
factoid QA service for the Portuguese Web.
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Vinicius Muller2, and Renata Vieira1

1 Pontif́ıcia Universidade do Rio Grande do Sul - Porto Alegre - Brasil
2 Universidade do Vale do Rio dos Sinos - São Leopoldo - Brasil

Abstract. Discourse status is related to different aspects of entity men-
tion in the discourse, such as whether they are first or subsequently
mentioned and on what grounds. This paper presents the evaluation of
semantic prototype as input feature for discourse status classification
considering Decision Trees as machine learning algorithm. We show that
the semantic prototypes improves classification of two specially difficult
and scarce classes.

1 Introduction

Anaphora Resolution (AR) is a difficult discourse processing task that needs to
be dealt with, for its importance and usefulness to the development of several na-
tural language processing systems, especially those related to textual knowledge
interpretation, generation and acquisition. The development of such tools (which
perform tasks such as text summarization, question answering, and machine
translation) needs, among other things, an effective way to resolve anaphora.
Indeed, to find out anaphoric relations for processing information in natural lan-
guage texts, we need also to distinguish discourse status of referring expressions
appropriately: finding out whether they are anaphoric or not, and of which type
of anaphora they are. This is due to the fact that the most frequent type of
referring expression, definite descriptions - nouns phrases with a definite article
(o, a, os and as in Portuguese) are highly ambiguous in regard to their discourse
status. Also, different types of referring expressions need different computational
treatment.

Related work usually consider a binary classification for discourse status, new
or old (or in other words, anaphoric or not). When refining the problem, we can
distinguish four classes, two classes of new and two classes for old (as explained
in detail in Section 2 below). However the classification of four different classes
is a much more challenging task.

The main goal of the current work is thus to verify if such semantic information
can improve classification considering four distinct classes of discourse status.

2 Classification Experiments

Based on previous studies ([5], [3]), four classes of discourse status are conside-
red in this work. Below we explain each of them with examples (antecedents are
underlined).

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 236–239, 2008.
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Discourse-new (brand-new): they introduce entities which are new in the dis-
course, that is, they are not mentioned in the previous text. For example: The
430 Km from Assis Chateau Briand road .
Associative (anchored-new): they introduce new entities in the discourse; howe-
ver, their interpretation is anchored in an antecedent expression. For example:
the computer – the HD .
Direct (plain-old): they have an antecedent in the text, the semantic relation
with the antecedent is identity and both expressions have the same head-noun:
students – the students.
Indirect (related-old): they also have an identity relation with their antecedents;
however, the expressions have different head-nouns. For example: the employees
– the workers.

We can see that semantic relation plays an important role in the distinction
of these classes; however, no previous work concerning Portuguese has made
use of semantic information to classify discourse status. On the availability of
semantic prototype information provided by the parser PALAVRAS [1] we can
test whether new semantic features can improve classification scores.

The experiments were carried out on 24 newspaper articles from Folha de São
Paulo (FSP), written in Brazilian Portuguese. They were automatically anno-
tated with linguistic information using the parser PALAVRAS, and manually
annotated for anaphoricity using the MMAX tool [4].

Table 1. Manual Annotation – FSP

Classes # (%) Sub-classes # (%)

New 644 (62%) Discourse-new 550 (53%)
Associative 94 (9%)

Old 401 (38%) Direct 285 (27%)
Indirect 116 (11%)

Total 1045 (100%)

The distribution into the four previously presented classes is rather unbalan-
ced, as shown in Table 1. The tendency for a learning algorithm is to generalize
towards the most frequent classes.

The corpus was divided in two parts, we used one part to learn classification
models on the basis of 10-fold classification experiments (some of the 700 original
examples were replicated in order to balance the data set, resulting in a data set
of 1440 examples).

The learned model was then evaluated on the second part, which is unbalan-
ced and consisting of previously unseen data (containing about 350 examples).

The 16 initial features used in [3] were defined in terms boolean values, almost
all relating to the syntactic structure of the noun phrase, such as, presence of
prepositional phrases; appositions; relative clauses; adjectival phrases; size of
the noun phrase, the presence of other determinant besides the definite article,
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and others. Another important feature considers whether the head of the noun
phrase is a word that does not occur previously in the text.

In our work, in addition to these 16 previously considere features, we have
used two semantic ones. The new semantic features are based on the semantic
information provided by the parser PALAVRAS.

SEM NOT DIR is a boolean feature. It is true for a definite description that
has an antecedent in the previous text with at least one identical semantic tag,
but with a different head noun.

The SEMANTIC WINDOW feature is a numerical value representing the to-
tal number of nouns that satisfy the same condition of SEM NOT DIR, consider-
ing a limited number of previous sentences to be examined (8 in our experiments,
based on empirical testing).

The learning technique we consider is Decision Trees, we use the J48 algorithm
as implemented in Weka [6].

Table 2. Results

Experiments Classes P R F C

10-fold cross validation Discourse-new 45% 50% 47% 51%
Baseline Associative 44% 78% 56%

Direct 72% 74% 73%
Indirect 64% 5% 9%

new unbalanced data set Discourse-new 77% 48% 59% 53%
Baseline Associative 19% 69% 30%

Direct 76% 75% 75%
Indirect 0% 0% 0%

10-fold cross validation Discourse-new 62% 37% 47% 61%
SemInf Associative 58% 80% 67%

Direct 73% 77% 75%
Indirect 51% 49% 50%

new unbalanced data set Discourse-new 76% 37% 49% 47%
SemInf Associative 18% 42% 25%

Direct 75% 80% 78%
Indirect 12% 28% 16%

We now proceed to present the classification results. First we present results
obtained on the basis of 10-fold cross validation, and then results regarding a new
set of examples (previously unseen), which is another way to test the robustness
of the new features that we are investigating. We show the results in terms of
precision (P), recall (R), F-measure (F) and accuracy, the number of correctly
classified instances (C).

First, we take as Baseline the classification based on the set of 16 features,
as previously used in [2]. Results are shown in Table 2. For the new unbalanced
validation set no examples of indirect cases were classified as such.
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By including the two new semantic feature we see that, F-measure is generally
maintained. However, we can see significant improvements for the Indirect class,
although, there is some loss in the global accuracy for the new validation data set.

We believe that we can achieve better global figures on the basis of more
elaborated semantic features. So far we have compared all semantic types in-
dependently and directly, but other heuristics may consider groups of semantic
prototypes. We also plan to use the semantic features for the more challenging
task of learning coreference resolution.
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Abstract. This paper presents a new approach to parse multiple data
types in Dialogue Systems. In its initial version, our spoken dialogue sys-
tems platform had a single and generic parser. However, when developing
two new systems, the parser’s complexity increased and data types, like
numbers, dates and free text messages, were not correctly interpreted.
The solution we present to cope with these problems allows the system
to rely on expectations about the flow of the dialogue based on the dia-
logue history and context. Because these expectations guide the parsing
process, a positive impact is achieved in the recognition of objects in
the user’s utterance. However, if the user fails to match the system’s
expectations, for instance by changing the focus of the conversation, the
system is still capable of understanding the input and recognizing the
referred objects.

1 Introduction

DIGA (DIaloG Assistant) is a domain-independent framework for spoken dia-
logue systems [1] that was the basis of two distinct applications: a butler that
controls an home intelligent environment; and an interface to remotely access
information databases (like bus timetables). STAR, the Dialogue Manager of
DIGA is frame-based: every domain is described by a frame, composed by do-
main slots that are filled with user requests until a service can be executed [2]. In
the first working version of DIGA, the language understanding module of STAR
grabbed every domain keywords in users utterances and matched them against
the domain roles specified in the domain frame. Slots were filled with tokens
collected solely by a generic parser, which is still being used. The unique func-
tionality of the parser was to split the utterance into tokens. From the resulting
set of tokens the relevant keywords were selected and used to fill the corre-
sponding domain slots. Tokens not matching any slot were discarded. However,
when creating two new telephone-based services (home banking and a personal
assistant) we faced several challenges [3].

This paper addresses the challenges that arise at the parser level, to deal with
ambiguity in user utterances during spoken interactions. Similar approaches can

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 240–243, 2008.
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be found on TRIPS architecture [4] where a parsing module with a linguisti-
cally motivated grammar is used [5]. Alternative parses are scored with hand-
tuned factors coded into lexical descriptions and grammar rules. The VerbMobil
project [6] uses three different parsers based on different approaches, which are
allowed to run in parallel. The idea is to take the benefits each approach can
deliver while overcoming their related problems. The RavenClaw framework [7]
takes into account the dialogue flow to ease the interpretation of users utter-
ances, by embedding this information into a statistical model. Grammar-rules
are manually generated and domain-specific.

Next, we present our problem and solution (Sect. 2), then the evaluation
(Sect. 3), and finally, conclusions and future directions (Sect. 4).

2 Using Expectations in Parser Selection

The problem with our parsing technique came to our attention when developing
two new telephone-based dialogue systems. In the configuration of the parser for
the home-banking domain, the main problem was to cope with account numbers
as they usually are big and users prefer to spell them instead of reading them.
When creating Lisa, a digital personal assistant, we faced serious difficulties
when trying to write the domain objects’ recognition rules.

To answer to these problems, the existing unique parser was replaced by a
module that manages the execution of a set of parsers: the Parsing Manager
(PM). This module allows the definition of parallel and independent sets of
parsers through a divide-and-conquer approach. It is configured with an XML
file that declares the data type of each parser and the sequence of parsers.

Fig. 1. Association between parsers and slot data types

Three parsers were built: NUMBER, which normalizes successive digits and num-
bers and corrects predictable recognition errors; DATE, which normalizes tempo-
ral expressions; and TEXT, which treats the input as a single chunk. With the
definition of this set of parsers the dialogue manager only needs to select the ad-
equate passer at each turn. In order to help the system with this decision, both
the parser and the frame slot need to state its data types. Having the frame slots
tagged with its data types, the system can inform the PM of the expected data
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type for the next utterance. Having the parsers also tagged with their data type
the PM knows which parser to use by selecting the matching data type. The
association between parsers’ and frame slots’ type can be seen in Fig. 1. This
information is used to select the parser expected to be most accurate. When
the system takes the initiative and asks something to the user in order to fill
an empty slot in the frame, the Interpretation Manager (IM) and the PM are
informed about the expected data type to select the best expected parser.

As an example, let us consider the service that helps to send a short text
message. Firstly, the system needs to request the recipient’s phone number: After
receiving the user’s response to the question, the interpretation manager uses the
data type of the slot being asked to select the parser to be used. In the example,
it is being asked a NUMBER and the adequate parser returns the intended result:
‘918765131’. This approach allows the system to focus on the expected data
type which improves object recognition scores and performance, provided that
the user keeps up with system’s initiatives. If the user decides not to answer the
system’s question, the selected parser may fail to interpret the utterance. In this
case, the IM requests a generic interpretation to the PM.

Moreover, and since this is a frame-based system, the user can state a set
of parameters of the request in the same utterance: I want to send a short text
message to nine eighteen seven six five thirteen one1. When this occurs, it is
necessary to execute the parsers sequentially to maximize the object chunking
process and the extracted information. The sequential execution of parsers is
possible by the definition of parsers composed by a sequence of other parsers.

3 Evaluation and Results

To evaluate our solution, we built a test corpus of interactions between Lisa and
a novice user. While the evaluation was being performed, system’s expectations
about the user next utterance were automatically added to the corpus. After-
wards, the corpus was manually annotated with the correct expected data type
for each interaction. Comparing both annotations we evaluated the system for
two data types: NUMBER and TEXT. The results2 are shown on Table 1.

Table 1. Evaluation results

System’s Expectation Interactions Hits Non Hits

NUMBER 382 258 124

TEXT 49 44 5

Data type expectations were met 90% for TEXT, and 67.5% for NUMBER. The
overall treatment of the user input improved by 28%, meaning that from the
1 Although our system only processes the Portuguese language, we used English in

order to allow a broader understanding of this paper.
2 A “hit” happens when the system’s expectations match the user utterance; when

the user utters something unexpected by the system, a “non-hit” occurs.
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total number of interactions with the user (1085), in 302 interactions the most
adequate parser was used, because the system had the correct expectation about
what would be the next user utterance.

4 Conclusions and Future Work

The technique of using the system’s expectations about the user’s next utter-
ance improved the domain objects recognition accuracy. Nevertheless, only 40%
of the interactions with the user benefited as only those provided the system
with expectations. In the other 60%, the system did not create an expectation,
and the generic parser was used. More parsers and grammars for new data types
will be needed as new dialogue systems are built with this framework. A fu-
ture enhancement is the inclusion of morphological, syntactic and even semantic
linguistic-based interpretation. A more sophisticated parser is needed to iden-
tify the objects in the utterances and to explore the relations and dependencies
between them. We plan to include another generic parser for the Portuguese lan-
guage that we currently use for text analysis. The used grammar will need to be
tailored to allow common spoken language phenomena and ungrammaticalities
that usually do not occur in written language.
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Abstract. In this work an adaptive modeling and spectral estimation
scheme based on a dual Discrete Kalman Filtering (DKF) is proposed for
speech enhancement. Both speech and noise signals are modeled by an
autoregressive structure which provides an underlying time frame depen-
dency and improves time-frequency resolution. The model parameters
are arranged to obtain a combined state-space model and are also used
to calculate instantaneous power spectral density estimates. The speech
enhancement is performed by a dual discrete Kalman filter that simul-
taneously gives estimates for the models and the signals. This approach
is particularly useful as a pre-processing module for parametric based
speech recognition systems that rely on spectral time dependent models.
The system performance has been evaluated by a set of human listeners
and by spectral distances. In both cases the use of this pre-processing
module has led to improved results.

1 Introduction

The problem of accurately recovering an underlying signal from a noisy channel
was explored by several authors. Traditional proposed solutions are based on
spectral-subtraction [1], signal-subspace embedding [2], spectral [3] and time-
domain analysis [4]. In this approach one of the objectives is to accurately es-
timate the power spectral density (PSD) of the signal in order to improve the
quality of noise treatment. The proposed methodology is based on an underlying
autoregressive (AR) structure.

2 Signal and Noise Modeling and PSD Estimation

The discrete Kalman filter based tracking approach requires a discrete state-
space model with the form:

x(k) = Fx(k − 1) + Gw(k) (1)
y(k) = Hx(k) + v(k) (2)

where x(k) is the state vector, y(k) is the output or measurement vector, F is
the (state-space) process matrix that relates previous and present states, G is
the input weight vector, w(k) is the input vector, H is the output matrix and
v(k) is a possible output disturbance.

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 244–247, 2008.
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An AR recursion has been used for signal representation with s(k) as the
speech signal under analysis at instant k, {ai}M

i=1 are the model parameters,
{s(k − i)}M

i=1 are delayed samples of the signal and w(k) is assumed to be the
noise component at time instant k. This can be written using a compatible
state vector x(k) and a process matrix in controllable canonical form. The input
weight matrix G that interfaces the driving noise w(k) and the process output
matrix is:

GT = H = (1

M−1︷ ︸︸ ︷
0 . . .0) (3)

Coherently with equation 3 the output y(k) and v(k) are values and interface
with the measurement error, with the last having variance σ2

s .
The noise signal n(k) is also modeled by an AR process with order N with

the combined signal-noise state-space model as:

x(k) =
(

S(k)
N(k)

)
(4)

F(k) =
(

Fs(k) 0
0 Fn(k)

)
(5)

The remaining matrices are arranged in a comparable way.
In the described model the AR coefficients in the process matrix must be

updated using the previous estimated values that result from the recursion. For
improving time-frequency resolution, this work proposes a role inversion between
the speech signal part of state-vector and the related part in the transition
matrix. The new model comes as:

(
a(k)
n(k)

)
=

(
I 0
0 Fn(k)

) (
a(k)
n(k)

)
+

⎛
⎝0 0

0 1 0 . . . 0︸ ︷︷ ︸
N−1

⎞
⎠(

0
w(k)

)
(6)

y(k) =
(

s(k) . . . s(k − M − 1) 1 0 . . .0︸ ︷︷ ︸
N−1

)
x(k) + v(k) (7)

The speech model (whose coefficients are now included into the state vector) is
updated by statistical behavior analysis of the previous samples.

The Kalman filter can recursively estimate the state of a linear stochastic
process such that the mean squared error is minimized. With the given model
the AR parameters can be estimated in parallel with the state vector by two
discrete Kalman filter. The best linear estimate x̂(k|k−1) at instant k using the
knowledge up to instant k − 1 is calculated as:

x̂(k|k − 1) = F(k − 1)x(k − 1|k − 1) + Gw(k − 1) (8)

and the related prediction error covariance matrix, which is time dependent, is

P(k|k − 1) = F(k − 1)P(k − 1|k − 1)F(k − 1)T + GDGT (9)
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Fig. 1. Performance evaluation in the presence of non-stationary noise. (a) Time do-
main. From top to bottom we have the original signal, the artificially generated noise,
the noisy signal (max SNR=2) and the estimated signal. Signals represented with an
added bias for a clear picture. The noise signal is white in the beginning (μ = 0) and
the variance is increased (σ2 = 0.1 to σ2 = 0.5). After a small pause the noise signal
has an AR(2) structure (freq. peaks at 2-KHz and 3.6-KHz). The original signal is
the acoustical representation of ”No próximo mês de Fevereiro já se saberão quais as
vontades dos nossos irmãos.” pronounced by a male speaker. (b) Frequency domain.
Above the original signal spectrum and below the recovered speech spectrum. The XX
axis is in sample units and the YY axis is in normalized frequency (fs = 16-KHz).

where

D =
(

σ2
s 0
0 σ2

n

)
(10)

The Kalman recursion can be performed by:

S(k) = H(k)P(k|k − 1)HT (k) (11)
K(k) = P(k|k − 1)HT (k)S(k)−1 (12)
y(k) = x(n) (13)
ŷ(k) = H(k)x̂(k|k − 1) (14)

x̂(k|k) = x̂(k|k − 1) + K(k) [y(k) − ŷ(k)] (15)
P(k|k) = [I − K(k)H(k)]P(k|k − 1) (16)

with S(k) as the state vector prediction and K(k) as the Kalman gain.
Instantaneous estimates for the PSD can be given by:

P̂x(ejw , k) =

∣∣∣b̂(0, k)
∣∣∣2∣∣∣1 +

∑M
i=1 âi(k)e−jwi

∣∣∣2 (17)

For achieving more accurate results it is possible to average the model coeffi-
cients across several consecutive time frames.
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3 Results

The described algorithm was tested with a set of noise corrupted speech sig-
nals. The original speech was in European Portuguese language and the noise
recordings were made inside a car, inside a train and on industrial environment.
Both signal were then mixed using several signal to noise ratios. An example
of one of the experiments is presented in Fig. 1. Using a relative Itakura-Saito
based metric the system achieved a 83% similarity with the clean speech. In a
perceptive test, 9 volunteers, within the age range 19-23, were asked to classify
20 sentences according to intelligibility using a 1 to 5 points scale (1 for the
worst result and 5 for the best result). The recordings included 10 male and 10
female speakers, speaking at their normal speaking rates (each sentence with
around 18 words). The set of 20 sentences used for testing was composed by 10
noise corrupted sentences and 10 sentences which were noise filtered. The last
obtained an average classification of 4.2 points while the former had only 3.3
points.

4 Conclusion

In this work an adaptive modeling and spectral estimation scheme based on
Kalman Filtering is proposed for speech enhancement. It was shown how the
speech signal, the noise signal and the speech model can be simultaneously inte-
grated in a single state-space model. A dual Kalman filter algorithm is applied
to this model in order to obtain instantaneous high quality PSD estimates. The
system’s modeling ability can be controled and adapted on the run. The obtained
results are very encouraging but some improvements are still foreseen.
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Abstract. This research work presents a study on voiceless stop variants for 
Brazilian Portuguese (BP). The analysis of these variants is based on voice  
onset time (VOT) measurements. By considering a semi-spontaneous speech 
corpus, the presence of aspiration in BP voiceless stops is verified. Concerning 
velar and alveolar stops, the aspirated variant is more frequent than the unaspi-
rated one. Through VOT measurements, the presence of slightly aspirated stops 
is pointed out in such an analysis. The distribution of the variants with respect 
to the stress position in the syllable is also assessed. 

Keywords: Voiceless stops, Brazilian Portuguese, voice onset time, long lag. 

1   Introduction 

In several acoustic phonetics studies, experiments are based on speech data recorded 
in controlled laboratory conditions. However, some results found in such conditions 
may not be confirmed in a spontaneous speech context. Spontaneous speech analyses 
have verified the presence of some phenomena so far unknown or not sufficiently 
studied in the literature, due to their rare presence in controlled speech data. 

Brazilian Portuguese (BP) voiceless stop consonants are one of these cases. The 
major part of the studies point out to palatalized alveolars in front of high non-back 
vowels as the only variants for this class of consonants (i.e., allophones [tS, tS]) 
[1]. In BP, aspirated variants are not described as voiceless stop allophones. However, 
we have observed in speech signal analyses that aspiration occurs for any voiceless 
stop with a high occurrence rate, especially in alveolar and velar contexts. 

One of the measures used for the characterization of stop consonants is the voice 
onset time (VOT) [2]. Acoustic phonetics literature distinguishes three different cate-
gories for VOT: short lag, long lag, and voicing lead. In BP, such consonants are 
characterized only by short lag (voiceless) and voicing lead (voiced). The aim of the 
present research is to show that aspirated voiceless stops occur in BP, which are de-
termined by VOT values and defined by the long lag area.  

This paper is organized as follows. In Section 2, a classification of stop consonants 
as well as a brief review of VOT and place of articulation are provided. In Section 3, 
                                                                        
* This work was partially supported by the Brazilian National Council for Scientific and Tech-

nological Development (CNPq), Studies and Projects Funding Body (FINEP), and Dígitro 
Tecnologia Ltda. 
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the speech data and the analysis method are presented. The obtained results are dis-
cussed in Section 4. Finally, conclusions and directions for future research are pre-
sented in Section 5. 

2   Stop Consonants 

The standard classification states that a stop (occlusive) is formed by a closure at any 
point of the vocal tract (leading to a period of silence) and then by the fast release of 
the air stream. Brazilian Portuguese stops can be divided into bilabial, alveolar and 
velar, according to the place where the air closure occurs. Such phonemes can also be 
classified as voiced, when vocal folds vibrate, or voiceless otherwise. 

Besides vibration, another distinctive feature can be perceived in the production of 
stops. It is termed aspiration, acoustically perceived as a long delay before the follow-
ing vowel, in which the air rushes out. Contrast among aspirated voiceless, unaspi-
rated voiceless and voiced stops can be measured through VOT. Thereby, three  
distinct categories for VOT are established: (i) long lag, when voicing starts at ap-
proximately 35 ms after the release of the closure; (ii) short lag, when voicing occurs 
either simultaneously (VOT = 0) or slightly after the release; (iii) voicing lead, when 
voicing starts before the release of the occlusion [3]. 

The open literature concerning BP stops recognizes only two categories, namely: 
voicing lead (voiced stop) for /b, d, g/ and short lag (voiceless unaspirated stop) for 
/p, t, k/ [4], [5]. According to [2, p. 120-121], “in Romance Languages like French 
and Spanish, the voiceless stops have virtually no aspiration, and the contrast is be-
tween fully voiced stops and voiceless unaspirated stops”. Although [4] concludes 
that BP voiceless stops are included in the short lag category, such an author also 
suggests that there might be a slight presence of aspiration in this language. However, 
the analysis conducted by [4] considered no distinction between aspirated and unaspi-
rated stops. Thus, in [4], the maximum value observed for velar stop VOT (54.90 ms) 
can be an evidence of aspiration, since data from other languages mark the boundary 
of long lag at a minimum between 35 ms and 40 ms [3], [6]. 

3   Analysis Procedure1 

Data here assessed is from a semi-spontaneous speech corpus, designed for speech rec-
ognition training, named BDVOX [7]. Such a corpus was recorded by 35 volunteer sub-
jects. All participants are native speakers of BP, mainly of the South and South-east of 
Brazil. VOT values are measured manually by an expert, considering the simultaneous 
observation of waveform and spectrogram by using the software PRAAT2.  

4   Results of VOT Analysis and Discussion 

The first aspect to be observed is the presence of aspiration in BP voiceless stops. For 
velar and alveolar stops, the aspirated variant (allophone) is more frequent than the 
 

                                                                        
1 Supplementary information regarding the analysis can be found at http://www.linse.ufsc.br. 
2 PRAAT: doing phonetics by computer (www.praat.org). 
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Table 1. Percentage distribution of position with respect to stress for each stop 

Position with respect to stress (%) 
Consonants Variants Percentage (%) Pre-stressed Stressed Post-stressed 

[ph] 49 17.15 22.86 8.57 
Bilabial 

[p] 51 31.42 20.00 – 
[th] 57 11.65 12.62 32.00 

Alveolar 
[t] 26 0.97 15.53 9.71 

[kh] 18  25.93 46.30 9.26 
Velar 

[k] 82  9.26 3.70 5.55 

unaspirated one. For the bilabial stop, aspiration occurs in approximately 50 % of the 
samples (see Table 1). 

Moreover, we can verify that the values found for the aspirated consonants 
(25-82 ms) are within the established range for long lag (35–135 ms according to [3] 
and [6]). This fact evidences the presence of this third area of VOT (long lag) as a 
variant of the voiceless stop phoneme in BP. However, VOT values seem to indicate 
that BP aspirated stops are classified in an intermediate region (slightly aspirated 
stops) [6], while English, for example, clearly presents aspirated stops at the long lag 
category. The considered data also shows differences which are statistically signifi-
cant between the values of VOT that characterize the long lag and short lag areas. 

Table 2. Mean VOT with respect to stress 

Mean VOT(ms) 
Consonants Variants Mean (ms) Pre-stressed Stressed Post-stressed 

[ph] 37.49 35.90 32.10 49.60 Bilabial 
[p] 14.96 15.50 14.10 – 
[th] 40.67 33.33 41.30 42.39 

Alveolar 
[t] 18.28 – 19.01 17.18 

[kh] 47.24 41.72 45.84 41.18 
Velar 

[k] 17.18 17.34 16.36 17.44 

VOT measurements have shown a distribution which depends on the stop conso-
nants as well as the stress position in the syllable. For alveolar stops, the prevalence is 
for the aspirated variant in post-stressed position (32.00 %). In the case of the velar 
stops, the predominance is for the aspirated variant in stressed position (46.30 %). For 
bilabials, the prevalence is for the unaspirated variants in pre-stressed position 
(31.42 %) (see Table 1). Alveolars followed by [i] only present as variants: affricate 
(72 %) and aspirated stops (28 %). 

A comparative analysis of our results with those discussed in [4] shows similar VOT 
values for both unaspirated bilabial and alveolar stops; however, it points out some dif-
ferences for velar stops. At the same time as we have found a mean VOT of 17.18 ms 
for velar stops (see Table 2), [4] has obtained 33.90 ms. We believe that the disagree-
ment is due to the incorporation of aspirated samples in the data analyzed by [4]. 
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5   Conclusions 

This work examined BP unvoiced stops concerning the presence of aspiration and 
VOT measurements. Although unaccounted for in the literature, we found a strong 
occurrence of aspirated stops (characterized by long lag VOT). Therefore, we can 
assume that these BP aspirated stops are phonetic variants (allophones) of the un-
voiced stops. Thereby, the phonetic sequences [tH] and [tS] are valid variants for 
[t] in front of [i], while [tH] and [t] are the variants before other vowels. For bila-
bials and velars, we can account the phonetic variants [pH], [p], and [kH], [k], re-
spectively. The variant distribution is dependent on the syllable stress position. The 
language dynamics allows that changes occur. However, in this study, we have not 
searched for the root of such innovations. Traditional theories do not seem to consider 
some aspects discussed here. Nevertheless, some theories, such as Use Phonology [8] 
and Exemplar Theory [9], allow incorporating the observed variants as a new process 
in the language system. Such current theories establish that phonetic details are essen-
tial for a correct phonological representation. This novel approach becomes very in-
teresting since the information concerning phonetic variations have relevance for the 
mental representation. Such representations are realized from the mapping of the 
speech signal. These theories reveal that the variants with a larger frequency of occur-
rence are strengthened in detriment of those with a smaller rate. Thus, we can con-
clude that probably the perception of such consonants, in several contexts, must take 
into account long lag area (with aspiration). For this verification, we are elaborating 
perceptual tests by using these results, which will be subject to a future publication. 
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Abstract. Currently, the majority of the text-to-speech synthesis sys-
tems that provide the most natural output are based on the selection
and concatenation of variable size speech units chosen from an inventory
of recordings. There are many different approaches to perform automatic
speech segmentation. The most used are based on (Hidden Markov Mod-
els) HMM [1,2,3] or Artificial Neural Networks (ANN) [4], though Dy-
namic Time Warping (DTW) [3,4,5] based algorithms are also popular.
Techniques involving speaker adaptation of acoustic models are usually
more precise, but demand larger amounts of training data, which is not
always available.

In this work we compare several phonetic segmentation tools, based in
different technologies, and study the transition types where each segmen-
tation tool achieves better results. To evaluate the segmentation tools we
chose the criterion of the number of phonetic transitions (phone borders)
with an error below 20ms when compared to the manual segmentation.
This value is of common use in the literature [6] as a majorant of a
phone error. Afterwards, we combine the individual segmentation tools,
taking advantage of their differentiate behavior accordingly to the pho-
netic transition type. This approach improves the results obtained with
any standalone tool used by itself. Since the goal of this work is the
evaluation of fully automatic tools, we did not use any manual segmen-
tation data to train models. The only manual information used during
this study was the phonetic sequence.

The speech data was recorded by a professional male native European
Portuguese speaker. The corpus contains 724 utterances, correspond-
ing to 87 minutes of speech (including silences). It was manually seg-
mented at the phonetic level by two expert phoneticians. It has a total
of 45282 phones, with the following distribution by phonetic classes: vow-
els (45%), plosives (19.2%), fricatives (14.6%), liquids (9.9%), nasal con-
sonants (5.7%) and silences (5.5%). The data was split in 5 training/test
sets — with a ratio of 4/1 of the available data, without superposition. For
this work we selected the following phonetic segmentation tools:

Multiple Acoustic Features–Dynamic Time Warping (MAF–
DTW): tool that improves the performance of the traditional DTW
alignment algorithm by using a combination of multiple acoustic
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features depending on the phonetic class of the segments being
aligned [5]. The implementation of the MAF–DTW used in this ex-
periment uses a synthetic European Portuguese male voice from a
different speaker than the recorded in the corpus;

Audimus: is a speech recognition engine that uses a hybrid
HMM/Multi-Layer Perceptron (MLP) acoustic model combining pos-
terior phone probabilities generated by several MLP’s trained on
distinct input features [7,8]. The MLP network weights were re–
estimated to adapt the models to the speaker;

Hidden Markov Model Toolkit: (HTK) [9], using unsuper-
vised speaker-adapted, context-independent Hidden Markov Models
(HMM). The models were adapted based on initial segmentations gen-
erated by the MAF–DTW tool. The models have ergodical left–right
topology, with 5 states each (3 emitting states);

eHMM: phonetic alignment tool oriented for speech synthesis tasks [10]
, developed in Carnegie Mellon University and distributed together
with a set tools for building voices for Festival, called Festvox 2.1 [11].
The adopted model topology is the same as described for HTK;
eHMM was also used doing acoustic model adaptation to the speaker.

In Table 1 we present the overall performance of each segmentation tool.
From this table, it can be seen that the MAF–DTW is the tool with the
worst performance in terms of Absolute Mean Error (AME): 41ms. This
value is almost twice as much as the second worst result (eHMM). This
was already expected, as DTW algorithms are usually very accurate, but
simultaneously prone to gross labelling errors, when compared to speaker
adapted algorithms [3]. Audimus has the best AME results, and also the
smaller standard deviation results, showing that its errors are not widely
spread (unlike DTW’s). Both HMM based segmentation tools (eHMM
and HTK) have a similar behavior.

Each tool’s perfomance was evaluated for all the transition types. This
study allowed the creation of a new segmentation tool by choosing the
best tool for each transition type — using the highest number of borders
inside the 20ms tolerance to the manual segmentations as the criterion.
Table 2 shows the configuration of this segmenter (S1). Its overall results
show that though its AME (16.60ms) is worst than Audimus’ or eHMM’s,
there is an improvement in the number borders placed inside the 20ms
error threshold (82.5%). This is due to the fact that the criterion used to
choose the best segmenter for each transition is the 20ms error threshold
performance, and not the AME. The S1 segmenter’s composition shows

Table 1. Absolute Mean Error (AME), Root Mean Square Error
(RMSE), Standard Deviation (σ) and borders with error below the 20ms
tolerance (< 20ms)

AME(ms) RMSE(ms) σ(ms) < 20ms(%)

DTW 41.18 117.23 109.76 64.1
eHMM 20.54 33.07 25.92 68.1
HTK 15.44 24.00 48.9 76.9
Audimus 15.23 22.48 16.54 75.9
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Table 2. S1 configuration: best combination of segmentation tools

Nasal Fricative Liquid Plosive Vowel Silence

Nasal HTK eHMM eHMM HTK HTK HTK
Fricative Aud Aud eHMM DTW HTK DTW
Liquid Aud eHMM eHMM Aud HTK Aud
Plosive eHMM HTK HTK HTK HTK HTK
Vowel Aud eHMM Aud Aud Aud DTW
Silence eHMM eHMM eHMM Aud DTW —

Table 3. SoM2 configuration: best combination of simple/pairs of seg-
mentation tools

Nasal Fricative Liquid Plosive Vowel Silence

Nas HTK eHMM eHMM eHMM, HTK Aud, HTK eHMM,HTK
Fri Aud Aud eHMM, Aud DTW, Aud HTK DTW
Liq Aud, HTK eHMM, Aud eHMM Aud, HTK Aud, HTK Aud
Plo eHMM eHMM, Aud Aud, HTK eHMM, Aud Aud, HTK HTK
Vow Aud, HTK eHMM, Aud Audi , HTK Aud, HTK Aud, HTK DTW, HTK
Sil eHMM eHMM eHMM DTW, Aud DTW, HTK eHMM

that, as expected, the tools that involve acoustic model training have a
better performance, though the DTW based algorithm performed better
in some phonetic transitions — namely Fricative–Plosive, Silence–Vowel,
Vowel–Silence and Fricative–Silence. The most important conclusion was
that no segmentation tool obtained far superior results than the others:
every tool had some transitions in which it performed better than any
of the others, and transitions in which it performed worse.

Another configuration we studied was which pairs of segmenters ob-
tained better results when its borders were combined linearly—i.e. for
each transition the border was placed in the the average value of the two
segmenters which yielded better results — again the criterion being the
number of border inside the 20ms threshold. This new segmenter (M2)
obtains better results than any of the individual segmenters, and even
better than S1’s, with an AME of 13.95ms, and 84.3% of the phonetic
transitions with an error below 20ms.

The final configuration studied was the best combination of a single
tool or the average of a pair of tools (SoM2). This presented the best
results on the number of borders placed correctly: 84.6%. Its AME is
14.3ms, which is only worse when compared to the M2 configuration;
Tab. 3 shows the configuration of SoM2.

In the future we plan to expand this work to more databases, to
ensure its validity for different speakers of both genders. We also plan
to use this method in larger speech inventories, so that we are able to
measure its effect on the output speech quality. Another research topic
will be using a combination of multiple individual segmentation tools to
evaluate the confidence of third–party segmentations of speech databases.

Keywords: Automatic Phonetic Segmentation, Speech Synthesis, Hid-
den Markov Models, Dynamic Time Warping.
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Abstract. Speech processing is a data-driven technology that relies on
public corpora and associated resources. In contrast to languages such as
English, there are few resources for Brazilian Portuguese (BP). This work
describes efforts toward decreasing such gap and presents systems for
speech recognition in BP using two public corpora: Spoltech and OGI-22.
The following resources are made available: HTK scripts, pronunciation
dictionary, language and acoustic models. The work discusses the baseline
results obtained with these resources.

Keywords: Speech recognition,Brazilian Portuguese, HMMs, pronunci-
ation dictionary.

1 Introduction

This work discusses current efforts within the FalaBrasil initiative [1]. The overall
goal is to develop and deploy automatic speech recognition (ASR) resources and
software for BP, aiming to establish baseline systems and allow for reproducing
results across different sites. More specifically, the work presents resources and
results for two baseline systems using the Spoltech and OGI-22 corpora. All
corrected transcriptions and resources can be found in [1].

2 UFPAdic: A Pronunciation Dictionary for BP

In [2], a hand-labeled pronunciation dictionary UFPAdic version 1 with 11,827
words in BP was released within the FalaBrasil initiative. The phonetic tran-
scriptions adopted the SAMPA alphabet and were validated by comparing results
with other publicly available pronunciation dictionaries for other languages. All
the UFPAdic 1 was used for training a decision tree and adopting the proce-
dure described in [2], a new dictionary was built by selecting the most frequent
words in the CETENFolha corpus [3]. The new dictionary, called UFPAdic 2,
has approximately 60 thousand words.
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3 Building Language Models from CETENFolha

Several bigram language models were trained and tested using the HTK tools [4].
The models were trained using 32,100 sentences selected from the CETENFolha
and OGI-22 corpora. Vocabularies with different sizes were created by choosing
the most frequent words in the training set, which were also present in UFPAdic
2. The bigram language models perplexities were computed using 1,000 randomly
selected sentences and are shown in Table 1.

Table 1. LM perplexities for different vocabulary sizes

Vocabulary size (thousand words) 1.5 3 6 10 15 20 30

Bigram perplexity 47 76 113 136 149 156 165

4 Front-End and Acoustic Modeling

The initial acoustic models for the 33 phones (32 monophones and a silence
model) used 3-state left-to-right HMMs. After that, triphone models were built
from the monophone models and a decision tree was designed for tying triphones
with similar characteristics [4]. After each step, the models were reestimated
using the Baum-Welch algorithm via HTK tools.

5 OGI-22 Corpus

The 22 Language Telephone Speech Corpus [5], which includes Brazilian Por-
tuguese, is a spontaneous speech and telephone recordings corpus. In this work
the original orthographic transcriptions were corrected, and the nonexistent cre-
ated. For the experiments, the training set was composed of 2,017 files, corre-
sponding to 184.5 minutes, and the test set had 209 files with 14 minutes.

6 Spoltech Corpus

The utterances from Spoltech corpus [6] consist of both read speech and re-
sponses to questions from a variety of regions in Brazil. The acoustic environ-
ment was not controlled, in order to allow for background conditions that would
occur in application environments. In the experiments, the phonetic alphabet
used was the same as the one used in the OGI-22 corpus and a pre-processing
stage removed files that have poor recording quality. The training set was com-
posed by 5,246 files that corresponding to 180 minutes and the test set used the
remaining 2,000 files corresponding to 40 minutes.

7 Baseline Results

The Spoltech and OGI-22 baseline systems share the same front-end. In addition,
the HMM-based acoustic models of both systems were estimated using the same
procedure described in Section 4.
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Fig. 1. Decrease in WER (%) with the number of Gaussians in each mixture for OGI-22
using a simplified bigram LM with perplexity 43

7.1 Results for Bigram LM Obtained from the Corpora
Transcriptions

The first experiment used a OGI-22 bigram LM with perplexity equal to 43.
The number of component mixture distributions was gradually increased from
one to ten. The word error rate (WER) reduction can be observed in Fig. 1.
Similarly, a bigram LM with 793 words and perplexity 7 was designed using
only the Spoltech corpus. The respective WER results are shown in Fig. 2,
where the number of Gaussians per mixture was also varied from 1 to 10. The
WER with 10-component Gaussian mixtures is 18.6% and 19.92% for Spoltech

Fig. 2. WER (%) for Spoltech using a simplified bigram LM with perplexity 7
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and OGI-22, respectively. The experiments finished with 10-component Gaussian
mixtures, because the WER stopped to decline.

7.2 Results with Language Models Including Text from
CETENFolha

Using the bigram language models mentioned in Section 3, simulations were
performed setting the acoustic model created with the OGI-22 corpus and the
number of Gaussians per mixture equal to ten. The WER for the system with
30,000 words is 35.87%. It can be noticed that increasing the complexity of the
LM does not improve the results given that there is a mismatch between the
CETENFolha text and the OGI-22 sentences.

8 Conclusions

This paper presented some baseline results for ASR in BP. The resources were
made publicly available and allow for reproducing results across different sites.
Future work should concentrate efforts in collecting a larger corpus with broad-
cast news.
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Abstract. This paper describes the development of a robust speech recognition 
using a database collected in the scope of the Tecnovoz project. The speech 
recognition system is speaker independent, robust to noise and operates in a 
small footprint embedded hardware platform. Some issues about the database, 
the training of the acoustic models, the noise suppression front-end and the rec-
ognizer’s confidence measure are addressed in the paper. Although the database 
was especially designed for specific small-vocabulary tasks, the best system 
performance was obtained using triphone models rather than whole-word  
models. 

Keywords: Speech recognition, acoustic models. 

1   Introduction 

Tecnovoz is a cooperation project funded by the Portuguese government [1] aiming to 
create a body of knowledge on voice technologies and to materialize this knowledge 
in a series of products for the market. The authors were responsible, in the framework 
of the project, for the development of a speech independent connected word recog-
nizer. As the recognizer should operate under noise adverse environments, such as 
factories and vehicles, it has to incorporate advanced noise reduction techniques. In 
addition, it should run in an embedded hardware platform. 

The acoustic models are based on Hidden Markov Models (HMM). HMM have 
proved to be an effective basis for modelling time-varying sequences of speech spec-
tra. However, in order to accurately capture de variation in real speech spectra (both 
inter-speaker and intra-speaker), it is necessary to have a large amount of speech data 
and to use relative complex output probability distributions [2]. Three approaches 
were experimented for the acoustic model units: whole-word, context-free phones and 
triphone models. 

The paper is organized as follows. Section 2 is dedicated to a description of the da-
tabase collected in the Tecnovoz project. Section 3 focuses on the noise suppression 
front-end, section 4 describes the training experiments, section 5 the decoder imple-
mentation and section 6 the obtained recognition results. Finally, in section 7 a dis-
cussion of the results is done and conclusions are drawn. 
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2   Speech Database 

The Tecnovoz speech database (DB) was collected and annotated by a project partner. 
The collected speech includes about 250 commands and several phonetically rich 
sentences. About 30 minutes of spoken content was recorded from each speaker. 
There were a total of 368 speakers. Three acoustical environments were considered: 
Clean (TVFL), Vehicle (TVV) and Factory environment (TVF). 

3   Feature Extraction 

An earlier decision, concerning noise reduction, was to use a front-end which per-
forms noise suppression or speech enhancement. Recently, ETSI standardized an 
Advanced Front-End (AFE) algorithm [3] based on a two-stage Mel-warped Wiener 
filtering system [4], for systems performing Distributed Speech Recognition. We 
developed an algorithm similar to the one proposed by Jin-Yu Li et al, [5]. The main 
differences are the following. Firstly, the waveform processing module is not per-
formed in our system. Secondly, we found even a more efficient way to compute the 
smoothed Wiener filter coefficients, using a single pre-computed matrix. Thirdly, we 
have found that the gain factorization algorithm on the second stage is not valuable in 
this simplified model and so we decided not to use it. Finally, the blind equalization 
module was replaced by a Cepstral Mean Normalization (CMN) algorithm [6]. The 
overall system works in real-time with a voice activity detector different from the one 
recommended in the standard. 

All speech files were parameterized using this front-end system which produces 12 
MFCC coefficients, log energy, and their first and second derivatives, leading to a 
feature vector with 39 components. 

4   Model Training 

For training proposes only files with SNR above 15 dB were used. The command 
database has a total of 137,237 files (119,975 from TVFL, 8,633 from TVF and 8,629 
from TVV). From these files, 75% were picked up for training, 20% for testing and 
5% for development. 

The training is done in several steps by applying the Baum-Welch embedded re-
estimation using the HTK toolkit [7], HERest.  

As it was referred to in section 1, three different approaches were used to find the 
acoustic models which best fit to the task of command recognition. Tests were done 
using word models, context-free phone models, and context-dependent triphone models. 

In the case of whole-word models, each word is represented by an HMM with left-
to-right topology. The number of states of each HMM depends upon the number of 
phones of the word. Three states per phone were used in the word models. 

The phone set has 42 monophones, including 3 pause/sil models. All models have 
three states. Up to 16 Gaussians per state were employed for training the monophone 
HMMs. 
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Triphone modelling allows the parameters of a phone model to depend on the two 
adjacent phones and so gives considerable robustness to variations in pronunciations. 
The initial triphone model set was obtained from monophone models. For our vocabu-
lary of 254 words 870 triphones are required. To perform a more efficient training, 
parameter tying was used, reducing the number of physical models to 846. 

5   The Decoder 

The decoder is based on the Viterbi algorithm applied to a grammar task. It uses the 
“token passing” paradigm [7]. Several optimizations were included using the floating-
point extensions – Intel SSE and AMD 3DNow!. 

One main characteristic of the recognizer is the inclusion of a module that meas-
ures the confidence of the recognition results. Confidence measures can be used for 
spotting and rejecting possible errors as well as to detect out-of-vocabulary words. To 
detect out-of-vocabulary (OOV) words, we used a so called “filler model” [8]. In 
order to calculate the confidence of a recognizer result, a “super model” was used, 
which is formed by taking all phone models in parallel. The aim of this model is to 
give a score for a sequence of phones, no matter their order or number. For well pro-
nounced words, both the “super model” and the result’s model should give almost 
identical scores. The scores will be very different in the case of misrecognized words. 
If the recognizer result has a score below the “filler model” by a given threshold, it is 
considered an OOV and it is rejected. All the vocabulary words have their own 
threshold that has been calculated using the test database. If the result is not an OOV 
word, then a confidence measure is computed using the “super model”. The differ-
ence between result’s model score and the “super model” score is normalized by 
number of frames. This value is then applied to a sigmoid function in order to obtain a 
normalized confidence measure between 0 and 100%. 

6   Results 

Several recognition tests were carried out using a task grammar that consists in taking 
all the 254 commands in parallel. 

With the whole-word model set we obtained a recognition rate of 96.76% with 8 
mixtures. This model set has 46.7k Gaussians (about 3.6M parameters). 

For the phone model set we used a multiple pronunciation dictionary, but despite 
of this, we obtained a recognition rate of only 91.41% with 16 mixtures. This low 
performance value is obviously due to the lack of parameters: only 1888 Gaussians 
(150k parameters). 

Table 1. Whole-word, monophone and triphone recognition rates for 8 mixtures 

Word Correction (%) Number of Gaussians Acoustic Model 

96.76 37,344 Whole-word 

89.28 952 Monophone 

97.03 16,104 Triphone 
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For the triphone model set, no multiple pronunciation dictionary was used and the 
result for 8 mixtures was 97.03% with 16,104 Gaussians. The better result achieved 
97.5%, and was obtained with 16 mixtures (32,208 Gaussians, about 2.5M parame-
ters). The recognition rates are shown in Table 1 for all model types with 8 mixtures. 

7   Discussion and Conclusions 

According to the results presented in the last section of this paper, the best score was 
achieved when using context dependent triphones models. More occurrences of con-
text-dependent triphones lead to better model’s parameters estimations. 

When comparing the number of Gaussians in every test, the whole-word model set 
is by far the one with the biggest number of parameters. When performing recognition 
in real time this implies more memory. The use of context-dependent triphones seems 
the most likely solution to be adopted in this case, as it combines fewer parameters 
with higher recognition rate. 

The training experiments prove that the database is big enough to estimate such a 
big number of parameters. However, as the number of speakers in this database is 
quite low, model adaptation for specific final users will be an important system im-
provement.  

In terms of ongoing work, we are trying to improve the system performance using 
discriminative training and feature variance normalization.   
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Abstract. Up-to-date language modeling is recognized to be a critical aspect of 
maintaining the level of performance for a speech recognizer over time for most 
applications. In particular for applications such as transcription of broadcast 
news and conversations where the occurrence of new words is very frequent, 
especially for highly inflected languages like the European Portuguese. An  
unsupervised adaptation approach, which dynamically adapts the active vocabu-
lary and language model during a multi-pass speech recognition process, is  
presented. Experimental results confirmed the adequacy of the proposed ap-
proaches. Experiments were carried out for a European Portuguese Broadcast 
News transcription system with the best preliminary results yielding a relative 
reduction of 65.2% in OOV word rate and 6.6% in WER. 

1   Introduction 

Up-to-date language modeling is recognized to be a critical aspect of maintaining the 
level of performance for a speech recognizer over time for most applications. In  
particular for applications such as transcription of broadcast news (BN) and conversa-
tions where the occurrence of new words is very frequent, especially for highly in-
flected languages. This is the case of the European Portuguese language, where new 
names contain great deal of information and occur frequently in many domains as the 
BN one. Additionally, due to their inflectional structure, the verbs class represents 
another problem to overcome [1]. For a BN transcription system like the one used in 
this work, the ability to correctly address new words appearing in a daily basis, is an 
important factor to take in consideration for its performance.  

In this paper, we present and compare two daily and unsupervised adaptation 
frameworks, which dynamically adapt the active system vocabulary and LM. Based 
on texts daily available on the Web, we defined two morpho-syntatic approaches to 
dynamically select the target vocabulary by trading off between the OOV word rate 
and vocabulary size [1][2]. Using an IR engine [3] and the ASR hypotheses as query 
material, relevant documents are extracted from a dynamic and large-size dataset to 
generate a story-based LM to the multi-pass speech recognition framework.  

In section 2 we provide a brief description of the proposed vocabulary selection al-
gorithms, LM adaptation procedures, and their integration into a multi-pass speech 
recognition framework. Section 3 describes some evaluation results. 
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2   Vocabulary Selection and Language Model Adaptation 

Even though the use of very large vocabularies in recognition systems can reduce the 
OOV word rates, in highly inflected languages or those with a high rate of word com-
pounding, those rates still tend to be high. In addition, just generically increasing the 
vocabulary size can improve the accuracy for many common words but degrades the 
recognition rate for less common words. Thus, defining a more rational approach to 
select/adapt the system vocabulary other than by simple word frequency is need. 

In [1] we derived a procedure for dealing with the OOV problem by dynamically 
increasing the baseline system vocabulary. From the experiments derived, we ob-
served that verbs make up for the largest portion of OOV words types, accounting for 
56.2% of the OOV word types in a BN test dataset. Our approach to compensate and 
reduce the OOV word rate related with verbs was supported by the fact that almost all 
the OOV verb tokens were inflections of verbs whose lemmas were already among 
the lemmas set (L) of the words found in contemporary written news. Thus, the base-
line vocabulary is automatically extended with all the words observed in the language 
model training texts and whose lemmas belong to L. Applying this adaptation ap-
proach, the baseline system vocabulary of 57K was expanded by an average of 43K 
new words each day. To apply this selection process, both training and adaptation 
word lists were morpho-syntactically classified and lemmatized using a morphologi-
cal analysis tool developed for the European Portuguese [4]. 

In [2] we proposed another approach. It takes in consideration the differences in 
style across the various training corpora, especially in case of written versus spoken 
style. Using the same morphological analysis tool as before, we annotated both in-
domain corpus and out-of-domain corpus, observing a significant difference in part-
of-speech (POS) tags distribution, especially in terms of names and verbs. Hence, 
instead of simply adding new words to the fixed baseline system vocabulary, as the 
previously proposed approach, we use now the statistical information related to the 
distribution of POS word classes on the in-domain corpus to dynamically select words 
from the various training corpora available. 

For LM adaptation we proposed and implemented a multi-pass speech recognition 
approach which creates from scratch both vocabulary and LM components in a daily 
basis [5]. The first-pass is being used to produce online captions for a closed-
captioning system of live TV broadcasts. Based on texts daily available on the Web 
and static training corpora, a new vocabulary 0V  is selected for each day d  using the 

POS-based technique described in section 2. To construct a more homogeneous adap-
tation dataset, we merge Web data from the current day and the 6 preceding days 
( ( )7O d ). Finally, with 0V , three LMs are estimated and linearly combined. The mix-

ture coefficients are estimated using the Expectation-Maximization (EM) algorithm to 
maximize the likelihood of 21T  dataset. This 21T  held-out dataset consists of ASR 

transcriptions generated by the BN transcription system itself for the 21 preceding 
days. A confidence measure is used to select only the most accurately recognized 
transcription segments. 

In this multi-pass adaptation framework, a second-pass is being used to produce 
offline transcripts for each day using the initial set of ASR hypotheses generated dur-
ing the live version and automatically segmented into individual stories, with each 
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story ideally concerning a single topic. Using an Information Retrieval engine [3] and 
the text of each story segment as query material, relevant documents are extracted 
from a dynamic and large-size database to generate a story-based vocabulary and LM. 
Since those text story segments can be quite small and may contain recognition errors, 
a relevance feedback method for automatic query expansion was used [6]. Thus, for 
each story S a topic-related dataset SD  is extracted from the IR dynamic database 

and all words found in SD  are added to the vocabulary 0V  selected on the first-pass, 

generating this way a story-specific vocabulary SV . Note that for each word added, 

the vocabulary size is kept constant by removing the word with the lowest frequency. 
With SV , an adaptation LM trained on SD  is estimated and linearly combined with 

the first-pass LM to generate a story-specific LM ( SMIX ). Using SV  and SMIX  in a 

second decoding pass the final set of ASR hypotheses is generated for each story S . 

3    Evaluation Results 

All experiments reported in this work were done with the AUDIMUS.media ASR 
system [7]. This system is part of a closed-captioning system of live TV broadcasts in 
European Portuguese that is daily producing online captions for the main news show 
of one Portuguese Broadcaster - RTP. 

To evaluate the proposed framework we selected a BN dataset (RTP-07) consisting 
of BN shows collected from the 8 o’clock pm (prime time) news from the main public 
Portuguese channel, RTP. The RTP-07 BN shows were collected on May 24th and 
31st of 2007, having a total duration of about 2 hours of speech and 16.1K words. 

Table 1. Comparison of OOV word rates for the RTP-07 dataset 

 Approach %OOV %reduction

BASELINE 1.40 - 
1-PASS-POS 0.74 47.0 
2-PASS-POS-IR 0.49 65.2 

 
As one can observe from table 1, the proposed second-pass speech recognition ap-

proach (2-PASS-POS-IR) using the POS-based algorithm for vocabulary adaptation 
and the Information Retrieval Engine (IR) for LM adaptation, yields a relative reduc-
tion of 65.2% in OOV word rate (from 1.40% to 0.49%), when compared to the re-
sults obtained for the baseline system with a vocabulary of 57K words. Moreover, this 
approach outperformed the one based on one single-pass (1-PASS-POS). 

In terms of WER (figure 1), the new approach (2-PASS-POS-IR) resulted in a 
6.6% relative gain. Even using a vocabulary with only 30K we were able to get a 
WER better than the one obtained for the baseline system with a 57K words vocabu-
lary. Thus, implementing the proposed multi-pass adaptation approach and increasing 
the vocabulary size to 100K words we could obtain a relative gain of 8.5% in terms of 
WER. 
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Analysis on the OOV words, which were found by our IR-based framework, showed 
that almost all the relevant terms like proper and common names were correctly rec-
ognized. This makes the proposed framework especially useful, since these words 
contain a great deal of information for systems where the use of automatic transcrip-
tions is a major attribute, as is the case of our BN transcription system. 
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Fig. 1. WER comparison for 3 different vocabulary sizes (30K, 57K and 100K words) 
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Abstract. Mathematic equations are, of necessity, a must in any math-
ematic textbooks but also in physics, communications and, in general, in
any technology related texts. Furthermore, their usage in Digital Talking
Books (DTB)[1] can be eased if its corresponding counterpart in both
text and/or spoken forms can be automatically generated. Therefore, an
automatic system to translate or convert them into text and latter to
speech is needed to broaden the scope of the DTBs.

DTBs are based on different types of data, structured according to
some standard. They also require a player or browser that allows users to
navigate, to index and to retrieve information (text, sound, images, etc.).
The player was developed using a model based framework for adaptive
multi-modal environments [2]. Besides supporting the features described
in the DTB standard1, the player introduces features complementing the
synchronized presentation of text and audio, such as: addition of con-
tent related images; variable synchronization units, ranging from word
to paragraph; annotation controlled navigation; definition of new reading
paths; adaptation of the visual elements; behavioral adaptation reflecting
user interaction, amongst others.

In this paper we address the implementation of a ”translation” system
that converts mathematical equations into text in such a way that it
resembles as much as possible the ”natural” reading of those entities.
The system we implemented is more than just a translator from some
form of mathematical notation into text, since reading heuristics were
included.

The Mathematical Markup Language (MathML) was chosen in this
work over other existing alternatives, such as LaTeX[3] and Microsoft
Word that, besides being able to display mathematical formulas in a
correct way, are also widely used. LaTeX was not meant for integration
(other than with documents of the same type), or to be parsed by exte-
rior applications (except for its own compilers). Microsoft Word is also a
de facto standard for documents. The MathML [4] is is a open standard
and is a XML derived format, and is easily integrated in applications.

� This work was done under the RiCoBA project, partially funded by Fundação de
Ciência e Tecnologia, Programa POSC, n.o 61042/2004.

1 www.niso.org/standards/resources/Z39-86-2002.html
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Furthermore, it also can be displayed inside browsers and others appli-
cations that can display XML documents. It is easily read from external
applications, since a XML parser will parse it correctly. The information
is well structured and, therefore, easy to be read and to process. As with
XML and other derived formats, MathML files can grow in size faster
than the data or the information it contains, since it requires multiple
tags [5]. MathML can be used to both display the mathematical content
or to represent the content of the mathematical formulas.

The easiest way to implement an equation translator is to convert
the MathML tags directly into their mathematical counterparts. Let, for
instance a simple equation such as x2 + 4x + 4 = 0 (whose MathML de-
scription is show in fig.1) that, in most currently available ”translators”,
is converted into text to: ”eks to the power of begin exponent two end
exponent plus four times eks plus four equals zero”.

Fig. 1. Example of MathML

But, thankfully, no one speaks or reads such simple equations this way.
Easier forms, such as: ”the square of eks plus four eks plus four equals
zero” are commonly used either by teachers or by students. However, this
sentence holds different meanings which leads to a conflict of notation
and, therefore, mathematical meaning. To avoid ambiguity, punctuation
marks should be included: ”the square of eks, plus four {times} eks, plus
four, equals {to} zero” to explicitly delineate the scope of mathematical
operators (curl brackets represent optional terms).

Most of the mathematical operators are directly translated into writ-
ten text. However, some of the most used ones need further processing,
namely power, fraction, derivative and matrices operators. This process-
ing avoids the direct translation of the operators, since no one reads a
simple fraction like ”fraction, begin numerator ... end numerator divided
by begin denominator ... end denominator end of fraction” but rather
like ”numerator over denominator”. The goal of this work is to mimic as
much as possible the ”usual” way someone reads equations so, heuristics
for the above cases were employed. Of course this may lead, in some cases,
to ambiguity but, the gained naturalness may compensate this problem.
In the following, some reading heuristics that were implemented to in-
crease the naturalness of the conversion will be presented: Fractions pose
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the problem of identifying what is the numerator and what is the denom-
inator. To address this problem, fractions were divided in two categories,
short or simple and long fractions. Short fractions are defined by having
a reduced number of symbols in the denominator and/or in the numera-
tor (a configurable threshold of three was chosen); fractions that are not
short by this criteria are considered as long.

Powers have a powerful impact on the reading of an equation. For
example, x2 should be converted to ”eks square” instead of ”eks to the
power of begin exponent two end exponent”.

Derivatives such as df(x)
dx

must be identified as such and clearly sepa-
rated from fractions. Otherwise, it would be converted as ”fraction begin
numerator derivative of f(x) end numerator, begin denominator deriva-
tive of x, end denominator” instead of ”derivative of f(x) in order to x”.

Matrices can be small or very large, full of content, sparse, etc. So,
creating a heuristic to process all possibilities would result in a dispropor-
tionate effort. Informal experiences with people reading matrices showed
that people always say the size of the matrix in the first place. After
that, no common reading methodology was found and, as a consequence,
we decided to implement the same procedure for reading matrices. The
heuristic starts to evaluate the size of the matrix and writes it in the be-
ginning of the conversion text. After that, all the lines of the matrices are
read one after the other, after being numbered. Although this procedure
generates lots of text for small matrices, readability and comprehension
are kept.

Two sets of experiments were undertaken, since the initial informal
tests showed that ambiguity could arise due to the implemented heuris-
tics. Since it is our intent to include technical books in DTBs, any ambi-
guity issues can be overcome by a mere visual inspection of the equations
or the formulas. However, visually impaired users may not have the ca-
pability to visualize them. So, we decided to check the translation system
without any visual support of the original equation. Furthermore, DTB
users can have different technical backgrounds, ranging from elemen-
tary mathematics to more advanced calculus so, the translation tests
comprised an ”easy test set” (ETS) and a ”Difficult Test Set”, (DTS).
Therefore, the former test set was given to 11 persons while the latter
was solved by 15 persons, according to their skills. Examinees were only
given the output of the translator, without any clue of what the original
equation could be and they had to write it down. No blank answers were
allowed, so they had to opt for an answer even if they were unsure of its
correctness. The same procedure was followed for the DTS but, in this
case, a total of 13 questions were given.

To summarize the results, 316 of questions were collected and we got
a total number of 38 erroneous (Table 1). Although it would be tempting
to say that a comprehensibility2 of 88% was achieved, one should bear
in mind that it would be very easy to design a test with 100% of right
answers. However, we knew beforehand that some of the implemented
heuristics would rise ambiguity issues, namely in fractions / divisions or
even in exponents. From the answers, two different situations are evident:

2 Herein defined as the ratio of correct answers versus total number of answers.
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Table 1. Test Results

ETS DTS Total

No. Questions 121 195 316

ERROR 14 24 38

Error % 11.6 12.3 12.0

if the examined can identify from the text some well-known formula,
he/she writes down the correct answer, no matter the ambiguity! By the
opposite, if the text is not recognized, answers are not correct.

Overall, test results were considered very good although some errors
were reported. These errors were identified as a result of ambiguity in the
output text as previously expected. In either case, results showed that
although ambiguity was present in some situations, if the reader could
identify the equations content, he/she could immediately overcame that
problem and produce the correct answers. Some of the heuristics, namely
the derivatives and matrices heuristics, need improvements to cope with
a broader set of formulas.

Keywords: MathML, Digital Talking Books, Speech Alignment.
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Abstract. This paper describes our on-going work on the topic segmen-
tation module of a media watch system. The current version explores not
only the typical structure of a broadcast news show, but also its contents,
which are automatically produced by the speech recognition module, and
the topic indexation module. The performance of the automatic topic seg-
mentation module was compared with the manual segmentation done by
a professional media watch company, yielding quite satisfactory results.

1 Introduction

Topic segmentation plays an important role in the prototype system for selective
dissemination of Broadcast News (BN) in European Portuguese, developed at
INESC-ID. The media watch system was initially built in the context of the
ALERT European project [1] and is the object of continuous improvement in
the framework of national project TECNOVOZ. The topic segmentation module
(TS) described in this paper is one of the modules of the complex system and
is performed off-line, exploring only audio-derived cues, for the time being. This
paper starts with a brief description of our BN corpus in Section 2. The bulk
of the paper is devoted to the topic segmentation module (section 3). Section
4 compares the automatic with the manual topic segmentation performed by a
media watch company, and discusses the importance of video-derived cues. The
final Section concludes and presents directions for future research.

2 The European Portuguese BN Corpus

The European Portuguese BN corpus includes different types of news shows, na-
tional and regional, generic and specific domains, from morning to late evening.
In this work, we used 4 subsets, all manually segmented into stories, covering
a wide range of scenarios. The SR (Speech Recognition) corpus contains 57h of
BN shows, where 45% is presented by the lead anchor and the remaining shows
also have a sports anchor. The JE (Joint Evaluation) corpus contains 13h, half of
which contain only a lead anchor and the other half also include a sports anchor.
To expand the segmentation scenarios, an extra BN corpus (EB) with 4h was

A. Teixeira et al. (Eds.): PROPOR 2008, LNAI 5190, pp. 272–275, 2008.
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collected from a different TV station. One of the shows is presented by the lead
anchor, but includes a local news commentator. The other two shows have two
lead anchors, and one of them also includes the local news commentator. The
need for the comparison with a professional media watch company motivated
the collection of a very recent corpus (RTP07). This corpus contains around 6h,
segmented by the media watch company. All the 6 shows have one lead anchor,
without thematic anchors.

3 Topic Segmentation

The goal of TS module is to split the BN show into its constituent stories, explor-
ing their characteristic structure [2]. All stories start with a segment spoken by
the anchor, and are typically further developed by out-of-studio reports and/or
interviews. The analysis of the typical structure of a BN show led us to train
a CART (Classification and Regression Tree) with potential characteristics for
each segment boundary [3]. The CART performed reasonably well for BN shows
with one lead anchor, but failed with shows involving 2 lead anchors. This led
us to adopt a two-stage supervised approach: in a first stage of re-clustering, the
two speaker ids with the most frequent turns are clustered into a single label.
After this pre-processing stage, the CART is applied.

3.1 Exploring the Topic Related Structure

To deal with a more complex structure, such as a BN show with a thematic
anchor, a multi-stage approach was adopted where topic segmentation and in-
dexation are interleaved. The first stage identifies potential story boundaries in
every non-speech/anchor transitions. The second stage uses the topic indexa-
tion to isolate the thematic portion of the BN show (sports). This stage allows
potential story boundaries to appear within the given theme. A third stage of
boundary removal is applied using the same rules adopted by the CART. The
knowledge of the topic was also used to remove false alarms in the weather
forecast topic, which was typically split into multiple stories, due to the rela-
tively long pauses made by the anchor between the forecasts for each part of the
country.

3.2 Exploring Non-news Information

One recent improvement of our system is the inclusion of a non-news detector
which detects the jingles that delimit the BN show, the publicity segments,
and the headlines/teasers. The performance of the previous version of the TS
module was seriously degraded by the presence of headlines [3], causing false
alarms inside headlines, and miss boundaries after the headlines. The inclusion
of the non-news information in the TS module allowed us to define another story
boundary detection rule which avoided these problems.
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3.3 Exploring the Contents of BN Segments

The main remaining problem was the false alarm rate due to the long anchor
interventions in the middle or at the end of a story. In order to decrease these
false alarms, we used the automatic transcriptions of the BN shows. The merging
of short stories with either their left or right neighbors was dictated by a CART
trained with the following features: the acoustic background conditions of the left
and right stories, the word rate (computed at the first 7s of the short story, which
is the minimal time required for a story introduction), the duration of the anchor
segment, and the normalized count of matches of unigrams, bigrams and trigrams
between the short story and the two neighbors. The matches are computed over
the automatic transcripts and the purpose is to detect text similarities between
the short story and its neighbors, to help the merge decision.

4 Results and Discussion

The results of the different versions of the segmentation algorithm are presented
in Table 1. The performance of the 3-stage approach only took the sports topic
splitting into account (third line). The next two lines used the single BN show
of RTP07 which had weather forecast news (RTP07-1). The fourth line taked
only the sports topic splitting into account, and the fifth line was obtained also
taking the weather forecast merging into account. The next two lines used 3
shows of the RTP07 corpus (RTP07-3) and show the improvements achieved
with the integration of non-news information (without and with, respectively).
The following two lines used 6 shows of the RTP07 corpus, and show the im-
provements achieved with the integration of the ASR results (without and with,
respectively). The last two lines of the Table show the results that would be
achieved if the evaluation window is extended to 2s.

Our collaboration with video segmentation experts in the framework of Eu-
ropean project VIDI-VIDEO and a preliminary experiment with a single recent

Table 1. Topic segmentation results

Approach %Recall %Precision F-measure corpus

Single-Stage 79.6 69.8 0.74 JE
Two-Stage 81.2 91.6 0.85 EB
Multi-Stage 88.8 56.9 0.69 JE

Multi-Stage 97.1 86.8 0.92 RTP07-1
Multi-Stage (+meteo) 97.1 89.2 0.93 RTP07-1

Multi-Stage 98.9 71.7 0.83 RTP07-3
Multi-Stage + non-news info 96.8 73.9 0.84 RTP07-3

w/o ASR (eval=1s) 88.0 81.7 0.85 RTP07
with ASR (eval=1s) 91.2 83.0 0.87 RTP07

w/o ASR (eval=2s) 93.8 87.1 0.90 RTP07
with ASR (eval=2s) 97.0 88.2 0.92 RTP07
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BN allows us to discuss the feasibility of using video derived cues for the task
of TS. The fusion of our topic segmentation boundaries derived only from the
audio signal with the ones provided by a shot segmentation module may con-
tribute towards a higher precision of the automatically computed boundaries.
In terms of video shot representation, semantic concepts such as single news an-
chor, double news-anchor, news studio, etc. may contribute towards making the
overall topic segmentation system more robust and autonomous. The detection
of a split screen showing both the lead anchor and the field reporter might also
be useful since it never happens at the very begining of a story. These are the
type of video derived cues we are currently studying for the potential integration
with our audio-based TS module.

5 Conclusions

This paper described our on-going work on the TS module for broadcast news.
It summarized our first experiments with a single-stage CART based approach,
which explored only the typical structure of BN shows. This approach evolved
into a multi-stage approach, which allowed more complex structures with the-
matic anchors and commentators, and later also explored the topic related struc-
ture, the non-news information and the automatically produced transcripts of
the BN shows.

The performance of the automatic topic segmentation module was compared
with the manual segmentation done by a professional media watch company,
yielding quite satisfactory results. The paper also discussed how these could be
improved by merging with video derived cues, which is part of our current plans.
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Collovini, Sandra 236
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