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Preface

The 11th Information Security Conference (ISC 2008) was held in Taipei, Tai-
wan, September 15-18, 2008. ISC is an annual international conference covering
research in theory and applications of information security. It was first initiated as
a workshop (ISW) in Japan in 1997. This was followed by ISW 1999 in Malaysia
and ISW 2000 in Australia. ISW became ISC when it was held in Spain in 2001
(ISC 2001). The latest conferences were held in Brazil (ISC 2002), UK (ISC 2003),
USA (ISC 2004), Singapore (ISC 2005), Greece (ISC 2006), and Chile (ISC 2007).
This year the event was sponsored by the Chinese Cryptology and Information Se-
curity Association (Taiwan), the Taiwan Information Security Center of the Re-
search Center for IT Innovation (Academia Sinica, Taiwan), the National Taiwan
University of Science and Technology (Taiwan), the NTU Center for Information
and Electronics Technologies (Taiwan), Academia Sinica (Taiwan), the National
Science Council (Taiwan), the Ministry of Education (Taiwan), the Taipei Chap-
ter of the IEEE Computer Society (Taiwan), BankPro E-service Technology Co.,
Ltd. (Taiwan), Exsior Data & Information Technology, Inc. (Taiwan), Giga-Byte
Education Foundation (Taiwan), Hewlett-Packard Taiwan, Hivocal Technologies,
Co., Ltd. (Taiwan), Microsoft Taiwan, Paysecure Technology Co., Ltd. (Taiwan),
Symlink (Taiwan), and Yahoo! Taiwan Holdings Limited (Taiwan Branch).

In order to cover the conference’s broad scope, this year’s main Program
Committee consisted of 61 experts from 22 countries. Additionally, the con-
ference also featured a special AES Subcommittee, chaired by Vincent Rijmen
(Graz University of Technology, Austria).

The conference received 134 submissions from 31 countries, 33 (including 4 in
the AES special session) of which were selected by the committee members for
presentation at the conference, based on quality, originality and relevance. Each
paper was anonymously reviewed by at least three committee members. In order to
encourage and promote student participation, the ISC 2008 Program Committee
selected three student-coauthored papers for the Best Student Paper award, one
from each region: Asia, Europe, and the Americas. The papers were, respectively,
“Deterministic Constructions of 21-Step Collisions for the SHA-2 Hash Family,”
by Somitra Sanadhya and Palash Sarkar (Indian Statistical Institute, India), “Col-
lisions for RC4-Hash,” by Sebastiaan Indesteege and Bart Preneel (Katholieke
Universiteit Leuven, Belgium), and “Proxy Re-signatures in the Standard Model,”
by Sherman S.M. Chow (New York University, USA) and Raphael Phan (Lough-
borough University, UK). The program also included invited speeches by Doug
Tygar (UC Berkeley, USA) and Tatsuaki Okamoto (NTT, Japan).

Many people helped to make ISC 2008 successful. We would like to thank all
those who contributed to the technical program and to organizing the conference.
We are very grateful to the Program Committee members and the external referees
for their efforts in reviewing and selecting the papers. We would like to express our
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special thanks to all the organizing committee members for making the conference
possible. We also give our thanks to all the authors of the submitted papers and
the invited speakers for their contributions to the conference.

July 2008 Tzong-Chen Wu
Chin-Laung Lei
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Property-Based TPM Virtualization

Ahmad-Reza Sadeghi®, Christian Stiible?, and Marcel Winandy'!

! Ruhr-University Bochum, D-44780 Bochum, Germany
{ahmad.sadeghi,marcel.winandy}@trust.rub.de
2 Sirrix AG security technologies, Lise-Meitner-Allee 4
D-44801 Bochum, Germany
stueble@sirrix.com

Abstract. Today, virtualization technologies and hypervisors celebrate
their rediscovery. Especially migration of virtual machines (VMs) be-
tween hardware platforms provides a useful and cost-effective means to
manage complex IT infrastructures. A challenge in this context is the
virtualization of hardware security modules like the Trusted Platform
Module (TPM) since the intended purpose of TPMs is to securely link
software and the underlying hardware. Existing solutions for TPM vir-
tualization, however, have various shortcomings that hinder the deploy-
ment to a wide range of useful scenarios. In this paper, we address these
shortcomings by presenting a flexible and privacy-preserving design of
a virtual TPM that in contrast to existing solutions supports different
approaches for measuring the platform’s state and for key generation,
and uses property-based attestation mechanisms to support software
updates and VM migration. Our solution improves the maintainability
and applicability of hypervisors supporting hardware security modules
like TPM.

1 Introduction

Corporate computing today is characterized by enterprises managing their own
IT infrastructure. In his article, “The end of corporate computing” [I], Nicholas
G. Carr predicts a shift from holding corporate assets to purchasing services from
third parties. Similar to electricity suppliers, there would be enterprises offering
IT functionality to other companies. Virtualization technology would be one of
the key drivers of the changing IT paradigm.

Indeed, virtualization enables the deployment of standardized operating envi-
ronments on various hardware platforms, features the execution of several virtual
machines (VMs) on a single platform, and allows to suspend a VM and resume
it at a later time. An important feature of virtualization is that one can migrate
a VM between hardware platforms, which allows an easy transfer of working
environments, e.g., in case of hardware replacements or switching to another
computer. Moreover, Virtual Machine Monitors (VMM), or hypervisors, are also
known to be an efficient way to increase the security of computer systems [2].
They provide isolation between VMs by mediating access to hardware resources

T.-C. Wu et al. (Eds.): ISC 2008, LNCS 5222, pp. 1 2008.
(© Springer-Verlag Berlin Heidelberg 2008



2 A.-R. Sadeghi, C. Stiible, and M. Winandy

and by controlling a rather simple interface of resources compared to a full oper-
ating system. Thus, different environments can be protected against harm from
other environments or violations of user privacy. For instance, an employee can
simply separate home and office usage in VMs.

Trusted Computing is considered to be another promising concept to im-
prove trustworthiness and security of computer systems. The Trusted Comput-
ing Group (TCG), an industrial initiative towards the realization of Trusted
Computing, has specified security extensions for commodity computing plat-
forms. The core TCG specification is the Trusted Platform Module (TPM) [314],
currently implemented as cost-effective, tamper-evident hardware security mod-
ule embedded in computer mainboards. The TPM provides a unique identity,
cryptographic functions (e.g., key generation, hash function SHA-1, asymmet-
ric encryption and signature), protected storage for small data (e.g., keys), and
monotonic counters (storing values that can never decrease). Moreover, it pro-
vides the facility to securely record and report the platform state (so-called
integrity measurements) to a remote party. The platform state typically consists
of the hardware configuration and the running software stack, which is measured
(using cryptographic hashing) and stored in the TPM. Several operating system
extensions [Bl6] already support the TPM as underlying security module.

In this context, the combination of virtualization and trusted computing pro-
vides us with new security guarantees such as assurance about the booted VMM,
but it also faces us with new challenges. On the one hand, VMs should be flex-
ible to support migration. On the other hand, security modules like the TPM
act as the root of trust attached to the hardware, and must be shared by vari-
ous VMs. Hence, different approaches for TPM virtualization have already been
proposed [7I89]. Being able to migrate a VM together with its associated virtual
TPM (vTPM) is of special importance to guarantee the availability of protected
data and cryptographic keys after migration. However, the existing solutions
have some shortcomings which strongly limit their deployment: After migrating
a VM and its vIPM to another platform with different integrity measurements
than the source platform, or after performing an authorized update of software,
the VM cannot access cryptographic keys and the data protected by those keys
anymore. This hinders the flexibility of migrating the VM to a platform pro-
viding the same security properties but different integrity measurements as the
source platform. Moreover, differentiated strategies for key generation and us-
age are missing. Some IT environments demand for cryptographic keys generated
and protected by the hardware TPM while some VMs would benefit from the
performance of software keys. In addition, some VMs can be migratable while
others must not be.

Contribution. In this paper we address these problems in the following way:

— We propose a vI'PM architecture that supports various functions to measure
the state of the platform, various usage strategies for cryptographic keys, and

both based on a user-defined policy of the hypervisor system (Sect. Bl).
— We show how the new measurement functions of our vIPM can be used to
realize property-based attestation and sealing. Our design can protect user
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privacy by filtering properties to be attested in order to not disclose the
particular system configuration (Sect. [l).

— We allow a transparent migration of vI'PM instances to platforms with a
different binary implementation and show this is possible without losing the
strong association of security properties (Sect. [7]).

Moreover, our design does not require to modify the software of a VM (except for
the driver in the guest OS that interfaces to the vIPM instead of the hardware
TPM). Existing TPM-enabled applications directly profit from the flexibility of
the underlying vIPM. We expect furthermore that our vI'PM design can be
realized based on other secure coprocessors [T0ITT] because of its flexibility and
high-level abstraction of functionality.

Outline. We describe typical use cases that need flexible vIPMs in Sect. 2] and
define corresponding requirements in Sect. Bl Section [ considers background of
the TPM and discusses the related work. We present our contribution in Sect. [,
[6l and [ whereas we address in Sect. 8l how we achieve the requirements.

2 Use Case Scenario: Corporate Computing

We consider the use case in a corporate setting as our running example to make
various essential requirements on VMs and vIPMs more clear. Nevertheless,
these requirements also hold for many other applications such as e-government,
grid computing, and data centers.

Suppose an enterprise employee uses a laptop for both corporate and private
tasks which run in isolated VMs (Fig. [I).

Classified Corporate
Environment

Private Working
Environment
VM VM

Unclassified Corporate
Environment

VM

Hypervisor

‘ - Hardware

— Request/response path

Fig. 1. Private and corporate working environments with virtual TPMs

Private working environment: This environment may use the TPM, e.g., to
protect the key of a hard-disk encryption program or the reference values of an
integrity checker. Using existing vI'PM approaches, the protected data would
become unavailable if the user updates a software component within the VM.

Unclassified corporate environment is for processing unclassified data of
the company. Users should be able to migrate this VM to their computer at
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home to continue working. After migration, access to protected data and report-
ing integrity measurements of the VM should still be possible as long as the
underlying platform conforms to the company’s security policy.

Classified corporate environment: This environment is for processing clas-
sified data. Hence, it has stronger security requirements regarding the usage of
encryption keys. To access a corporate VPN, the company’s security policy may
require this environment to be bound to this specific hardware and that the
cryptographic keys are protected by a physical TPM.

3 Requirements on TPM Virtualization

The scenarios described above show the need for a flexible vIPM architecture
that supports all required functionalities. We consider the main requirements
of such an architecture below, where we add new requirements R5-R8 to those
(R1-R4) already identified by [7].

R1 Confidentiality and integrity of vTPM state: All internal data of a vIPM
(keys, measurement values, counters, etc.) have to be protected against unau-
thorized access.

R2 Secure link to chain of trust: There must be an unforgeable linkage between
the hardware TPM and each vIPM as well as between the VM and its
associated vIPM. This includes trust establishment by managing certificate
chains from the hardware TPM to vIPMs.

R3 Distinguishability: Remote parties should be able to distinguish between
a real TPM and a vIPM since a virtual TPM may have different security
properties than a physical one.

R4 Uncloneability and secure migration: The state of a vI'PM shall be protected
from cloning, and it can be securely (preserving integrity, confidentiality, au-
thenticity) transferred to another platform if the destination platform con-
forms to the desired security policy.

R5 Freshness: The vIPM state shall not be vulnerable to replay attacks (e.g.,
an adversary shall not be able to reset the monotonic counters of a vIPM).

R6 Data availability: Data sealed by a vI'PM should be accessible if the plat-
form provides the desired security properties. This should also hold after
migration or software updates.

R7 Privacy: Users should be able to decide which information about the plat-
form state (configuration of hardware and hypervisor) is revealed to a VM
or to a remote party.

R8 Flexible key types: Different protection levels and implementations of crypto-
graphic keys should be supported (as described in the use case
scenarios).

As we will discuss later, the existing vI'PM solutions do not fulfill all require-
ments of the typical use cases as described in Sect.
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4 Background and Related Work
4.1 The Trusted Platform Module

The TPM has two main key (pairs): the Endorsement Key (EK) representing
the TPM’s identity and the Storage Root Key (SRK), used to encrypt other keys
generated by the TPM (which are stored outside the TPM). The TPM supports
trusted boot by allowing to record measurements of the hardware configura-
tion and software stack during the boot process. These measurements (typically,
SHA-1 hash of binaries) are stored in specific TPM registers called Platform
Configuration Registers (PCRs). Adding a hash m to a PCR is called extension
and requires to use the function TPM Extend(i, m), which concatenates m to
the current value of the i-th PCR by computing a cumulative hash.

Based on these PCR values, the TPM provides the sealing functionality,
i.e., binding encrypted data to the recorded configuration, and attestation, i.e.,
reporting the system state to a (remote) party. The latter uses the function
TPM Quote, which presents the recorded PCR values signed by an Attestation
Identity Key (AIK) of the TPM. The AIK plays the role of a pseudonym of the
TPM’s identity EK for privacy reasons, but to be authentic the AIK must be
certified by a trusted third party called Privacy-CA.

4.2 Integrity Measurement

AEGIS [12] performs an integrity check during the boot process of the operating
system and builds a chain of trust based on root reference values protected by
special hardware. Enforcer [I3] is a Linux kernel security module operating as
integrity checker for file systems. It uses a TPM to verify the integrity of the
boot process and to protect the secret key of an encrypted file system. IMA [6]
inserts measurement hooks in functions relevant for loading executable code in
Linux in order to extend the measurement chain to the application level.

Enforcer and IMA are examples of TPM-enabled applications which could be
used and executed in a VM that has a vIPM.

4.3 Property-Based Attestation

TCG binary attestation has some important drawbacks: (i) disclosure of plat-
form configuration information could be abused for platform tracking (privacy)
and discriminating against specific system configurations; (ii) lack of flexibil-
ity, i.e., data bound to a particular configuration is rendered inaccessible after
system migration, update or misconfiguration (data availability); (iii) less scala-
bility due to necessary management of every trusted platform configuration. To
tackle these problems, property-based approaches were proposed in the litera-
ture (see below): Instead of attesting hash values of binaries, they attest abstract
properties describing the behavior of a program or system, e.g., that the hyper-
visor is certified according to a certain Common Criteria protection profile. The
advantage is that properties can remain the same even if the binaries change.
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Haldar et al. [I4] present an approach exploiting security properties of pro-
gramming languages, e.g., type-safety. This allows to provide a mechanism for
runtime attestation. However, it requires a trusted language-specific execution
environment and is limited to applications written in that language.

Jiang et al. [T5] have shown that it is possible to have certificates stating
that the keyholder of a certain public key has a desired property, e.g., to be an
application running inside an untampered secure coprocessor.

A pragmatic approach for property-based attestation uses property certificates
[T6I7UTS]. A trusted third party (TTP) issues certificates cert(pkrrp,p, m),
signed by the TTP’s public key pkrrp, and stating that a binary with hash
m has the property p. When a PCR of the TPM is going to be extended with a
measurement value, a translation function looks for a matching certificate. If the
function can find and verify a matching certificate, it extends the PCR with the
public key pkprrp or, as proposed by [19], with a bit string representation of p. If
no certificate is found or the verification fails, the PCR is extended with zero.

While these approaches can be applied to existing TPMs or vI'PMs by adding
the translation function to a trusted component outside of the (v)TPM, we
apply the translation functions inside our vIPM (Sect. Eﬂ]ﬂ This allows us
to control the translation in each vIPM instance individually and reduces the
dependency of external software components (e.g., running in VMs).

4.4 Trusted Channel

A trusted channel is a secure channel with the additional feature that it is bound
to the configuration of the endpoint(s). An attestation (binary or property-
based) of the involved endpoint(s) is embedded in the establishment of the secure
channel [2021]. Hence, each endpoint can get an assurance whether the coun-
terpart complies with trust requirements before the channel is settled. Asokan
et al. [22] describe a protocol which creates a secret encryption key that is bound
not only to the TPM of the destination platform, but also to the configuration
of the trusted computing base (TCB). Binding a key to the configuration of the
underlying TCB has been used with TPM [13] and secure coprocessors [I5/10].

4.5 TPM Virtualization

Berger et al. [7] propose an architecture where all vTPM instances are executed
in one special VM. This VM provides a management service to create vIPM
instances and to multiplex the requests. To protect the vI'PM state when it is
stored on persistent memory, the state is encrypted using the sealing function of
the physical TPM. Optionally, the vIPM instances may be realized in a secure
coprocessor card. Compared to a real TPM, the vTPM has a different certificate
for its vEK, e.g., including a statement that it is virtual. Thus, a verifying
party will be able to distinguish between a vIPM and a TPM. The authors

1 'We use the simple version of property certificates, e.g., issued by a corporate CA,
certifying “approved by IT department”.
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discuss different strategies for trust establishment, i.e., the way new certificates
are issued for a vIPM: (a) The vEK is signed by the AIK of the physical TPM
and the vIPM requests certificates for its vAIKs at a privacy CA. (b) The TPM
directly signs the vAIK with its AIK. (c¢) A local CA issues a certificate for the
vEK of the vTPMB In order to extend the chain of trust, they link the vIPM
to its underlying TCB by mapping the lower PCRs of the real TPM to the
lower PCRs of a vI'PM. This is supposed to enable the vIPM to include the
configuration of the underlying hypervisor platform during attestation.

However, this approach has the restriction that after migrating a VM and its
vTPM to a different hypervisor platform, the VM cannot access data that was
sealed by the vITPM on the source platform (R6 data availability). In our ap-
proach, we show how property-based measurement can be realized in the vIPM
while the interface to the VM remains the same as for binary attestation. This
removes the restriction that migration is only possible between binary identical
platforms. Moreover, our design allows flexible key types (R8) and protects pri-
vacy (R7) by allowing to filter the information to be revealed during attestation.

GVTPM [9] is an architectural framework that supports various TPM models
and different security profiles for each VM under the Xen hypervisor [23]. The
authors discuss two different vIPM models: software-based and hardware-based.
The former generates and uses cryptographic keys entirely in software, whereas
the latter uses the keys of the physical TPM. GVTPM is not limited to TPM
functionality and may be generalized to any security coprocessor. This is similar
to our approach since we also use a high-level abstraction of TPM functionality.
However, they realize flexible key types with different vITPM models, whereas
our vIPM design can support both. Moreover, GVTPM does not address our
requirements of data availability (R6) and privacy (R7).

Anderson et al. [24] realize the implementation of vIPM instances as isolated
domains instead of running all vIPMs in one privileged VM. Except for the
implementation, they provide no new aspects of the vITPM, but refer to [7].
Our architecture can also execute vI'PM instances in isolated domains since our
approach does not depend on a specific implementation.

Goldman and Berger [8] have specified additional commands that would be
needed to enhance a physical TPM to directly support VMs. The realization is
similar to [7], except that the vIPM-specific functions are realized within the
hardware TPM. Hence, they do not address data availability (R6) and privacy
(R7). Moreover, there is no such enhanced TPM chip model available at present.

5 Flexible vIPM Architecture

This section describes the general design of our vIPM architecture. For each
VM that needs a vIPM, there is a separate vIPM instance. We assume the
underlying hypervisor to protect the internal state and operations of each vIPM
from any unauthorized access. This can be achieved by using a secure hypervisor

2 For our example scenario, we can choose the certificate strategy (c) since the em-
ployee’s company could serve as a local CA to issue these certificates.
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as proposed in [2526], which enforces access control to resources and controls
communication between virtual machines. A VM can only access its associated
vTPM via the vTPMlInterface.

Figure 2 shows the logical design of our vIPM. The main building blocks are
the following: PropertyManagement represents the virtual PCRs and manages
different mechanisms to store and read measurement values (Sect. B1l); Key-
Management is responsible for creating and loading keys (Sect. [5.2]); vT PMPolicy
holds the user-defined policy of the vTPM instance (Sect. [1.3)); Cryptographic-
Functions provide monotonic counters, random number generation, hashing, etc.;
MigrationController is responsible for migrating the vI'PM to another platform.

VM
I TPM Driver |
TPM_CreateWrapKey() | TPM_Extend(i, m) TPM_PCRRead(i)
v
‘ VTPM Interface l ‘ Management Interface I
[ = — _¢ CreateKey()__ __ LExtﬁd(i,_m) _ PCRRead(i) lcrypto... ¢migrate()
Key Property Cryptographic Migration
Management Management | Functions Controller
Ll
Software Key | PropertyProvider 11 | & |
£
- =l
i Hardware Key| PropertyProvider 2|— §_ vTPM
s s 18!
I PropertyProvider oL |
T T ] e e e e = = = ==
| vTPM Policy [

TPM Key B

Fig. 2. Logical architecture of the vIPM

= | Novel components for vTPM

5.1 Property Management and Property Providers

To improve flexible migration and to preserve the availability of sealed data after
migration or software updates, an essential step is to support other measurement
strategies. Applying property-based measurement and attestation [THITIIT7IIS)]
to a vIPM allows much more flexibility in the choice of the hypervisor and for
easier updates of applications — a VM can still use sealed data or run attestation
procedures if the properties of the programs remain the same (see Sect. €3)).

We define the process of recording measurements into the TPM in a more
general way. Therefore, we redefine the extension function of the TPM:

Extend(i, m): PCR; < translate(PCR;, m).

In case of the TCG specification, translate is SHAL1(PCR;||m).
Our vTPM design is based on a plug-in-like architecture for various vPCR
extension strategies. Each extension strategy is realized by a PropertyProvider
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module implementing another translate() function. To add measurement values
to the PCRs of the vIPM (vPCRs), the guest OS in a VM simply uses the stan-
dard TPM Extend() function, specifying the PCR number ¢ and the hash data
m to be stored. The PropertyManagement calls each property provider to extend
the corresponding vPCR with the measured data value. Each PropertyProvider
applies its translation function on the data and stores the resulting value in the
corresponding vPCR field. The general form of the PCR extension is as follows:

PropertyProvider;.Extend(i, m): vPCR, ; < translate;(vPCR; j, m)

Note that each PropertyProvider has its own vector of virtual PCRs. Thus there
is a matrix of vPCR values for each vI'PM, as depicted in Fig. Bl The way how
to store the vPCR values is up to the implementation of each property provider.
One could cumulatively hash all input values, as the TCG version of Extend. An
alternative is to simply concatenate the inputs on each invocation of Extend.

vTPM Instance

PropertyProvider 1 PropertyProvider j PropertyProvider N
PCRO] | | - | | - | |

R | | - | | - | |

VPCRI | | | |

Fig. 3. Matrix of vPCRs for a vI'PM instance

To give an example of different property providers, consider the virtual ma-
chine V' M}, wants to extend PCR; with a hash value m of a binary, e.g., when
the guest OS within V' M}, loads and measures a software component. The vTPM
instance vT P Mj, is associated with V M. Suppose there are two PCR extension
strategies, a HashProvider and a CertificateProvider. The HashProvider extends
PCR; with the hash m as provided by the VM. The CertificateProvider, how-
ever, looks for a property certificate (see Sect. E3).

In this example, the vIPM actually has two PCRs for PCR;, i.e., VPCR; phash
and vPCR; cert. However, when V M}, requests to read the current PCR value,
e.g., by invoking the function TPM PCRRead(i), the VM is only aware of an
abstract PCR; and the returned data must be of fixed-length for compliance
to the TCG specification. This is achieved by the PropertyFilter that defines,
based on vIPMPolicy, which property provider has to be used when reading this
particular vPCR. The responsible provider then returns the requested value.

5.2 Flexible Key Generation and Usage

To achieve a flexible key usage, the KeyManagement hides details of different
strategies to create cryptographic keys when a VM requests a new key pair. The
keys can be generated as software keys in the vIPM and as a result they are
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protected as part of the vIPM’s state. Alternatively, the vIPM can delegate
the key generation to a physical security module, e.g., a TPM or a smartcard.
In this case, the keys are protected by the hardware.

For example, in our “classified” corporate VM scenario, it is required to have
an encryption key protected by the physical TPM. When the VM requests to
create the key at the vIPM, the KeyManagement delegates the request directly
to the hardware TPM. Note that the VM cannot decide which key type to be
used; instead, this is decided by the vIPM policy.

Although the vTPMPolicy can specify which type of key is to be used, not
all combinations are possible. A vIPM cannot use a hardware AIK to sign
the vPCRs because the vIPM does not possess the private key part of the
AIK. However, the realization of KeyManagement is not limited to software and
physical TPMs. Instead, the underlying flexibility allows the realization based
on different hardware security modules while providing VMs compatibility to
the TCG specification.

5.3 User-Defined vITPM Policy

The user of the hypervisor system can specify a vTPMPolicy per vITPM instance
when the instance is created. The policy specifies what information about the
system state is actually visible to the VM and, hence, to other systems the
VM is allowed to communicate with. This is possible due to the selection of
property providers, which define possible translations of measurement values.
For all vIPM operations, the policy defines what property provider has to be
used. For example, a policy can define to always use the CertificateProvider for
sealing operations requested by the VM in order to enable flexible migration to
a certified platform.

For each vI'PM instance, the vTPMPolicy specifies the key strategy to be
used. In this way, we can source out privacy issues the VM would have to handle
otherwise. For instance, the policy decides when to use a particular vAIK and
how often it can be used until the KeyManagement has to generate a new one.

5.4 Initialization of the vI'PM

On its instantiation, the vIPM creates a new Endorsement Key (vVEK) and a
new Storage Root Key (vSRK). Certificates for the vEK and for vAIKs can be
issued, e.g., by a local CA.

Existing vTPM solutions [7] propose to directly map the lower PCRs of the
physical TPM to the lower vPCRs of the vTPM. These PCRs contain measure-
ments of the BIOS, the bootloader, and the hypervisor. While this provides a
linkage to the underlying platform, it is based on the hash values of binary code
only, which hinders migration as discussed earlier.

In our solution, we map these PCR values by applying our property providers
and build up a vPCR matrix, holding a vector of vPCRs for each property
provider. How the mapping is actually done is up to the implementation of
the property providers. After initialization of the platform by means of trusted
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boot, the physical TPM contains the measurements of the platform configura-
tion. When a new vIPM instance is created by the hypervisor, the Property-
Management of this vIPM requests the physical TPM to read out all PCRs, i.e.,
from PC' Ry to PCR,,. Then each property provider is invoked with the following
function:

PropertyProvider;.initVirtualPCRs (PCRy,...,PCR,,)

For example, PropertyProvider 4 could map the values of PCRy,...,PC R7 one to
onetovPCRy_4,...,uPCR7_ 4, whereas PropertyProvider g could accumulate some-
how all physical measurements into one single vPCR. Finally, PropertyProviderc
could translate the PCR values into properties using certificates. This approach
allows to support different mapping strategies simultaneously.

By defining the vI'PM policy accordingly, we can control which mapping will
be used later. For instance, to support availability of sealed data after migration,
we can define to use the certificate-based property provider when the VM wants
to seal data to vPCRy,...,uPCR7. If flexible migration should not be allowed,
we would define to use PropertyProvider 4, resulting in sealing data to binary
measurements of the underlying platform.

6 Realizing Property-Based Functionality with vIPM

In this section we describe how we can use the feature of property providers to
realize property-based attestation and property-based sealing in the vIPM.

6.1 Property-Based Attestation

The CertificateProvider is one example of a property provider that uses property
certificates issued by a TTP. As mentioned in Sect. [51l CertificateProvider ap-
plies its translation function to extend vPCR; .t with the TTP’s public key
pkrrp. The attestation protocol works as follows: A verifier requests attestation
to (PCR;,...,PCR;) of V Mj; the VM requests its vIPM to quote the corre-
sponding vPCRs with the key identified by vAIK;p:

(perData, sig) = vT PMj,.Quote(vAIKp, nonce, [i,....j])

where pcrData denotes the quoted vPCR values, sig denotes the vIPM’s signa-
ture on pcrData and nonce. Internally, the PropertyManagement of the vIPM
decides according to the vT PMPolicy which property provider is to be used for
attestation. If the CertificateProvider is chosen, then vT P M}, will use its vAIK
as identified by vAIKp to sign the values of vPCRy; ... j.cert-

The verifier verifies the signature sig and whether pcrData represent the de-
sired properties. Hence, we can use v PMPolicy to restrict attestation to certain
property providers, depending on the use case. This allows to control which
information about the VM and the user’s system is going to be revealed to a
remote party and as a result fulfills our privacy requirement.
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6.2 Property-Based Sealing

The sealing procedure of our vIPM works as follows. A virtual machine V My,
chooses a handle vBindkeylID of a binding key that was previously created in
the virtual TPM instance vT P M}, and then issues the sealing command to seal
data under the set of virtual PCRs (PCR;,...,PCR;). The vTPM realizes the
sealing function as follows:

vT' P Mj.Seal(vBindkeyID, [i,...,j], data):
provider := vTPMPolicy.askForProvider([,...,j]);
FOR [ := ¢ TO j DO prop; := provider. PCRRead(l);
pk := KeyManagement.getPublicKey(vBindkeyID);
ed := encrypt[pk](i|[propi||...||j|[prop;||data);
return ed.

The vTPM asks its vTPMPolicy which property provider to use, which can
depend on the combination of vPCRs for the sealing operation. It requests the
KeyManagement to load the corresponding binding key, retrieves the vPCR, val-
ues of the specified PropertyProvider, and encrypts data, and the vPCR values
with corresponding vPCR number. When the VM wants to unseal the data
again, the vITPM proceeds as follows:

vT P Mj,.UnSeal(vBindkeylD, ed):

(sk, pk) := KeyManagement.getKeyPair(vBindkeylID);
(i[|propil|...||i|lprop;||data) := decrypt[sk](ed);
provider := vTPMPolicy.askForProvider([3,...,j]);
FOR [ := i TO 7 DO BEGIN

prop; := provider. PCRRead(l);

if (prop; # prop;) return ();
END
return data.

The vTPM first loads the binding key pair identified by vBindkeylD and de-
crypts the sealed data ed. The vIPMPolicy decides again which PropertyProvider
to use. The current vPCR values are compared to the values stored in the sealed
data. Only if all matching pairs are equal, the plain data is returned to V M.

Of course, a property provider like CertificateProvider is needed as one possible
way to realize property-based sealing. This is especially interesting if sealing is
related to software components in the VM. Depending on the realization of the
property provider, unsealing will be possible if the measured applications of the
VM are changed but still provide the same properties, i.e., the corresponding
property certificate is available and valid.

Moreover, property-based sealing enables the availability of sealed data after
migration of a VM and its corresponding vIPM to a platform with a different
binary implementation. This can be achieved, e.g., by using a CertificateProvider
for the vPCRyq,... 7].cert, representing the properties of the underlying hypervisor
platform. This measurement does not change after migration to a target platform
having a certificate stating the same properties.
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7 Migration of vIPM

Our vTPM migration protocol is based on the vTPM migration protocol in [7].
However, in contrast to [7] we do not use a migratablg] TPM key to protect
the session key but rather we propose to embed the migration procedure in a
trusted channel. As described in Sect. 4] the trusted channel allows to create
a secret encryption key that is bound not only to the TPM of the destination
platform but also to the configuration of its TCB. In our case the TCB comprises
the vIPM and the hypervisor. The advantage of using such a trusted channel
is that, once it has been established, it can be re-used for migration of several
vTPM instances between the same physical platforms. Moreover, a transfer can
even securely occur after the target machine has rebooted.

‘ Source platform ‘ ‘ Destination platform
T 1 T 1
‘ vTPM ‘ Migration Controlling Process‘ ‘Migration Controlling Process ‘
initiateMigration()
l t
) create() VTPM
migrate()
B requestTrustedChannel() |
(PKBind‘ certﬂim:l)
verify(PK,, » cert,, )
] sk := createKey()

esk := bind[PK, I(sk)

D s := getState()

es := encrypt[sk](s)

deleteKey(sk), deleteState()
transfer(es,esk)

>

D destroy() sk := unbind[PK, l(esk)
X s := decrypt[sk](es)

setState(s) ]

Fig. 4. A vTPM migration based on a trusted channel

Figure @l shows our migration procedure, based on the trusted channel pro-
tocol of [22].The process (of the hypervisor) responsible for migrating the VM
also initiates the migration of the associated vIPM. After creating a new vIPM
instance on the target system, the source vIPM requests to establish a trusted
channel to the destination vIPM. When the trusted channel is successfully es-
tablished, the source vIPM encrypts its state and transfers it to the destination.
The source vIPM destroys itself subsequently, i.e., the vIPM deletes its own
state from memory. On the target, the vI'PM decrypts and activates the state.

Additionally, there is another issue if the hypervisor supports to suspend
a vIPM, i.e., if the vIPM state was stored on persistent memory before. If

3 There are various attributes for TPM keys. Migratable keys are allowed to be mi-
grated to another TPM.
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the suspended vIPM state is sealed to the hardware TPM (see Sect. 0], a
migration of the suspended vIPM state (“offline migration”) is not possible.
However, we can resume a suspended vIPM (i.e., unseal the vTPM state) on
the source platform, migrate the vI'PM state to the target, and suspend and seal
the vTPM state on the target platform to its hardware TPM, respectively. To
ensure that the vIPM state is unique and cannot be reactivated at the source
platform, the hypervisor has also to delete the key used to seal the vITPM state.

In order to prevent data loss from transmission failures during migration, the
encrypted vI'PM state can be stored persistently before transmission so that
the state can be transmitted again to the target platform (if the migration is
still pending and the keys of the trusted channel are still valid). Based on the
ideas of [I1], the encrypted state could be deleted on the source after the source
receives an acknowledgment from the target.

8 Requirements Revisited

We briefly address the requirements of Sect. Bl Our architecture supports flexible
key types by means of KeyManagement (Sect.[5.2). We have addressed data avail-
ability with PropertyManagement (Sect.[5.]) and property-based sealing (Sect. [6]).
To protect privacy, we make use property-based attestation and PropertyFilter,
which controls the disclosure of properties according to the vIPM policy. The
inclusion in the chain of trust is realized by mapping the PCRs of the phys-
ical TPM to the vIPM (Sect. [54). The requirement of distinguishability was
already addressed by prior work (see Sect. [L]). To protect the confidentiality
and ntegrity of vTPM state and to maintain uncloneability, we can also resort
to existing approaches, which we briefly discuss below.

Runtime protection of the vIPM state is assumed to be provided by the
hypervisor through isolation. But to enable a VM and its vITPM to suspend and
resume, all data belonging to the state of vIPM instance need to be protected
against copying clones to other platforms or replaying old states on the local
platform. In case the vIPM state has to be stored on persistent memory, prior
work [7] encrypts the vIPM state using a key that is sealed to the state of PCRs
in the hardware TPM, i.e., binding it to the configuration of the TCB.

To prevent a local replay of an old vIPM state, the sealed state has to be
stored on storage providing freshness. For instance, [22] proposes a solution based
on monotonic counters of the TPM. To prevent a replay of migration, the target
platform needs to be able to detect the freshness of the transferred vIPM state.
In [22] and [7], the source encrypts the data to be transferred together with a
unique nonce that was defined by the target platform.

9 Conclusion and Future Work

We have presented a flexible and privacy-preserving design for virtual TPMs
that supports different approaches for measuring the platform’s state and for
key generation. We have demonstrated that our design allows to implement
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property-based sealing and attestation in a vIPM. This enables the availabil-
ity of protected data and cryptographic keys of the vIPM after migrating to
another platform that provides the same security properties but may have a dif-
ferent binary implementation. TPM-enabled applications executed in a VM can
directly profit from this flexibility without the need for modification.

The vTPM design is part of a security architecture that we currently imple-
ment. We are going to decompose the vI'PM functionality into several services
that can be used as required. Future work also includes the evaluation of per-
formance and scalability. Moreover, flexible offline migration of vITPM states is
an open issue which we will work on.
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Abstract. Given the growing number and increasingly criminally motivated
attacks on computing platforms, the ability to assert the integrity of platform be-
comes indispensable. The trusted computing community has come up with var-
ious remote attestation protocols that allow to assert the integrity of a remote
platform over a network.

A related problem is that of ad hoc attestation, where a user walks up to a com-
puting platform and wants to find out whether that platform in front of her is in a
trustworthy state or not. ad hoc attestation is considered to be an open problem,
and some very recent publications have outlined a number of open challenges
in this field. Major challenges are (i) the security against platform in the middle
attacks (i) viable choice of the device used to perform attestation, and (iii) the
manageability of integrity measurements on that device.

In this paper we describe a concrete implementation of an ad hoc attestation
system that resolves these challenges. Most importantly, our system offers a novel
and very intuitive user experience. In fact, from a user perspective, ad hoc attes-
tation using our solution roughly consists of initiating the process on the target
platform and then holding a security token to the screen of the target platform.
The outcome of the ad hoc attestation (i.e., whether the platform is trustworthy or
not) is then shown on the token’s display. This usage paradigm, which we refer
to as demonstrative ad hoc attestation, is based on a novel security token tech-
nology, which we have used. We believe that our system has the potential to be
evolved into a system for real world usage.

Keywords: Trusted computing, attestation, Kiosk computing, platform integrity,
smart cards.

1 Introduction

Attacks on computing platforms are growing rapidly, becoming more sophisticated,
and are increasingly criminally motivated. Just one example of such recent attacks are
transaction generators, which take over correctly authenticated e-banking sessions and
perform undiscoverable fraudulent transactions [Krell. The Trusted Computing
Group (TCG) aims at providing means towards tackling these problems. One of the
mechanisms proposed by the TCG is remote attestation [Trud]. A remote
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attestation protocol allows a verifier to learn the integrity state of a remote computing
platform (the target platform) over a network connection. To this end the target plat-
form is equipped with a Trusted Platform Module (TPM), which measures and reports
its integrity status. The design and implementation of such protocols has received at-
tention within the trusted computing community, and many variants of such protocols
exist IGSST07].

There is a practically relevant application scenario which is not covered by remote
attestation protocols. In that scenario, a user walks up to a computing platform and
wants to find out whether that platform in front of her, which she can identify physically
(e.g., by seeing or touching it) is in a trustworthy state or not. Technically, this scenario
boils down to finding out whether the platform in question contains a TPM and, if
so, getting an integrity measurement from the TPM residing within the platform. To
actually obtain that information the user will have to make use of some sort of portable
computing device (e.g., mobile phone, smart card etc.), which runs a protocol with the
target platform in question. We call protocols that solve the problem underlying this
scenario ad hoc attestation protocol and the portable device the user device. The term
“ad hoc” refers to the fact that the user device and the target platform have, loosely
speaking, never met before and hence do not share any kind of a priori information
(such as cryptographic keys, certificates, identifiers etc.) on each other.

While remote attestation and ad hoc attestation have the same goal - getting the in-
tegrity measurements on some target platform, they differ in how the platform is iden-
tified. It is the “ad hoc” and “physical identification by the user” aspects which are not
covered by remote attestation that make ad hoc attestation a challenging problem.

There is a large number of practically relevant application scenarios for ad hoc at-
testation. One class of examples is the verification of the platform integrity before per-
forming critical transactions, such as e-banking, accessing sensible data, issuing a dig-
ital signature, editing a confidential document etc. Another class is using an unknown
computer, e.g., at a friend’s place, in an Internet cafe, in a company branch office, etc.
Finally, there is a large field of potential future applications where ad hoc attestation
could be used to prevent fraud resulting from attacks against common infrastructure,
such as payment terminals [DMOQ7], automated teller machines, etc.

Designing practically usable and secure ad hoc attestation protocols and systems is
considered to be an open problem. The pertaining challenges are the subject of very
recent publications by McCunem et al [MPSvDO7], Garriss et al [SGQ7], as well as of
some earlier work by Ranganathan [Ran04]. The challenges described in these works
fall into three main categories:

1. Security against platform in the middle attacks. The fundamental challenge is “How
to detect whether the user is really receiving an integrity measurement of the plat-
form she has in front of her?”. In fact, in a platform in the middle attack, a corrupted
platform could relay attestation requests to a trustworthy platform and thus imper-
sonate the latter.

2. Viable choice of user device and usability. For ad hoc attestation to be viable in
practice, the user device being chosen and the ad hoc attestation protocol should
fulfill certain criteria: It should be based on affordable commodity hardware and
feature a small form factor so that it can easily be carried about. It shall offer
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universal connectivity between the user device and the target platform, such that
essentially any platform can be ad hoc attested. The user device itself has to be
trustworthy and resilient against attacks; otherwise ad hoc attestation protocols can
be broken by attacking the user device. Last but not least, the device and the ad hoc
attestation protocol shall be intuitive and easy to use.

3. Evaluation and management of integrity measurements. Assuming that a user de-
vice gets the actual integrity measurements of the platform in question, it still needs
to evaluate the measurements to decide whether the platform is in a trustworthy
state or not. Therefore it must match the integrity measurements against a database
of known trustworthy states. The challenge here is to manage such databases on
user devices, which often have only limited storage and computing power.

Another major open challenge is to devise run-time attestation techniques, which
overcome the limitations of current file integrity based techniques [ESvDO3]|.

Our contributions. In this paper we describe a secure and easy to use ad hoc attestation
system, which - we believe - can be evolved in a system for real world usage. More
precisely, we describe protocols and a concrete implementation of an ad hoc attestation
system that solve the challenges 1 — 3 outlined above; we do not tackle the run-time
attestation issue, which remains an open research question.

Our ad hoc attestation system makes essential use of a novel security token technol-
ogy [AXS]). The token’s form factor corresponds essentially to that of a conventional
smart card. Yet, it has some distinct features, which play an important role in our system.
The token features a display, a fingerprint reader for user authentication and trackpad-
like navigation, and an optical sensor for receiving data. The optical sensor is crucial
since it allows to receive data from a PC by simply holding the token to a PC’s screen,
where an animated flickering pattern - encoding the data - is displayed (for illustrations
see Fig.Plin §3)).

These features of the token allow us to resolve the second class of challenges
mentioned above. For instance, thanks to the optical sensors, we achieve an unpar-
alleled connectivity since no cabling between the user device and target platform is
required. Moreover, the token features an isolated execution architecture with a min-
imal firmware, which is amenable to assurance techniques. This is an important pre-
condition for the security of the user device.

Most importantly, our system offers a novel and very intuitive user experience. In fact,
from a user perspective, ad hoc attestation using our solution roughly consists of initiat-
ing the process on the target platform and then holding the token to the screen of the target
platform. The outcome of the attestation protocol (i.e., whether the platform is trustwor-
thy or not) is then shown on the token’s display. From a usability perspective, “holding
the token to the screen of the platform to be verified” is compelling and a highly intuitive
usage metaphor resembling the “demonstrative identification” metaphor proposed for ad
hoc authentication [DBWO02]|. We refer to this usage metaphor by demonstrative ad hoc
attestation.

To tackle the third of the above challenges, we have chosen a server based ad hoc
attestation architecture for our implementation. Thereby, on a high level, attestation is
performed by a central server and the attestation outcome is then transmitted to the
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user device. Thus, all integrity measurements and other attestation related information
is managed by a central server. This model integrates very well with the way IT in-
frastructure is run nowadays. As an example, in the enterprise setting the attestation
server could be operated by the IT department and integrated with existing asset and
systems management solutions. An other possible setting is where such servers are run
by security services companies, which maintain a database of trustworthy integrity mea-
surements, very much like anti-virus companies or managed security solution providers
maintain lists of virus or IDS attack signatures.

Outline. In §2 we describe more precisely what an ad hoc attestation protocol is, as
well as desirable security properties of such protocols. Then, in §3] we describe the
security token technology underlying our results. Our main results follow in §4 where
we describe our implementation of a demonstrative ad hoc attestation system. Finally,
in §3lwe review related work and then go over to conclusions and future work in §6

2 Ad Hoc Attestation — Basic Notions and Security Goals

In this section we describe what an ad hoc attestation protocol is, as well as the desired
security properties of such protocols.

By an integrity measurement (denoted by integrity(P)) we refer to a procedure that
runs on a platform P and outputs information about the integrity of P. We assume that
a measurement is either good (i.e., integrity(P) € ¢) or bad (i.e., integrity(P) € A).
Informally, integrity(P) € ¢ means that P is trustworthy, and integrity(P) € % that P
is corrupted. The current integrity measurement technique used in Trusted Comput-
ing, is roughly to compute the hash-values of the disk images of various files residing
on P. This, and other tasks, are performed using a Trusted Platform Module (TPM) chip
built into P. A novel area of research is that of run-time attestation, where an integrity
measurement additionally includes run-time information on the processes running on
P [ESvDO03].

Consider a user U equipped with a portable user device D (e.g., a PDA, smart phone,
smart card). An ad hoc attestation protocol is a protocol where U physically identifies
the rarget platform P (i.e., U can see and physically interact with P), and where D, after
interacting with P, and possibly third parties, eventually outputs good if integrity(P) €
% or bad when integrity(P) € . An important point is that since we are looking at
the “ad hoc” scenario, one cannot assume that U or D have a priori information (e.g.,
an identifier of P, pre shared keys etc.) about P.

We call an ad hoc attestation protocol secure, if in the presence of an adversary it
holds that: If integrity(P) € %, then D neverf] outputs good at the end of a protocol
execution, and if integrity(P) € ¢, then D never outputs bad at the end of a protocol
execution.

An often cited security challenge is that of platform in the middle attacks, where a
bad target platform impersonates a good platform.

I Actually, using the term “never” is too strong. An adversary has always at least a small proba-
bility of breaking a system, e.g., by guessing crypto keys etc. A formally satisfactory approach
would be to replace never with negligible probabilities - as it is common in cryptography and
complexity theory. Since this paper is practically minded we refrain from this formalism.
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3 Overview of Token Technology

Our ad hoc attestation system described in §4] makes essential use of unique features
of the Axsionics security token system [AXS], which consists of security tokens and of
a token server. In the standard usage scenario of the system, the token allows users to
securely authenticate and confirm transactions (e.g., e-banking payments), even in the
setting where the user’s PC is controlled by an attacker (e.g., malware [Krel]).
The system can also be used for conventional user authentication.

Optical
8l — Sensors

I,axsion .

Fingerprint
reader

Fig. 1. Security token and its components

The token (see Fig.[I)) features a 128 * 96 pixel display, a fingerprint reader for local
authentication of the user to the token through biometrics. The fingerprint reader also
serves as a simple user input device for navigation and selection operations on the dis-
play. The token’s size is that of a smart card, except that it is Smm thick. It runs a custom
firmware, which is verified during the boot process. All computations and storage op-
erations are run within an EAL4+ certified ARM secure core CPU [ARM]]. Finally, the
token features optical sensors to read off data from a PC display.

Conceptually, the token server and the token constitute a secure remote procedure
call (RPC) system. That is, the token server can call remote procedures (which are
hardcoded in the firmware) on a token, the token then executes the designated proce-
dure (which often involves user interaction with the token), and then finally returns the
outcome of the computation to the server. The token server in turn makes this RPC
functionality available as a secure service to third party applications.

Let us consider a standard usage example of the token system and assume that the
user has established a session with an e-banking server using her PC. Then, in the course
of the session the need for a secure computation arises, i.e., review and confirmation of
e-banking transactions by the user. The request for performing the secure computation
is sent from the e-banking server to the token server (e.g., using a secure Web Service).
The token server then establishes a secure channel with the token specified in the re-
quest, sends the transaction details to the remote procedure on the token allowing the
user to accept or reject the transaction, and finally returns the accept or reject choice to
the initiating e-banking application.
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Fig. 2. Security token and optical flickering mechanism

The logical channel between the token server and a token features end to end security
(i.e, confidentiality, authenticity, integrity, and freshness), through a proprietary proto-
col. The security properties of the channel essentially correspond to that of Internet
security protocols, such as TLS and VPN. Physically, messages from the token server
to the token are routed via the calling e-banking server to the user’s PC to the token,
which is “connected” (details see below) to the PC. Thereby the user PC plays the role
of a network component only, which relays messages between the token and the server.

The physical transmission between the token and the user’s PC can be established in
two ways. One is using a USB cable. It features a high throughput in both directions,
but requires the user to have a USB cable at hand and to connect it to the token and PC.
The other way is unique to this token technology: it is based on an optical signal sent
from the PC to the token. More precisely, an RPC request sent from the token server is
encoded as a flickering pattern which is displayed in the PC’s web browser (e.g., using
GIF, Flash, or Java). The flickering (see is a rapidly alternating black and white
pattern shown on a small area of the display. When the flickering appears on the PC’s
display, the user simply holds her card over the pattern (see Fig. 2Z(b)); the token then
receives the request using its optical sensors. The bandwidth of the optical transmission
channel is approximately 150bits/sec. Response messages from the token back to the
server - if any - are shown on the token’s display and then entered via the PC’s keyboard
by the user. The return messages are typically short cryptographic one-time transaction
confirmation codes. The optical channel features an unparalleled connectivity (it works
with any PC or Internet access device featuring a web browser and a sufficiently large
display, without cabling) and ease of use (holding the token to the screen is an intuitive
usage metaphor).

In our ad hoc attestation system described below, we don’t use the token system to
perform user and transaction authentication. We rather use it to securely send messages
from the token server to a token (i.e., we don’t send return messages to the server). In the
following, we denote crypto processing (e.g., encrypting, MACing etc.) and encoding as
flickering of a message m on the token server by fencode(m, Tjp), where T;p denotes the
identifier of the token to which the message is sent. Conversely, m = fdecode( flickr)
denotes the operation on the token that consists of decoding the flickering pattern and
then crypto processing it (i.e, decrypting, MAC verification, etc.) to obtain the original
message m.
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4 Demonstrative Ad Hoc Attestation System

In the following we describe the implementation of a secure ad hoc attestation system,
which realizes the usage paradigm of a demonstrative ad hoc attestation system, as
discussed in {1l Our system makes use of the token technology described in the previous
section.

In the following §4.1] we briefly review notions of trusted computing which we rely
on in the description of our ad hoc attestation system in §£21 Finally, in §4.3] we briefly
discuss a variant of our ad hoc attestation protocol, which is secure under different
assumptions from the ones given in §4.21

4.1 Trusted Computing Basics and Notation

Let us briefly recall some of the Trusted Computing Group’s (TCG) concepts used in
our implementation. For a self-contained description, we refer to the TCG specifica-
tions and textbooks [DCO7]. At the heart of the
TCG architecture is the Trusted Platform Module (TPM). This is a chip residing inside
a platform, which performs trusted integrity measurement, storage, and integrity re-
porting operations. Each TPM has an Endorsement Key, which is a signing key whose
public key is certified by a trusted third party (e.g., the TPM manufacturer). For privacy
reasons, Endorsement Keys are used to obtain certificates on so called Attestation Iden-
tity Keys (AIK), which are pseudonymous signing keys. To this end the TPM generates
an AIK key-pair (AIK,,;,AIK,:,) and a certificate authority then issues a certificate
on AIK,,;,, vouching for the fact that the AIK key-pair was generated by a valid TPM.
Binding keys are asymmetric encryption key-pairs. Binding is the operation of encrypt-
ing an object with the public key of a binding key. If the binding key is non-migratable,
only the TPM that created the key can use its private key; hence, objects encrypted with
a binding public key are effectively bound to a particular TPM. Finally, PCR registers
are secure storage locations within a TPM, holding integrity measurements.

Next, we briefly describe the TPM functionality used by our protocol. The
commands correspond to those available through the TCG Software Stack (TSS)

[Trub]:

- createKey() generates an asymmetric binding key-pair (B, Briv), where the pub-
lic key B, is returned to the caller and B,;, is a non-migratable private key stored
inside the TPM.

— certifyKey(Bu»,AIK,iv,n) creates a certificate, which consists of a signature on
the binding public key B, and a nonce n using the signing-key AIKpy.

- quote(AIK,y, PCRdigest,n) signs a digest of selected PCR registers
PCRdigest and the nonce n using AIK .

— bind(m, B .) encrypts a plaintext m under the binding public key B, and returns
the resulting ciphertext. We note that bind() is executed within software (i.e., within
TSS) and does not use TPM capabilities.

— unbind(E, B,y decrypts the cipher-text E, using the binding private key By
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4.2 System Description

From a usage perspective our system works as follows: The user is equipped with a
security token as described in §3] In a first step the user initiates the ad hoc attestation
protocol by launching a corresponding program on the platform in question. Then, she
holds her security token to the platform’s display, to receive the outcome of the attesta-
tion using the flickering mechanism. Finally, the token displays whether the platform is
trustworthy or not. We refer to this intuitive and easy usage metaphor as demonstrative
ad hoc attestation.

The architecture of our demonstrative ad hoc attestation system consists of a token T,
a target platform P (which is to be attested), and an attestation server S. On a high level
the system works as follows: In a first step, S receives an attestation request (initiated
by the user) from P, and then performs the actual attestation of P. The attestation of P
by S is performed by running a variant of a remote attestation protocol, which we have
tailored to fit our system. Then, in a second step, S securely reports the outcome of the
attestation to the user’s token 7" using the flickering mechanism of the token system. On
a high level, “securely” means that our protocol assures that the flickering signal (and
thus the outcome of the attestation) actually appears on the platform P on which the
user has initiated the process.

Technically, we run on S an attestation engine and the token server component (de-
scribed in §3). The advantage of this server based architecture is that the attestation
engine can be managed centrally (see our discussion in §I]for details).

Here is the description of our demonstrative ad hoc attestation system:

Protocol 1 (Demonstrative ad hoc attestation system). Our demonstrative ad hoc
attestation system consists of a user U, an attestation server S, a target platform P, and
a security token T performing the following computational steps (see also Figure [3lfor
the protocol’s message flow):

1. U initiates the ad hoc attestation protocol by launching the pre-installed ad hoc
attestation component on P, and enters her token ID Tip, as well as a nonce nr
generated by the token. This results in an attestation request initiate(Tjp,nr) to S.

2. S randomly chooses a nonce n and sends n to P.

3. P computes: (Bpup,Bpriy) = createKey(), certB,,;, = certifyKey(Bpuy,AIKpiy,n),
quote = quote( AIK,,, PCRdigest, n), and sends (certAIK,,p, Bpup, certBup,
quote) to S.

4. S verifies the validity of the digital signatures on certAIK,,; certB,,, quote;
based on the integrity measurement contained in quote, S decides whether P is in a
good state (integrity (P) € ¢) or bad state (integrity(P) € %). Now S performs the
following steps: if integrity(P) € &), then let flickr = fencode(“good”||nr,Tip).
If integrity(P) € % or if any of the initial signature verifications fails, let
flickr = fencode(“bad’||n7, Tip); finally E = bind( flickr,B,.) and sends E to P.

5. P computes flickr = unbind(E, Bpiy) and shows the flickering pattern flickr on
its display.

6. Once the flickering appears on P’s display, U holds the token T to the flick-
ering. Then, T runs m = fdecode(flickr), whereas either m = “bad’||ny or
m = “good’||ny. In the former case or when the nonce ny does not match the
nonce chosen in step 1, T outputs “bad” and “good” otherwise.
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Fig. 3. Message flow of Protocol [II

We have implemented a working demonstrator of the above system in Java using
the jTSS library. Currently we assume, that the attestation component on the
platform P is pre-installed. The attestation engine on the server S checks if the integrity
measurements received from P match pre-defined good values. In a nutshell, the actual
integrity reporting and evaluation done by our system is very basic.

Yet, one can easily enhance our system to use more sophisticated attestation tech-
niques such as those in [RS04], property-based attestation [SS04], or quite likely also
to future run-time attestation techniques [ESvDO03]. Such enhancements will not change
the above protocol structurally. In fact, the only changes that would result concern the
measurements being sent in step 3 of the protocol, and how these measurements are
evaluated by the attestation engine on the server in step 4.

Security analysis. In the following we discuss the security of our ad hoc attestation sys-
tem with respect to the security goals set in §21 In security arguments of systems making
use of Trusted Computing technologies, one typically needs to make some assumptions
on the behavior of platforms P that are in a good state (i.e., integrity(P) € ¢), and so
shall we. In fact, often the overly strong assumption is made that once integrity(P) € ¢
is established, P is deemed to be completely trustworthy. We refrain from this ap-
proach and prefer to more precisely describe the assumptions we make on P with
integrity(P) € 9.

First, we argue that if integrity (P) € 4, then T does not output “good” (as we require
in §2)). Our assumption in the following is that a platform that is in good state can keep
the flickering message flickr it obtains in step 5 of the protocol private (at least for a
period of time of a protocol execution). Now, we observe that, by construction of the
protocol, a bad P won’t get a valid flickr message (protocol message 5) containing a
“good” message in the first place. So P needs to steal a “good” flickr message from a
good platform P’ (i.e., integrity(P') € ¢). Yet, P cannot replay such messages, because
of the challenge ny and because flickr messages are integrity protected by the token
system. So a bad P needs to get hold of a fresh “good” flickr message that S sends
to P'. Now, we observe that the usage of the binding key in the protocol asserts that
only the good platform P’ gets a fresh “good” flickr message. The only possibility
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for the attacker is thus to have a process running on P’ that gets a fresh “good” flickr
message after it is decrypted on P’ and then forwards it to P which then displays flickr.
This is however impossible by our assumption that a good platform can keep flickering
signals private.

Whether our assumption is realistic actually depends on the attestation mechanism
being used and on properties of the platform P’. An attestation mechanism that can as-
sert that all software running on P’ is good, will be able to implement the assumption.
On the other hand, more lightweight and thus more practical attestation techniques that
only check a sub-set of platform measurements (e.g., the kernel and some key security
sub-systems), might not be sufficient for main stream operating systems (e.g., Win-
dows, OS X, Linux etc.). The reason is that these operating systems lack secure display
functionalities (e.g., access control mechanisms to display contents). That is, any ma-
licious process running on a main-stream OS can read the display contents of P’, and
thus obtain and forward flickr to an impersonating platform. A possible remedy to this
problem is to run an operating system on P’, which provides secure display functional-
ity SVNCO4].

It remains to argue that if integrity(P) € ¢, then T does not output “bad”. In this case
an attacking bad platform P’ (i.e., integrity (P') € %) can easily get hold of a fresh “bad”
flickr message. Now, all the attacker needs to do is to have a process running on P that
will display the “bad” flickr message. One could argue that, since integrity(P) € ¥, it
is impossible for the attacker to mount this attack on P. On the other hand, only a very
thorough attestation mechanism can assure the absence of such processes. Anyway, we
consider this security property less important than the one discussed before, since it
“only” concerns a denial of service condition, where a user refrains from using a good
platform because the attacker tricks him to belief that the platform is bad.

A potential weakness of our system results from non-software attacks, where an at-
tacker films the flickering pattern shown on P’s display, and relays it to an impersonat-
ing platform. This is clearly a time-consuming and thus rather expensive attack, which
probably only becomes relevant in “high security” scenarios.

4.3 Sketch of an Alternative Protocol

In this section we sketch a variant of our ad hoc attestation protocol, whose security
relies on different assumptions than those in the previous section. The architecture un-
derlying the protocol remains the same, while we additionally require that the target
platform is equipped with a fingerprint reader. From the usage point of view the proto-
col is very similar to the one above, expect that at a certain point during the protocol, the
user additionally has to scan her fingerprint on the target platform. For space reasons
we only give a sketch of the protocol:

— Steps 1 - 3 are the same as in Protocol [Il except that P in step 3, instead of the
binding keys, generates a pair of signing keys (Upu,Upriy) and sends U, along
with a certificate certU,,,;, on Uy, to S.

— In step 4, in a analogy to Protocol[Il S first checks the various signatures. Then,
if integrity(P) € A, set flickr = fencode(‘ ‘bad’’,Tjp). On the other hand, if
integrity(P) € ¢, then S chooses a challenge ny and sends it to P.
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— In step 5, P asks the user to scan her fingerprint r using the fingerprint reader built
into P. Then P sends r and o, = sign(r||ng,Upy) to S.

— In step 6, S checks if the signature o, on r||ng is valid and the freshness of ng.
If so it sets flickr = fencode(‘ ‘conditional good’’||r,Tjp); otherwise, it sets
Sflickr = fencode(¢ ‘bad’’,Tjp) and sends flickr to P.

— In step 7, P shows the flickering flickr on its display.

— In step 8, when the flickering appears on P’s display, the user holds her token T’
to the flickering. Then, T runs m = fdecode(flickr). If m =  ‘bad’’, T outputs
“bad”. Otherwise, if m = “ ‘conditional good’’ ||r, T checks if r is the finger-
print of the token owner U. To this end, it either retrieves a pre-stored fingerprint ry
or using the token’s fingerprint reader acquires a fingerprint ry7, and then matches
ry against r. If the fingerprints match, 7 outputs “good”, and “bad” otherwise.

Let us briefly discuss the difference between Protocol [ and the one here with re-
spect to their security properties. The difference is in the assumptions made on a good
platform P (i.e., integrity(P) € ¢). In the previous protocol we have assumed that such
P can keep flickr confidential, to show that if integrity(P) € 4, then T does not output
“good”. The assumption underlying this property is different for the protocol in this
section. On a high-level, the assumption we need is that P can preserve the integrity of
a fingerprint measurement it carries out. In fact, the signature in step 5 asserts that the
fingerprint measurement r actually originates from the same platform P that has been
attested. Now assume that a P with integrity(P) € ¢ in step 3 always reports a fresh
and correct fingerprint measurement. By the verifications in step 6, it thus follows that
the platform that has scanned U’s fingerprint is the one that has been attested by S. This
implies that the protocol is secure against platform in the middle attacks.

Moreover, the protocol here is not susceptible against the “flickering filming” attack
described above.

5 Related Work
There is a body of work on remote attestation [GPS086, IGSST07].

Yet, as discussed in {Il remote attestation protocols do not solve the ad hoc attesta-
tion problem. Several research works have considered the authentication of platforms
in a setting where the user is equipped with a trustworthy device
[ADSWO99], [MPRO3]. On a high level, the goal of these works is
the same as that of ad hoc attestation: the user wants to assure that the terminal she
is going to use is trustworthy. However, these works assume that the legitimate termi-
nals being authenticated are tamper-resistant and thus trustworthy. That is, they do not
address ad hoc attestation problem.

Yet, there are several ideas in previous works which appear in ours. Our usage of
an attestation server is inspired by the usage of an authentication servers common in
the works of [CYCYO00]. Another idea we have adapted is that of
demonstrative identification paradigm, where a user iden-
tifies a platform by establishing physical contact or proximity with the platform in
question. This paradigm is highly intuitive, and underlies our demonstrative ad hoc
attestation paradigm.
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Very recent papers outline the open challenges of (what we call)
ad hoc attestation, and thus have motivated our work. As discussed in detail in Il we
solve most of the outlined challenges. While only outlines open challenges,
Garriss et al actually propose and implement a concrete ad hoc attestation pro-
tocol with the user device being a Bluetooth enabled smart phone. This is the only ad
hoc attestation protocol in the literature we are aware of. Like us, they also consider
using a central attestation server. Yet, they do not solve the problem of platform in the
middle attacks. Besides that, our demonstrative ad hoc attestation paradigm is new, and
due to its closed execution architecture of our user device, our solution can offer higher
security guarantees than those using a smart phone.

Some of the works mentioned, e.g., [CYCYO00], use techniques to assert
that the platform being authenticated is the one located in front of the user. These tech-
niques are similar to our approach of sending a flickering signal to the attested platform
(see §4.2)). On the other hand, our approach of reading a user’s fingerprint (see §4.3) to
locate a platform is, to the best of our knowledge, new.

Distance bounding techniques could be used to assert that the machine being
ad hoc attested is within a certain physical perimeter. However, we currently believe
this might only work when the attestation and distance bounding is performed by the
portable user device and will not work with our server based scenario, where the server
is located remotely.

6 Conclusion and Future Work

We have described the implementation of an intuitive and easy to use ad hoc attestation
system. The current state of our implementation is that of working research demonstra-
tor. In future work, we plan to evolve this prototype into a practically usable product
demonstrator. To this end we plan to replace the current Java component which needs
to be installed on the target platform. The envisioned approach is to use a web browser,
where the user enters the URL of the attestation server, which then sends the signed Java
applet to the target-platform. This minimizes the code to be pre-installed on the target
platform and improves ease of use by employing a browser. Second, we plan to inte-
grate our ad hoc attestation system with the Turaya secure OS [TUR], which features
suitable attestation functionality. Combining Turaya with our ad hoc attestation system
results in a system, which is interesting for environments and organizations with high
security needs.
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Abstract. The Trusted Computing Group (TCG) has proposed the bi-
nary attestation mechanism that enables a computing platform with a
dedicated security chip, the Trusted Platform Module (TPM), to report
its state to remote parties. The concept of property-based attestation
(PBA) improves the binary attestation and compensates for some of its
main deficiencies. In particular, PBA enhances user privacy by allow-
ing the trusted platform to prove to a remote entity that it has certain
properties without revealing its own configuration.

The existing PBA solutions, however, require a Trusted Third Party
(T'TP) to provide a reliable link of configurations to properties, e.g., by
means of certificates. We present a new privacy-preserving PBA approach
that avoids such a TTP. We define a formal model, propose an efficient
protocol based on the ideas of ring signatures, and prove its security.
The cryptographic technique deployed in our protocol is of independent
interest, as it shows how ring signatures can be used to efficiently prove
the knowledge of an element in a list without disclosing it.

Keywords: Property-based attestation, user privacy, ring signatures,
proof of membership, configuration anonymity.

1 Introduction and Background

A fundamental issue in interaction between computing platforms is “trust”
or “trustworthiness” — whether a remote platform behaves in a reliable and
predictable manner, or will be (or already has been) subject to subversion. Cryp-
tographic mechanisms support the establishment of secure channels and autho-
rized access, but without assurance about the integrity of the communication
endpoints. Commodity computing platforms suffer from inherent vulnerabilities
due to high complexity, and lack of efficient protection against tampering or mal-
ware. Hence, an important subject of current research is to develop mechanisms
for gaining assurance about the trustworthiness of remote peers regarding their
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integrity, platform configuration, and security policies. The concept of Trusted
Computing aims at resolving such issues.

The TCG approach and binary attestation. An industrial approach to-
wards the realization of the Trusted Computing functionality within the com-
puting platforms is the initiative of the Trusted Computing Group (TCG). The
TCG has published many specifications amongst which the most important one
is that of the Trusted Platform Module (TPM) [25]. Currently, TPMs are im-
plemented as small, tamper-evident hardware modules embedded in commodity
platforms, providing (i) a set of cryptographic functionalities, (ii) the protection
of cryptographic keys, (iii) the authentication of platform configuration (attes-
tation), and (iv) cryptographic sealing of sensitive data to particular system
configurations. However, the TCG defines only a limited set of commands, and
the firmware cannot be programmed by end-users to execute arbitrary func-
tions. Millions of platforms (PCs, notebooks, and servers) being sold today are
equipped with TPMs.

One of the main features supported by the TPM is the so-called trusted in-
tegrity measurement: a hash value of the platform state is computed during the
boot process and stored in specific registers of the TPM, the Platform Config-
uration Registers (PCRs),those state is also called the platform’s configuration.
Of potential interest is the offered functionality called binary attestation, which
allows a remote party (verifier) to get an authentic report about the binary con-
figuration of another platform (prover), given by the prover’s TPM signature on
the configuration.

Deficiencies of TCG binary attestation. TCG binary attestation suffers
from several shortcomings: The slightest change in the measured software or
configuration files — whether security-relevant or not — will lead to a changed
binary configuration. In general, it is not clear, how a verifier should derive
the trustworthiness of a platform from such a binary value. System updates and
backups are highly non-trivial; the multitude of different versions of many pieces
of software cause serious manageability problems.

From the privacy point of view, binary attestation bears several risks: (1)
The TPM’s public key needed to verify an attestation could be used to identify
a TPM and trace a platform. To solve this problem, Brickell et al. [3] introduced
the Direct Anonymous Attestation (DAA) protocol. Improvements of DAA and
alternative DAA schemes (e.g., [5/4J6]) are orthogonal to our work and could be
used as a building block for our protocol. (2) Typically the information about
the configuration of a computing platform or application is revealed to a remote
party requesting the state of a platform. This information can be misused to
discriminate against certain configurations (for example, operating systems) and
even vendors, or may be exploited to mount attacks.

Property-based attestation. One general concept to overcome shortcomings
of the TCG’s binary attestation is to transform the binary attestation into the
property-based attestation (PBA), as described by Sadeghi and Stiible [21], and
by Poritz et al. [I9]. The basic idea of PBA requires a computing platform to



Property-Based Attestation without a Trusted Third Party 33

attest that it fulfills the desired (security) requirements, so-called ‘properties’,
without revealing a respective software or/and hardware configuration. The for-
mal definition of properties as well as the development of various practical solu-
tions for PBA are still active areas of ongoing research.

One concrete solution for PBA was proposed by Chen et al. in 2006 [T1].
Their protocol requires an off-line Trusted Third Party (TTP) to publish a list
of trusted configurations and respective certificates which attest that the config-
urations provide specific properties. A prover can use the signed configurations
and certificates to prove to a verifier that it has appropriate configurations asso-
ciated with the certified properties, without disclosing the specific configurations,
which the platform holds.

Another solution for PBA is proposed by Kiihn et al. [T4]. In their work, the
authors suggest a modified system boot architecture, such that not binary hash
values of files are stored by the TPM, but instead abstract values representing
properties, e.g., a public key associated with a property certificate. However,
this approach also requires a TTP to issue certificates for properties and the
bootloader must be binary-attested.

The drawback of these solutions is that such a TTP might not be available
or/and desirable in many real applications, for example if two entities/users
want to have a private communication with each other. They have their own
understanding of the relation between various configurations and security prop-
erties. They do not need (and do not want) to ask any kind of TTPs to certify a
correlation between the configurations and properties. However, they still want
to keep their platform configuration information secret from each other.

Our contribution. In this paper, we propose a protocol for PBA that does
not require the involvement of a TTP to certify properties, where a platform
(equipped with a TPM) convinces a remote party that its configuration satisfies
a given property. For this, the two parties first agree on a set of trusted configu-
ration specifications, which they both consider to be trustworthy, i.e., associated
with a well-defined security property or properties. The platform then proves
that its configuration specification is in this set. In our protocol, TPM and the
host software compute the proof jointly.

For some applications, it might be unrealistic to assume that the parties in
the attestation protocol can decide themselves which configurations are trust-
worthy and which are not, and thus they still have to rely on third parties in
practice. Our protocol has the advantage that even in this case no global trusted
party is necessary: both participants can choose independently how to agree on
trustworthy configurations or they can delegate this decision to other parties.

Further, we define a formal security model for PBA, which we also use in our
proofs, and where the main security requirements are evidence authentication
and configuration privacy. While the former guarantees an unforgeable binding
between the platform and its configuration specification, the latter provides the
non-disclosure of the configuration specification. In our PBA protocol, these re-
quirements are achieved through the use of a ring signature (cf. Section F3),
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i.e. configuration privacy results from the anonymity of the signer whereas evi-
dence authentication is based on the unforgeability of the signature.

Moreover, the cryptographic technique employed in our protocol may be of
independent interest: We show how ring signatures can be used for efficiently
proving the knowledge of an element in a list without disclosing it.

Outline. In Section [ we introduce the system model of property-based attes-
tation. In Section Bl we sketch different solutions on a high level. In Section [4]
we set up notation and explain some building blocks which will be used in our
concrete PBA scheme. In Section [l we present and discuss a new PBA scheme,
and in Section [l we define a formal security model and state theorems about the
security of the scheme. In Section [ we conclude the paper by mentioning some
unsolved problems and future work.

2 System Model for PBA

The following system model for PBA will serve as the basis for the security
model in Section

Involved parties. A PBA protocol involves two participants: a prover P and a
verifier V. The prover is a platform consisting of a host H and a trusted module
TPM M (see Figure[ll). To cover multiple executions of the protocol we consider
multiple instances and use indices to distinguish among their participants, i.e.,
Pi, V;. Each instance includes a single protocol execution with some unique ses-
ston identity (SID) and two participants P; and V; are treated as communication
partners (in the same instance) if they share the same SID.

Assumptions. It is assumed that the communication between a host H; and
its TPM M, is through a secure channel (private and authentic), and that M;
and V; communicate via H;. We omit the indices i and j of the participants in
an instance when no risk of confusion exists. Moreover, the TPM is trusted by
all parties and possesses a secret (signing) key skaq which is unknown to the
host. The corresponding public (verification) key is available to both P and V;
see also “trust relations” in Section

Properties and configurations. Each prover P has a configuration value
denoted csp, which is an authenticated record about its platform’s configuration.
The value csp is known to both the host H and TPM M, and it is computed by
M from correctly measured configuration information, stored securely in special-
purpose registers — the platform configuration registers (PCRs). As a result, H
cannot modify this value without being detected. This is guaranteed by the
properties of secure measurement and reporting based on the trusted computing
technology [25]. Tt is assumed that before running the PBA protocol, P and V
have already agreed on a set of configuration values denoted CS = {¢s1, ..., cs, }
that satisfy the same property. So, we say that a configuration value cs satisfies
a given property associated with CS, if and only if ¢s € CS.
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Fig. 1. PBA system model

Definition of PBA. A property-based attestation (PBA) scheme consists of
the following three polynomial-time algorithms:

— Setup: Given the security parameter 1”, this probabilistic algorithm selects
a set of public parameters that are necessary to run the PBA protocol, and
produces a private/public key pair for each TPM.

— PBA-Sign: On input a configuration value csp, a list of admissible configura-
tions CS, and a nonce N, this (distributed) randomized algorithm outputs
a signature o on csp.

— PBA-Verify: On input a candidate signature ¢ and CS, this deterministic
algorithm outputs 1 (accept) if o is a valid signature on a value from CS, or
0 (reject) otherwise.

3 Solutions

In this section, we sketch two high-level solutions for PBA without relying on
trusted parties to certify the link between configurations and properties.

Basically, P has to prove that its configuration value csp belongs to the agreed
set CS = {cs1,...,csp}. More precisely, V would accept a proof if and only if:
(i) The proof is created by a wvalid TPM. If TPM anonymity is required, the
DAA scheme [3] can be used to provide this feature. (ii) The proof is a fresh
response to a specific challenge from V. (iii) The proof ensures that csp = cs;
for an index j € {1,2,...,n}, but does not reveal the value of j.

Such a proof implements PBA-Sign, whereas PBA-Verify is the verification of
the proof. In Setup, the keys for the TPM and system parameters are generated.

Solution 1: TPM as single signer. The proof can be achieved by a new TPM
command defined as follows:

1. TPM takes as input a list of configurations CS and a nonce N. The nonce
is assumed to be chosen by the verifier V.

2. TPM checks for each cs; € CS if csp = cs;, until either a match is found,
or the entire list has been checked.

3. If ¢csp is in the list, the TPM generates a signature on (1, N, CS); otherwise,
the TPM generates a signature on (0, N, CS), which is then forwarded to V.
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The obvious drawbacks of this approach are: TPM operations depend on the
size n of CS (O(n) in a straightforward implementation, and O(logn) if CS is
a sorted list). As the TPM’s memory is very limited, this would either impose
a severe restriction on the size of CS, or the transfer of the list would have to
be split up, causing further complexity of the TPM-command and slowing down
the communication between host and TPM, due to the overhead.

Solution 2: TPM shares signer role with host. In this solution, the TPM signs
a hidden version — a commitment — of the configuration csp, and the host
completes the proof that the hidden configuration is in the set CS. A similar
approach is used in the DAA protocol [3].

Our PBA protocol proposed in Section [l is an elegant and efficient example
of this solution. It makes use of ring signatures in that the host computes n
public keys for a ring signature scheme from the configurations in CS and the
commitment to ¢sp (which was signed by the TPM), and determines the secret
key that corresponds to csp. The signer anonymity of the ring signature scheme
ensures that the verifier does not learn which key has been used for signing, thus
csp is not disclosed. Our construction guarantees that the prover succeeds only
if the hidden configuration csp is indeed in CS.

Current TPMs support all operations (random number generation, modular
exponentiation, and signature generation) needed by our protocol. However, the
TCG currently does not specify a command to create and sign a commitment to
a configuration which is stored inside the TPM. To implement such a command,
only firmware changes would be required.

Other protocols for similar solutions could be developed, for instance based
on existing zero-knowledge proofs (e.g., [SII3I7]) or zero-knowledge sets [15].

4 Preliminaries
4.1 TPM Signatures

The existing TCG technology defines two ways for a TPM to create own digital
signature o . The first way is to use DAA [3]. With a DAA signature, a verifier
is convinced that a TPM has signed a given message, but the verifier cannot learn
the identity of the TPM. The message to be signed can be either an Attestation
Identity Key (AIK), or an arbitrary data string, The second way is to use
an ordinary signature scheme. A TPM generates a signature using an AIK as
signing key, which could either be certified by a Privacy-CA, or it could be
introduced by the TPM itself using a DAA signature. For simplicity, we do not
distinguish these two cases, and denote by o := SignM(skaq;m) the output of
TPM’s signing algorithm on input the TPM’s signing key skaq and a message
m, and by VerM(vkaq; oaq, m) the corresponding verification algorithm, which on
input the TPM’s verification key vkaq outputs 1 if o is valid and 0 otherwise.

4.2 Commitment Scheme

We apply the commitment scheme by Pedersen [I8]: Let skl., be the secret

com
. . . m
commitment key. A commitment on a message m is computed as C,, := g™ h*Fen
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mod P. P is a large prime, h is a generator of a cyclic subgroup Gg C Z} of
prime order @ and Q|P—1. g is chosen randomly from (h); furthermore, log;, (g) is
unknown to the committing party. Both the message m and sk_,, are taken from
Zg. The Pedersen commitment scheme as described above is perfectly hiding
and computationally binding, assuming the hardness of the discrete logarithm
problem in a subgroup of Z}, of prime order (for P prime).

4.3 Ring Signatures

The notion of a ring signature was first introduced by Rivest et al. [20]. It allows
a signer to create a signature with respect to a set of public keys. Successful veri-
fication convinces a verifier that a private key corresponding to one of the public
keys was used, without disclosing which one. In contrast to group signatures, no
group manager is needed.

For various security definitions for ring signatures see [2]. Recent efficient
ring signature schemes which are provably secure in the standard model (i.e.,
without using random oracles) are proposed in [23l0], where in [J] a signature
with size only O(y/n) is proposed. Dodis et al. [I2] showed that ring signatures
with constant size in the number of public keys can be achieved in the random
oracle model.

Unfortunately, none of these schemes can be used easily for our purposes:
In our protocol, we employ a construction, where the public keys for the ring
signature are computed from commitments formed by the TPM. We show how
this can be done efficiently for Pedersen commitments (cf. Section[I2]) and public
keys of the form y = g* mod P, where x is the corresponding secret key. However,
the schemes above use keys of different types.

In Figure 2] we recall an efficient ring signature scheme from [I], which we
propose to use for our PBA solution. The scheme is a generalization of the
Schnorr signature scheme [22]: Intuitively, the product in step 2(b) corresponds
to combined commitments for individual Schnorr signatures, in step 2(c) and
2(d), the challenges for the individual Schnorr signatures are derived from a
single challenge, and in step 2(e), the secret key is used to compute s. The
verification equation, where the sum of the challenges is compared to a hash
value, ensures that a valid signature cannot be created without a secret key z;.
The scheme is provably secure in the random oracle model, under the discrete
logarithm assumption.

We denote the generation of a ring signature o, on message m with re-
spect to the public key ring {y;}1<i<» and with private signing key x by o, :=
SigRing(z; {yi}; m). Signature verification is denoted by VerRing({y;}; o, m).
For simplicity, we omit the public parameters g, P, Q and the range of the index
¢ in our notation.

5 Ring Signature-Based PBA without TTP

In this section, we propose a protocol for PBA, which is based on ring signatures.
The TPM generates a signature on a commitment to the configuration csp. Then
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1. Key generation. Let x be a security parameter. On input 17, create g, P and Q.
A signer S; (i = 1,...,n) chooses z; €g {0,1}*@ and compute y; = g™ mod P.
Output its public key (g, P, @, y;) and the corresponding secret key z;.

2. Signing algorithm SigRing(x;;{y:};m).

A signer who owns secret key x; generates a ring signature on a message m with
public key list (g, P, Q, y:) (z =1,..,n), where j € {1,...,n} as follows:

(a) Choose a,¢; €r {0, l}Q fori=1,...n,1%# j.

(b) Compute z = g* [, ,; y;* mod P

(c) Compute ¢ = Hash(g|| P{[Qly1 ...||yallml|2).

(d) Compute ¢; =c— (c1 + ... +¢j—1 + ¢jt1 + ... + ¢n) mod Q.

(e) Compute s =a —¢; - x; mod Q.

(f) Output the signature o, = (s, c1, ..., Cn).

3. Verification algorithm VerRing({y;};or, m).

To verify that the tuple o, = (s, c1, ..., ¢, ) is a ring signature on message m, check
that 377", ¢; = Hash(g||P[|Ql|y1]l.- Jlynlmllg*y i'ynr mod P).

Fig. 2. A Ring Signature Scheme [I]

the host H creates a proof, using a ring signature, that csp is in the agreed set
CS of configurations with the given property. The verifier V verifies the TPM
signature and the ring signature.

Note that in our protocol, the TPM is trusted by all parties, but its resources
are restricted, and it can execute only a very limited set of instructions. The host
‘H is not trusted by the verifier V, hence the protocol has to protect evidence
authentication against a malicious host. H cannot be prevented from disclosing
its own configuration csp, thus for configuration privacy, we have to assume that
‘H is honest.

5.1 Security Parameters

We suggest the following security parameters (values in parentheses indicate
realistic valued] for current TPMs):

— L5 (160): the size of the value of csp.

— ¢z (160): the security parameter for the anti-replay value (nonce).
— £p (1024): the size of the modulus P

— {o (160): the size of the order @ of the subgroup of Z7.

The parameters {p and g should be chosen such that the discrete logarithm
problem in the subgroup of Z}, of order ) with P and () being primes such that
2@ > @ > 2%@~! and 27 > P > 2P~ is computationally hard.

! Examples based on the use of SHA-1 [16] as a hash function (like in current TPMs),
and recommendations of the US National Institute of Standards and Technology
(NIST) for similar applications (see, for instance, [17]); changes corresponding to
stronger hash-functions, such as SHA-256, can be made straightforwardly.
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5.2 Setup

We assume that V can verify TPM signatures (including revocation verification)
and that H and V have agreed on a set of configurations CS.

Prior to the execution of the PBA protocol, the parties have to agree on the
following parameters, which can be used for several protocol runs (potentially
with different sets CS): primes P and @, generators g and h of a subgroup of

% of order @ (i.e., the discrete logarithm problem is hard in (g) = (h)). The
discrete logarithm log (k) mod P must be unknown to H.

5.3 Signing and Verifying Protocol

The attestation procedure executed between a TPM (M), its host (H), and
a verifier (V) is described in Figure Bl As a result of the protocol, the host
creates a ring signature o, which is based on a TPM signature op; on the
message C, which is a commitment to csp. The TPM has to create and sign C,
which it then opens towards H. To create the ring signature, the host uses the
value 7 as the secret key (if csp € CS, this works, because y; = A" mod P for
some 7). From the ring signature, the verifier is convinced that the platform has
been configured with one of the set of acceptable configuration specifications,
CS = {es1,- -+, csn}, without knowing which one.

csp, sk csp, CS = vk, CS =
{cs1,...,csn} {cs1,...,csn}
| |
7 ]
Ny Ny N, €r {0,1}
T E€ER ZZ?

C:=g“?h" mod P

oM = C.ryom . yj:=C/g® mod P
SignM(skat; (C, Nu)) (forj=1,...n)
oy = _Ciom.0r,
SigRing(r;{y;}; Nv) VerM(vkag; o, (C, Ny))
y; = C/g“ mod P
(for j=1,...n)
VerRing({y; }; o, No)
| | |
¥ v v
OK OK OK

Fig. 3. The protocol of the PBA scheme. Common input: g, h, P, Q.
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5.4 Protocol Properties

Our protocol has some interesting properties:

First, no trusted third party is needed for this protocol. The only exception
is the certification of TPM keys: The verifier may rely on a DAA issuer or a
Privacy-CA to ensure that the TPM key belongs to a valid TPM, depending
on the TPM signature scheme (see Section EI]). However, this is completely
independent from the PBA protocol, and neither a DAA issuer nor a Privacy-
CA could breach the configuration privacy of our protocol.

Second, the configuration set CS is created flexibly, dependent on the agree-
ment between prover P and verifier V. One approach to negotiate the set of
acceptable configurations could be analogous to the SSL/TLS handshake: The
prover sends a proposal for CS to V, who can then select an appropriate subset.
However, our protocol allows for different ways to agree on CS; the particular
method can be chosen according to a concrete application scenario.

Third, the size n of the set CS affects the configuration privacy. If n is small,
VY might have a high probability in guessing the configuration csp. Therefore,
to keep csp private, P should execute the protocol only if CS is of acceptable
size. Moreover, P has to ensure that V cannot learn csp by running the PBA
protocol multiple times with different configuration sets, because in the case of
several successful attestations, V would know that csp is in the (possibly small)
intersection of the sets used in the protocol executions. This example shows
that P should install a privacy policy which prevents such abuses of the PBA
protocol.

Fourth, note that the overhead of the TPM compared to binary attestation
is small. Additionally, the TPM has to form the commitment C', which must be
signed instead of csp. So the overhead is just choosing a random number r and
performing a modular multi-exponentiation modulo P (with two exponents). As
with binary attestation, the TPM has to generate one digital signature (e.g.,
2048 bit RSA). The TPM’s computation does not depend on the size of CS.

6 Security of Our PBA Scheme

Here, we define a formal (game-based) security model based on the system model
from Section 2 and state theorems about the security of our PBA scheme.

6.1 Security Model

Adversary model. The adversary A is a PPT algorithm and an active adver-
sary that has full control over the communication channel between H and V.
This is modeled by the query of the form send(E, m) which allows A to address
a message m to an entity E € {H,V}. In response, A receives a message which
would be generated by E according to the protocol execution. In the definition
of entity authentication, in which malicious hosts should also be considered, A
is also given access to another query sendTPM(m) by which it can communicate
with M. We assume that m contains the identity of the sender (as chosen by A).
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Moreover, when considering evidence authentication, the adversary may corrupt
the host via the query corrupt,,, which returns the configuration csp to A (csp
is H’s only secret).

We assume that 4 cannot corrupt the TPM. In reality, a hardware attack
would be necessary to corrupt a TPM, i.e., we limit the adversary to software-
only attacks, which is the assumption of the TCG [25]. In case a real-world
adversary succeeds in attacking the TPM, our protocol has to rely on the revo-
cation mechanisms for TPM signatures.

Evidence authentication. We formalize the intuitive security requirement
that A should not be able to pretend that P has a configuration csp satisfying
the property that has to be attested (i.e., csp € CS), when in fact the property
is not fulfilled (i.e., csp & CS).

Let Game% ™™ (1%) be the following interaction between P, V, and A. Be-
fore the interaction, A chooses a platform with a valid TPM M and with a
configuration csp ¢ CS. Then A is given access to send(E, m), sendTPM(m),
and corrupt,, queries to any P chosen by A. Uncorrupted parties behave as
specified by the protocol. A wins, if it outputs a PBA signature o, such that
PBA-Verify accepts 0. We denote the success probability of A by Succj’pr'v(l") =
Pr[GameS{ "™ (1%) = win], and its maximum over all PPT adversaries .A (running
in time x) as SuccPV(1%). _

A PBA protocol provides evidence authentication if Succ™™™™ (1) is negligi-
ble in k.

Configuration privacy. The security requirement that the configuration csp
of P should be kept private is captured by the following game. For this require-
ment, host H and TPM M of P have to be honest because P could always send
csp to A. _

Let GameS™™(1%) be the following interaction between P, V and A. A is
given access to send(FE,m) queries. Moreover, A may access sendTPM(m) and
corrupt,, queries for all but one prover P chosen adaptively by A, which has to
remain honest. At the end of the interaction, A outputs an index i. A wins if 7 is
the index of P’s configuration in the set CS = {¢s1,...,csp}, L.e., if csp = cs;.
We denote the advantage of A (over a random guess) with Advj’pri"(l’i,n) =
| Pr[Ga mei’p""
(running in time ) as AdvePY (1% n). _

A PBA protocol provides configuration privacy if Adve™P™ (1% n) is negligi-
ble in k.

(1%) = win] — 1/n|, and its maximum over all PPT adversaries A

Security of PBA. A PBA scheme is secure, if and only if it provides both
evidence authentication and configuration privacy.

Trust relations. The TPM is assumed to be trusted by both host and verifier.
For evidence authentication, a PBA protocol must ensure that a malicious host
cannot cheat an honest verifier, whereas for configuration privacy, it must prevent
a verifier controlled by A from determining the configuration of an honest host.
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6.2 Security Analysis

The following theorems demonstrate the security of our PBA scheme. For the
proofs, see Appendix [Al

Theorem 1 (Evidence Authentication). The PBA protocol presented in
Section[A provides evidence authentication (in the random oracle model), assum-
ing the security of the ring signature scheme, the security of TPM signatures,
and the hardness of the discrete logarithm assumption. In more detail:

Succcf-priV(lm) < q2/QZ@ +erpm + Ering + Edlogs

where q is the number of protocol runs, £z is polynomial in the security parameter
K, €Tpm s the probability of an adversary to forge a TPM signature, €ing s
the probability to forge a ring signature, and eqiog is the probability to solve the
underlying discrete logarithm problem.

Remark. Our proof does not directly use the random oracle model, however, it
is required by the ring signature scheme we use.

Theorem 2 (Configuration Privacy). The PBA protocol presented in Sec-
tion [A provides configuration privacy against computationally unbounded adver-
saries, due to the unconditional signer anonymity of the ring signature scheme
and perfect hiding of the commitment scheme.

Remark. Although our definition of configuration privacy assumes a PPT adver-
sary (which would be reasonable for practical purposes), our protocol offers even
unconditional security, because we use a perfectly hiding commitment scheme
and an unconditionally signer-anonymous ring signature scheme.

7 Conclusion and Future Work

The concept of property-based attestation (PBA) has been proposed to overcome
several deficiencies of the (binary) attestation scheme proposed by the Trusted
Computing Group (TCG). Amongst others, the TCG attestation reveals the
system configuration to third parties that could misuse it for privacy violations
and product discrimination.

In this paper, we proposed the first cryptographic protocol for PBA which, in
contrast to the previous solutions, does not require a Trusted Third Party to cer-
tify properties. In our protocol, the TPM has to compute only one commitment
and one signature.

Furthermore, the cryptographic technique used here might be of independent
interest: We demonstrate how a ring signature can be employed to prove mem-
bership in a list.

Future work may include the investigation of how to determine meaningful
properties. Moreover, a generic approach based on any ring signature scheme,
an efficient scheme with a security proof in the standard model, and the design
of a PBA protocol with sub-linear communication and computation complexity
in the size of the configuration set CS are still open problems.



Property-Based Attestation without a Trusted Third Party 43

References

10.

11.

12.

13.

14.

15.

16.

. Abe, M., Ohkubo, M., Suzuki, K.: 1-out-of-n signatures from a variety of keys.

In ASTIACRYPT 2002, LNCS vol. In: Zheng, Y. (ed.) ASTACRYPT 2002. LNCS,
vol. 2501, pp. 415-432. Springer, Heidelberg (2002)

. Bender, A., Katz, J., Morselli, R.: Ring Signatures: Stronger Definitions, and Con-

structions without Random Oracles. In: Halevi, S., Rabin, T. (eds.) TCC 2006.
LNCS, vol. 3876, pp. 60-79. Springer, Heidelberg (2006)

. Brickell, E., Camenisch, J., Chen, L.: Direct anonymous attestation. In: Pfitzmann,

B., Liu, P. (eds.) Proceedings of ACM CCS 2004, pp. 132-145. ACM Press, New
York (2004)

. Brickell, E., Chen, L., Li, J.: A new direct anonymous attestation scheme from

bilinear maps. In: Lipp, P., Sadeghi, A.-R., Koch, K.-M. (eds.) TRUST 2008. LNCS,
vol. 4968. Springer, Heidelberg (2008)

. Brickell, E., Li, J.: Enhanced Privacy ID: A direct anonymous attestation scheme

with enhanced revocation capabilities. In: Proceedings of the 6th Workshop on
Privacy in the Electronic Society (WPES 2007), pp. 21-30. ACM Press, New York
(2007)

. Camenisch, J.: Better privacy for trusted computing platforms. In: Samarati, P.,

Ryan, P.Y.A., Gollmann, D., Molva, R. (eds.) ESORICS 2004. LNCS, vol. 3193,
pp. 73-88. Springer, Heidelberg (2004)

. Camenisch, J., Michels, M.: Proving in Zero-Knowledge that a Number Is the Prod-

uct of Two Safe Primes. In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592,
pp. 107-122. Springer, Heidelberg (1999)

. Camenisch, J., Stadler, M.: Proof Systems for General Statements about Discrete

Logarithms. Technical Report TR 260, Dep. of Computer Science, ETH Ziirich
(March 1997)

. Chandran, N., Groth, J., Sahai, A.: Ring Signatures of Sub-linear Size Without

Random Oracles. In: Arge, L., Cachin, C., Jurdzinski, T., Tarlecki, A. (eds.) ICALP
2007. LNCS, vol. 4596, pp. 423-434. Springer, Heidelberg (2007)

Chaum, D., van Antwerpen, H.: Undeniable signatures. In: Brassard, G. (ed.)
CRYPTO 1989. LNCS, vol. 435, pp. 212-216. Springer, Heidelberg (1990)

Chen, L., Landfermann, R., Lohr, H., Rohe, M., Sadeghi, A., Stiible, C.: A Protocol
for Property-Based Attestation. In: Proceedings of ACM STC 2006, pp. 7-16. ACM
Press, New York (2006)

Dodis, Y., Kiayias, A., Nicolosi, A., Shoup, V.: Anonymous identification in ad
hoc groups. In: Cachin, C., Camenisch, J.L. (eds.) EUROCRYPT 2004. LNCS,
vol. 3027, pp. 609-626. Springer, Heidelberg (2004)

Fujisaki, E., Okamoto, T.: Statistical Zero Knowledge Protocols to Prove Modular
Polynomial Relations. In: Kaliski Jr., B.S. (ed.) CRYPTO 1997. LNCS, vol. 1294,
pp. 16-30. Springer, Heidelberg (1997)

Kiihn, U., Selhorst, M., Stiible, C.: Realizing Property-Based Attestation and Seal-
ing on Commonly Available Hard- and Software. In: ACM STC 2007, pp. 50-57.
ACM Press, New York (2007)

Micali, S., Rabin, M.O., Kilian, J.: Zero-Knowledge Sets. In: Proceedings of the
44th Symposium on Foundations of Computer Science (FOCS 2003), pp. 80-91.
IEEE Computer Society, Los Alamitos (2003)

National Institute of Standards and Technology (NIST). Secure Hash Standard
(SHS). FIPS PUB 180-2 (August 2002)



44 L. Chen et al.

17. National Institute of Standards and Technology (NIST). Digital Signature Stan-
dard (DSS). FIPS PUB 186-3 (Draft) (March 2006)

18. Pedersen, T.P.: Non-interactive and information-theoretic secure verifiable secret
sharing. In: Feigenbaum, J. (ed.) CRYPTO 1991. LNCS, vol. 576, pp. 129-140.
Springer, Heidelberg (1992)

19. Poritz, J., Schunter, M., van Herreweghen, E., Waidner, M.: Property Attesta-
tion — Scalable and Privacy-friendly Security Assessment of Peer Computers. IBM
Research Report RZ 3548 (# 99559) (October 2004)

20. Rivest, R., Shamir, A., Tauman, Y.: How to Leak a Secret. In: Boyd, C. (ed.)
ASTACRYPT 2001. LNCS, vol. 2248, pp. 552-565. Springer, Heidelberg (2001)

21. Sadeghi, A., Stiible, C.: Property-based attestation for computing platforms: Car-
ing about properties, not mechanisms. In: Proceedings of NSPW 2004, pp. 67-77.
ACM Press, New York (2004)

22. Schnorr, C.P.: Efficient Signature Generation by Smart Cards. J. Cryptology 4(3),
161-174 (1991)

23. Shacham, H., Waters, B.: Efficient Ring Signatures without Random Oracles. In:
Okamoto, T., Wang, X. (eds.) PKC 2007. LNCS, vol. 4450, pp. 166-180. Springer,
Heidelberg (2007)

24. Shoup, V.: Sequences of games: a tool for taming complexity in security proofs.
Cryptology ePrint Archive, Report 2004/332 (2004),
http://eprint.iacr.org/2004/332

25. Trusted Computing Group. TCG TPM Specification, Version 1.2,
https://www.trustedcomputinggroup.org/

A Security Proofs

Proof (Evidence Authentication). We structure the proof as a sequence of games

[24], where a PPT adversary A (see Section [2 for the adversary model) interacts

with a simulator S. The first game is Game®y®"™". Tn each subsequent game, a

new “event” is introduced. S aborts, whenever this event occurs. We show that

each event can only happen with negligible probability for any PPT adversary,
hence the probability for A to win game Gy, denoted by Prlwin;;1], differs

only by a negligible amount from its probability Pr[win;] to win game G;.

Go. The initial game is Game%{ """ where S plays the game with A by simu-
lating the honest parties as specified by the protocol. A chooses a platform
with a configuration csp ¢ CS of his choice (as specified in Section [G.1]), and
S simulates the honest TPM M of this platform. A wins Game% """ and
hence Gy, if it manages to output o = (C, o, 0,) such that S (acting as
an honest verifier) accepts o as a proof that csp € CS, although actually
csp ¢ CS. Because G is Game% "™ we have Prlwing] = Succ™P™(1%).

G1. In the event that S, acting as a verifier, chooses a nonce N, that already
occurred in a previous protocol run, S aborts the simulation. For this com-
parison, S records all nonces. As N, is chosen randomly by S, the probability
e1 of this is < ¢%/2% (which is negligible in the security parameter), where
¢ denotes the number of protocol runs. Hence, Succ™P™(1%) < Pr[win,] +¢;.
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G,. S simulates protocol execution as before, with the difference that all TPM
signatures are obtained from the corresponding signing oracle. In the event
that S receives an output (C,o,0,) from A, where o, was not created
previously by S, the simulation is aborted. In this case, A provided S with
a forgery of a TPM signature. The probability erpm of this event is the
probability of a forgery of a TPM signature. Thus, Succ™P™ (1) < Prlwiny]+
€1+ ETPM-

G covers replay attacks by estimating the probability that the same nonce
occurs twice, and G covers forgeries of TPM signatures. It remains to estimate
the probability Pr[wins]. We consider two cases: either A wins in G by forging
the ring signature (with probability eing), or without it. Since we are interested
in the overall probability of A winning in Go, we do not require from S to detect
which of these distinct cases occurs.

If no forgery of the ring signature occurred, but A4 wins Gg, A must know a
secret key 7’ matching one of the public keys used to compute the ring signature.
Hence, A must know 7/, such that h™ = C/g% = g®*P~ % h" mod P for some
Jj € {1,...,n}. Because csp # csj, we have r # 1/, thus A could compute the
discrete logarithm log,(h) = (csp — ¢s;)/(r" —7) mod Q. The probability of the
adversary to win the last game is Pr{wina] = €ring + (1 — Ering) - Ediog < Ering + Ediog:
where eqiog is the probability to solve the underlying discrete logarithm problem.

Thus, in total, Succh'p'i"(l"””) < £1+€TPM + Ering + Ediog, Which is negligible in &
if the TPM signature and ring signature schemes are secure and the underlying
discrete logarithm problem is hard. a

Note that although our proof is in the standard model, the ring signature scheme
in [I] requires the random oracle model.

Proof (Configuration Privacy). We demonstrate that Adve™" (1%, n), the maxi-
mum advantage over all A in Gamej’priv, is negligible in &, even if the adversary
is computationally unbounded. For this, we construct a simulator S that plays
Gamej’pr'v with some A, simulating the honest parties. The goal of A is to break
the configuration privacy of the PBA scheme, and the simulator’s goal is to break
either the perfect hiding property of the commitment scheme or the uncondi-
tional signer ambiguity property of the ring signature scheme.

We play the game twice. In the first case, we assume that the ring signature is
secure and show how S can break the commitment scheme. In the second case,
we assume that the commitment scheme is secure, and hence, we show how S

can break the ring signature scheme.

Case 1. In this case, S is given a commitment C' = ¢g*” - h” mod P with csp €
CS, and plays Gamei’p"v with A.

Once S receives a send query with a nonce N, from A, it uses C in the PBA
protocol execution as the TPM’s commitment (without knowing csp and r),
and creates a TPM signature o = SignM(ska; (C, Ny)). The computationally
unbounded simulator & can compute «, such that h = ¢g¢ mod P, and k, such
that C = ¢gF = ¢°*?T%" mod P. Although S knows neither csp nor 7, it can
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establish n equations k = ¢sj +a-r; (for j =1,...,n). Thus, S can compute n
pairs (csj,7;), and create the ring signature o, = SigRing(r;;{y,}; N,), where
y; = g% = h" mod P, with any of these 7; as a signing key. Because of the
signer ambiguity of the ring signature scheme, S can choose an arbitrary r; (for
j€r{l,...,n}). S sends C, o, and o, to A.

At the end of the game, A outputs an index i. S attacks the perfect hiding
property of the commitment scheme by using the pairs (cs;, ;) computed above,
and opening the commitment to (cs;,7;).

Because we assume that the ring signature is secure, the probability of S to
break the commitment scheme successfully is the probability of A to determine
i with ¢s; = ¢sp. Thus, a non-negligible advantage Adve™" implies that S can
break the perfect hiding property.

Case 2. In this case, S is given public/private key pairs (y;, ;) (j =1,...,n) for
the ring signature scheme, and access to a signature oracle for ring signatures
under this key ring. § can use the oracle to query ring signatures on arbitrary
messages. The unconditional signer ambiguity states that S should not be able
to find out which private key was used for signing (although S knows all public
and private keys). S chooses k €r Zg, and computes ¢s; = k — x; mod @ for
j=1,...,n. Then, S starts to play Gamej’priv with A.

Once S receives a send query with a nonce N, from A, it computes C' :=
g* mod P and o := SignM(ska; (C,N,)). S uses the ring signature oracle to
create a ring signature o, on the message N, and sends C, o, and o, to A.

At the end of the game, A outputs an index ¢. Since the commitment C was
chosen randomly, the only possibility of A to win Ga mei’p”v is to break the signer
ambiguity of the ring signature. S also outputs 4 to indicate that x; was used to
generate the signature, thus breaking the unconditional signer ambiguity of the

ring signature scheme. a
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Abstract. Memory authentication is the ability to detect unauthorized modifica-
tion of memory. Existing solutions for memory authentication are based on tree
structures computed over either the Physical Address Space (PAS tree) or the
Virtual Address Space (VAS tree). We show that the PAS tree is vulnerable to
branch splicing attacks when providing memory authentication to an applica-
tion running on a potentially compromised operating system. We also explain
why the VAS tree generates initialization and memory overheads so large as to
make it impractical, especially on 64-bit address spaces. To enable secure and
efficient application memory authentication, we present a novel Reduced Ad-
dress Space (RAS) containing only those pages that are useful to a protected
application at any point in time. We introduce the Tree Management Unit
(TMU) to manage the RAS tree, a dynamically expanding memory integrity tree
computed over the RAS. The TMU is scalable, enabling tree schemes to scale
up to cover 64-bit address spaces. It dramatically reduces the overheads of ap-
plication memory authentication without weakening the security properties or
degrading runtime performance. For SPEC 2000 benchmarks, the TMU speeds
up tree initialization and reduces memory overheads by three orders of magni-
tude on average.

Keywords: Memory authentication, integrity tree, secure computing
architecture.

1 Introduction

As security-critical applications become mainstream, several research efforts [9, 12,
13, 16, 17] aim to design general-purpose computing platforms that can prevent
physical and software attacks. A crucial security objective shared by these platforms
is to protect the integrity of a sensitive application by providing it with memory au-
thentication—i.e. the ability to verify that a data block it reads at a given address from
main memory contains the data it last wrote at this address. To enable memory au-
thentication without having to keep on-chip a fingerprint for each data block to pro-
tect, [1, 3, 4, 6, 14, 15, 18] propose constructing integrity trees.

An integrity tree is built by recursively computing cryptographic fingerprints on the
protected memory blocks until a single fingerprint of the entire memory space, the tree
root, is obtained. It can be computed over either the physical address space (PAS tree)
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or the virtual address space (VAS tree). In any case, the tree root is kept on-chip, in a
tamper-resistant area, while the rest of the tree can be stored off-chip. Authenticating a
block read from main memory requires fetching and verifying the integrity of all finger-
prints on the tree branch starting at the block of interest and ending with the root.

Modern operating systems typically cannot be trusted to enforce such application
memory space integrity, as exploitable software vulnerabilities are commonly found
in these large, complex and extendable software systems. Hardware-driven integrity
tree systems must thus be able to provide memory authentication to an application
despite potential OS compromise. However, the majority of past research efforts [3, 4,
9, 15, 16, 18] build PAS trees, which are not secure in this setting: we show that by
providing incorrect virtual-to-physical address translations, a compromised or mali-
cious OS can trick the on-chip authentication engine of a PAS tree into fetching the
wrong tree branch to verify a memory block. As a result, a memory block at a given
address is passed as valid for a different address; we call this a branch splicing attack.

Application memory authentication despite a potentially compromised OS was de-
scribed in [17], where a VAS tree is built. In this case, the on-chip authentication
engine selects the tree branch to fetch using the virtual address of the block to verify,
so a malicious OS cannot wage a branch splicing attack. However, tree node address-
ing requires that the VAS tree span a contiguous segment of memory. We show that
as a result, the VAS tree must cover all memory located between the lowest and high-
est virtual addresses that may be accessed by the application during its execution.
Such a large tree span leads to enormous initialization and memory overheads, mak-
ing the deployment of the VAS tree impractical.

In this paper, we introduce a novel address space, the Reduced Address Space
(RAS) containing only the application’s memory footprint. We build an integrity tree
over the RAS (a RAS tree) which remedies the security and efficiency problems of
the PAS tree and VAS tree. Our RAS tree expands dynamically as the underlying
RAS grows to fit the memory needs of the application.

The contributions of this paper are as follows:

e showing that a tree over a virtual address space (VAS tree) is impractical,
while a tree over the physical address space (PAS tree) is insecure when
the OS is untrusted;

e proposing a novel Reduced Address Space (RAS), where the pages used
by an application form a contiguous region that expands dynamically to fit
the application’s memory needs;

e introducing the concept of a dynamic integrity tree to protect the pages in
the RAS;

e  detailing the design of a Tree Management Unit (TMU) which constructs as
well as maintains the RAS and the dynamic integrity tree covering the RAS;

e reducing by three orders of magnitude the VAS tree overheads in storage
and tree initialization, for a 4 GB memory space, without any significant
impact on runtime performance.

The rest of the paper is organized as follows. Section 2 presents our security
model. Section 3 presents the PAS and VAS trees, explains the branch splicing attack
on the PAS tree and the enormous VAS tree overheads. Section 4 presents our RAS
tree covering the novel Reduced Address Space and implemented by our Tree
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Management Unit. Sections 5 and 6 analyze the security and performance of the ap-
proach we propose. Section 7 concludes the paper.

2 Security Model

Threat Model. Our threat model encompasses that of existing integrity trees, which
aim to prevent the following attacks. Spoofing attacks: the adversary substitutes a fake
block for an existing memory block. Splicing or relocation attacks: the attacker swaps
a memory block at address A with a block at address B, where A#B. Such an attack
may be viewed as a spatial permutation of memory blocks. Replay attacks: a memory
block located at a given address is recorded and inserted at the same address at a later
point in time; by doing so, the current block’s value is replaced by an older one. Con-
temporary operating systems such as Windows and Linux consist of millions of lines
of codes [5, 7]. Since the number of exploitable software defects per thousand lines of
code has been evaluated to be between 3 and 6 [11], it is extremely difficult to assume
an infallible operating system. The attacks described above can thus be carried out
through a compromised OS (software attacks) or directly on the processor-memory
bus, via probing and injection of fake values (physical attacks).

Trust Model. The main hypothesis of our trust model is that the processor chip itself
is trusted, i.e., it is considered resistant to physical and side-channel attacks. For sim-
plicity, this paper assumes the CPU contains a mechanism—Iike those of [12, 13,
17]—protecting the integrity of a sensitive application’s on-chip state (registers and
cache lines) on context switches. Similarly, we assume the CPU contains an on-chip
engine to authenticate, upon launch, the on-disk image of a protected application.

3 Related Work

Upon reading or writing a memory block, a CPU maintaining a memory integrity tree
must locate and fetch the tree nodes along the block’s branch so tree verification or
update procedures can take place (see Appendix A for background on integrity trees).
In Section 3.1, we describe the methodology applied by computing platforms in the
literature to perform this tree traversal. Section 3.2 and

3.3 then show how tree traversal affects the security and

efficiency of the PAS tree and VAS tree proposed in  gn-chip P*@“’m

past research. Off-chip RAM

3.1 Tree Traversal

[4] introduces a tree traversal methodology, adopted by Py | node | P1[ node |
[3], which derives the addresses of nodes on a block’s
branch from the block’s address. The technique works as
follows: starting from the tree root and going down to- [ Nnode[node [node [ node |
wards the leaves, all tree nodes (including the leaves ?2 au;’i p:;mitip\?e
themselves) are assigned a numerical position (the P, in A

Figure 1). The root is assigned position -1 (P_;) and the

other tree nodes are at position 0 (Py) and higher. Fig. 1. A binary integrity tree
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All tree nodes are of identical size and are laid out in memory according to their
positions, starting with Py at address 0, followed by P;, P,, etc at higher addresses.
With contiguous siblings, the node size and tree arity can be set to allow the on-chip
authentication engine to fetch a node and its siblings (necessary to recompute the
parent) in a single memory transaction using the node’s address. EQ, is used to map
the address (node_address) of a node N to a position (node_position). The function in
EQ, then allows mapping N’s position to the position of its parent (parent_position).
EQ, can be applied recursively to obtain the position of nodes on N’s branch. A par-
ent_position equal to -1 indicates the root node has been reached. The address of any
node other than the root can be obtained from its position using EQ;.

node _ position = node _ address + node _ size (EQ))
parent _ position = |_n0de _ position + arityj -1 (EQy)
node _ address = node _ position X node _ size (EQ5)

This technique for generating node addresses is quick and efficient since it does
not use indirection to go from one parent to another and it can be implemented in
hardware at a low cost. However, it requires that all leaf nodes be part of a contiguous
memory segment, i.e. the tree must cover a monolithic region of address space. This
memory segment may be contiguous either in the physical address space (PAS tree,
Section 3.2) or the virtual address space (VAS tree, Section 3.3).

3.2 Physical Address Space Tree (PAS Tree)

The majority of past research efforts [3, 4, 9, 15, 16, 18] considers the operating sys-
tem as trusted and builds the integrity tree over the physical address space (a PAS
tree). However, when the OS is not considered as a trusted system, as is the case in
this paper, the PAS tree is vulnerable to attacks that can violate the integrity of the
protected application’s memory space. We show below that by corrupting the applica-
tion’s page table, a compromised or malicious OS can trick the on-chip authentication
engine into using the wrong branch when verifying the integrity of a block. As a
result, the PAS tree cannot provide application memory authentication with an
untrusted OS.

a) C) Leaf Position| Root Re-computation Performed by
to Verify Authentication Engine*

hashes 1 COMPI = h{ hl h(DL||D2) | H4 ] H2 }
2 COMP2 = Ii{ h{ (D1 ||D2) | H4 ]| H2 }
3 COMP3 = h{ h{ H3 | /(D3] D4) ] |[H2 }
data blocks { [DT [ D2 [ D3 | D4 | D5 [ D6 | D7 | 8] A COMPA = h{ i 13| (D3 ||DA) ] [ H2 |
leafpositons { 1 2 3 4 5 6 7 8 5 COMPS = h{ H1 [ A[ /(D5 | D6) || H6] }
b) R = h(H1 || H2) 6 COMPG = h{ H1|[A[ k(D5 | D6) || H6 ] |
B 7 COMP7 = h{ H1 | A[H5 | h(D7] D8) ]}
= AUACHS || EL4) || A(HS | HE) ] 8 | COMPS = h{ HI| A H5 | A(D7||D8) ]}

=h{h[ k(D1 | D2) | h(D3 || D4) ]| A[ A(D5 || D6) || A(D7 || D8) ] } Dx = Value of leaf data block to validate

Fig. 2. Binary Merkle Tree (a) with root value derivation (b) and root re-computation
equations (c)
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The Branch Splicing Attack. Figure 2a shows a binary Merkle tree covering 8 data
blocks (labeled DI to D8) with a root R and intermediate hashes HI to H6. The value
of R is derived in Figure 2b, where we see that the root and intermediate tree nodes
are computed using the value of their respective descendents. Figure 2c shows how
the on-chip authentication engine recomputes the root R when verifying a given leaf
block; COMP1 to COMPS use different leaves and intermediate hashes but when the
application is not under attack, the result of all computations is the value of the root R.

In Figure 3a, we show how a malicious OS can corrupt a protected application’s page
table to control the virtual-to-physical address translations in the Translation Lookaside
Buffer (TLB) such that the wrong tree branch is fetched and the wrong equation is used
to recompute the root. For simplicity, we do not consider caching here. The upper path
with solid lines represents the verification procedure when the system is not under at-
tack, while the lower path with dotted lines shows the effect of an attack (with corrupted
data items in dark grey). In its attack, the malicious OS successfully tricks the processor
into accepting D7 rather than the correct D1 by forcing the authentication engine to
fetch D7’s branch and compute COMP7 instead of COMPI. The OS does so by cor-
rupting the application’s page table—mirrored in the processor’s TLB—so that it maps
virtual address V(D1) to physical address P(D7). This causes the authentication engine
to compute an erroneous leaf position, hence generating the wrong branch node ad-
dresses and using the wrong COMPi. We call this attack branch splicing, which suc-
cessfully substitutes D7 for D1 without detection.

3.3 Virtual Address Space Tree (VAS Tree)

To provide application memory authentication despite an untrusted OS, [17] builds
the integrity tree over the virtual address space (VAS tree). Figure 3b shows that with
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Fig. 3. Successful branch splicing attack on PAS tree (a) and unsuccessful attack on VAS tree (b)
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a VAS tree, the OS cannot influence the choice of the COMPi equation used to re-
compute the root. The leaf position of a block is determined by that block’s virtual
address—which comes directly from the protected application—rather than by its
translated physical address—which is under OS control. As a result, a branch splicing
attack by the OS is detected by the authentication engine.

However, the extra security afforded by the VAS tree over the PAS tree comes at
the cost of very large memory capacity and initialization overheads. Application code
and data segments are usually laid out very far apart from one another in order to
avoid having dynamically growing segments (e.g., the heap and stack) overwrite other
application segments. The VAS tree must thus span a very large fraction of the virtual
address space in order to cover both the lowest and highest virtual addresses that may
be accessed by the application during its execution. The span of the tree is then sev-
eral orders of magnitude larger than the cumulative sum of all code and data segments
that require protection—i.e. the tree must cover vast regions of unused memory. In
the case of a VAS tree protecting a 64-bit address space, the span can be so enormous
as to make the VAS tree impractical, i.e. the VAS tree is not scalable. Indeed, it not
only requires allocating physical page frames for the 2 bytes of leaf nodes that are
defined during initialization, but also requires allocating memory for the non-leaf tree
nodes, which represent 20% to 100% of the leaf space size [3, 6, 17]. The CPU time
required to initialize such a tree is clearly unacceptable in practice.

To overcome the enormous overheads of the VAS tree and defend against branch
splicing attacks, we build the integrity tree over a new Reduced Address Space (RAS)
managed by our TMU architecture.

4 The TMU Architecture

The role of the Tree Management Unit (TMU), a new processor hardware unit, is to
maintain an integrity tree over the Reduced Address Space (RAS). At any point in
time, the RAS contains only those pages needed for the application’s execution; it
grows dynamically as this application memory footprint increases. The TMU builds
an integrity tree over the application’s RAS (a RAS tree), carries out the integrity
verification and tree update procedures and expands the tree as the underlying RAS
grows. Because the RAS contains the application’s memory footprint in a contiguous
address space segment, the RAS tree does not suffer from the overheads of the VAS
tree, built over a sparse address space. Moreover, the design of the TMU architecture
ensures the RAS tree is not vulnerable to branch splicing.

4.1 Overview

Reduced Address Space (RAS). The approach presented in this paper consists in
building and maintaining a dynamic integrity tree covering only the set of data and
code pages required for the tamper-evident execution of an application. In order to do
so, we construct a new address space, the RAS depicted in Figure 4, containing only
this set of pages and descriptors for the memory regions whose pages are not in the
RAS (the Unmapped Page Ranges, UPRs, Section 4.4). We then build the integrity
tree over the RAS so the TMU can authenticate the application’s code and data as
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well as determine, by inspecting the tree-protected UPR list, whether a page is
mapped in the RAS. Pages may be unmapped because 1) they haven’t been used by
the application yet, or 2) they are mapped to physical pages shared with other applica-
tions, or 3) they belong to the operating system. The novelty in our approach is that
the integrity tree does cover the whole virtual address space, except that the unused
memory regions are condensed—represented by just their first and last addresses in a
UPR list item.

—Tree Root

Unmapped Page Range (UPR) — Unmapped Page Range
starting at virtual address @, and

(UPR) List
ending at virtual address @, Intermediate _ Unused segment
Tree Nodes — ~ (arbitrarily large)
s —-—|Code Data|Heap| Stack [@I@@ | Address s = shared b
Leaves @:[@s|@s @ Space B
B Virtual
Intermediate [@o|@:]@4]@s
Tree Nodes  |@ |@3|@5 @ os ‘} égg(r:iss
@o @ @: @ @4 @s @s @

Fig. 4. The Reduced Address Space (RAS) and its relationship to the Virtual Address Space

The Tree Management Unit (TMU). Figure 5 depicts in dark gray the components
added to a general-purpose processor to support our scheme. The role of the main
addition, the TMU, is to initialize and expand the tree, as well as to traverse it from a
leaf to the root on verifications and updates. The Check&Update logic is a crucial
component: it retrieves the application image through the Authentication Engine to
build the initial tree (Section 4.2). It also drives the Page Initialization logic on tree
expansions (Section 4.3). The RAS owner register identifies the currently protected
application; the TMU only operates when the RAS owner is in control of the CPU.
The RAS Ctr gives new RAS indices. The TMU tags are used by the TMU to map a
virtual page into the RAS while the node TLB (N-TLB) computes the physical address
of a tree node.

v TMU tags: v
I-TLB Bus y T \ﬂlr\’l’il
ctl, | Tomem. » - ‘_'_
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Fig. 5. The Tree Management Unit (TMU) architecture

4.2 Dynamic Integrity Tree over the Reduced Address Space (RAS)

The construction of the RAS follows the execution of the protected application. Ini-
tially empty, the RAS is populated by the TMU—when the protected application is
launched—with the pages whose contents are defined in the application image.
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During execution of the program, the TMU adds to the RAS pages that are accessed
by the application and were not previously included in the RAS, e.g. a heap or stack
page touched for the first time. The TMU adds a page to the RAS by assigning it an
identifier—called the RAS index—generated from an on-chip counter (RAS Ctr in
Figure 5), which is initially O and incremented for each new RAS page. The address
of a datum within the RAS is addr = RAS_index |l offset, where offset is the data’s
offset within its virtual page and Il indicates concatenation.

Initialization of the RAS. Initializing a protected application being launched consists
of building an integrity tree over a Reduced Address Space containing the code and
data specified in the application image on the disk (e.g. an ELF executable file). We
assume the image consists of a set of data and code segments, along with a header
describing how these segments must be laid out by the loader to construct the applica-
tion’s initial virtual address space. In the scheme we propose, one of the data seg-
ments must be a UPR list specifying the memory regions that should not be mapped
in the RAS by the TMU during initialization. Since we let the untrusted OS and its
loader take the image from disk to memory, we must first authenticate the image
before it is mapped into the RAS and included in the initial tree. We assume the CPU
has an on-chip engine—similar to that in [10] or [13]—in charge of authenticating the
application image. During initialization, the TMU reads via this engine the defined
pages of the application’s initial state and maps them into the RAS.

Upon mapping the first page into the RAS, the TMU sets RAS ownership by writ-
ing the RAS owner register with a value identifying the application. Whenever the
RAS owner gains control of the CPU, TMU protection is activated; when the owner is
pre-empted, the TMU is deactivated. The value identifying the application depends on
what application-related information the ISA (Instruction Set Architecture) makes
available to the hardware: it could be the process ID of the protected application or
the base address of its page table. The RAS owner value is bound to the contents of
the RAS: if a malicious OS assigns the RAS owner process ID to an application other
than the actual owner, the TMU detects the subterfuge when the non-owner tries to
execute an instruction that does not exist in the RAS.

4.3 Maintaining a Dynamic Integrity Tree over an Expanding RAS

The size of the RAS increases at a page granularity. As a result, our integrity tree
must span an extra page every time a new page is mapped into the RAS. Such tree
expansions trigger increases in the tree’s span (number of leaves). We first define new
concepts needed to describe runtime tree expansion.

Definitions. The term integrity tree refers to an A-ary tree structure used to provide
memory authentication on a computing platform. In this paper, we consider that integ-
rity trees are built as depicted in Figure 6, with the root node at the topmost level and
the leaf nodes—which are the application memory blocks to authenticate—at the
lowest level. We call intermediate nodes the nodes between level L=0 and the root;
these nodes are metadata involved in the integrity checking process. All integrity trees
are complete: they have A" leaves, where Lr is the level to which the root belongs.
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Fig. 6. A partial integrity tree covering 10 memory blocks (nodes 15 to 24). It can cover 6 extra
blocks, mapped into nodes 25 to 30, before becoming a full tree.

The branch of a node F is the set of nodes on the shortest path from F' to the root;
this branch is the authentication path for F. The nodes on F’s branch are called F’s
ancestors (F’s parent, the parent of F’s parent, etc). For example, the branch for node
17 in Figure 6 consists of nodes 8, 3, 1 and 0.

The minimum number of levels necessary to authenticate Nb memory blocks is Lb
= log4(Nb) . The number of leaves NI in the integrity tree is equal to A”’. Building the
NI branches of the integrity tree during the tree’s initialization would be inefficient
since the Nb blocks only required Nb distinct authentication paths, i.e. Nb tree
branches. This paper presents a strategy to avoid computing and storing branches for
the NI - Nb undefined leaf nodes that do not correspond to one of the Nb memory
blocks to authenticate. This strategy uses the notion of ghost nodes, the nodes which
are not on the branches of the Nb defined memory blocks. In opposition to a ghost
node, a solid node is a node on the branch of a defined memory block. The term nil
node refers to a ghost node which is the sibling of a solid node. Only solid nodes need
to be computed and stored in memory: ghost nodes are neither computed nor stored
anywhere and thus do not cause CPU time or memory overheads. A nil node is fixed
to a pre-determined value whenever used in the computation of its parent node.

A full tree is an integrity tree without ghost nodes. A partial tree has both solid and
ghost nodes. A partial tree T can protect an additional memory block by replacing a
ghost leaf node with a solid node, and then computing the solid node’s ancestors. This
can be done until 7' becomes a full tree.

For an integrity tree 7, we define a cone to be a sub-tree of 7, with a node from T
as its root and nodes from 7”s level O as its leaves. In Figure 6, nodes 4, 9, 10, 19, 20,
21 and 22 are part of a cone which has 4 as its root. A page cone is any cone whose
leaves cover the contents of exactly one page. A page node is the root of such a cone.
The tree has a level consisting exclusively of page nodes; it is called the page node
level. This allows tree expansions at a page granularity and, as we explain next, en-
sures that the integrity tree (partial or full) always covers an integer number of pages.
At any point in time, the memory blocks forming the pages in the RAS are the only
solid leaf nodes in the integrity tree. The TMU manages the tree such that these nodes
are always the leftmost nodes on level 0, i.e. the TMU expands the tree to the right.

Tree Expansion. To add a first page P, to the empty tree Ty, the TMU assigns RAS
index 0 (RAS_i=0) to P,, computes its page cone and makes its page node R; the root
of T,, the new integrity tree (Figure 7 depicts a binary tree, with 7; in 7a). When a
second page P, requires protection, 7; must be expanded so its root spans both P, and
P,. To do so, the TMU first computes P,’s page cone and then assigns it a RAS index
equal to 1. Since 7; is a full tree—i.e. it is formed only of solid nodes—the TMU
must increase T;’s height by one, creating tree T, covering both P, and P,. The TMU
computes 75’s root R,, located on the new topmost level of the tree, by applying the
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Fig. 7. Tree expansion: each page added expands the tree span. When adding a page to a full
tree (a)(b), an extra tree level is added. When a page is added to a partial tree (c), it replaces a
cone of ghost nodes.

authentication primitive (f in Figure 1) to the page nodes of P,, P, and their siblings.
Generally, there are two different scenarios for tree expansion: i) a page needs to be
added to a full tree or ii) a page needs to be added to a partial tree.

Expansion of a Full Tree. Upon adding a page P, to a tree, the TMU can detect the
integrity tree is full when the RAS index RAS_1i to be assigned is a power of the arity,
i.e. whenever logs(RAS_1i) = x, such that x is an integer larger than or equal to zero
(e.g., in Figure 7b). Upon adding P,, the TMU must thus increase the height of 7, by
one. To do so, the TMU creates a new level containing a single solid node R; on top of
the existing tree, computes P.’s cone and then computes a branch starting at P.’s page
node and ending at R;. In computing this branch, the ghost nodes which are children of
an ancestor of P, are nil nodes. The value attributed to nil nodes for the computation of
their parents depends on the underlying integrity tree e.g., for a hash tree, a nil node is a
null value. The last step of the branch computation procedure uses the old tree root R, to
make R; into the new tree root. Finally, the on-chip R; is replaced by Rj;: the former
becomes a regular intermediate node and can be stored in external memory.

Expansion of a Partial Tree. When the integrity tree is partial (e.g., Figure 7c), a
page P, to be added is assigned the next available RAS index and its page cone is
computed (e.g., Figure 7d). The leftmost ghost node in the page node level of the
partial tree is then replaced with P,’s page node. The ancestors of P,’s page node are
then recomputed so the root reflects the expanded RAS. When the page node level is
filled with solid nodes, we have a full tree.

In this paper, we consider that tree expansions only occur to integrate new heap or
stack pages into the tree. Since programs do not expect any specific values to be pre-
sent in a newly allocated stack or heap page, the contents of such pages can be forced
to all zeroes without any impact on program correctness. Thus the TMU does not
need to fetch the contents of a page upon a tree expansion: it merely initializes a stack
or heap page by writing zeros directly on the memory bus and computes its page cone
concurrently.

4.4 UPR List and TMU Tags

In order to maintain the tree and address its nodes, the TMU uses the tags depicted in
Figure 5, which are composed of three fields each: the TMU_field, the mapped bit
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(M) and the excluded bit (E). These fields are stored in the OS memory space, in
extensions of the Page Table Entries (PTEs). They are carried on-chip into extensions
of the Translation Lookaside Buffer (TLB) entries on TLB misses, propagated to
cache lines on a cache line fill and made available to the TMU on a cache line miss or
eviction.

The mapped bit tells the TMU whether a page is currently assigned a valid RAS
index. When the mapped bit is set, the TMU_field contains the page’s RAS index;
otherwise, it contains an index pointing to the UPR list entry confirming that the page
is indeed part of an unmapped region. The application’s excluded bits are specified
in its image by the application creator and do not change during execution. The TMU
does not map into the RAS pages with an excluded bit set to 1. These pages are
thus excluded from the tree’s coverage; the application can read and write them with-
out triggering tree verification or updates. This is necessary to allow the OS and other
applications to share data with the protected application. As in [17], we store a virtual
tag with each physically-tagged cache line to be able to compute parent node ad-
dresses when the line is evicted. TMU tags thus contain a fourth field for physically-
tagged caches.

UPR List. The UPR list (UPRL) is a list of Unmapped Page Ranges (UPRs). A UPR
consists of 1) a pair of virtual page numbers defining a range of contiguous virtual
pages not currently in the RAS and 2) an excluded bit specifying whether or not the
pages in the range should be excluded from tree coverage. The UPRs in a UPRL are
mutually exclusive and the sum of all UPRs spans all virtual pages that are not cov-
ered by the tree (Figure 4). We store the UPRL in the RAS so that its integrity is pro-
tected by the tree.

Upon adding a page P to the tree, the TMU must update the UPR list to remove P
from its UPR. If P with address X is the first page within its UPR U=X Il Y Il O
(where 0 is the excluded bit), the TMU simply overwrites U with X+1 Il Y Il O.
Similarly, if Y is the last page of a UPR, then the TMU writes X Il Y-/ Il 0. If P is not
one of the bounds of its UPR U= X |l Y Il 0 (where X < P < Y) however, removing P
from the UPRL creates two ranges, U; =X Il P— 1110 and U, = P+1 Il Y Il 0. To up-
date the UPR list, the TMU changes U to U, and appends the newly created U, to the
end of the UPRL. While this UPRL maintenance strategy is quick and efficient, it
creates an unordered list in which searching can be a demanding operation.

To allow the TMU to access the UPR list in constant time without searching, we
provide, in the TMU_field of an unmapped page P, an index—the UPRLi—
pointing to the UPR containing P. When the physical address translation or the UPRL
index of an unmapped page (M = 0) is undefined in a TLB entry, a page fault is raised
and the OS page fault handler intervenes to provide the missing information. In order
to be able to provide the appropriate UPRL index on a page fault, the OS needs to be
aware of the exact contents of the UPRL. To do so, the OS can read the application’s
UPRL directly by mapping it in its own address space. The OS can also maintain, in a
data structure with a good search complexity, a copy of the UPRL which it updates
every time a page is added to the tree by the TMU. Note that the TMU detects a fake
UPRLi provided by a malicious OS upon accessing the tree-protected UPR list.
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5 Security Analysis

In this section, we argue the RAS tree and the TMU do not degrade the security prop-
erties of the underlying tree scheme (e.g., Merkle Tree). Analysis of tree traversal
shows our RAS tree defends against branch splicing attacks. We begin our analysis
with tree expansion, a key TMU mechanism.

Tree Expansion. Let 7 be a tree covering the X-page wide RAS R. Upon mapping a
new page P into R to form R’, the tree expansion procedure must transform 7 into a
tree T’ that can be used to authenticate R’. To do so, the TMU computes P’s page
cone Cp and integrates Cp into the tree. Cp’s computation does not degrade the secu-
rity properties of the underlying tree since 1) the integrity of the data used as leaves
by the TMU in this step is verified and 2) the root of the intermediate trees formed
during the construction of Cp are kept on-chip. When P is defined in the image, prop-
erty 1) is guaranteed by the authentication engine’s validation of P’s data leaves;
when P is a dynamically allocated stack or heap page, the data is fixed to the pre-
determined zero value so property 1) holds. Property 2) is by design.

Integration of Cp into T consists of updating the branch for the cone’s root—i.e.
Cp’s branch—to make the root of 7” reflect the state of R’. The integration of Cp into
T preserves the security properties of the underlying integrity tree because 1) the ad-
dresses of the branch nodes to be updated are computed by the TMU from a trusted
RAS index and 2) the nodes on the new branch are computed over verified data.
Property 1) holds because the addresses of branch nodes are derived from the RAS
index allocated to P, which is obtained from a trusted on-chip counter. Property 2)
holds because the TMU computes the new branch by recursively applying the authen-
tication primitive on trusted nodes—i.e. Cp’s root and verified siblings (nil nodes or
preexistent solid nodes that were verified prior to the cone’s computation).

Initialization. The security of the initialization procedure follows from security of the
tree expansion procedure. Indeed, initialization consists in recursive invocations of
the tree expansion procedure, initially on the empty tree. The TMU figures out which
pages of the virtual address space to add to the initial tree by reading the image header
through the authentication engine. The procedure thus builds an integrity tree cover-
ing all the data and code defined in the image without degrading the security proper-
ties of the underlying tree.

Runtime RAS Expansion is guided by the excluded and mapped bits of pages
touched by the application. The TMU checks the integrity of these bits by looking up
the UPR list and thus avoids mapping into the RAS pages that are already in the RAS
or are excluded from tree protection. Hence, the excluded and mapped bits ensure an
attacker cannot force the RAS expansion procedure to map into the RAS a page that
should not be mapped.

Tree traversal. With regard to tree traversal, the only difference between a VAS tree
and our RAS tree lies in the indirection mechanism provided by the RAS to determine
node addresses. When computing the addresses of the nodes on a datum’s branch, we
rely on both its RAS index and the datum’s virtual address. We thus need to ensure
they are genuine. The virtual addresses used by the application are genuine since they
are generated by integrity-protected instructions operating over integrity-protected
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data—i.e. both instructions and data are covered by the tree. Since each node in the
tree is computed using the virtual address of its children as an input to f, and since the
verification branch taken by the TMU depends on the RAS index used, the last step of
the branch verification procedure—uverification against the root—not only checks the
integrity of a datum but also checks that the right RAS index was used to verify the
datum. An OS trying to wage a branch splicing attack by corrupting the RAS index
will thus be detected.

6 Performance Evaluation

We now evaluate the impact of the RAS tree on initialization (Section 6.1) and run-
time overheads (Section 6.2). Our evaluation was carried out using the execution-
driven, cycle-accurate SimpleScalar simulator [2] to run nine SPEC2000 benchmarks
[8] as representative applications: applu, art, gcc, gzip, mcf, swim, twolf,
vortex and vpr. These are typically used by the computer architecture community to
evaluate performance of microprocessor features and implementations. Our RAS tree
and the VAS tree we use as a base case are implemented using the cached Merkle hash
tree scheme described in [4] (see Appendix A for background on cached integrity trees).
The hardware architectural parameters used in our simulations are in Table 1. To simu-
late paging, we implemented a simple LRU page replacement algorithm and assumed
the OS could service page faults infinitely fast (i.e. the OS is only limited by the
throughput of the hard drive). Unless mentioned otherwise, the memory span of ap-
plications is 32-bit, i.e. the distance between the start address of the lowest application
segment and the end address of the highest application segment is 2** bytes. The
benefit of our RAS approach will increase exponentially as the address space grows to
64 bits.

6.1 Initialization

We first show that dynamic trees Table 1. Architectural parameters

built over the RAS and managed by

the TMU reduce the memory capac- | CI;T::;::;CY | ;g':z |
ity and CPU time by several orders L1 18D Caches 64KB each, 2-way, 328 lines
of magnitude over equivalent VAS b?‘C;'ﬂlche Unified, 1'\';5 4-\|~ay. 64B line
. atency cycles
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. . : Page size 4 KB
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c . ash engine latency cycles
ﬁjom one appl}c?lt.lop to another Hash engine throughput 4 GB/s
since they are initialized to cover Hash algorithm SHA-1 (fruncated to 168)
: _ Tree arity / node size 4/16B
only those pages with contents de Ea dieiasiiisighpil 100 MBS

fined by the image. applu and
swim have the largest amount of




60 D. Champagne, R. Elbaz, and R.B. Lee

data defined by their image (both around 190 MB) and thus have the largest over-
heads (approximately 64 MB). The overheads caused by the TMU-managed trees are
on average three orders of magnitude lower than the ~4 GB overhead caused by VAS
trees. Figure 9 shows that the time taken for initialization closely follows the memory
overheads since every memory block covered by the tree must be processed during
initialization. Once again, the TMU dramatically reduces the overheads, by three
orders of magnitude on average.

WVAS Tree  [JOur RAS Tree

1x10'? [ WVAS Tree  [(]Our RAS Tree

1x10%
1x10°
1x10°
:
applu at goc  gzip mef swim  twolf vortex wpr applu art  gec  gzip mecf swim  twolf vortex  vpr

Fig. 8. Initialization-Time Memory Overheads. Fig. 9. Initialization latencies. Average reduc-
Average reduction with RAS: 3 orders of tion with RAS: 3 orders of magnitude.
magnitude.

Figure 10 shows the TMU and its RAS can accommodate 64-bit address spaces
with insignificant increase in memory overhead, while the VAS tree overhead is un-
manageable. It compares the memory overheads of the two schemes with gcc as an
example, for different memory spans. While the overhead of dynamic trees managed
by the TMU is constant, that of VAS trees increases with the memory span, going to
several exabytes (1 exabyte = 2% bytes) for a 64-bit memory span! Such an overhead
clearly prevents the scalability of VAS trees to larger virtual address spaces—unlike
our RAS tree.

1 zettabyte [ EVAS Tree [JOur RAS Tree |
1 exabyte
1 petabyte
1TB+

1GB+

TMB-

1KB+

= extrapolated data point
Fig. 10. Comparisons of tree overheads for different memory spans for gcc

6.2 Runtime

The size of VAS trees remains the same from initialization to completion of the appli-
cation’s execution. The size of RAS trees however increases with the application’s
dynamic memory needs. Figure 11 compares the memory overhead required for
the peak size RAS tree versus that of a VAS tree. It shows that even at its peak size,
the TMU-managed tree is still, on average, three orders of magnitude smaller than the
equivalent VAS tree.

We also ran numerous performance simulations to evaluate the impact of our
method on the runtime execution performance, measured in Instructions executed Per
Cycle (IPC). The IPC count with our TMU implementing RAS memory authentica-
tion is normalized to the IPC of an application without any integrity tree protection.
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No performance degrad- 11 B VAS Tree ] Our RAS Tree
ation is indicated by an ;g

IPC of 1. The results have .o
been obtained by simulat-

. S . 1KB
ing 500 million instruc-

tions on Simple-Scalar, 1B
after having skipped 1.5
billion instruc-tions, to Fig. 11. Runtime Memory Overheads. Average reduction with
obtain steady-state perfor- RAS: 3 orders of magnitude.

mance. We studied how

varying hardware implementation, parameters, like cache size, page size, memory
bandwidth, and disk bandwidth affect the relative performance of VAS and RAS trees.

On the average, a TMU-managed tree degrades the IPC count by 5.15% with re-
spect to no integrity tree and by 2.50% with respect to a VAS tree, an acceptable
performance hit in most cases. For the latter, although the height of a RAS-tree is
always smaller than that of a VAS tree, the TMU seldom outperforms IPC perform-
ance for a VAS tree, due to the caching of tree nodes (in both VAS and RAS trees).
Because the microprocessor is considered our hardware security perimeter, data in on-
chip caches inside the microprocessor, including cached and validated tree nodes, are
considered trusted and safe from attacker manipulation. This caching of tree nodes
effectively makes lower level nodes into local sub-tree roots that allow for quick veri-
fications in tall trees.

Considering the extra work needed to add pages and grow the RAS tree during run-
time execution, our performance evaluations show that the runtime performance
overhead is negligible, while achieving huge benefits in memory overhead and ini-
tialization overhead.

applu  art gee  gzip mef swim twolf vortex wvpr

7 Conclusion

In this paper, we have shown that PAS trees (integrity trees over physical address
spaces) are vulnerable to branch splicing attacks. We described in detail the branch
splicing attack to which PAS trees are susceptible but VAS trees (integrity trees over
virtual address spaces) are immune to. We explained why VAS trees generate
overheads (in space and time) so large as to deter their deployment for memory au-
thentication in general-purpose computers. We then introduced the concept of a dy-
namically expandable integrity tree, spanning a novel Reduced Address Space (RAS).
One novel aspect of our RAS tree is that it keeps track of both used and unused
pages—we save space by combining unused pages as Unused Page Ranges (UPRs),
and providing full integrity tree coverage to used pages. Our RAS tree is efficiently
managed by our proposed Tree Management Unit (TMU). At runtime, our TMU
maps into the Reduced Address Space (RAS) only those pages needed by the applica-
tion and builds an integrity tree over this dynamically expanding RAS. Compared to
existing VAS trees, our solution decreases the initialization latency and the memory
overheads by two to three orders of magnitude for 32-bit virtual address spaces
(VAS), with only a 2.5% hit on the runtime IPC count, in spite of the extra work in
growing the RAS tree. As opposed to VAS trees, our RAS solution can easily scale up
to provide memory authentication for large 64-bit virtual address spaces.
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Appendix A: Memory Integrity Trees

Existing techniques preventing the active attacks presented in our threat model are
based on tree structures [1, 3, 6, 14]. The common philosophy behind these methods
is to split the memory space to protect into N equal size blocks which are the leaf
nodes of a balanced A-ary integrity tree. The remaining tree levels are created by
recursively applying a function f—which we call the authentication primitive—over
A-sized groups of memory blocks, until the procedure yields a single node called the
root of the tree. The root reflects the current state of the memory space; making the
root tamper-resistant thus ensures tampering with the memory space can be detected.
The tree in Figure 1 is a 2-ary (binary) integrity tree.

Tree Authentication Procedure. For each memory block B, there exists a branch,
starting at B and ending at the root, composed of the tree nodes obtained by recursive
applications of f on B. When B is fetched from untrusted memory, its integrity is veri-
fied by recomputing the tree root using the fetched B and the nodes—obtained from
external memory—along the branch from B to the root. We know B has not been
tampered with when the recomputed root is identical to the on-chip root.

Tree Update Procedure. When a legitimate modification is carried out over a mem-
ory block B, the corresponding branch, including the tree root, is updated to reflect the
new value of B. This is done by first authenticating the branch B belongs to, then
computing on-chip the new values for the branch nodes, and storing the updated
branch and storing the tree root on-chip.

Merkle Tree. In a Merkle Tree [1, 14], fis a cryptographic hash function; the nodes
of the tree are thus simple hash values. The generic verification and update proce-
dures described above are applied in a straightforward manner. The root of this tree
reflects the current state of the memory space since the collision resistance property of
the cryptographic hash function ensures that in practice, the root hashes for any two
memory spaces differing by even one bit will not be the same. The integrity trees in
[3, 6], use different cryptographic primitives for f, but apply the same principles.

Cached Integrity Trees. [4] proposes to cache tree nodes in the on-chip L2 cache.
Upon fetching a tree node from main memory, it is checked, stored in L2 and trusted
for as long as it is cached on-chip. As a result, during tree authentication and tree
update procedures, the first node encountered in cache serves as a local root and ter-
minates the procedures.
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Abstract. For a private information retrieval (PIR) scheme to be de-
ployed in practice, low communication complexity and low computation
complexity are two fundamental requirements it must meet. Most ex-
isting PIR schemes only focus on the communication complexity. The
reduction on the computational complexity did not receive the due treat-
ment mainly because of its O(n) lower bound. By using the trusted hard-
ware based model, we design a novel scheme which breaks this barrier.
With constant storage, the computation complexity of our scheme, in-
cluding offline computation, is linear to the number of queries and is
bounded by O(y/n) after optimization.

1 Introduction

Private Information Retrieval (PIR) was first formulated by Chor et al. in [5].
It offers a strong privacy assurance since it disallows any leakage of user query
information. Although PIR should be the ideal privacy guardian of commercial
database users, this did not happen. The reason is its prohibitively high cost, as
pointed out by Sion and Carbunar [12]. Their analysis shows that a carefully de-
signed PIR scheme with sophisticated cryptographic techniques costs even more
time delay than the most trivial solution of transferring the entire database. The
culprit for this unexpected effect is the expensive computation cost, which dom-
inates the overall time delay. In the standard PIR model, the lower computation
bound is obviously O(n) where n is the database size. A new model based on
trusted hardware was introduced in [7I8], which has a logarithm communication
complexity and constant online computational complexity. Nonetheless, those
schemes are not practical either, since they have to periodically shuffle the en-
tire database. Considering the scale of modern databases, a full database shuffle
disrupts the database service.

The objective of this paper is to narrow the gap between the ideality and
the practicability of PIR. We construct a practical PIR scheme using the same
trusted hardware model as in [7I8T4]. With a constant storage cost of the trusted
hardware, our construction requires O(logn) communication cost and O(y/n)
computation cost per query including constant online computation and amor-
tized offline computation.
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Related Work. Many PIR constructions were proposed to reduce the commu-
nication complexity, including [AITOT02]. As shown in [I3I7R8IT4], the
communication complexity can be reduced to O(logn) by using a trusted hard-
ware embedded in the database server. In this model, a trusted hardware is
able to perform encryptions/decryptions and has a secret cache of reasonable
size for storing retrieved data items. Further advantage of this type of schemes
is the O(1) online computation cost for each query. However, all of them
require a database re-encryption and re-shuffle whenever the cache is full.
Since the available space in the cache decreases linearly with the number of
queries, a full database shuffle is performed frequently which requires O(n)
operations.

The previous work focusing on computation cost reduction is [3], where Beimel
et al. proposed a new model called PIR with Preprocessing. This model uses
k servers each storing a copy of the database. Before a PIR execution, each
server computes and stores polynomially-many bits regarding the database. This
approach reduces both the communication and computation cost to O(nl/ ke
for any e > 0. However, it requires a storage of a polynomial of n bits, which
is infeasible in practice. A recent scheme [I5] improves the communication
and computation complexity to O(log?n) with a cache storing O(y/n)
records.

We notice that the trusted hardware based PIR model is similar to the model
in ORAM [6]. But we stress that the ”square root” complexity in [6] and our
result are in different context. The square root solution of ORAM requires a
sheltered storage storing y/n words, which is equivalent to using a cache storing
v/n items in the PIR model. Our scheme in this work, however, only uses a
constant size cache.

Roadmap. We define the system model and the security notion of our scheme in
Section 2l A basic construction is presented in Section [B] as a steppingstone to
the full-fledged scheme in Section Fl Performance of our scheme is discussed in
Section [l and Section [6] concludes the paper.

2 System Model and Definition

System Model. Our scheme follows the trusted hardware model used in [8I[7IT4].
The architecture consists of a group of users, a database D modeled as an array of
n data items of equal length denoted by dy, ds, - - - d,,, respectively, and a database
host H where D is stored. A trusted component denoted by T is embedded in
H. To retrieve d;, a user sends to T a query specifying the index i. T then
interacts with H which operates over the encrypted database, and at the end
of the execution, T returns d; to the user. We assume that the communication
channel between users and T is confidential.

T is a tamper-resistant hardware with a cache for storing up to k£ data items,
k < n. No other entity (except T itself) is able to tamper T’s protocol executions
or access its private space including the cache. T is capable of performing certain
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cryptographic operations, such as symmetric key encryptions/decryptions and
pseudo-random number generation. In practice T can be implemented by using
a specialized trusted hardware such as IBM PCIXCC [1].

Security Definition. The adversary in our model is the database host H, which
has polynomial-bounded computational power, and attempts to derive informa-
tion from the PIR protocol execution. The adversary is able to not only observe
accesses to its space, including all read/write operations on the database, but
also query the database like a legitimate user.

We use access pattern to describe the information observed by the adversary
within a time period of protocol execution. When T accesses H’s space including
the memory and disks, H observes the data in use and the involved positions.
The access pattern of length m > 1 is defined as a sequence of m elements
(a1, , ), where each «; represents the information observed by H during
an access to H’s space. We use A p to denote the set of all possible access patterns
generated by querying the database D.

The security notion in ORAM [6] is used here to measure the information
leakage from PIR query executions. A secure PIR scheme should ensure that
the adversary does not gain additional information about the queries from the
access pattern, except the a-priori information. This notion is similar to perfect
secrecy defined for ciphers where an adversary obtains no additional information
about the plaintext from the ciphertext. More formally, let @ be the random
variable representing a user query, whose value is the index of the requested
item, denoted by ¢ € [1,n]. Pr(Q = ¢), or simply Pr(q), denotes the probability
that a query is on dg4. Then, the notion of privacy is defined as:

Definition 1. A PIR scheme is secure, iff for every database of n € N items,
given a user query, for every valid access pattern, the conditional probability for
the event that the query is on any indez q is the same as its a-priori probability,
i.e. VD ={dy, - ,d,},¥q € [1,n],YA € Ap,Pr(Q = ¢q|A) = Pr(Q = q). a

3 Basic Construction

3.1 Overview

We briefly recall the idea of the schemes in [RI7IT4] which are the predecessor of
ours. During the system initialization, the database is encrypted and permutated
by a trusted authority. All subsequent retrievals are operated upon the encrypted
database. The database service is provided in sessions. A session starts when T’s
cache is empty and ends when it is full. During a session, T retrieves the requested
item from the database if it is not in the cache; otherwise, a random item is read.
At the end of the session, the entire database is shuffled, and then a new session
commences. The objective of database shuffles is to re-mix the touched records
within the database, so that the database host has no idea whether a record in
the newly shuffled database has ever been read.

We observe that shuffling the entire database is not indispensable, as long
as user queries generate access patterns of identical distribution. Based on this
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observation, we in in this work propose a new PIR scheme with partial shuffles,
where only those records that have ever been accessed are shuffled. We also
design a novel twin retrieval method, which forces user queries to generate access
patterns of the same distribution. A conceptual view of the protocol execution
is as follows. A record is labeled black if it has ever been accessed. Otherwise,
it is white. During the system initialization, T generates a secret key sk for a
semantically secure cipher, and a secret random permutation o : [1,n] — [1,n].
Every item d; in D and its index ¢ are encrypted under sk and written into the
o(i)-th position of Dy as a record. In the rest of the paper, we refer to an entry
in the original database D and its location as item and index, and refer to an
entry in the encrypted database and its location as record and position. We use
d; to denote the i-th item in D, and a; to denote the i-th record in the shuffled
database. After Dy is generated, all records in Dy are initially white.

Our PIR service also proceeds in sessions, and the encrypted database in the
s-th session is denoted by Ds. During a session, for each user query T executes
a twin retrieval: if the requested item d; is in the cache, T reads one random
black record and one random white record from Dy; otherwise, T reads the
corresponding record and reads one random record in a different color. After
the cache is full, T then generates a new random secret permutation 7wz for
all black records and updates D into Dsi1 by shuffling and re-encrypting all
black records. Those white records remain intact. After the partial shuffle, H
only knows that a black record has ever been read, but does not know in which
session and how many times it has been accessed.

The key problem in implementing this approach is how T securely decides
whether a record is black or white. While the label bits of the black records are
set, T can not directly access H to check those bits since the access implicates
that those records are sought by T. In the following, we assume that T’s cache
is big enough to accommodate the positions of all black records, so as to facil-
itate better understanding the idea of our new PIR approach. We remove this
assumption in Section @] by introducing an improved construction.

3.2 A Basic PIR Scheme

We use an array B to keep the black positions in an ascending order. If a, is a
black record and B[i] = x, we say that ¢ is the B-Index of a,. B is stored in H’s
space and maintained by H: whenever a record is read, it updates B. We use
Bs to denote B’s state in the beginning of the s-th session. T copies B into its
cache before a session starts. During a session, B is updated, whereas T’s copy
is not changed. Note that for each record read into the cache, T needs to store
the corresponding data item and its index in the cache. We denote the cache
content by C and use C.Ind to denote the set of all stored indices.

A permutation 7s, s > 1, specifies the mapping between the sets of black
positions in Dg and Dy. It is essentially a permutation of B-indexes of all black
records. Let Zjp) = {1,2,---,|B|}. Formally, the permutation 7, : Zg| — Zp|,
is defined as: 75(i) = j if and only if Ds[Bs[j]] and Dy[Bsli]] contain the same
item, which is D[o~(B,[i])]. Note that o is a mapping between all entries in
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Dy and D. The relations among these notations are D == Dy = D,. With
Bs, s and o, we are able to locate a record in Dy for a given item index. The
PIR protocol proceeds in sessions shown below.

Session 0. T executes k queries using the retrieval algorithm in [T4]. Specifically,
for a query on the i-th item of D, i € [1,n], if the requested one is not in T’s cache
C, T reads the o(i)-th record from Dy into C. Otherwise, T retrieves a random
record. At the end of the session, T generates a new random secret permutation
m : [1,k] — [1, k]. Tt shuffles the k black records according to m; while leaving the
white records intact. Since all records to be shuffled are in C, T simply re-encrypts
and writes them out sequentially to generate Dy, and clears the cache.

Session s > 1. When session s starts, C is empty. T processes k/2 queries in the
session. For a user query, T executes Algorithm [I] shown below. At the end of
the session, T executes Algorithm 2] to shuffle all black records.

Algorithm 1. Basic Twin Retrieval Algorithm in Session s > 1. Input: a query on
1,1 € [1,n], Bs[l, (s + 1)k/2]. Output: the item d; € D.
1: Through the secure channel, T accepts a query from the user requesting the i-th
item in D.
2: if ¢ ¢ C.Ind then
3 j=o(i).
4:  binary-search j in Bs; /*we do not elaborate the binary-search algorithm since it
is a standard one*/
if exists u, s.t. Bs[u] = j then
d; is black; Read Ds[Bs[ms(u)]] as d; and read a random white record;
else
d; is white; read a random black record and read D,[j] as d;;
9:  end if
10: else
11:  read a random black record and a white record from Dy into C.
12: end if
13: return d; to the user.

We now explain the retrieval algorithm (Algorithm [Il) and the shuffle algo-
rithm (Algorithm [2). In Algorithm [l T searches B to determine the color of
the requested record. For a white record, T directly uses its image under o to
read the data, since it has never been shuffled. For a black records, T computes
its B-index under 7 and then looks up Bjs to locate its position in Dg. Since By
is inside T’s cache, all accesses are not visible to the server. For a query execu-
tion, H only observes one read to a black record and one read to a white record.
After k/2 queries, the cache is full, where half are black and half are white. B
maintained by H now has (2 4 s)k/2 entries.

The partial shuffle is to mix the black records including those newly retrieved
during the session, so that they are randomly relocated in D 1. The basic idea of
the algorithm is the following: T updates the black positions in Dy sequentially.
For each black position, T figures out the location of its preimage under ms1.
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Algorithm 2. Basic Partial Shuffle Algorithm executed by T at the end of s-th
session, s > 1. Input: B with (2 + s)k/2 black records, cache C with k/2 black and
k/2 white records; Output: Ds1.

1: scan B. For each item in the cache, calculate its index in B.

2: secretly generate a random permutation 7s+1 : Z|g| — Z|p|-

3: for (1 =14 =1;i < sk/2;i++) do
: Jj= 7r;r11 (i/)Q

while 0™ (B;[j]) € C.Ind and i’ < sk/2 do

i =i +1; j =n_('); /xfind one not from Cx/

end while

count § as the number of white indexes in C which are smaller than j,
9:  compute v = 7s(j — §); read Ds[Bs[v]].
10:  if i #4' then

11: Re-encrypt Ds[Bs[v]] into Ds41[B]i]];

12:  else

13: Insert D,[Bs[v]] to cache. Retrieve the corresponding item from C and re-
encrypt it to Dsy1[BJi]].

14:  end if

15: =4 +1;

16: end for

17: write the remaining k records in C to Dsy1 accordingly, securely eliminate ms_1.
18: copy B into the cache as Bsi1. End the session.

If the preimage is in C, T finds the next position whose preimage is not in C
(as shown in Step 5, 6, 7). The computation of the preimage location involves
the composition of 7r;r11 and 7. Since 7r;+11’s range is larger than 7,’s domain, a
translation from an index in Bg11 to By is needed (Step 8). As Bsy1 is actually
a combination of sorted Bs and the white positions (positions of newly retrieved
white records) in sorted C, we are ensured that Bsy1[i] = Bs[i — 0] (Step 8),
where 4 is the number of white indices in C smaller than i. The average cost of
finding § is O(logk) (The cost can be reduced to O(1) by keeping two copies
of B in the cache and using pointers to link them.). Among the variables used
in Algorithm [2 B[i] points to the black position in Dgy; for writing whereas
B;[i'] points to the black position in Dy for reading. None of them decreases.
Therefore, the overall complexity is O(sklog k).

3.3 Security Analysis

Due to the length limit, we only formalize the security of our scheme by pre-
senting the following lemmas, whose proofs are available in Appendix. Lemma /Il
shows that the basic partial shuffle (Algorithm [2) is uniform in the sense that
after the partial shuffle at the end of Session s, the previous black records in
D, and the white records retrieved during the session are randomly re-located
to Dsy1. Thus, all black records appear indistinguishable to H. Then, Lemma [2]
claims that at any time, the access patterns for any two queries of the basic
twin retrieval algorithm (Algorithm [I) have the same distribution. Finally, by
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the results of Lemma [I] and Lemma [l we prove in Theorem [l that the basic
PIR scheme is secure, satisfying Definition [I

Lemma 1 (Uniform Shuffle). The basic partial shuffle algorithm performs a
uniform shuffle on all black records. Namely, Vs > 0, V3,7 € By,

Pr(Ds[g] ~ Doli] | Ao, Ro, -+, As—1, Rs—1) = 1/|Bs],

where A; and Ry, 1 € [0,s — 1] are the access pattern and the reshuffle pattern
for the l-th session, respectively. Dg|g] ~ Dqli] means D[] and Dyli] have the
same plaintext.

Lemma 2 (Uniform Access). Let Q) be the random variable for the requested
item’s index in D. Let (X,Y) be the two-dimensional random variable for the
positions of the black record and the white record accessed in the twin retrieval
algorithm corresponding to Q. ¥q1,q2 € [1,n], suppose A is the access pattern
when Q = q1 or Q = qo is executed, then Pr(X = x,Y =9) | 4,Q = q1) =
PI‘((X =uz,Y = y) | AQ = CI2)-

Theorem 1 (Security of PIR). Let Ax be the access pattern of K database
accesses. For query Q,Vq € [1,n], VK € N, VAk, Pr(Q = q | Ax) =Pr(Q = q).

4 A Construction without Storage Assumption

In this section, we propose an improved scheme without assuming T’s capability
in storing B. As we mentioned earlier, the exposure of accesses to B leads to
security breaches, since it indicates that the accessed ones are entries pertaining
to the query in execution. Informally, the access to B requires a PIR-like solution.
A trivial solution is to treat B as a database and to run a PIR query on it.
Surely, the cost of this approach seriously counteracts our effort to improve the
computational efficiency. We design a much more efficient solution due to the
fact that T has the prior knowledge of those accesses.

4.1 Auxiliary Data Structures

Management of Black Positions. Recall that Dy is a result of a partial
shuffle under the permutation 7, : Zg| — Zp|. We use |B| pairs of tuples (z, y)
to represent this mapping, where = € Z,, is a position in Dy and y € Z,, is the
corresponding position under 7, in D;. T selects a deterministic symmetric key
encryption scheme e(-) and a secret key w. Let f,(z) = H(eu(z)), where H is
a hash function. These |B| half-encrypted pairs are stored in an sorted array
L = [(ful@1),y1), (fulz2),y2) -+, (fulz|B)),yB])], where y1 < --- <y p. Note
that the sequence of y-values in L is exactly array B, which explains why we
leave y-values in plaintext. However, B is updated by H due to query executions
whereas L is not. We also build a complete binary search tree I' where the tuples
in L are the leaves in the following manner: from left to right, the leaves are
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sorted in an ascending order of f,(x) values. All the |B| — 1 inner nodes are
integers randomly assigned by T according to their left and right children.

T makes use of L and I" to decide whether an item is a white or black record,
and to read a specific or random black record.

— To read an item with index x: If f,(o(x)) is smaller than the leftmost leaf
or larger than the rightmost leaf of I, T immediately knows that o(z) is a
white position. Otherwise, it runs a binary search for f, (o(z)) in I". Suppose
that the search ends at a leaf node (f,(2'),y). If f.(z) = fu(2'), y is the
position of the requested item; otherwise, y is taken as a randomly selected
black position.

— Random search: Starting from the root, T tosses a coin at each level to select
either the left child or the right child as the next node to read. In the end,
it returns a leaf.

L and I are (re)constructed at the end of each session. L is initialized when T
executes the partial shuffle under 75 whose algorithm is explained Section
During a shuffle, T sequentially writes to those positions stored in B, which
is exactly y-values in L. Therefore, for each data item d; relocated to the black
position stored at B[r], T sets L[r] = (fu(c (7)), Blr]), where u is a new encryption
key. Once L is established, construction of I is straightforward.

Management of White Positions. We need to manage white records as well.
The |B] black records virtually divide the database into white segments, i.e.
blocks of adjacent white records. We use an array W] in H’s space to sequentially
store these white segments, such that W[i] = (I, m, M) indicating that the i-th
white segment in the database starts from the record a; and contains m white
records. We set W[i|.M = z;;ll Wj].m+1 such that a; is the W[i].M-th white
record in the database. Different from L and I', W is managed by H. T makes
use of W to read white records in the following manner.

— To read the white record with index x: T runs a binary search on W for the
address o(z), such that it stops at W[i], such that Wi].l < o(z) < W[i+1].1.
Then, it reads the o(z)-th records from Dj.

— Random search: T generates € [1,n — |B|]. Then it runs a binary search
on W for the r-th white record in Dy, such that it stops at W[i], such that
Wlil.M <r < Wi+ 1].M. Finally, it returns y = W/[i|.l +r — W[i].M.

For both cases, H only observes two search paths, which H cannot differentiate
the two types of retrievals.

We need to store more information in C as well. Suppose that T retrieves a
record a; into C. A new entry is created as a tuple (Blndex, Color, Ind,Data)
where Ind and Data are the corresponding item’s index and value, respectively;
Color is set to "B’ if a; was black before retrieval; otherwise Color is set to "W’;
BIndex is set to a;’s B-Index with respect to Dy. We use C[i] to denote the i-th
entry of the cache, C.Ind to denote the set of all entries’ Ind values, C.BIndex
to denote the set of all entries’” BIndex values. Note that B is no longer used,
as B is not stored in C.



72 Y. Yang et al.

4.2 The Improved Scheme

We are now ready to present the scheme. It proceeds in a similar way as the
basic scheme in Section The difference is that since Session 1, T executes
Algorithm [B] for a query execution and Algorithm @ for the partial shuffle. Algo-
rithm [3] shows how to process a query during the s-th session, s > 1. Note that
|B| = (s + 1)k/2 when session s starts.

Algorithm 3. Improved Twin Retrieval Algorithm in Session s > 1, executed by T.
Input: a user query on i € [1,n]. Output: the data item d; € D.
1: Through the secure channel, T accepts a query from the user requesting for the
i-th item in D.
2: min = B[1]; max = B[(s+1)k/2]; /*(min, max) is the range of black positions.x/

3: i =o(i);

4: if i € C.Ind then

5. randomly search I" which returns (fu.(x),y). Then j, «— y.
6:  randomly search W which returns j..

7

8

. else
if i < min or i/ > maz then

9: randomly search I" which returns (fu(z),y). Then j, < y.
10:  else
11: search I" for f,(i') which returns {f.(z,y)). Then j, < y.
12:  end if
13:  if fu(x) = fu(i') then
14: randomly search W which returns j.
15:  else
16: search W for i’, which returns (I, m, M). Then j,, < i’.
17:  end if /«Note that f.() is deterministic.x/
18: end if

19: read the j,-th and the j, records from D, and creates two new entries for them
C accordingly; return d; to the user.

Access Pattern of Retrievals. We use As to denote the access pattern produced
by Algorithm [Bl There are three types of accesses to H’s space. The first type
is the database accesses. For simplicity, we use the accessed black and white
positions, denoted by («;,a}), as the access pattern in the i-th query execu-
tion. The second type is the accesses to W during the searches. The output of
a binary search on W determines the involved search path. Furthermore, the
output of a search can be derived by observing the subsequent database access.
Therefore, the second type of accesses does not reveal extra information. We do
not include it in As. The third type is the retrieval of elements in I'. Similar
to the previous reasoning, the access to I' does not divulge extra information
and is not included either. According to Algorithm [ totally k/2 queries are
executed in a session. Thus, the access pattern produced during the s-th session
is As = (a1, a0, -+, ag)a, a;/2>. The access pattern in Session 0 is an exception,
since one record is retrieved per query: Ag = (g, -+, ak).
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Algorithm [ shows how to perform a partial shuffle at the end of the s-th
session. Note B has expanded from (s+1)k/2 elements to (s+2)k/2 elements due
to the k/2 retrievals of white records in this session. The partial shuffle process
requires (s + 2)k/2 database writes and sk/2 database reads. We remark that
the computation cost for constructing I'” is not expensive for the following two
reasons. First, those operations are memory based integer comparisons, which
are much cheaper than database accesses. Second, the sorting process can be
done by H.

Algorithm 4. Improved Partial Shuffle Algorithm executed by T at the end of s-th
session, s > 1. Input: cache C with k/2 black and k/2 newly retrieved white records;
Output: Dsy1, I and L'.
1: scan B and assign the Blndex field for each entry in C. Specifically, for every
1<b< |B|, if Ja € [1, k], s.t. 0(Cla].Ind) = B[b], then set Cla]. BIndex = b.
2: generate a secret random permutation 7s+1 : Z|g| — Z|p|, and a new encryption
key u’.
for (i =1 = 1;i < sk/2;i ++) do
Jj= 7Ts_-&1 (i/)§
while 0! (B[j]) € C.Ind and i’ < sk/2 do
i' =i +1;j=n.({); /xfind one not from Cx/
end while
count ¢ as the number of white indexes in C which are smaller than j,
9:  compute v = L[ms(j — 0)].y; Read Ds[v]. Suppose that Ds[v] = Esk(x,ds).
10:  if ¢/ =i then

11: Re-encrypt Ds[v] into the Dgi1[BJ]];

120 L'fi) — (fu(o(2)), BED;

13:  else

14: insert a 4-tuple (0,’B’, x, d) into C.

15: find [ € [1, k] satisfying C[l]. BIndex = n_ ", (i). Insert Eq(C[l].Ind,C[l].Data)
to Dst1[Bli]].

16: L'[i] < {fu (o(C[l].Ind)), B[i]).

17:  end if

18 {=i"+1

19: end for

20: write the remaining k records in the cache to D11 and assign L’ accordingly.
21: construct I based on L’ and discard =g, L, I".

Access Pattern of Shuffles. We use R, to denote the access pattern produced
by Algorithm H at the end of the s-th session. There are three types of accesses.
The first type is the accesses to B. However, since all accesses to B are in a
predetermined order, they do not leak any information (they can be generated
correctly by H without observing the execution). We exclude them from R.
The second type is the read and write accesses to the database. According to
our algorithm, a read access is always followed by a write access. The sequence
of the writes are known to H before the shuffle, since it follows the sequence
of positions in B. Furthermore, the contents of the writes are new ciphertext
under a semantic secure encryption. Therefore, the access pattern of writes does
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not expose information to H. Considering the read pattern only, we use «;, the
position of the i-th read access, to represent the access pattern.

The third type of accesses is the read operations on L and the write operations
on L'. Every write to L’ is always preceded by a read access to the database.
Moreover, the sequence of writings to L’ and the contents of L, except those
encryptions, can be determined by H without observing the execution. Therefore,
the write accesses on L’ do not leak information. Every read operation on L
exposes the touched index of L and a black position y. However, the exposed
black position y can also be determined by observing the subsequent database
read. Since L is known to H, knowing the black position y naturally implies the
knowledge of its position in L. Thus, it suffices to represent the access pattern
only using the database accesses, i.e. Rs = (a1, -+, agp2), where a; € [1,n],1 <
i < sk/2.

The shuffle at the end of Session 0 is a special case, where all records to be
shuffled are in T’s cache. T simply writes them out to the corresponding positions
following the permutation 71, in which case, Rg = 0.

4.3 Security Analysis

Security analysis of the improved scheme is based on that of the basic scheme.
By Lemma [Bland Lemmal[dl, we show that the improved partial shuffle algorithm
(Algorithm M) and the improved twin retrieval algorithm (Algorithm [B]) also
perform a uniform shuffle and a uniform access, respectively. This in turn implies
that Theorem [I] also holds for the improved scheme.

Lemma 3. Lemmal[d also holds for the improved partial shuffle algorithm (Al-
gorithm 7).

Proof (sketch): We compare the access patterns of the improved scheme with
those of the basic scheme. The analysis in Section £ I has shown that the accesses
to I' and L do not leak extra information. Both shuffle patterns have the same
distribution, since they are only determined by the permutations in use. Thus
the proof for Lemma [ is also valid for Algorithm [El O

Lemma 4. Lemma [ also holds for the improved twin retrieval algorithm (Al-
gorithm[3).

Proof (sketch): The only difference between patterns generated by Algorithm [Tl
and Algorithm [B] is that the latter uses the search of I" to generate a random
black record. Nonetheless, under the random oracle mode, the function f,(-)
outputs a random number. (I

5 Scheme Complexity

The communication cost of our scheme remains the same as other hardware-
based PIR schemes [8[7IT4]. Namely, it requires O(logn) communication com-
plexity, as the user inputs a logn-bit long index of the desired data item, and T
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returns exactly one item of constant length. The database read /write are counted
as a part of the computation cost. Note that O(logn) is the lower bound of com-
munication complexity for any PIR construction.

When considering the computational complexity, we regard an access to the
host H’s space and a decryption/encryption as one unit of operation. In the s-th
session, a query retrieval using Algorithm [B] requires O(log(sk)) operations due
to the task of a binary search in I'. A partial shuffle at the end of the s-th session
requires O(sklogk) operations. Thus, the overall computation cost in all s-th
sessions is O(s2k log k) for totally (2+s)k/2 query executions. Consequently, the
average cost per query for s sessions is O(slogk), which is independent of the
database size.

When the session number s reaches the order of n, the advantage of our scheme
diminishes. A remedy to this problem is to shuffle the entire database at the end
of the t-th session. The full shuffle resets the system to its initial state (Session
0). All records are colored white again, as the traces of all previous accesses are
removed. Since an early full shuffle might not be able to fully exploit the benefits
of partial shuffles, it is necessary to determine an optimal ¢. Recall that a full
shuffle costs O(n) operations. With a full shuffle for every ¢ sessions, the total
cost for s sessions becomes O((t?k log k + n)s/t) and the average cost per query
is O(tlog k+n/tk) which is minimal when ¢t log k = n/tk. Therefore, the optimal

value for t is , /, ", . The cost per query becomes O(\/"k,;gk).

A comparison of our scheme against other PIR schemes is given in Table [
Note that all previous hardware-based schemes [7ISI3IT4] claim O(1) compu-
tation complexity since they only count the cost of database accesses. In fact,
all of them requires O(log k) operations to determine if an item is in cache. Our
scheme also has O(1) database read/write, though we need an additional cost for
a binary search in I'. For those PIR schemes without using caches, the computa-
tion cost per query is at least O(n). From the table, it is evident that our scheme
substantially outperforms all other PIR schemes in terms of average query cost
by paying a slightly higher price of online query processes.

Table 1. Comparison of Computation Performance

Cost of online query Average overall cost

Schemes

process per query
Our scheme O(logs+logk) O(slog k)
Our scheme with full-shuffles O(logs+logk) O(\/"ICI’Cg )
Scheme in [14] O(1) O(n/k)
Scheme in [7I8] 0(1) O(™los™)
Scheme in [13] 0O(1) O(n)
Other PIR schemes without O(n) O(n)

using caches
Notations: n: the database size; s: the number of sessions; k: the size of the cache,
k<< n.
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Conclusion

All existing PIR schemes have O(n) computational cost for each query. In this
paper, we broke this barrier using a novel approach for database retrieval and
shuffle. The average cost per query is reduced to O(s) where s is the number
of queries, or O(y/n) in maximum if an optimization is used. We proved the
security of our scheme.
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Appendix

Proof of Lemma [I] (Sketch): This proof is nearly the same as Lemma 1 in [I4]
with the only difference being what records to be shuffled. An intuitive expla-
nation is that we can treat the black record set pointed by By as a database in
[14]. There exist two critical points of the proof. 1) For any record in the cache,
the probability of a black position in Dy being chosen as the shuffle destination
is exactly ég. In other words, its image position in By is uniformly selected.
This is obvious since its is determined by a random 7s. As it is written from
the cache, the selection of the position is independent of those access patterns.
2) For any record not in the cache, its preimage position in the previous shuffle
was uniformly chosen from black positions in Ds_; pointed by Bs_;. This is
addressed by using induction on s. O

Proof of Lemma [2 (Sketch): Assume that @ is executed at session s. We prove
the theorem by examining the cases when s =0 and s > 1.

I: s =0. The theorem clearly holds as Dy is a random permutation of D. There-
fore, for each instance of @ on D, its image Y on Dg is uniformly distributed.
X is always 0.

II: s > 1. According to the algorithm, for a query @, a black record and a white
record are read. Define I = {i|i € [1,n],i € C'} containing the indices whose
corresponding items are in the cache, and J; = o~ (Bg) \ I containing the
indices of black records, but presently not in the cache, and Jo = [1,n]\ (IU.Jy),
containing the indices whose corresponding items have never been accessed so
far. To prove the theorem, it is sufficient to demonstrate that for any ¢ € [1, n],
Pr(X =2,Y =y) | A, Q = ¢) remains the same in the following cases covering
all possibilities of ¢.

— Case (1) g € Jy. T reads the corresponding black record and a random white
record from D. Due to Lemma/[l the corresponding record could be in any
position in B with the same probability. Therefore Pr(X =z | A, q) = IBlsl'
Y is a random retrieval, which is independent of A. Therefore, Pr((X =
z,Y = y) | A7Q = Q) = (|Blg|7 n_|lBS|)'

— Case (2) ¢ € Jo. T reads a random black record and the corresponding
white record from Dg. The position of the white records is determined by o.

Therefore, Pr(Y = y| A, q) = n7|135|' X is a random retrieval independent
from A. Therefore Pr((X =2,V =y) | A,Q =q) = (Iésl’ nfllle).

— Case (3) ¢ € I. Both X and Y are randomly retrieved. So Pr((X = z,Y =
DIAQ=9= (5 nin)

This completes the proof. ([
Proof of Theorem [I (Sketch): It is equivalent to prove that VK € N, Pr(Ag |

@ = q) = Pr(Ak). Fix a session s, we prove the theorem by using induction on
the size of Ag.
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I: When K = 1, our target is to prove that Pr(X = z,Y =y | Q = ¢q) =
Pr(X =x,Y =vy), Vz,y € [n].

Pr(z,y) = >, Pr(z,yli)Pr(i). Consider Pr(z,y | 7). There are two cases:

— The record corresponding to 4 is in Bs. Therefore, Pr(z) = |Bl E due to the
initial permutation; Pr(y) = | B.| due to random access.
— The record corresponding to i is in [n]\Bs. Therefore, Pr(z) = |B > due to

random access; Pr(y) = due to the initial permutation.

n— IB |
Thus, in both case Pr(z,y | i) = (IAI’ n—llAI) for both cases. Obviously, Pr(z, y |

i) = Pr(z,y | j) for all i, j € [1,n]. Consequently, Pr(z,y) =Pr(z,y | ¢ >.;_, Pr()
=Pr(z,y | q),Yq € [1,n].

II: Suppose that when K = k—1, the equation holds. We then prove that it still
holds when K =k, i.e. Pr(Ax | Q = ¢) = Pr(Ag). Without loss of generality, let
A = Ar—1 U (2,y), where (X = z,Y = y) is the k-th database read.

Pr(Ag-1,(z,y) | q) = Pr(Ax)
Pr(Ak—la z,Y, q) — PI‘(Ak_h ($7 y))

Pr(q)
Pr(z,y | Aw— 17 Pr(Ax-1,q)

Pr(q
Pr(z,y | Ak—1,q) =

- Pr(Ak;717 ($7y))
Pr(Ak_17$7y)

Pr(.Ak_l ‘ q)

Pr(x,y | Ak—laQ) = Pr(x,y ‘ Ak—l)

(*. induction assumption)

9)
)

Note that there are three exclusive cases for Q = q.

1. @ = q occurs after the k-th database access;
2. @ = q is the query for the k-th database access;
3. @ = q occurs prior to the k-th database access.

We proceed to prove that the above equation holds for all three different cases.

CASE 1: Obviously, in this scenario, A,_1 and (x,y) are independent of Q = q.
Therefore, Pr(z,y | Ak—1,¢) = Pr(z,y | Ax—1).

CASE 2: Note that

Pr(z,y | A1) =Y Pr(z,y | Ae1,0)Pr(q | Ax-1),
q=1

where @@ = ¢ is the query corresponding (z,y). Due to Lemma 2 Pr(z,y |
Ak—1,9) =Pr(x,y | Ax-1,¢"), Yq,q’ € [1,n]. Therefore,

Pr(z,y | Ar1) = Pr(z,y | Ae-1,9) Y Pr(i | Ap1).

i=1
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According to the induction, Pr(i | Ax—1) = Pr(7), we have Pr(z,y | Ax_1) =
(2,9 | Ak-1,9).

CASE 3: Let @’ be the random variable for the k-th query which generates (z, y).
Considering all possible values of @', denoted by ¢’, we have

Pr(a:, y|Ak717 CI) = Z Pr(%y | Ak*hQﬂ q/)PI‘(q/ | Ak*hQ)

q'=1

Note that Pr(z,y | Ax-1,q,q') = Pr(z,y | Ar—1,¢) since (z,y) is determined
by Q" and Ak_; according to our PIR algorithm. Therefore,

Pr(z,ylAx-1,9) = > _ Pr(z,y | Ap1,¢)Pr(q | Ax-1,9)

q'=1

Since Q" = ¢’ is independent of A;_1 and Q = ¢, thus

n

Pr(z,ylAr-1,9) = > Pr(z,y | Ar-1,¢)Pr(q’ | Ax-1)

q’'=1
=Pr(z,y | Ak—1). O
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Abstract. We study the problem of authenticated storage, where we
wish to construct protocols that allow to outsource any complex file sys-
tem to an untrusted server and yet ensure the file-system’s integrity. We
introduce Athos, a new, platform-independent and user-transparent ar-
chitecture for authenticated outsourced storage. Using light-weight cryp-
tographic primitives and efficient data-structuring techniques, we design
authentication schemes that allow a client to efficiently verify that the file
system is fully consistent with the exact history of updates and queries
requested by the client. In Athos, file-system operations are verified in
time that is logarithmic in the size of the file system using optimal storage
complexity—constant storage overhead at the client and asymptotically
no extra overhead at the server. We provide a prototype implementation
of Athos validating its performance and its authentication capabilities.

1 Introduction

Current trends in the design of data-storage systems are towards decentralized
and networked architectures where data resides “in the cloud”, outside any ad-
ministrative control, and is being manipulated in storage units of minimal trust
assumptions (e.g., NAS or SAN, storage providers, Internet-based computing).
Operating on remotely managed data inherently entails security risks: when the
storage provider is not trusted by the data source, verifying the integrity of the
stored data and the correctness of the computations performed on this data
is necessary to ensure the trustworthiness of the storage system; and verifying
complex operations over general file systems efficiently is rather challenging.
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In this paper, we study the problem of authenticating the integrity and oper-
ational correctness of a file system that is outsourced by a client to an untrusted
server. We assume that the remote server’s host machine and its storage units
can behave maliciously. We wish to design authentication protocols that allow
the client to efficiently verify the integrity of a dynamically evolving file system,
namely to verify that its status is consistent with the exact history of file-system
operations requested by the client, and to correctly detect any malicious data-
update or data-retrieval patterns produced by the server. To conform to the
outsourced data model, we require that the authentication protocols incur con-
stant storage overhead at the client and asymptotically no extra storage costs at
the server—otherwise, the client has no reason to outsource its data, at the first
place—and also that verification is achieved efficiently, in time that is sublinear
or logarithmic in the file system’s size—or else, the client could trivially down-
load the entire signed (and timestamped) file-system data on every operation.

Goals and Assumptions. Using cryptographic hashing is the state-of-the-art
solution for verifying the integrity of simple put-get operations over a collection
of files in the outsourced data model: the client locally keeps the hash of each file
against which file retrievals or updates can be verified in constant time. The use
of Merkle’s tree [I§] can reduce the client’s space from linear to constant: the
client only stores the root hash and both file retrievals and file updates (e.g., using
existing techniques [3], 28]), can be verified in logarithmic time. Unfortunately,
applying this approach in our setting provides only a partial solution: file-system
integrity requires not only data integrity at the file or data-block level, but also
integrity of the directory hierarchy of the file system. Indeed, all file-system
operations are defined with respect to the directory path, and in many cases, the
integrity of a file depends not only on its content, but also on its location in the
file system. For example, the context of an .htaccess file depends on its location—
its contents identify access policies, but its location is critical to identify the
directories it protects. Our goal, therefore, is primarily to efficiently verify the
directory hierarchy of the file system, and through this, any file-system or meta-
data operation that depends on this hierarchy. Of course, applying hashing over
the directory tree (e.g., as in [7]), possibly augmented by the (balanced) hash
trees that correspond to large files lying in the directory tree, can provide a
space-optimal solution. However, this approach incurs linear verification and
update costs, for the directory tree is unlikely to be balanced! Our goal is to
design dynamic authentication schemes that overcome this problem.

Another solution is to have the client authenticate each file-system update it
makes in the outsourced file system (e.g., using a signature or HMAC based on
a private key), which has some major drawbacks, however. First, it allows for
replay attacks, since determining the freshness of signed statements is difficult
with such a scheme. Second, this solution requires the client to sign every possible
path in the directory hierarchy in order to be able to authenticate locations. This
can be especially inefficient, for example when the client performs a directory
operation that moves a large directory to a new location. Another possibility
is to assume that the outsourced file system is partially trustworthy (e.g., [21])
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or a part of its architecture uses some tamper-resistant trusted hardware (e.g.,
using trusted computing platforms [27]). This assumption postulates that the
networked file system is itself at least partially trusted, which is not that much
different than simply trusting the hosting server in the first place. As we show
in this paper, such trust is not necessary for the sake of efficiency or reliability.
In this work, we consider the outsourced data authentication problem in the
single-client setting. However, in a multi-client setting, the problem of outsourced
data authentication has drastically different characteristics. If communication
between the clients is not allowed, a malicious server can easily perform an at-
tack against data consistency: the server can effectively hide the most recent
update on the data from a client requesting to read the data, by unrolling its
state to the state the server had just before that update took place. Undetected
without communication, this attack can be used to “fork” the view that this
client has about the outsourced data, harming the consistency of the system.
In this scenario, the best one can hope for is fork-consistency [16], effectively
disallowing anything more than the forking attack, and various schemes securely
achieve this property (e.g., [16l 20, 15, 4]). However, in the single-client set-
ting the forking attack can be detected and prevented (e.g., by the hash-based
solution), therefore, the fork-consistency property is no longer relevant in this
setting. Although less general, the single-client model has its own merits. First,
it naturally captures the security problems for a wide application area, where
a single user outsources a personal file system to a storage provider. Second, in
certain applications the multi-user setting is easily reduced to the single-client
setting; for instance, in a networked file system, the client can simply abstract
the OS kernel or a designated filer machine through which all file-system oper-
ation requests coming from many users are serialized to the untrusted remote
storage devices. Third, in applications that can tolerate reasonable delays in
the response time, and under reasonable assumptions about the availability of
a constant-size shared trusted storage, the multi-client setting is also reduced
to the single-client setting, achieving a stronger property than fork-consistency:
conceptually the shared memory replaces the communication between parties.

Related Work. Previous work makes use of cryptographic hashing or signa-
tures for primarily protecting the integrity of individual files or the corresponding
data blocks that reside at storage units. Most of the systems (e.g., [l 2, [0, [19])
provide file integrity using authentication information at the client that is pro-
portional to the size n of the file system (i.e., the number of files or correspond-
ing data blocks). More efficient constructions involve the use of Merkle trees [18§]
over the data blocks of individual files (e.g., [0, 24] [T4) 21], [15]) or over the
blocks or files of the entire file system (e.g., [8, [3T]). Beyond hashing and sign-
ing, other space-efficient techniques have been proposed for file integrity, such as
an entropy-based integrity method for encrypted (only) files [22] and a scheme
based on the Galois counter mode [I7], where however updates take linear time.
Some constructions do authenticate the directory hierarchy or related meta-data
of the file system, but, by hashing over the directory tree or signing each individ-
ual object, they result in linear update costs (e.g., [13 [7, [10]), or only support
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verification of a limited set of operations (e.g., [I5} [7, 10, [I4]). Other schemes, ad-
ditionally assume the existence of a trusted component at the untrusted server
(e.g., 21, 25, [30], or some external trusted party (e.g., [3I]) to authenticate
file operations. Finally, SUNDR [I5] and [I6], 20, [4] use hashing and signatures
to provide file-system integrity and fork-consistency in the multi-client setting;
solving a harder problem, these schemes have increased performance costs.

Our Contributions. We present the design and a prototype implementation of
an authentication architecture, which we call Athos (AuTHenticated Outsourced
Storage), that supports an authenticated outsourced file system in the client-
server model. We construct protocols for authenticating a rich set of file-system
operations that are requested by the client and performed by the untrusted
server. Our protocols support verification of the file system’s full functionality
by efficiently providing not only integrity of the stored data, but also integrity of
the file-system directory structure. Security in our model corresponds to the nat-
ural notion of consistency in the single-client setting: at all times, the interaction
with the server over any series of file-system operations should give the client the
same view as the one obtained by a trusted server (as if the file system was never
outsourced), and any deviation should be immediately detected. To achieve this,
the client maintains only a hash digest of the file system, against which the valid-
ity of each operation performed by the server can be verified, using small proofs.
These proofs are generated by an authentication service module that uses an
authentication data structure stored in the server’s untrusted memory, and runs
in parallel with the file-system management module, and they consist of partial
file system meta-data and hashes stored in the authentication data structure.
This data structure defines the file-system digest, in a hash-tree fashion.

To achieve our efficiency goals, we use ideas from the domain of data authenti-
cation, employing efficient data structuring techniques for representing an entire
file system. The challenge is to efficiently authenticate the directory hierarchy,
which is typically highly unbalanced. We contribute two concrete authentication
structures: Our first construction is based on a novel mapping of the directory
hierarchy to a set of relations, and the authentication of put-get operations on
this set using a skip list as the underlying authentication data structure. This
approach achieves simplicity and low-cost authentication, and also leverages all
the benefits of the widely researched authenticated dictionaries (e.g., [11]). Our
second construction is of more theoretical interest, providing an optimal authen-
tication scheme based on dynamic trees, a classical data structuring technique
for operating on unbalanced trees in a balanced way. Overall, Athos achieves
optimal storage usage (constant for the client and linear for the server) and
efficient integrity verification (logarithmic or sublinear depending on the opera-
tion) and achieves generality by being agnostic of the specific implementation of
the networked file system and by being platform-independent. Finally, a proto-
type implementation of Athos and an experimental evaluation of its verification
capabilities for real-life file systems confirm our theoretical analysis.

Section 2] overviews our authentication model and Section [3 describes our au-
thentication schemes. Section [ presents the experimental evaluation of Athos
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and discusses related issues. Section [l presents our concluding remarks. Details
on our construction that is based on dynamic trees and our experimental eval-
uation can be found in the Appendix. This extended abstract omits complete
proofs and other details that will appear in the full version of the paper.

2 Model and Definitions

We study storage authentication in the following model (see also Figure [I]). A
client C owns and (incrementally) outsources a file system F'S to an untrusted
server S. In additional to the file system, S hosts and controls an authentication
service module A that stores authentication information about F'S. The file
system is generated and queried through a series of update and query operations
issued by the client C. At any time, C keeps some state information s that
encodes information about the current state of F'S. If P is the set of operations
supported over the file system, then the communication protocol is as follows:

1. Client C keeps state information s and issues a query or update operation
o € P to the server S.

2. Server S runs a certification algorithm, which performs operation o and
accordingly answers the query or updates 'S to a new version F'S’, and,
by using A, also generates a verification or respectively consistency proof ©
which is returned to C, along with the result p of the operation; p is the
corresponding answer if o is a query operation or else the empty string L.
We write 7 «— certify(o, F'S, F'S’, p).

3. Client C runs a verification algorithm, which takes as input the current state
s, the operation o along with its result p, and the corresponding (consistency
or verification) proof 7 and either accepts or rejects the input. If the input is
accepted the state s is appropriately updated to state s’, where s’ = sifoisa
query operation or else s # s. We write {(yes, ), (no, L)} « verify(s, p, 7).

We call the pair of algorithms (certify, verify) an authenticated storage schemell
The security property we wish such a scheme to satisfy expresses the intuitive
requirement that the verification performed at C must be a reliable test for
checking the file system’s integrity. Let operate(-, ) be the algorithm that, given
the current file system F'S and an operation o € P, performs o and updates F'.S
to F'S’. We write (F'S’, p) < operate(o, F'S) (p = L for updates and F'S" = F'S
for queries). We say that state s is consistent with F'S; for a series T of operations
on F'S, if s and F'S; have been computed by running algorithms operate, certify
and verify sequentially for all operations in series 7T starting from F'S.

Definition 1 (Security of authenticated storage schemes.). We say that
an authenticated storage scheme (certify,verify) (with security parameter k) is
secure, if for any series of operations T and a state s that is consistent with file
system F'S; for T on an initially empty file system, the following conditions hold:

! Both algorithms take as input also a public key that is known by both C and S.
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Client C Server § file system F'S auth. service A
operation o
FSdigest s @ > o | authentication
answer verification | | T data structure
answer p + proof m ‘—|—‘— for F'S
answer certification

Fig.1. The authenticated data storage model. Keeping only constant-size state s,
client C remotely manages a file system F'S that resides at untrusted server S. Every
query or update operation o requested by C on F'S is certified by S, using an authen-
tication service module A (that stores authentication information related to F'S) to
produce a verification or consistency proof 7; this proof is used by C, along with the
result p of the operation, to verify that the request was handled consistently, and finally
update s.

Correctness. For any o € P, when (FS.,p) <« operate(o, F'S;), it holds that
(yes,s’) « verify(s, p, certify(o, F.S., FS., p)). Le., for any correctly per-
formed operation, certify generates a proof that is always accepted by verify,
which also computes a new, consistent with the new file system FS., state s'.

Consistency. For any series T of operations and new operation o, such that
state s is consistent with file system F'S; for T on an initially empty file
system and (FSL,p) < operate(o, F'S;), then for any polynomial-time ad-
versary, controlling S and having oracle-access to algorithm verify, that on
input the file system F'S;, series T and operation o, produces proof ™ and
result p', whenever (yes, s') — verify(s, p’, 7’), then the probability that either
p' # p or s’ is not consistent with F'S. for operation o on FS. is negligible
(in the security parameter k). Le., assuming a polynomially bounded adver-
sary that observes polynomially many protocol invocations and then produces
a pair of proof ™ and result p’, if p' and 7' for the new operation o are ac-
cepted by verify, then for all but negligible probability the operation has been
performed correctly and the new state is consistent with the new file system.

Starting from an initially empty set and using a secure authenticated storage
scheme and the appropriate series of updates, client C is able to “export” any
file system to server S, such that C has a consistent state with the current file
system. Therefore, the file system is consistent with the history of updates and
all future operations will be verified. With respect to efficiency, we say that an
authenticated storage scheme is time-efficient if the verification time at C is sub-
linear in the file-system size, and space-optimal if C stores state of constant size.
We next exhibit time-efficient, space-opti