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Abstract. Recent research on multi-party communications shows how multi-
agent communications can take advantage of the complexity of the human com-
munication process. The salient point is the very nature of the communication
channels which enable humans to focus their attention on ambient communica-
tions, as well as to direct their own communications. For multi-agent systems,
the difficulty is the routing of messages according to both the needs of the sender
and the needs of the (potential) recipients . This difficulty is compounded by the
necessity of taking into account the context of this communication. This article
proposes an architecture for the Environment as Active Support for Interaction
model (EASI) which is based on a classification data model and supports multi-
party communication. Our proposition has been implemented and the functional
description of the environment is given.

1 Introduction

Recent research on multi-party communications (MPC) [2,7,14,20,23] shows how
multi-agent communications can take advantage of the complexity of the human com-
munication process. In particular, the agents can have opportunistic behavior [12], can
monitor the system [9], can have a support for information propagation [4]. The main
issue in supporting MPC is to take into account dyadic interaction (one to one), group
interaction (one to many) and overhearing (many to one/many) within the same inter-
action process. In MPC the sender viewpoint is not enough because it does not know
all the agents that might be interested in its message. For example, an agent can listen
to messages without the agreement/knowledge of the sender through overhearing [20].
Of course, the first MPC issue is the support of MPC itself, the second being the inte-
gration of context information, since part of the interaction is contextual and depends
on the state of the environment [26]. For a recipient, the usefulness of a message may
depend on the context of the sender, e.g. its location [11], the context of the message,
e.g. its theme [4], and the context of the recipient itself, e.g. its availability.

These challenges are related to how the recipients are chosen. MPC requires knowl-
edge of the needs of both the sender and the recipients [23]. In [20] and [23], the authors
insist that the choice of recipients and the transmission of messages should be done by
the environment. The environment is considered to be a first-class abstraction that em-
bodies part of the responsibilities of the multi-agent system [27]. The use of context
information requires a mechanism to access it and maintain it. Here, the environment
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can act as a context server [3]. This paper presents an architecture for the Environment
as Active Support for Interaction (EASI) model which is based on a classification data
model and supports MPC.

This paper is organized as follows. Section 2 describes the solutions to support in-
teraction in MAS according to the MPC problematic viewpoint. Section 3 presents the
adaptation of a classification data model for interaction purposes. Section 4 gives a
functional description of the environment. Section 5 compares our proposal with re-
lated work; section 6 concludes.

2 Interaction Support

In a message exchange two sub-problems exist, depending on the viewpoint of the
agents. From the senders viewpoint, it is a connection problem (CP): which agents
are related to my message? The problem is to map the senders needs (information,
capabilities[6], resources, ...) to the address of the related agents. From the recipients
viewpoint, it is a data extraction problem (DEP): which messages are related to me?
The problem is to map the recipients needs to the content of the messages. We classify
the solutions to support interaction in three categories: 1) the interaction is dyadic, the
solutions are based on direct communication between the agents; 2) the interaction is
mediated, the solutions are based on message exchanges through a data space; 3) the
interaction is ”organized”, the solutions are based on the use of a specific mechanism.

2.1 The Solutions Based on Dyadic Interaction

In an open and heterogeneous MAS, middle-agents are commonly used to look for an
agent. The principle is to record in these specialized agents the information needed
to look for the recipient with information about agent capabilities for the most usual.
When an agent looks for an agent with a specific capability, it sends a message to the
middle-agent and receives the list of potential recipients of its request. In the FIPA ab-
stract platform architecture, this principle has been reused for the white or yellow pages
directory services. The advantage in using a middle-agent is that it can support other
services such as ensuring the anonymity of the agents. Depending on the services, a
middle-agent taxonomy has been introduced in [29]. The problem created by central-
izing the information is offset by the possibility of having several middle-agents. This
solution implies common knowledge about these intermediaries and data updating has
to be taken into account. Hence the success of this approach where information about
agent capabilities means that not much data updating is required. Another frequently
used solution in open and heterogeneous MAS is the Contract Net Protocol (CNP) [6].
The initiator broadcasts its request with the criteria that the agents have to satisfy to
be selected for the following interaction process. If they want, recipients respond with
their auto evaluation on the criteria. The success of this protocol relies partially on the
fact that both sender and recipients are involved in the selection process [22]. Moreover,
since the criteria are chosen according to the needs of the sender and independently of
the protocol, the CNP has easily been adapted for several applications. The constraint is
that it needs a broadcast at the beginning of the protocol. All these solutions are adapted
to solve CP but they do not take into account DEP.
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2.2 The Solutions Based on a Data Space

These solutions require the sender to put its message in a data space where the recipi-
ents read their messages. This data space can be external or can be a component of the
MAS environment. In the first category, based on the LINDA model, there are the tuple
spaces that are a continuation of the blackboard architecture. The aim of this approach
is to avoid the space and time synchronization problems related to point-to-point com-
munication. In this approach, the messages are tuples, and templates are used to look for
them. The matching is done by comparing the message tuples and the template tuples
according to the position and type of data used to describe the messages. TuCSoN has
been developed using this model; it enables the tuple space to be programmed in order
to specialize its reaction to the events, the result being what is called a Tuple center
[18]. Using the same model, there is also LIME [17], which is a tuple space model for
mobile agents.

Solutions based on the use of the environment extend the principle of a shared data
space to take into account an interaction support in which the agents evolve. [19,27]
propose a functional architecture of the environment which integrates a layer to support
the interaction between agents. Communication between agents mediated by the envi-
ronment comes from the reactive agent community and is often based on the stigmergy
principle. Extended to cognitive agents, this trace mechanism has been used in [21] and
[26], where all agent interactions are traces that can be observed by other agents and
give extra information in addition to that contained in the message. In [8] the agents
communicate through a tuple space that is integrated into the environment. These solu-
tions take the viewpoint of the recipients and cannot be used to solve the CP.

2.3 Solutions Based on a Specific Mechanism

These mechanisms are based on the use of meta-knowledge or of a network protocol.
In closed MAS and/or when the agents evolve within a platform, the MAS organization
gives information to address messages. For example, in the Madkit platform1, which is
based on the organization model aalaadin, the agents communicate according to their
role or their group in an organization. The structure of the organization is recorded
within what is called the kernel. When an agent sends a message to agents according
to a role, it sends the message to the kernel which looks for the recipients and puts
the message into each of their letter boxes. In Magique2, the MAS is organized within a
hierarchical network where each agent is located on a node and the intermediaries nodes
contain the skills of the agents situated below in the hierarchy. An agent that is looking
for a skill sends the message to its superior and the message follows the hierarchy until
the skill has been found. In these two examples, the agents do not have to know the
address of a middle-agent or a tuple-space, they just use a common structure, their
organization. Because the messages are not addressed according to the agent identifier
or address, this solution improves the robustness and the efficiency of the MAS but
limits communication to organization-based criteria. These solutions take the viewpoint
of the sender and are solutions for CP.

1 www.madkit.org
2 http://www2.lifl.fr/SMAC/projects/magique/
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The mechanism can be based on a network protocol. In [4], the authors use broad-
casts restricted to specialized channels. The messages are sent on a channel to which the
recipients have subscribed. Each channel has an IP address and is described by a string
(following a taxonomy) in an XML file located on a URL. When an agent has chosen its
channel it waits for messages. The messages are sent using the multicast function of the
UDP protocol. In SIENA [5], the authors proposed a content-based routing protocol.
Routing is done by filters that are introduced by recipients according to notifications
that have been made by a sender. A notification is an item of information about the in-
formation that the sender could send on the network. The problem is to find the subset
of recipients for each message and algorithms can improve filter management efficiency
[25]. These solutions take the viewpoint of the recipients and are not suitable for the CP.

This discussion about the principal solutions that have been proposed to support
interaction between agents shows clearly that each one is suitable for just one of the
sub-problems. In this paper, we propose the EASI model, which takes into account,
together and separately, the needs of both senders and recipients. The advantage is to
have a single model that works with several interaction models and can easily combine
them in order to take into account multi-party communication.

3 Communication Environment

In order for messages to be routed successfully, the environment has to stock a large set
of data related to the agents, the message and everything necessary to know the con-
text of the communication. In EASI, when a message is sent the environment searches
through these data to choose the recipients. It has to gather information about the needs
of the sender, the needs of the potential overhearers, and the context. Hence, our model
has to address three issues: (1) an efficient search for recipients, (2) an expressive data
description model and (3) a straightforward applicability.

Concerning issue (1), the environment contains information on all the components
of the MAS and our objective is to let the agents use this common knowledge to de-
fine their interaction needs. For example, if information about the relationship between
agents is available, then an agent a could send a message to the agents that it has in
common with another agent b; in addition, an agent c, a friend of a but not of b and that
might be interested could overhear the message. The amount of data increases fast, but
the environment has to rapidly find the recipients and deliver the messages. Therefore,
the model has to enable the efficient description and organization of large data clusters.
Issue (2) is that of data representation, which should be expressive and enable a uni-
fied management of the descriptions and of the needs of the agents. The last issue (3)
concerns the use of the model: it should be independent of the implementation, but also
quickly applicable in real applications thanks to existing technologies.

These issues have led us to base our model on Symbolic Data Analysis (SDA) [1] in
order to formalize the environment. SDA relies on the logic concepts of intension and
extension to describe and classify data clusters. Its formalization is expressive since it
does not depend on the type of data (quantitative, categorical or multi-valued), the com-
parison operators are given by the designer and variables can be used. SDA is applicable
because the cluster definitions can be translated with SQL and/or in first-order logic.
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Ω p1 p2 p3 p4 ... pnp

ω1 “a1” “Main Hall” 44 false ... pnp(ω1)
ω2 “a2” “A209” ... pnp(ω2)
ω3 “a3” “A209” 37 true ... pnp(ω3)
ω4 “a4” “A209” 33 true ... pnp(ω4)
.... ... ... ... ... ... ...
ωn p1(ωn) p2(ωn) p3(ωn) p4(ωn) ... pnp(ωn)

Fig. 1. Symbolic data table: n individuals and p properties

3.1 Symbolic Data Modeling

Let us begin by introducing the basic SDA definitions. The real world is made up of n
individuals ω ∈ Ω. Each individual has np properties, and pj is a mapping from Ω to Dj

which associates to each ω ∈ Ω a value in the definition domain Dj of the jth property
and D = (D1, ..., Dnp). For instance, individual ω1 has four properties pj : its identifier
(string), its location (in a set of building positions), its age (number) and its availability
(boolean). The values associated to ω1 are p1(ω1) = ”a1”, p2(ω1) = ”MainHall”,
p3(ω1) = 44 and p4(ω1) = false.

Considering the values of all the properties pj , j = 1, ..., np for the ith individual,
dωi ∈ D is the description of ωi in the model. In the previous example, the description
dωi of the individual ω1 is ”a1”, ”MainHall”, 44, false.

In practice, the symbolic data related to a given set of individuals are represented
in an n × np matrix. The columns are the properties and the rows are the individuals.
Figure 1 contains a symbolic data table, where the first rows and columns have been
filled out. Not all the properties make sense for all the individuals, for instance the age
of a message.

In the real world, the individuals can be grouped together thanks to concepts. The
concepts Ck, k ∈ N are intents, they describe descriptions which satisfy certain indi-
viduals. An example of a concept C1 would be all the individuals below 40 situated in
room A209.

The extent of a concept is the set of individuals which satisfy this intent. In the table,
the extent of the concept “younger than 40, in room A209” is the set {ω3, ω4}. An
assertion is a symbolic object that is a mapping Ω → {true, false}. Let v = v1, ..., vnp

be the description of an individual or a concept i, with vj data that may be quantitative,
categorical or multi-valued. An assertion is defined as:

as = [pj1Rj1vj1] ∧ ... ∧ [pjqRjqvjq ] for 1 <= j1, ..., jq <= np, where Rj is a
comparison operator between the property pj and the value vj . The set of symbolic
objects is S. For example, the assertion as1 = [p2(ω) = A209] ∧ [p3(ω) < 40] is
the description of the concept C1. A symbolic object is an intent description. Its extent
that is E(a) = {ω ∈ Ω|a(ω) = true} contains all the individuals which satisfy the
comparisons with the description values of the assertion. For example, the extent of a1

is a class of individuals which contains ω3 and ω4.
An assertion is therefore a comparison between the description of an entity and given

values. It defines a class of entity which contains all the entities that satisfy these com-
parisons. A concept is also ”what the user needs” with an exact but unknown extent
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Fig. 2. Real world and model in Symbolic Data Analysis

in Ω, and a symbolic object is its formalization in the model with an imperfect but
computable extent in Ω.

Figure 2 sums up the SDA definitions. The real world is made up of individuals and
concepts. The concepts are intent descriptions of one or more individuals, for example
“the agents available and situated in room A209”. The extent of a concept (relation (1))
contains individuals ωi ∈ Ω which, taken as a whole, are a class. To each individual
of the real world corresponds a description dωi ∈ D in the modeled world, thanks to
the mapping p (relation (2)). A symbolic object is the formalization of a concept C
(relation (1′)). Symbolic objects S are intent descriptions using the descriptions of the
individuals dωi (relation (3)). The extent of a symbolic object contains the individuals
of the real world whose description satisfies its description (relation (4)).

3.2 Communication Routing

This section shows how the Symbolic Data Analysis model is adapted to design a com-
munication environment; more details about the EASI syntax can be found in [23]. In
EASI, the environment contains the data for communication (Ω, D) and information
about how to manage it (S). The concept is found at the MAS design level and not in
the environment model. Some adaptation is direct: an individual is called an entity and
Ω is the set of entities. An entity is the description of a component of the multi-agent
system: agent, message, or object, the last one being a generic term to take into account
anything which is neither an agent nor a message and that can be used to give informa-
tion about the context of an interaction. For example, rooms are objects which can be
described (size, capacity, facilities, etc.) and a message could be addressed according
to this information: ”message to the agents in the closest room”. There is a distinction
between the real component and its description in the EASI model. For example, an
agent has its own process and knowledge, and a description of it is recorded in the en-
vironment. The set of properties P is the ontology of the communication environment,



240 F. Balbo and J. Saunier

that is to say the information that can be used for communication purposes. D is the set
of descriptions of the entities and completes the ontology with the values of the entities
properties that are currently recorded in the environment.

Remember that a concept in ADS is an intent description of individuals. It represents
what the agents need to identify in Ω, that is to say in all their common knowledge. A
concept is reified by a symbolic object with an extent that is computed in Ω in order
to directly identify the entities, or in S in order to find the symbolic objects that are
related to the same need. There are three types of concept. The first type is related to
the category of entities. A category of entities is a set of entities that is described by
the same properties. This property set is called the Pdescription of the category, and the
entities are clustered using the existence condition of required properties. Let C be a
category and PC its Pdescription; the assertion catC = [PC ⊂ Pω ] is true for an entity
ω ∈ Ω if PC is included in its own Pdescription (a null value for a property expresses
the absence of this property [23]. For example, let FIPA be the category of the FIPA
messages that are recorded in the environment, let PFIPA be the Pdescription of this
category, E(PFIPA) = {m ∈ Ω|catFIPA(m) = true} contains all the entities that
have the description of a FIPA message (the FIPA language component is the properties
in this case). This description level clusters the data in Ω according to their link with
the communication needs. The advantage is that this link is independent of the property
values and thus is independent of the update process.

The second type of concept is related to the communication needs of the agents, for
example transmitting a message to “the agents available and situated in room A209”.
A filter is the reification in S of this need and gives the intent description of the con-
straints on the entities that are related to a connection. A filter f ∈ F ⊂ S is a tuple
〈fa, fm, [fco], nf , [priorityf ], initiatorf〉. The first three elements are assertions: fa

is the intent description of the constraints on the recipients, fm is the intent descrip-
tion of the constraints on the messages and fco is the intent description of the con-
straints on the context. The other elements are name, priority and initiator (agent that
adds this filter to the environment) of the filter. Each assertion has a Pdescription too,
for example Pfa is the Pdescription of fa and contains the properties that a recipient
must have to be taken into account as a recipient.). The extent of a filter according
to the property existence constraint in Ω contains the potential components of a con-
nection that are gathered in the tuple 〈E(Pfa ), E(Pfm), E(Pfco )〉, with for example
E(Pfa) = {a ∈ A|∀pi ∈ Pfag , pi(a) 	= null} with A ⊂ Ω the agents set.

The last type of concept is related to the need to manage the relation between the
entities and the symbolic objects. Basically, the idea is to match the Pdescriptions of
the entities to those of the assertions of the filters. A symbolic assertion is a mapping
S → {true, false}. For a symbolic object, the symbolic assertion sa takes the value
true if the symbolic assertion is valid and false if it is not. For example, the relation
between a message and its filters is designed as a concept: which filters f enable the
message m to be received. Its reification is given by the symbolic assertion sam(f) =
[Pfm ⊂ Pm] and its extent in F is Channelm = {f ∈ F|asm(f) = true}, with Pfm

the Pdescription of the message related to the filter f . The result of this extent is a new
symbolic object that we call SO and that has an extent in Ω. This extent is the union
of the extent of the symbolic objects belonging to it and gives a solution to identify
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Fig. 3. Interaction component modeling

the relation between entities. For example, the extent of Channelm in Ω contains the
entities that have in common the messages m; more precisely, this extent contains all
its recipients (recipientm = {a ∈ A|∃f ∈ Channelm, a ∈ E(Pfa )}) and the whole
context (Contextm = {C ⊂ Ω|∃f ∈ Channelm, C ∈ E(pfm)}).

In EASI, the filters dedicated to the management of the MAS belong to the environ-
ment. These filters are introduced either by a group of system agents, or by a mechanism
which is internal to the environment. Thus, the filters are partitioned in two categories,
depending on their initiator: F = FE ∪ FA, where FE is the set of filters introduced
by or on behalf of the environment and FA is the set of filters introduced by the agents.
In this way, the environment can add messages to the agents, i.e. they will receive mes-
sages that would not have been received otherwise.

Figure 3 shows the components of the EASI model and their relations. In Ω the
entities are described with a value for each of their properties. This set is modified
according to the update process of the MAS, such as D that gives a global overview of
the entity values and therefore of the state of the MAS. S contains the tools to manage
the recorded information. For example, a message is an entity m in Ω and dm in D
records its values (2). Dm ⊂ D contains all the values for each property that are related
to the same category as m and enables the Pdescription Pm to be computed. According
to this description and following the initial concepts (1),the assertion catpm , the filters
and the sam are computed (3). The extent (4) of the assertion (catm) related to the
Pdescription Pm gives the entities that share the same properties. This cycle is used to
find a subset of entities from one of their component or from a Pdescription coming
from a user need (a concept). A filter is a subset of assertions and its extent is computed
in Ω on the tuple that is composed of the extents (5-6) (only the extent for the agents
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Fig. 4. An Environment Functional Description

are given in Fig. 3). The objective is to limit the processing to just the entities that
are related to the interaction while remaining independent of the update process of the
entities. The symbolic assertion sam and its extent Channelm ∈ S are computed (7).
The extent in Ω is the union of the extent of the filters (8). These data clusters can
be computed a priori according to the description of the entities that are related to the
interaction process in the MAS, which means that only the link between a new entities
and these clusters has to be computed.

4 Functional Description of the Environment

This section provides a functional description of the environment (figure 4) that has
been developed using the interaction model EASI. The proposal is based on the abstract
functional description of the environment in [28]. The description is divided into two
parts, firstly a description of the internal modules, then the common cases of interaction
between agents and the environment.

4.1 Description of the Environment Modules

Our environment is composed of the modules related to the processing of the descrip-
tion of the MAS components (Description Module (DM)), to the processing of the com-
munication (Communication Module (CoM)) and to the control of the communication
(Control Module (CM)).

DM is composed of the sub-modules that manage the extent (Omega module) and the
intent (Intent Description (ID) module) descriptions of the MAS components. Omega
contains all the entities and enables modification operations (add/retract/modify).
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ID contains the organization of the data as described in section 3.2. It contains the Pde-
scription of the entities, and for each filter the Pdescription of the assertions composing
it and the symbolic objects that are related to the link between the entities and the sym-
bolic objects. For example, for a filter f , ID contains Pfa , Pfm ,Pfco and for each of
these sets their links with the other symbolic objects like Channelm. ID maintains the
link between the intent description and their extent in Omega, and the module contain-
ing the filters. When an entity Pdescription is added, if it is already recorded then the
reference to the entity is added to all the structures the Pdescription is related to; in
the other cases all the structures have to be tested. At this point the entity Pdescription
are never deleted and this operation is under study. When the Pdescriptions related to
a filter are added, ID looks for SO where the filter has to be recorded; in the case of
failure, new SO are created according to the Pdescription of the assertions.

CoM is composed of the Message Box sub-module where messages are stored, the
Communication Filters sub-module where the filters are stored and triggered, and the
Translation sub-module, which is an interface with the non EASI world. Translation
stores received messages in the Message Box and ”translates” them using the EASI
model. Communication Filters contains the filters of the agents (FA) and of the envi-
ronment (FE). Filters are activated according to the modification in ID, which is then
matched against the entity in Omega. When the matching is successful, the related de-
scriptions are sent to the agent with the real message that is in Message Box.

CM contains the Interaction sub-module, which controls interaction between the
agents and the environment, and Dynamic, which controls the update process. Inter-
action distributes the input of the agents in the environment (entity, messages, filter)
and sends the agents the output of the environment (messages, update action). Dynamic
maintains up-to-date Omega, it deletes messages that are too old (if a property related
to time exist) or initiates an update of the agents properties. The objective is to give
the MAS a global strategy in order to limit the cost of the update process. For instance,
if agents have a property that gives their position, at least two strategies are possible:
agents update their property each time they move or only when they are requested. A
compromise has to be found between the number of errors and the cost of the update
process.

4.2 Description of Common Cases

This section gives an example of MPC and concerns the dynamic management of re-
sources in MAS. Each group of agents has a set of resources and, to simplify, each
resource is unique and indivisible. An agent that needs a resource does as follows: it
anticipates its needs and tries to know which agent in its group has its next resource
or, if it cannot anticipate this, looks for the agent that has it. The owner of a resource
accepts or refuses to give it to the requester. The objective is to avoid contacting all the
agents of the same group each time one of them needs a resource.

Firstly, the agents record themselves in the environment. Each agent adds an entity
to the environment that describes it (there is only the group property in our example).
Interaction adds the properties id (the value is unique and identifies the agent in the
environment) and address (the value is the address where the message will be sent).
The entity is added to Omega and the Pdescription in ID. The latter module looks for
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symbolic objects that are related to this new Pdescription. For each of them that is
modified the related filters are tested.

When an agent knows which resource it will have to use, it adds to the environment
filters that match it against the description of the messages that are exchanged when an
agent asks for a resource. There are two filters: the first (succeed) is related to when
the resource owner agrees to give it and the second (fail) to when it refuses. Interaction
adds each filter to Communication Filters and computes the Pdescriptions (for example
Pfa) that are added to ID. This module computes the extents in Omega and adds the
result to Communication Filters to be triggered. If successful, the result is sent to the
agents. The filter related to the success of the request informs the overhearer of the new
owner of the resource and its behavior is not modified. The filter related to the failure
of the request informs the overhearer of the present owner of the resource. In this case,
the overhearer withdraws its filter related to the failure of the request. This filter will be
added again if the resource owner responds favorably to a new request. The objective is
to limit the number of useless messages. In the environment, the filter is deleted from
Communication Filter and the related Pdescriptions from ID.

When an agent needs to request a resource, it uses a filter that is already in the
environment. This filter belongs to FE and the content of this set is known to all the
agents. Like in [28] the environment may or may not be distributed. In the first case,
communication between environments is done through Translation; in the second case it
is done directly with Interaction. In the two cases, the environment process is the same.
The entity related to the message is added to Omega and its Pdescription is added to
Intent Description. The choice of properties related to a message can be parameterized
and additional properties like the date of the reception and the address of the recorded
value in Message Box can be added. ID looks for the symbolic objects that are related
to this new description. The set Channelm is added to Communication Filters to be
triggered.

5 Discussion

This section compares our proposal with those presented in section 2, using three crite-
ria. The first is the expressiveness of the proposals. A proposal is more expressive than
another if it can take into account more complex constraints in the search for agents
related to the interaction. The second criterion is the completeness of the proposal. A
proposal is more complete than another if it can be used in more interaction models.
The third criterion is the possibility of having context aware interaction. A proposal is
more context aware than another if it can take into account more complex constraints
on the context in the search for agents related to the interaction.

5.1 Expressiveness of the Delivery Mechanism

EASI is a model that aims to organize the data required to realize an interaction. For
solutions based on dyadic interaction, it is necessary to compare our proposal with
the matching process performed by the matchmaker or the sender of the messages. The
matchmakers that come closest to our proposal are those that enable content-based rout-
ing [15,24]. In the case of solutions based on the CNP, the sender receives the evaluation
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of the agents on the requested properties and can also apply at least our selection pro-
cess. For solutions based on a tuple space, it is necessary to compare matching on tuples
and our solution. In tuple-spaces, the matching is limited to the type, position and value
of the components of the tuples, while EASI enables the use of comparison operators,
and the matching between entities. This is because in these works, the authors focused
on the interaction model and not on the data model. In [8] the data model is not de-
scribed, only its organization is: an input and an output matrix. The aim, for each item
of data, is to find its link with agents. The senders are the lines of the matrix outbox
and the recipients are the lines of the matrix inbox. As in EASI, set modeling gives a
sufficient level of abstraction to manage the data and to use projections to identify the
searched data. The operators that are used to do these projections are not included in
the model and depend on the implementation phase.

In SIENA [5], a content-based routing model, filters are matched against single no-
tifications (a tuple << type, name, value >+>) and patterns are matched against one
or more notifications. The matching is done by comparing the value in the notification
and the constants in the patterns. There are no variables that can be used to generalize
the patterns. Moreover, in EASI part of the matching is done on the recipient and the
context although only the data are evaluated in SIENA. Based on this criterion, this
work comes closest to our proposal.

To sum up, in the majority of this research, the expressivity of the model is not taken
into account and emphasis is put on other problems such as the interaction model in
the tuple model or scalability in the delivery mechanism. This means that each of these
solutions is complementary to the EASI model.

5.2 Completeness of the Delivery Mechanism

Using this criterion, the evaluation depends on the ability of a solution to enable: 1) a
sender to find a recipient; 2) a recipient to choose its messages; 3) mutual-awareness.
The first two points have been discussed in section 2 and we have shown that each of
the solutions has been designed to take mainly into account the sender or the recipient.
Mutual awareness is the possibility to receive messages that are sent to other agents.
From the delivery mechanism viewpoint this means that the sender can choose its re-
cipient and that another agent than the recipient can choose to receive the message.
The delivery mechanism must also support both the search for recipients by sender and
the search for messages by recipients. This is why the other solutions that take mutual
awareness into account are mainly based on broadcast [13,16].

If mutual awareness is extended to the case where an agent can choose to receive
messages coming from a subset of agents, then mutual awareness is a subcase of the
delivery mechanism used to choose a message. In this case, solutions based on a shared
data space and content-based routing solutions can be used if the data exchanged con-
tains information about the sender. However, the advantage of anonymity found in these
solutions is lost. Middle-agents mediate the search for receivers. Instead of delivering
the messages according to both the senders and the receivers needs, the choice is re-
stricted to a subpart of it. Furthermore, middle-agents are autonomous, while the envi-
ronment is a supporting infrastructure [27].
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The channeled multicast is a restricted broadcast and the recipients can be described
as listeners of a subset of subjects, where a subject could be an agent. With the use of
filters, EASI takes the needs of the sender and the recipients into account independently
and simultaneously, according to the agent that has introduced the filter. If only the
needs of the sender are taken into account (the filter is introduced by the sender of
the message) then EASI is used as a delivery mechanism to choose the recipients. If
only the needs of the recipients are taken into account (the filter is introduced by the
recipients of the message), then if the message is not addressed EASI is used as a
delivery mechanism to choose messages. If the message is addressed (filter introduced
by sender) and heard (filter introduced by recipient) then EASI is used as a delivery
mechanism to choose both recipients and messages and thus enables mutual awareness.

5.3 Expressiveness of Context Awareness in the Delivery Mechanism

The evaluation of each solution depends on if and how it can take the context into
account in the search of the recipient or the message. This criterion is related to the
expressiveness of the solution and to the availability of context-related information.
Expressiveness is related to the expressiveness of the delivery mechanism and has al-
ready been discussed in 5.1. This criterion implies that the delivery mechanism has
access to the state of the components of the MAS. Not all solutions have been designed
to support context-awareness interaction: middle-agent, CNP, organization and chan-
neled multicast. These solutions cannot take into account any information other than
that related to the message itself. The solutions based on a shared data space or content-
based routing have been designed to support context awareness. The only restriction
is about the information available. In these solutions, information about agents is not
taken into account and so the interaction cannot be conditioned by the observable state
of the agents involved.

6 Conclusion

Designing a middleware to support MPC not only requires taking the needs of the agents
related to communication into account but also evaluating these needs according to the
context. The most common proposal is the use of a dedicated blackboard [7,10], which
is a static medium for sharing messages. Thanks to the design and use of filters, EASI
is an answer to these issues. The advantages of our proposal, based on the ADS clus-
tering model, are connected to the different ways in which the information is managed.
It can be done at different levels of abstraction, from an entity to a concept. The ad-
vantage is to limit the cost of the entity-updating process by the use of direct links
(concepts) between the entities and the data clusters (the concept extents). These links
are computable a priori and are dynamically changed if the MAS is open and new en-
tity categories are added. Another advantage is to be able to obtain a description of the
interaction facilities of the environment directly. This description is related to the ontol-
ogy of the description of the entities with their existing value and to the filter description
too. A filter (specially the environment filter) can be described as an interaction service:
dyadic, broadcast, multicast, related to position, etc. Finally, the homogeneous descrip-
tion of the information related to entities and filters (their Pdescriptions) simplifies a
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processing that can be based on the same structure (under study) that is used to record
them. Our proposal can be distributed with agents that are recorded in several environ-
ments or with environments that are federated. The environment nevertheless remains
centralized and will be “really” distributed when the data model is distributed. Future
work is related to the distribution of the data model, including the distribution of the
description of the entities and filters.
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