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Abstract. In the recent years, there has been an increasing interest on
the use of case-based reasoning (CBR) in Medicine. CBR is characterized
by four phases: retrieve, reuse, revise and retain. The first and last phases
have received a lot of attention by the researchers, while the reuse phase is
still in its infancy. The reuse phase involves a multi-facet problem which
includes dealing with the closeness to the decision threshold used to de-
termine similar cases, among other issues. In this paper, we propose a new
reuse method whose decision variable is based on the similarity ratio. We
have applied the method and tested in a breast cancer diagnosis database.

1 Introduction

Case-Based Reasoning (CBR) is experiencing a rapid grow and development
in Medicine [3], mainly due to their relationship with evidence-based practice:
case-based reasoning focuses on the reuse of previous experiences or cases to
solve new problems [4,10]. A case-based system accompanies a conclusion of a
problem with the cases found similar in a case base, thus presenting compelling
justification for the decision.

Case-based reasoning consists of four phases, that are repeated for each new
situation [1]. The first step is to seek for past situation or situations similar to the
new one (Retrieval). In this stage it is necessary to define a metric function and
decide how many cases to retrieve.Reuse is the second phase and it consists in using
the extracted cases to propose a possible solution. Once the solution is proposed it
has to be revised (Revise) by a human expert or automatically. After the revision
process, it has to be decided if it is useful to keep the new situation in the case base
in order to help on the future diagnosis of new situation. This last stage is known as
Retain. Case-based reasoning has evolved in the last years, and there are currently
a big number of available techniques for each phase of the system.
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Nevertheless, most of the advances have been achieved at the retrieval and
retain phase [14,18,6,15]. In the reuse phase, advances have been obtained de-
pending on the system purpose: diagnosis, classification, tutoring and planning
(such as therapy support). Regarding diagnosis and classification, most of the
systems rely on adaptation methods that consist on copying the solution of
the most similar case or a combination of them (the class of the majority of
them, for example). More elaborated methods have been defined for therapy,
guidelines and protocols (planning tasks). For example, in [12] a reuse phase for
breast cancer treatment protocol decision is based on reformulating the prob-
lem in subparts (paths) and then elaborate an adaption for each part. In [9] a
particular adaptation method is proposed for deciding the reuse of an antibiotic
treatment, that depends on the features used in the retrieval phase. Adaptation
methods for planning are influenced by the work done in other application do-
mains, as software design [8]. However, most of the methods are problem specific
[16,17]. For example, in [11] the method proposed is based on a library of feature
adaptation plans.

According to [12], adaptation in Medicine is complex, needs to deal with the
lack of relevant information about a patient, the applicability and consequences
of the decision, the closeness to the decision thresholds and the necessity to con-
sider patients according to different viewpoints. In fact, [17] points out about
the difficulty on giving autonomy to this CBR step in Medicine. So, the authors
propose a user-interactive approach for this CBR stage. In this sense, we believe
that all of the approaches found in the literature are complementary and nec-
essary: the use of generic approaches (as the majority rule), specific knowledge
(as a library of feature adaptation plans), and user interaction.

In this paper, we introduce a new a simple generically applicable approach to
perform case adaptation. Our research concerns reuse for classification, since our
goal is to diagnose whether a patient has cancer or not. Our method, takes into
account the closeness of the retrieved cases, refining the approach provided by
the majority rule. The simplicity of our approach means that the development
cost required to apply it is low. We have experimentally tested our method with
two cancer data bases, and we have got uncourageous results.

The paper is structured as follows. First, a brief description of an elemental
CBR system is given. Section 3 describes the main contribution of the paper,
the proposed reuse methodology. Afterwards, the description of the experiments
done are reported, following with the results achieved. Finally, we end with the
conclusions and future work.

2 Case-Based Reasoning Approach

We are faced with the problem of building a CBR system to support breast
cancer diagnosis. As a first approach, we have developed a system similar to the
one described in [5],which includes the basic functions. So we have the complete
CBR cycle covered with simple functions that enable the study of the reuse stage
performance.
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Concerning to the retrieve stage, we have used the distance based on the
Mathematical distance for numeric attributes and the Hamming distance for
categorical ones. Regarding missing values, statisticians have identified three
situations [20]. Missing completely at random (MCAR) is the case when the
probability of missing a value is the same for all variables. On the other hand,
not missing at random (NMAR) values occurs when the probability of missing
a value is also dependent on the value of the another missing variable. At last,
the missing values classified as missing at random (MCR) happens when the
probability of missing a value is only dependent on other variables. We do not
distinguish between MCAR,NMAR or MCR values. So, when the attribute of
the test case and the memory case are both missed, the distance is considered
0. Second, when the value of the attribute either the test case or the memory
case are missed, the distance is also taken as 0. Finally, when both are missed,
the corresponding distance function is applied (Mathematical or Hamming).

Thus, the local distance between two cases concerning attribute a with a value
of xa and ya for each case is given by the following equation:

d(xa, ya) =

⎧
⎨

⎩

0 if either x or y are unknown
Hamming(xa, ya) if xa = ya and a categorical
|xa − ya| if xa = ya and a numerical

(1)

where

Hamming(xa, ya) =
{

1 if xa �= ya

0 if xa = ya
(2)

The global distance is the average of local distances obtained for all the at-
tributes. Finally the similarity between a test case T and a memory case C,
sim(C, T ), is computed as the inverse of the global distance as follows:

sim(C, T ) = 1 −
∑n

i=1 d(xi, yi)
n

(3)

where n is the amount of attributes in the application.
Note, then, that we are using a very simple data retrieval phase. In this paper

we do not focus on optimize the number of features to use, or on investigating
different similitude functions and attributes weighting. We are focussing on the
reuse methods.

3 Reuse Method

The retrieval phase returns a set of k similar cases, C1, . . . , Ck to the current test
case T . Often they are ranked according to the similarity degree (i.e. sim(C1, T ) >
sim(C2, T ) > . . . > sim(Ck, T )). Then, in the reuse phase the solution to the
problem posed by T should be computed. Particularly, when dealing with a clas-
sification problem, the class corresponding to T should be determined.

In the particular case of breast cancer diagnosis, two classes conforms the
solution space of a problem: cancer (+) and no cancer (-). According to the
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majority rule, the new problem is classified in the same class than the majority
of the retrieved cases. However, in domains like the one we are dealing with, it
is the case that in most situations the amount of positive and negative cases
retrieved are the same. So, the majority rule is not a valid classification criteria.

An alternative approach is the one proposed by Bilska-Wolak and Floyd who
define a decision variable, DVbw , as the ratio of ”+” cases in C1, . . . , Ck to all
similar cases [5]. This definition represents an intuitive approach for describing
the likelihood of cancer in a case. Thus,

DVbw =
Number of + cases in {C1, . . . , Ck}

k
(4)

Then, the decision variable is compared against a given threshold τ . Whenever
the current value of the decision variable equals or goes beyond this threshold,
the test case T is classified as positive or not.

This approach presents several disadvantages regarding the closeness degree
of the similar cases to the test case, as shown in the following example. Let
us suppose that we have four similar cases, two positives and two negatives:
C+

1 , C+
2 , C−

3 , C−
4 . In this case, the decision variable according to [5] is DVbw =

2
4 = 0.4. If τ is set to 0.5, the test case T will have the ”+” class assigned. This
decision is independent of the similarity degree of the cases. For example, in
Table 1 several possibilities are given. In the first one, when all similarities are
the same, the results cannot be improved. In the second situation, it is clear that
positive cases are closer to the test case that the negative ones, and the decision
variable should catch that. Conversely, in the third analyzed scenario, negative
cases are more likely. Finally, in the last situation, as in the first scenario, there
is no room for precision on the decision variable.

Table 1. Different situations with the same DVbw value

sim(C+
1 , T ) sim(C+

2 , T ) sim(C−
3 , T ) sim(C−

4 , T ) DVbw T class (τ = 0.5)

0.5 0.5 0.5 0.5 0.5 +
0.8 0.8 0.5 0.5 0.5 +
0.4 0.4 0.5 0.5 0.5 +
0.4 0.5 0.4 0.5 0.5 +

To take into account the closeness degree of similarity between the test and
a memory case in the decision variable we propose an alternative definition as
the ratio of similarities of + cases to the addition of the similarities of all similar
cases. Formally,

DVpous =

∑
C+

i
sim(C+

i , T )
∑k

i=1 Sim(Ci, T )
(5)

where C+
i are the cases in C1, . . . , Ck which belong to the + class (suffering

cancer).
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As it is possible to observe in Table 2, our definition of the decision variable
captures the closeness of the similarity to the test case involved in positive and
negative cases. So, with the same threshold τ = 0.4 the results are slightly
different than the ones obtained with the DVbw (see Table 1).

Table 2. Different situations with the same DVpous value

sim(C+
1 , T ) sim(C+

2 , T ) sim(C−
3 , T ) sim(C−

4 , T ) DVpous T class (τ = 0.5)

0.5 0.5 0.5 0.5 0.5 +
0.8 0.8 0.5 0.5 0.6 +
0.4 0.4 0.5 0.5 0.4 -
0.4 0.5 0.4 0.5 0.5 +

4 Experimental Set-Up

We have implemented our simple CBR system with the reuse method in Java. In
order to test our methodology, we have used two data sets: The Breast Cancer
Wisconsin (Diagnostic) Data Set [19] and our own cancer data set (HSCSP).
The former is composed by 699 instances, 100 attributes each (integer values).
Features are computed from a digitized image of a fine needle aspirate of a breast
mass. They describe characteristics of the cell nuclei present in the image. There
are some missing values.

The other data set used was provided by the Hospital de la Santa Creu i
Sant Pau (HSCSP) from Barcelona. It consists of 871 cases, with 628 corre-
sponding to healthy people and 243 to women with breast cancer. There are
1199 attributes for each case. They correspond to people habits (smoker or not,
diet style, sport habits,...), desease characteristics (type of tumor,...), and gy-
naecological history among others. Since there are redundant, wrong and useless
information a preprocess was carried out. Also, the preprocess was used to ob-
tain data corresponding to independent individuals, since there are patients in
the database that are relatives. After this operations the final database was con-
stituted of 612 independent cases, with 373 patients and 239 healthy people.
From 1199 attributes, 680 are considered useless, redundant or too much incom-
plete. About the rest of attributes, 192 are discrete, 279 numeric and 34 text
(such as postal address, etc.). We have used discrete and numeric attributes for
our experimentation (471). Another preprocessing step has also been applied to
normalize numerical values.

As our method depends on two parameters, the number of cases retrieved
(k) and the threshold used to classify the case according to the corresponding
decision variable (τ ), we have defined several experiments to be carried out
varying them. Particularly we have varied each parameter as follows:

– k: from 1 to 10, step 1
– τ : from 0.1 to 1.0, step 0.1.

A cross-validation methodology has been followed. Figure 1 illustrates the pro-
cess when using a stratified cross validation methodology with a fixed length of
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Test Train Remaining

N patient N control Q R Set 1

Original
…

g
data

N patient N control Q R Set m

Fig. 1. Data sets generated for stratified cross validation on HSCSP data

test files (N cases per file) and a fixed number of data sets (m). So, from each orig-
inal data set, up to 10 different training and testing sets have been generated. So,
a run have been computed with each data set and each pair of parameter values.

5 Results

We have analyzed the four different possible outcomes: true positives (TP), true
negatives (TN), false positive (FP) and false negative (FN). True positive and
negative are the correct classifications. A false positive occurs when the outcome
is incorrectly predicted as cancer (+); conversely, a false negative occurs when
the outcome incorrectly predicts a no-cancer value (-). Next, the true positive
rate (tp), and the false positive rate (fp) have been computed as follows:

tp =
TP

TP + FN
(6)

fp =
FP

FP + TN
(7)

The true and false positive rates have been used to visualize the results in
ROC graphs. These graphs have been used in cost-sensitive learning because of
the ease with which class skew and error cost information can be applied to them
to yield cost-sensitive decisions [7]. In the x-axis, the fp values are plotted, while
in the y-axis, the tp ones. Any point in the two-dimensional graph represents an
experiment result. The ideal situation would be a system with tp=1 and fp=0,
that is a point located just at the right upper part of the graphic.

In order to average the results of the cross validation process, we have fol-
lowed the threshold averaging methodology explained in [7]. Thus, since the
Pous method have two parameters, first we have averaged the results obtained
for each k value given a threshold τ . Next, we have averaged the results of 10
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Fig. 2. Results on the Winsconsin data set. fp on the x-axis and tp on the y-axis.

runs for every possible τ . So, any point at the ROC graph corresponds to the
results of the method according to the a given τ value.

The results on the Wisconsin data set are shown in figure 2. As it is possible
to observe, the tp rate is above the 95% in almost all the ocassions. Regarding
the HSCSP data set, results are shown in figure 3. With this data set, we have
obtained a lower tp rate than with the Wisconsin data set. However, the com-
plexity of the data set is different (10 attributes versus 471). As a first approach
to the case-based breast cancer diagnosis, we believe that these results are good
enough: With a τ = 0.7, we got a tp (sensitivity) of 70 % while maintaining the
fp (1-specificity) rate to 20 %. Of course, there is room for improvement with the
incorporation in a future work of more appropriate retrieval, attribute selection
and other methods.

6 Related Work

This section describes the main papers related to the adaption stage of a CBR
cycle, when used in several medicine domains. Our starting point has been the
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Fig. 3. Results on the HSCSP data set. fp on the x-axis and tp on the y-axis.

work of Bilska-Wolak and Floyd on breast cancer [5]. The authors propose the
probabilistic measure presented in equation 4. As a previous step, they use a
similarity threshold SIM , empirically estimated, in order to decide if a case is
similar or not to the current case. The estimation is based on the goodness of the
distance function used in the retrieval phase according to an exhaustive analysis
of all the features. In their case, this approach is feasible, since they are dealing
with a reasonable number of variables (10). However, in other scenarios, as it
is our, this exhaustive approach is unfeasible. Regarding the reuse phase, the
differences between our method is expressed in equations 4 and 5.

Our methodology is tightly related to weighted knn-methods. Such methods
follow a voting scheme to decide the labeling of a test case, as the majority
rule, but using a weight function for every vote [13]. When taking the weight
function as the similarity one, we have the same results. Note, however, that we
are not just assigning the class with the high aggregated weight, but computing
the ratio of the weights of cancer that matched the test case to the total number
of k matched cases.
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Concerning to reuse methods for CBR systems in classification tasks, in [11]
a knowledge-based planning is proposed as a general method. The execution of
a case adaptation plan leads to the diagnosis of multiple diseases for a single
problem. This mechanism is based on a network of feature adaption plans, that
is, specific knowledge costly to acquire.

On the other hand, in [2] a sophisticated adaptation method is presented for
individual diabetes prognosis for long-term risks. In some sense, Armengol and
her colleagues mix in the DIRAS CBR system the retrieval and the reuse phases.
They are continuing refining the case selection from the retrieval phase according
to the most discriminant feature of the problem at hand. When all the selected
cases belong to the same class, the new case is labeled with it.

[12] develops an adaptation method based on paths. That is, any problem
is reformulated in subparts. So, according to the retrieval results of each of
the subparts,the corresponding adaptation method is applied to obtain a final
solution. The adaptation method described in [12] is defined for breast cancer
treatment protocols.

Regarding breast cancer data, most of the CBR systems focus on image anal-
ysis, that is, the study of mammographies. Although mammographies are impor-
tant (they reduce mortality up to the 30-40% [5]), most of the biopsies analyzed
are benign (75-80%). So, developing decision support systems based on other
clinical data is important in order to reduce annoying and costly biopsies. Most
of the CBR systems dealing with non-image data, however, have elaborated
retrieval functions, with attribute selection and weighted mechanism, and few
attention is paid to the reuse phase. For example, in [6] a nonparametric regres-
sion method is introduced for estimating a minimal risk of the distance functions.
Our future work includes the incorporation of retrieval methods like this.

7 Conclusions and Discussion

There is an increasing interest on the use of CBR techniques for medical diagno-
sis. However, most of the advances concentrate on the retrieval phase, in which
similar cases are selected from memory. Regarding the reuse phase, researchers
have focalized on planning tasks, as therapy or protocols, while for diagnosis the
majority rule seems to be the most simple and general method utilized.

In this paper, we have presented a new general method for reuse, that is also
simple to compute. It takes into account the similarity degree of the selected
cases when determining the class of the new case. The method has been tested
in two cancer databases: Wisconsin (from the UCI repository) and HSCSP (our
own), and the results obtained are encouraging.

As a future work, we wish to complement our general reuse method, with
other knowledge specific methods and user interaction abilities, according to the
requirements of the medical applications. From the complementarity of all of
these techniques should arise a reuse stage for CBR useful for physicians. We
are also planning to integrate more accurate retrieval functions, as well as other
attribute selection and weighing methods in our initial CBR prototype.
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