Marlon Dumas
Manfred Reichert
Ming-Chien Shan (Eds.)

Business Process
Management

6th International Conference, BPM 2008
Milan, Italy, September 2008
Proceedings

LNCS 5240

@ Springer



Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison

Lancaster University, UK
Takeo Kanade

Carnegie Mellon University, Pittsburgh, PA, USA
Josef Kittler

University of Surrey, Guildford, UK
Jon M. Kleinberg

Cornell University, Ithaca, NY, USA
Alfred Kobsa

University of California, Irvine, CA, USA
Friedemann Mattern

ETH Zurich, Switzerland
John C. Mitchell

Stanford University, CA, USA
Moni Naor

Weizmann Institute of Science, Rehovot, Israel
Oscar Nierstrasz

University of Bern, Switzerland
C. Pandu Rangan

Indian Institute of Technology, Madras, India
Bernhard Steffen

University of Dortmund, Germany
Madhu Sudan

Massachusetts Institute of Technology, MA, USA
Demetri Terzopoulos

University of California, Los Angeles, CA, USA
Doug Tygar

University of California, Berkeley, CA, USA
Gerhard Weikum

Max-Planck Institute of Computer Science, Saarbruecken, Germany

5240



Marlon Dumas Manfred Reichert
Ming-Chien Shan (Eds.)

Business Process
Management

6th International Conference, BPM 2008
Milan, Italy, September 2-4, 2008
Proceedings

@ Springer



Volume Editors

Marlon Dumas

University of Tartu

J Liivi 2, 50409 Tartu, Estonia
E-mail: marlon.dumas@ut.ee

Manfred Reichert

University of Twente

Department of Computer Science

Information Systems Group

P.O. Box 217, 7500 AE Enschede, The Netherlands
E-mail: m.u.reichert@cs.utwente.nl

Ming-Chien Shan

SAP Labs

LLC 3475 Deer Creek Road, Palo Alto, CA 94304, USA
E-mail: ming-chien.shan@sap.com

Library of Congress Control Number: 2008933578

CR Subject Classification (1998): H.3.5, H.4.1, H.5.3, K.4, K.6, J.1

LNCS Sublibrary: SL 3 — Information Systems and Application, incl. Internet/Web
and HCI

ISSN 0302-9743
ISBN-10 3-540-85757-5 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-85757-0 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media
springer.com

© Springer-Verlag Berlin Heidelberg 2008
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12465750 06/3180 543210



Preface

BPM 2008 is the sixth international conference in a series that provides the most
distinguished specialized forum for researchers and practitioners in business pro-
cess management (BPM). The conference has a record of attracting innovative
research of the highest quality related to all aspects of BPM including theory, frame-
works, methods, techniques, architectures, standards, and empirical findings.

BPM 2008 was held in Milan, Italy, on September 2—4, 2008, and was orga-
nized by the Information Systems Research Group of the Department of Electron-
ics and Information of the Politecnico di Milano. The present volume contains the
research, industry, and prototype demonstration papers accepted for presentation
at the conference.

This year, we received 154 full paper submissions. These submissions came
from authors located in 36 different countries, geographically distributed as fol-
lows: 101 submissions originated from Europe, 19 from Australia, 16 from Asia,
14 from America, and 4 from Africa. As in previous years the paper selection
process was extremely competitive. After a thorough refereeing process in which
every paper was reviewed by between 3 and 5 program committee members,
only 23 of the 154 submissions were accepted, leading to an acceptance rate just
below 15%. Among the 23 accepted papers, there are 20 research papers and 3
industry papers.

In addition to these 23 papers, 3 invited keynote presentations were delivered
by Paul Harmon (Executive Editor and Founder, BPTrends, USA), Michael
Rosemann (Queensland University of Technology, Australia), and Peter Dadam
(University of Ulm, Germany). We are very grateful to the keynote speakers for
their contributions.

In conjunction with the main conference, nine international workshops took
place the day before the conference. These workshops have fostered the exchange
of ideas and experiences between active BPM researchers, and stimulated dis-
cussions on new and emerging issues in line with the conference topics. The
proceedings with the papers of all workshops will be published in a separate
volume of Springer’s Lecture Notes in Business Information Processing series.
Finally, the present volume contains 6 prototype demonstration papers that were
selected out of 15 demo submissions by the demo chairs and the reviewing com-
mittee they appointed.

We owe special thanks to all senior and regular members of the Program Com-
mittee of BPM 2008 as well as their sub-referees for their work. We are also very
grateful to the numerous people who were involved in the organization of the BPM
conference and its satellite events. In particular, we would like to thank the Gen-
eral Co-chairs — Barbara Pernici and Fabio Casati — as well as Danilo Ardagna for
his outstanding support as Organization Chair of BPM 2008. We would also like
to thank Massimo Mecella and Jian Yang (Workshop Co-chairs), Malu Castellanos
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and Andreas Wombacher (Demo Co-chairs), Vincenzo d’Andrea and Heiko
Ludwig (Tutorial / Panel Co-chairs), and the many other colleagues who con-
tributed to the success of BPM 2008. Finally, we thank the conference sponsors
for their support in making BPM 2008 another successful event in the series.

June 2008 Marlon Dumas
Manfred Reichert
Ming-Chien Shan
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Business Process Management:
Today and Tomorrow

Paul Harmon

BPTrends, USA
pharmon@sbcglobal .net

Companies have been striving to improve their business processes for decades,
but, in the past few years, the emergence of a variety of new software technologies
and the relentless competitive pressures on large companies to outsource and to
develop a worldwide presence has taken the interest in business processes to a
new level of intensity. In this talk we consider some of the roots of today’s interest
in business process management (BPM), the growing resources available to those
who want to undertake business process change, the emerging BPM systems that
seem destined to transform businesses in the next decade, and the implications
this transformation will have for those who work in the new generation of process-
oriented organizations.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, p. 1, 2008.
© Springer-Verlag Berlin Heidelberg 2008



Understanding and Impacting the Practice of
Business Process Management

Michael Rosemann

Queensland University of Technology, Australia
m.rosemann@qut.edu.au

This presentation will explore how BPM research can seamlessly combine the
academic requirement of rigor with the aim to impact the practice of Business
Process Management. After a brief introduction into the research agendas as
they are perceived by different BPM communities, two research projects will
be discussed that illustrate how empirically-informed quantitative and qualita-
tive research, combined with design science, can lead to outcomes that BPM
practitioners are willing to adopt. The first project studies the practice of pro-
cess modeling using Information Systems theory, and demonstrates how a better
understanding of this practice can inform the design of modeling notations and
methods. The second project studies the adoption of process management within
organizations, and leads to models of how organizations can incrementally tran-
sition to greater levels of BPM maturity. The presentation will conclude with
recommendations for how the BPM research and practitioner communities can
increasingly benefit from each other.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, p. 2, 2008.
© Springer-Verlag Berlin Heidelberg 2008



The Future of BPM: Flying with the Eagles or
Scratching with the Chickens?

Peter Dadam

Institute of Databases and Information Systems, Ulm University, Germany
peter.dadam@uni-ulm.de

Service-oriented architectures, business process management (BPM) systems,
and BPM in general receive a lot of attention these days and the number of
articles which describe the benefits and great potential of these technologies has
significantly increased. It is something like a second wave after the first (and
short) workflow hype in the middle of the 90’s. However, the contemporary
hype in newspapers and IT magazines does not really reflect reality. In fact,
much more companies are still thinking about whether and in which form they
shall introduce these technologies rather than concretely performing projects in
these fields. And many companies which have started respective projects are
still in the phase of designing and implementing (web) services or in evaluat-
ing SOA platforms and repositories of different vendors; i.e., they are still not
bringing (larger) processes into production. Nevertheless, expectations are very
high: Everything will become easier and more flexible, implementation of cross-
organizational processes will become business as usual, and process management
systems will enable new kinds of process-aware applications which have to be
performed manually today. In fact, BPM has a great potential. However, to real-
ize this potential in practice, we have to face much more the challenges of the real
world, we have to learn more seriously from how business processes are executed
today, and we have to understand how actors deal with exceptional situations.
It is not hard to predict what will happen with the current BPM hype if users
discover that they cannot do much more with these technologies than with pre-
vious ones or, even worse, that they can do less. And no organization will accept
to become inflexible. — It is partially up to us, whether BPM will become a big
and sustainable success or whether it will share the fate of many other hypes
(like Computer Integrated Manufacturing at the end of the 80’s). This talk will
present real-world examples from different domains to illustrate where we jump
too short. It will use the ADEPT project [12] to show how stimulating it can
be also from a research point of view to face the reality as it is.

References

1. Reichert, M., Dadam, P.: ADEPT {;c; — Supporting Dynamic Changes of Workflows
Without Losing Control. J. of Intelligent Information Systems 10(2), 93-129 (1998)

2. Reichert, M., Rinderle, S., Kreher, U., Dadam, P.: Adaptive Process Management
with ADEPT2. In: Proc. ICDE 2005, pp. 1113-1114 (2005)

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, p. 3, 2008.
© Springer-Verlag Berlin Heidelberg 2008



Applying Patterns during Business Process Modeling*

Thomas Gschwind!, Jana Koehler!, and Janette Wong?

1 IBM Zurich Research Laboratory,
Switzerland
www.zurich.ibm.com/csc/bit
2 IBM Software Group, Canada

Abstract. Although the business process community has put a major emphasis
on patterns, notably the famous workflow patterns, only limited support for us-
ing patterns in today’s business process modeling tools can be found. While the
basic workflow patterns for control flow are available in almost every business
process modeling tool, there is no support for the user in correctly applying these
simple patterns leading to many incorrectly modeled business processes. Only
limited support for pattern compounds can be found in some tools, there is no
active support for selecting patterns that are applicable in some user-determined
context, tools do not give feedback to the user if applying a pattern can lead to
a modeling error, nor do they trace the sequence of applied patterns during the
editing process.

In this paper, we describe an extension of a business process modeling tool
with patterns to provide these capabilities. We distinguish three scenarios of pat-
tern application and discuss a set of pattern compounds that are based on the basic
workflow patterns for control flow. We present an approach where business users
receive help in understanding the context and consequences of applying a pattern.

1 Introduction

There is wide agreement that patterns can accelerate the process of designing a solution
and reduce modeling time, while at the same time they enable an organization to more
easily adopt best practices [1I2/3]. Patterns enable participants of a community to com-
municate more effectively, with greater conciseness and less ambiguity. Furthermore,
process patterns are considered as an effective means to bridge the Business IT gap.
Bridging this gap is more critical than ever because IT advances have escalated the rate
of development of new business functions and operations [2].

Despite the common belief in the importance of patterns, only limited support for
using patterns in today’s business process modeling tools can be found. While the basic
workflow patterns for control flow [4] are available in most business process modeling
tools and the YAWL system [3] provides all workflow patterns, applying even a basic
pattern is under the full responsibility of the user. It is thus not surprising that most
modeling errors result from incorrect combinations of the exclusive choice, parallel
split, simple merge, and synchronization patterns [6]].

* The work published in this article was partially supported by the SUPER project (http://www.
ip-super.org/) under the EU 6th Framework Programme Information Society Technologies Ob-
jective (contract no. FP6-026850).

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 4-]19] 2008.
(© Springer-Verlag Berlin Heidelberg 2008


www.zurich.ibm.com/csc/bit

Applying Patterns during Business Process Modeling 5

In this paper, we discuss flexible pattern support where users can apply patterns to
unstructured process models, they obtain active support in selecting patterns that are
applicable in some user-determined context, the tool gives feedback to the user if ap-
plying a pattern can lead to a modeling error and it traces the sequence of applied
patterns during the editing process. We focus on the basic workflow patterns for control
flow, because of their frequent usage during business process modeling and discuss a
set of pattern compounds that can be built from them. We present an infrastructure that
automates parts of the pattern application process. The infrastructure analyzes the con-
sequences of applying a pattern with respect to the soundness of the resulting process
model and enables only those patterns that are correctly applicable in a given context,
which we describe using the category of the process fragments to which the pattern is
applied. Information about the fragment category is obtained from the process structure
tree that results from parsing the workflow graph underlying the process model [7U8].

We show how patterns can be integrated in a modeling tool such that they enable
business users to move away from a drawing tool with drag-and-drop editing capabili-
ties to a true business-level process modeling tool that allows users to arrive at models
of higher quality with less effort. Although we only consider control-flow patterns, we
see our contribution as an important prerequisite for extending powerful pattern sup-
port to more concrete business process patterns that describe best practices, because
these patterns will usually contain control-flow information as one essential part of the
pattern description [3]. We do not yet introduce a domain-specific vocabulary for the
control-flow patterns, but we argue that it is necessary to do so in the future to make the
patterns more easily usable by business users.

The paper is organized as follows: In Section2 we revisit the basic workflow patterns
for control flow and define three scenarios for the application of control-flow patterns
during an iterative process modeling approach: (1) refinement of a single control-flow
edge by applying a block-oriented pattern compound, (2) application of a pattern com-
pound to a pair of selected control-flow edges, (3) application of a basic pattern to a set
of selected control-flow edges. Sections Bl d] and [§] present the three scenarios of pat-
tern application in more detail. Section3]also provides details on our infrastructure that
is based on the process structure tree [[7] and that enables us to extend the application
of patterns to unstructured process models. Section [6l summarizes initial experiences
with an implementation of the three pattern scenarios in a commercial business pro-
cess modeling tool. The section also discusses the interplay of process patterns, process
refactoring operations, and process model transformation. Section[7] gives an overview
on the state of the art in business process patterns, while Section 8l concludes the paper.

2 The Workflow Patterns Revisited

When talking about business process patterns, many business process experts refer to
the famous workflow patterns [4] that have their origin in comparing the runtime con-
structs available in existing workflow engines. Figure [Tl shows the most widely used
subset of the control-flow patterns. We selected these patterns to build active pattern
support into a business process modeling tool.
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Exclusive Choice Parallel Split

Sequence Arbitrary Cycles

Fig. 1. The five basic workflow patterns exclusive choice, parallel split, simple merge, synchro-
nization and sequence. In addition, the arbitrary cycles pattern as the most frequently occurring
pattern for iteration [4].

The patterns as shown in Figure [[] are of course available in most business process
modeling tools in the form of gateway icons that business users can drag and drop on
a canvas and connect to other modeling elements. Unfortunately, this availability of the
patterns in today’s modeling tools is insufficient to enable users to successfully reuse
proven solutions to recurring problems. The workflow patterns are too fine-grained and
not sufficiently enriched with information on the context and consequences to represent
a reusable solution. A possible alternative, as for example implemented in the ADEPT2
system [OI10Q], is to offer block-structured pattern compounds and change patterns that
allow users to model structured workflows by an editing process where processes are
sound by construction.

In this paper, we are especially interested in pattern-support for the editing of un-
structured process models where the soundness of these models is not guaranteed by
construction. We developed a pattern-based modeling prototype by extending the com-
mercial modeling tool IBM WebSphere Business Modeler with pattern compounds that
we built from the basic control-flow patterns. Our special emphasis is on pattern se-
quences, i.e., how a model unfolds pattern by pattern and how a user creates an unstruc-
tured model by applying patterns in an iterative and tool-supported modeling process.

The process models that we consider are generalizations of workflow graphs that
permit multiple start and end events. Following [11]] we define them as follows:

A business process model is a directed graph G = (N, E) where each node n € N
is either a start or end event, an activity, or a gateway with the gateways partitioned into
the types exclusive choice, parallel split, simple merge, and synchronization, satisfying
the following conditions

1. there is at least one start event and at least one end event; each start event has no
incoming edges and exactly one outgoing edge, whereas each end event has exactly
one incoming edge but no outgoing edges,

2. the exclusive choice and parallel split have exactly one incoming edge and two or
more outgoing edges, whereas the simple merge and synchronization have two or
more incoming edges and exactly one outgoing edge; each activity has exactly one
incoming and exactly one outgoing edge,

3. the graph is connected and each node n € N is on a path from a start to an end
event.
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We are adopting BPMN notation to draw the process models and pattern structures.
This means that we use a diamond to depict a gateway and in the case of a parallel split
or synchronization, a plus sign is added to the diamond. Activities are depicted with
rounded corner rectangles, while a start event is depicted with an empty circle and an
end event is depicted with a thick circle.

Table [ gives an overview of three pattern application scenarios that we discuss
in this paper. Each scenario is applicable to process models that are still unfinished,
i.e., they may not fully comply to the definition above.

Table 1. Overview of pattern application scenarios

Sc. selected process elements applied pattern compound source target
1 single edge well-formed sound block sound sound
2 pair of edges gateway-guarded control flow sound sound/unsound
3 set of edges gateway sound/unsound sound/unsound

In Scenario 1, a user selects a single edge in a model. This edge is replaced by a
pattern compound that represents a well-formed process fragment. The user has four
choices of pattern compounds that he can apply: sequence, parallel compound, alter-
native compound, and cyclic compound. This form of pattern application (sometimes
also denoted as transition refinement) is always possible in our tool. When applied to
a sound process model or fragment thereof, it preserves the soundness, i.e., it cannot
introduce any modeling errors. Section 3] discusses this scenario in more detail.

By soundness of a process model, we mean the absence of deadlocks and lack of
synchronization. In other words, no situation occurs where some part of the process is
waiting indefinitely for another part of the process and no part of the process executes
more often than intended because of two tokens that occur on the same edge. A for-
mal account of soundness would go beyond the scope of this paper, but can be found
in [127].

In Scenario 2, a user selects a pair of edges in the model to which he can add a new
gateway-guarded control flow. Two pattern compounds are available to the user which
we denote as alternative branch and parallel branch. This scenario allows the user to
also create arbitrary cycles. The pattern application is always possible, but an unshielded
application can introduce new modeling errors, i.e., a process or fragment with a sound
underlying workflow graph can become unsound. We describe this scenario in Section[]
and discuss how potential soundness problems can be discovered and prevented.

In Scenario 3, the user selects a set of edges to redirect existing control flow such that
it starts or ends in a newly introduced gateway. In this scenario, the basic control-flow
patterns are directly available to the user. They can be applied to any process model or
fragment thereof and either maintain soundness, yield an unsound model or correct an
unsound model into a sound one. In Section [§] we describe an infrastructure that alerts
the user of these situations and thereby extends the limited support for basic workflow
patterns that is available today.

Our scenarios differ by the user-triggered selection of modeling elements and by the
class of process models that the user can create with the patterns that are available for
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each selection. The focus on the selection of modeling elements is important to help
business users understand how to apply a pattern. Furthermore, it provides them with
a simple and systematic description of the context of a selected pattern in the form of
the surrounding process fragment, and the consequences in terms of soundness of the
resulting model, while the modeling tool exploits this information to automate the pat-
tern application. We believe that a higher degree of automation is essential because we
are addressing non-technical users in contrast to software developers who traditionally
apply software patterns in a mostly manual process.

3 Scenario 1: Applying Patterns to a Single Edge

Our first scenario has been widely studied by the workflow community, e.g., as a form
of transition refinement [[13]]. We introduce it here in order to review some essential
prerequisites for structured workflow modeling that we then gradually relax in Scenar-
ios 2 and 3. Scenario 1 provides the user with the most simple form of application of
a pattern where he can select a single control-flow edge to further refine the business
process model. Instead of selecting a single edge, the user can also select a single ac-
tivity in the process model. In this case, our tool assumes that with this selection, the
single outgoing control-flow edge of this activity is selected, i.e., the pattern is applied
following the activity in the control flow.

In this scenario, we provide users with pattern compounds that represent a well-
formed and sound block-structured fragment of a process. These pattern compounds
have been studied within the context of structured workflows and are
also available in ADEPT2 [OI10]. Four types of block-structured pattern compounds
are available to the user:

— sequence: a totally ordered set of connected activities,

— parallel compound: a parallel split followed by a synchronization that are connected
by two or more branches containing one or more activities1,

— alternative compound: an exclusive choice followed by a simple merge,

— cyclic compound: a simple merge followed by an exclusive choice.

Figure[2illustrates this mode of pattern application, which restricts the user to model
structured workflows, but which are guaranteed to be sound by construction. The initial
sequence of activities in this example can be either created manually or by using the se-
quence pattern. Alternatively, we offer an auto-link transformation where the user only
places the activities that he wants to be part of the initial sequence in an approximate
horizontal arrangement. Then he invokes the auto-link transformation that takes a set
of horizontally arranged activities and produces a fully connected sequential process
model including a start and an end event.

Aalst [14] and Kiepuszewski et al. showed that only a subset of all work-
flow graphs can be generated when using block-structured process fragments. However,

!'We do not consider here the refinement of a single activity into a subprocess, which is a com-
pletely different scenario.

% The number of branches and the names of activities can be provided as parameters when
invoking the pattern.
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apply sequence pattern compound

O O
apply cyclic pattern compound
A

Fig. 2. Sound refinement of a process model by applying block-structured pattern compounds to
a single edge

modeling block-structured processes is practically relevant for two reasons: First, these
models are more comprehensible to human users [[18]. Secondly, they can be directly
mapped to structured process execution languages such as BPEL and thus make it much
easier to go from business to IT.

In order to trace the successive application of patterns, i.e., the pattern sequence,
and to determine the context under which a pattern can be correctly applied, we use
the process structure tree (PST) [7U8] and the notion of category of a fragment. In
Scenario 1, illustrated by Figure Pl the PST is used to trace the successive application
of patterns by the user. Scenarios 2 and 3 will illustrate how the PST together with
the category notion can be used to help a user correctly apply patterns to unstructured
process models.

The PST results from parsing the workflow graph of the process model. It repre-
sents a unique decomposition of a workflow graph into canonical SESE fragments,
which are either disjoint or fully nested in each other. A SESE fragment is a non-empty
subgraph of the workflow graph that is bordered by a single-entry and a single-exit
(SESE) edge [7] or node [8]]. The dotted rounded-corner rectangles in Figure 2] show
the SESE edge fragments of the example. Note that only maximal sequences are canon-
ical fragments, e.g., the sequence containing activity a; followed by fragment D is not a
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canonical fragment, because fragments a9, a3, and B are part of the same sequence. The
PST can be computed in linear time. It is unique and modular, i.e., a local change of the
workflow graph only causes a local change of the decomposition. It is as fine-grained
as possible when using SESE node fragments [8]].

To determine whether a pattern can be correctly applied, the category of a fragment is
important, which is defined by syntactic properties of the underlying workflow graph.
Well-structured, acyclic concurrent, unstructured alternative, and complex fragments
were proposed in [[7]. Other categorizations can be defined instead, i.e., we define and
use our own categories sequence, alternative branching (an arbitrary number of XOR-
splits and XOR-joins that must be cycle-free), parallel branching (an arbitrary number
of AND-splits and AND-joins that must be cycle-free), and cyclic alternative branch-
ing, which is an alternative branching that is not cycle-free. Fragments in these cate-
gories are known to be sound. Figure[3lillustrates the categories parallel branching and
cyclic alternative branching with two unstructured example models.

Fig. 3. Fragment categories parallel branching (left) and cyclic alternative branching (right)

Figure [ shows the PST for the example of Figure Plbased on SESE edge fragments.

0. sequence
sequence

1. cyclic compound

3. alternative compound

alternative branching ﬂ ﬂ cyclic alternative branching

2. parallel compound

parallel branching

Fig. 4. The process structure tree

The nodes of the PST, which represent the fragments, are annotated with the category
of the fragment. The edges are annotated with a number and pattern name providing us
with the history of pattern application, i.e., the pattern sequence that the user applied
in this example: 0. sequence, 1. cyclic compound, 2. parallel compound, 3. alternative
compound. Applying patterns in Scenario 1 adds new fragments to the tree. When ap-
plying the patterns of Scenario 2 and 3, fragments and their category can change locally
in the PST, e.g., a fragment can also disappear.
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4 Scenario 2: Applying Patterns to a Pair of Edges

As refining process models with block-structured patterns is very limiting for many
business modeling scenarios, we now consider a first generalization where the user
selects an ordered pair of edges (s, ¢). The first selected edge s is considered the source
of the new flow and the second selected edge ¢ is considered its rarget. The user can
select any two edges as source and target edgesH

In this scenario, we support two pattern compounds alternative branch and parallel
branch that the user can apply to establish a new control flow between the source and the
target. We provide the pattern compounds in the form of gateway-guarded control-flow
edges:

— alternative branch: an exclusive choice with a single outgoing edge leading to a
simple merge,

— parallel branch: a parallel split with a single outgoing edge leading to a synchro-
nization.

Figures [3] and [@ illustrate a typical example of this pattern application scenario. In
Figure 3] we see part of a mortgage approval process with two alternative branches. If
the customer is not creditworthy, a rejection is sent by the bank and the application by
the customer is closed. If the customer is creditworthy, a mortgage offer is sent, the
documents are completed, and an account is set up for paying out the mortgage and the
mortgage is registered.

. ejection pplication |
Creditworthy? 3 i
Yes Send N Complete Set up Account &

Mortgage Offer Documents Register Morigage |

Fig. 5. Example of a simple mortgage approval process

When taking a closer look at this process model, we notice that it assumes that the
customer accepts the mortgage offered by the bank. However, this may not always be
the case. If the offer is rejected by the customer, the bank employee should contact the
customer to find out why and then also close the application. To achieve this change in
the process model, the user selects the edges s and ¢ as the source and target and applies
the alternative branch pattern. The result can be seen in Figure[6l In a parameterized
version of this pattern, a list of activities can be provided that is placed on the newly
added branch.

In this example, the user transforms a structured model into an unstructured, but
sound model. If the user had applied the parallel branch pattern compound to Figure[3
a deadlock error would have been introduced. In order to prevent such situations, knowl-
edge of the fragment categories maintained within the PST is essential when patterns

3 Alternatively, a user can select two activities where the tool takes the outgoing edge of the first
activity as the source and the incoming edge of the second activity as the target.
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Send Close
Rejection Application |;

H ( Complete Set up Account & |
H L Documents Register Mortgage | i

Fig. 6. Adding an alternative branch pattern to two selected edges

i Customer
i Creditworthy?,

are applied to a pair of edges. In this example, the user selects two edges that belong
to two different fragments of type sequence that each comprise one of the decision
branches for the Customer Creditworthy? decision. The pattern application destroys
these fragments. They are replaced by four smaller fragments of type sequence—two
on each branch. Their parent fragment, which spawns the process fragment of Figure[5}
remains unchanged and also preserves its type acyclic sequential branching.

The tool guides the user in applying the pattern compounds by analyzing the SESE
fragments that contain the selected edges. If the selected pair of edges is a pair of en-
try/exit edges of a SESE fragment, all pattern compounds that we discussed for Sce-
narios 1 and 2 are applicable independently of the category of the fragment. If the user
selects a pair of edges where at least one of the edges is not an entry or exit edge of
a fragment, an analysis of the SESE fragments surrounding the selected edges needs
to be performed. The tool analyzes the SESE fragments containing the source and tar-
get edge and all those SESE fragments that enclose these fragments up to the smallest
SESE fragment that contains both edges. All fragments have to be of the same category,
which decides if a parallel or alternative branch can be applied to the edges, see Table[2l

Table 2. Soundness of pattern application based on fragment category

Fragment category adding cycle allowed? parallel branch alternative branch
sequence yes X 4
sequence no v X
cyclic alternative branching yes X Vv
parallel branching no Vv X

Rows 1 and 2 show that if the fragment categories are a simple sequence of activities,
both branch patterns are applicable to a selected pair of edges. However, only the alter-
native branch pattern is permitted to add a cycle to the process model (row 1). Adding
a parallel branch such that a cycle is introduced would lead to a deadlock and is thus
not permitted (row 2). The (acyclic) alternative branching is a special case of the cyclic
alternative branching and is thus subsumed by row 3. Adding an alternative branch to
a parallel branching fragment is not permitted, because it would introduce a lack of
synchronization error (row 4).

If the selected edges do not satisfy the conditions with respect to the fragment cat-
egories or if the process model is known to be unsound, patterns can still be applied
in our current prototype, because we do not want to constrain the user too much in
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using the pattern-based editing capability. However, a warning, but no further guidance
is given to the user. Note that it is not possible to eliminate a deadlock or lack of syn-
chronization error by only applying one of the six pattern compounds that we discussed
so far.

5 Scenario 3: Applying Patterns to a Set of Edges

In our last scenario, we consider the most general situation where the user has selected a
set of two or more edges or nodes. This means, the selections possible in Scenario 2 can
occur here as well, but we consider application scenarios for the basic patterns parallel
split, synchronization, exclusive choice, and simple merge. When applying the basic
patterns to unsound fragments, it is possible for the user to correct modeling errors.

We want to support users selecting nodes in addition to selecting edges because in the
midst of editing a process model, it is common to encounter nodes without connecting
edges yet and applying patterns to nodes can be very useful to complete the editing. On
the other hand, it is not usual to have dangling edges without nodes, because business
process modeling tools make users add nodes first and then allow them to connect the
nodes with edges. We support three situations if nodes are selected:

1. all selected nodes have incoming edges, but no outgoing edges,
2. all selected nodes have outgoing edges, but no incoming edges,
3. all nodes are fully disconnected, i.e., have neither incoming nor outgoing edges.

In situation (1), a new outgoing edge is added to each node and the synchronization
or simple merge pattern is enabled depending on the fragment type returned for the
selection. In situation (2), a new incoming edge is added to each node and the parallel
split or exclusive choice pattern is enabled. In situation (3), all four basic patterns are
enabled and depending on the selection of a pattern by the user, either a new outgoing
or incoming edge is added to each node.

Currently, we impose very restrictive constraints when applying the basic patterns
to a selection of nodes or edges. For example, a synchronization pattern can be added
if a parallel split is found in the process model from which all selected nodes or edges
can be reached without encountering other non-AND gateways along the path. Similar
conditions can be formulated for the other three basic patterns.

Figure [7lillustrates an example situation. In case that the user only selects activities
as, a4, and as in the process model shown in the left, the exclusive choice is found
that can only be correctly matched with a simple merge. If in addition, a; is selected
as well, the parallel split is found, but on three of the four paths, the exclusive choice
is encountered. In such a situation, more than one pattern must be applied as is shown
in the right of the figure, which requires refactoring techniques that are subject of our
ongoing work [19]. The same challenges occur when the user selects a set of edges.
Again, we constrain the pattern application as described above. In addition, we have to
consider the nodes that are connected by the selected edges.

Figure [§] illustrates an example process where the user wants to introduce two join
points in the process flow. With his first selection ey, es, e, the user wants to join the
three parallel flows to allow the doctor to talk to the patient after having worked out the



14 T. Gschwind, J. Koehler, and J. Wong

Fig.7. Applying a single basic pattern to merge or synchronize all selected nodes/edges is not
possible without introducing an error into the process model. Instead, two basic patterns must be

applied.
P Write . ]i'[ Take ]i’o
rescription Medication
Phygf)ttillltgrapy “ Exee(c)ises ]8—5’0
o

Fig. 8. A medical example process with two edge selections e1, e2, e3 and eq, €5, g

View
Specialist

patient’s prescriptions. With his second selection ey, €5, eg, the user wants to join the
individual process ends and allow the doctor to review the treatment results with the
patient.

Figure [9] shows the result of applying two synchronization patterns to the example,
each parameterized with an activity that follows the added AND-Join.

Write Take
Prescription Medication
Set up Do
Physiotherapy Exercises
Appoint second View
Specialist

Specialist
Fig. 9. Selecting a set of edges for joining leads to a fusion of nodes into a single node when
they are identical. In the case of different nodes, applying a pattern to join branches also requires
applying another pattern to split the branches again, because the nodes cannot be merged.

Coordinate Review Results
P N7 7 7% o

Applying the synchronization pattern to the first selection ey, eq, e3 requires the in-
troduction of an additional AND-Split following the AND-Join resulting from the pat-
tern, because the subsequent activities cannot be merged. In the case of gateways, a
merging is sometimes possible, but it may not always be desired by the user. We take a
conservative approach so far and do not merge gateways. When applying the synchro-
nization pattern to the second selection ey, €5, eg, the end events can be merged into
a single node and no additional gateway is needed. After having applied the two pat-
terns, the process can be further improved by for example applying the cyclic pattern
compound to iterate the prescription and treatment for the patient if necessary.
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6 Implementation and Validation of Pattern-Based Editing

Figure [10] shows a screen capture of our prototype implementation where we added
pattern support in the form of additional plug-ins to IBM WebSphere Business Mod-
eler, which is an Eclipse-based commercial business process modeling tool. As not
all process models can be generated with the patterns and pattern compounds that we
described in this paper, we also provide the user with refactoring and transformation
operations in addition to the normal editing capabilities.

- - ——
Task r i Task:3
= Copy
¥ Delete
Task:2 Task:4
Static Analysis  #
Transform 4
Patterns L4
Refactor 4
Synchronization
Parallel Branch

Fig. 10. Context-sensitive pattern availability when selecting a pair of edges within a parallel
branching fragment

Our set of currently implemented transformations has been described in [20] and in-
cludes a first prototype of a transformation that introduces data flow. We plan to extend
this set of transformations by adopting and extending transformations that have been
described in [T4IT6I17121]. Several of these transformations require a tool to verify the
soundness of the process model to which they are applied or that they create. With the
linkage of our transformations and patterns to the PST and its fragments, we have laid
the foundation to perform these checks much faster. In many practical cases a process
model only contains simply structured fragments where soundness can be decided in
linear time. For the general case, we currently develop a complete soundness checker
that we can can invoke on complex fragments. The feedback to the user about potential
modeling errors that can be introduced into a model when applying a pattern is clearly
valuable to increase the quality of the process models.

One can easily demonstrate that by applying patterns, transformations, and refactor-
ing operations on a business process model, many time-consuming editing operations
can be replaced by a single click [20]. A first adoption of the plug-ins by IBM con-
sultants showed that on average about 10% of the modeling time can be saved with
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up to 70% of the pure editing time. About 50% of all users who installed the plug-ins
use them frequently in their daily work. Approx. 10% find them very easy to use, while
two-thirds said that they need practice. 90% of all users confirmed that the plug-ins help
them in improving the quality of their models.

Adding pattern-based support for data flow was the most frequently requested exten-
sion of the plug-ins. When applied to a single edge, patterns can inherit the data flow
from the single edge. If several edges are selected that carry different data items, many
possible ways to resolve such a situation exist that we currently explore. Our approach
can also be extended to activities that have multiple incoming and outgoing edges, but
then requires different disambiguation techniques to determine the edges to which a
pattern must be applied in case the user selects one or more activities. As such a dis-
ambiguation is not always possible, slightly modified patterns with more constrained
application conditions must be developed.

7 Related Work

A growing divide in the patterns world is discussed that opens between the pattern ex-
perts who continue to document patterns and the pattern users who are rarely aware
of relevant patterns and understand how to leverage and apply them [22]. Only little
adoption of patterns by practitioners is observed leading to a rather low impact of the
pattern experts on the expected pattern users. The reason for the low adoption of pat-
terns is located in the difficulty to find, contextualize, and compose patterns. “To use a
cooking analogy, what they find is a list of ingredients when what they really want is
a recipe” [22]. This observation is more than true for the business user working with a
business process modeling tool today.

In order to enable users to adopt and actively use patterns, tools must allow users
to build applications by progressively applying patterns. However, how and if patterns
can be built into tools is a hot debate [23]. Following the pioneering work by Gamma
et al. [24]], patterns must be thoroughly described by the commonly recurring problem,
the context and consequences of applying the pattern, and the solution provided by the
pattern itself. Understanding the context and consequences related to a specific pattern
is a very important human-centered task. Tools that help users in achieving this task
must provide active support to select patterns and apply them in composition steps
towards creating a complete solution for a particular scenario. The challenge is that
“tools that work with patterns would have to be able to semantically understand your
design as well as the pattern’s trade-offs” [23]]. By linking pattern application to the
process structure tree, its fragment categories and their soundness, we have built an
initial semantic understanding into our business process modeling tool.

Process patterns are found at three levels of abstraction [3]: (1) abstract process
patterns that capture generic process structures applicable to any process, (2) gen-
eral process patterns that capture proven process elements applicable across different
domains, (3) concrete process patterns that capture hands-on experience and best prac-
tices for recurring business functions in a specific domain. The most prominent exam-
ple of abstract patterns are probably the famous workflow patterns for control flow [4]],
which have also been complemented by patterns for data flow and resources. Examples
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of general process patterns are discussed in [25126]. A famous collection of concrete
process patterns is [27]. Further examples of concrete process patterns are discussed
in [28129130]. All three levels of process patterns can be built into a business pro-
cess modeling tool. While it is argued that many abstract patterns can provide sig-
nificant opportunities for reuse [3]—hence our initial focus on the basic control-flow
patterns—it is also emphasized that patterns should be presented in the domain vocabu-
lary of the business user [31]] for easier recognition and application, which we have not
addressed yet.

Three building blocks of a process pattern-based approach are proposed that must
be built into a tool [3]]: (1) a pattern inventory, (2) support for pattern selection and
(3) pattern realization. Only the ADEPT2 system [9/10], with which we coincide on
Scenario 1, seems to implement solutions for the pattern inventory and the selection and
realization phases. Some abstract use cases have also been formulated: they comprise
the listing, insertion, connection, visualization, and removal of patterns [30] of which
we address the context-sensitive listing and the correct insertion of a pattern in a process
model in this paper. Palettes that group patterns for specific purposes are discussed
in and a concrete design of such a palette is shown in [20].

A significant part of research is devoted to pattern languages. An example of such
a pattern language for processes implemented in a service-oriented architecture is dis-
cussed in [23], while describe a visual pattern language for the representation
and enforcement of quality constraints in process models. UML-based metamodels and
pattern languages are proposed in [34135128]]. An application of domain-specific model-
ing languages for the IT-oriented refinement of business processes is discussed in [36].
In this paper, we do not focus on a specific representation of patterns in some language
or metamodel, but present an initial collection of patterns for specific scenarios that we
found useful for business users.

Unfortunately, very few practical recommendations for the reuse of process patterns
are given to business users. Havey [37] emphasizes the need for high quality, but gives
only two very simplistic and not so easy to follow recommendations: keep a process
model to a size that it fits on a single page (if necessary by using subprocesses) and
model in a coarse-grained way, i.e., focus on the main process activities. Our active
guidance of the user in applying a pattern helps us to go beyond approaches of syntax-
based editing that constrain editing operations by syntactic properties of a model,
because we focus on a linkage to a semantic analysis addressing soundness.

8 Conclusion

In this paper, we present three different scenarios of pattern application in a business
process modeling tool. For each scenario, we discuss a set of patterns and pattern com-
pounds that are linked to an effective structural and semantic analysis of the business
process model based on its process structure tree in order to guide the user in applying
a pattern. This analysis helps business users in understanding the context and conse-
quences of applying a pattern and enables the tool to actively support a user during pat-
tern selection and application. Future work will focus on developing a comprehensive
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set of patterns, refactoring operations and model transformations for the most frequent
use cases in business process modeling including a refinement of process models with
data flow.
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Abstract. The use of subprocesses in large process models is an im-
portant step in modeling practice to handle complexity. While there are
several advantages attributed to such a modular design, including ease
of reuse, scalability, and enhanced understanding, the lack of precise
guidelines turns out to be a major impediment for applying modular-
ity in a systematic way. In this paper we approach this area of research
from a critical perspective. Our first contribution is a review of existing
approaches to process model modularity. This review shows that aside
from some limited insights, a systematic and grounded approach to find-
ing the optimal modularization of a process model is missing. Therefore,
we turned to modular process models from practice to study their mer-
its. In particular, we set up an experiment involving professional process
modelers and tested the effect of modularization on understanding. Our
second contribution, stemming from this experiment, is that modularity
appears to pay off. We discuss some of the limitations of our research
and implications for future design-oriented approaches.

1 Introduction

Modularity is the design principle of having a complex system composed from
smaller subsystems that can be managed independently yet function together as
a whole [I9]. Such subsystems — or modules — can be decomposed in a similar
vein. In many domains, modularity is a key principle to deal with the design and
production of increasingly complex technology. For example, it has been argued
that the computer industry has dramatically increased its rate of innovation
by adopting modular design [5]. Modules can also be found in business process
models, where they are commonly referred to as subprocesses. Most popular pro-
cess modeling techniques support this concept, e.g. flowcharts, IDEFO0 diagrams,
UML Activity Diagrams, EPCs, BPMN, and YAWL.

Various advantages are attributed to the use of subprocesses in process
models. At build-time, subprocesses support a modeling style of stepwise task
refinement, stimulate reuse of process models, and potentially speed up the (con-
current) development of the overall process model [2123]. At run-time, when a
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process model is enacted, subprocesses allow for scaling advantages: Each sub-
process, for example, may be executed on a different workflow server [23]. Finally,
when a process model is used to facilitate the understanding of complex busi-
ness processes among various stakeholders, subprocesses are supposed to ease
the understanding of the model [T5136].

However, the way that modularity is currently utilized in modeling practice
raises some questions about the actual benefits. First of all, there are no objec-
tive criteria for applying granularity. Accordingly, there is no absolute guideline
if a particular subprocess should be on level X or X 4+ 1 in the model hierar-
chy [13]. Neither is there a unique way to modularize a process model [13]. As
a consequence, modularity is often introduced in an ad-hoc fashion. Further-
more, there are clearly drawbacks when the process logic is fragmented across
models. In particular, it “becomes confusing, less visible, and tracking its paths
is tiring” [12] if a subprocess is decomposed in further subprocesses. The fact
that the semantic check in ARIS Toolset mainly addresses consistency issues
between events in the subprocess and around the refined function illustrates the
seriousness of this problem. Finally, even if modularization is useful for mainte-
nance purposes, it is questionable whether advantages materialize in practice as
many organizations fail to keep their models up to date.

The greater research challenge we see here is to provide explicit guidance for
using modularization in process models. But, this would be a dubious undertak-
ing at the present state of the art: We simply do not have the evidence whether
modules in process models pay off. Therefore, this paper is concerned with estab-
lishing an empirical foundation as a necessary preparation for a design-oriented
approach to the subject. We start this investigation from a critical review of
existing approaches to introduce modularity in process models.

Our null hypothesis is that modularization does not increase process model
understanding, and we introduce an experimental design to challenge it. In this
approach, we worked together with a group of professional process modelers
to evaluate a set of professional process models. The controlled variable in the
design is whether subprocesses are used or not; the response variable is the
degree of understanding that the subjects display with respect to the models.
Note that we focus on the understanding of a process model as the major point
of evaluation. Our motivation is that in most business applications, the primary
purpose of a process model is to act as a means of communication [25[31]. As Van
der Aalst and Van Hee put it when discussing the introduction of subprocesses
in a process model “[..] the most critical consideration is that the process be
understood by the people carrying out the work. If this is not the case, the
result can be a difficult-to-manage process.”

Against this background, the structure of this paper is as follows. In the next
section, we will give a broader background for the concept of modularity, in
particular with respect to process modeling. In Section Bl we will present our
research method, after which the results of the experiment we carried out are
given in Section @l Before we come to a conclusion in Section [6] we discuss our
findings and their limitations in Section [B
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2 A Review of Modularity and Process Modeling

2.1 Concepts and Terms

A first issue that should be considered here is that the terms modularity, decom-
posability, and hierarchy are sometimes used interchangeably. However, accord-
ing to [19], a modular system is not automatically decomposable, since one can
break a system into modules whose workings remain highly interdependent with
the internal workings of other modules. Furthermore, as Parnas points out in
his seminal paper on “information hiding”, a modular system is not necessarily
hierarchical [32]. That would be the case if the “uses” relation between modules
gives a partial ordering, which is not always so. One can easily imagine, for exam-
ple, a software program where software modules mutually call each other. These
subtleties also hold in the context of process models. In most practical cases,
however, a modular process model will probably be hierarchical too although
perhaps not decomposable, i.e. its subprocesses may still be highly interdepen-
dent. In this paper we consider the more general phenomenon of “modularity”
as the main point of interest.

2.2 Modularization in Systems

In many settings, “the real issue is normally not to be modular but how to be
modular” [T9]. But at the same time, modular systems are much more difficult to
design than comparable interconnected systems [5]. Beyond that, problems with
incomplete or imperfect modularization tend to appear only when the modules
come together and work poorly as an integrated whole. It has been argued that
many of the most attractive and durable systems are developed through an
“unselfconscious” design process [4]. In this mode, the design rules that are used
are not explicit; inconsistencies and interdependencies are revealed by trial and
error only. However, it is by no means obvious that unselfconscious design must
always, or even usually, result in modularity [19].

Quality criteria to consciously decompose a system into modules have been
discussed by Wand and Weber on a general level [A1[43]. The authors identify
five criteria. The first three are absolute criteria that are either met or not
and focus on the content of the modular model, not its structure. Minimality
requires that there is no redundant state information in the modular model.
In data models this basically matches normalization requirements. Determinism
requires that a state change is clearly identified to be triggered by an internal or
an external event. If that is not the case the behavior of a module can only be
understood by knowing the state of another subsystem. Losslessness demands
that emergent properties are not lost in a modularization. Furthermore, the two
criteria coupling and cohesion should be optimized, cf. [45]. Coupling should be
minimal such that the sum of inputs of each subsystem is less or equal to the
sum of inputs in any other modularization. Cohesion should be maximal such
that all output affected by input variables are contained in the same set, and
adding another output does not extend the set of input variables on which they
depend.
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Wand and Weber’s criteria had a strong influence on the object-oriented de-
sign metrics proposed by Chidamber and Kemerer [I0]. The usefulness of the
five criteria has been demonstrated for UML class diagrams and state charts in
an experimental setting [§]. Yet, an application in the area of process modeling,
either by designing good decomposition operations or by testing their suitability,
is missing.

2.3 Modularization in Process Models

The area of related research in the context of process models is huge, covering
works on process modularization, e.g. [3ITH42], process inheritance, e.g. [6126], and
reduction rules, e.g. [T4J3444]. Since the latter two categories are mainly utilized
in process model analysis, we will focus on the first category. Furthermore, we
do not consider modular design of process-aware information systems such as
in [I6024]. In the context of process model modularization, three aspects can
be distinguished: modularization operations, modularization prerequisites, and
modularization selection.

Modularization Operations: The idea that basic operators should facili-
tate modularization was already proposed in the 1980s for data flow diagrams
[3]. Refinement operations have also been defined for Workflow Nets [I]. Also,
some modeling approaches impose the use of block structures of nested control
primitives, which favor the creation of decomposable modules, as in e.g. BPEL.
Recently, the ability to extract a subprocess from a process model has been de-
scribed as a change pattern for process-aware information systems [42]. This pat-
tern must be implemented reflecting the syntactic requirements of the modeling
language. In ARIS there are two ways to extract a subprocess: by modulariza-
tion (refining function with subprocess) and by segmentation (cutting a model in
different parts) [13]. Both these options are tailored to yield syntactically correct
EPCs.

Modularization Prerequisites: There are some recommendations regarding
when a process model should be considered for modularization. Some of the
practitioners books state that modularization should be introduced in a model
with more than 5-15 [I8] or 5-7 activities [36], yet without giving any support
for this rule. Recently, it has been recommended based on empirical findings
that process models with more than 50 elements should be decomposed [28].
Depending on the process modeling language the amount of activities can vary
for 50 elements, e.g. EPCs use connectors for routing and events to separate
functions while YAWL essentially only uses tasks. Still, up to now no objective
criteria has been proposed for identifying which subprocess should be on which
level in the model hierarchy [13].

Modularization Selection: There are some guidelines on how to select parts of
process models for modularization. Good candidates for subprocesses are
fragments of a model that are components with a single input and a single out-
put control flow arc [22I7/39]. Furthermore, long and thin process models should
be preferred to square models [13, p.278]. This argument points to the potential of
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metrics to guide the modularization. The idea here would be to use quality met-
rics like the ones proposed in [28/29] to assess which modularization should be pre-
ferred. An application of metrics to compare design alternatives is reported in [3§].
Yet, there is no dedicated approach to guide modularization based on metrics.

Overall, the main focus of research on process modularization is of a concep-
tual nature. Clearly, there are no objective and explicit guidelines that modelers
in practice can rely on. The aim of our research as reported in the following sec-
tions is to contribute to a better understanding of the effects of modularization
as a stepping stone towards such guidelines.

3 Research Design

In the previous sections we discussed that the ad-hoc way in which modularity
is currently introduced in modeling practice raises doubts about its benefits. In
this section, we will explain our design to test the following null hypothesis:

HO: Use of modularization does not improve understanding of a process model.

There are several challenges in testing the presumed absence of a relation be-
tween modularity and understanding, in particular in pursuing results that have
a potential to be generalizable on the one hand while applying methodological
rigor on the other. In particular, it would be unsatisfactory to rigorously test
the effects of modularity in small, toy-like process models, as any effect would
possibly be hard to spot anyway. To achieve a realistic setting for our research,
we set up a collaboration with Pallas Athena Solutiond] in the Netherlands, a
specialized provider of BPM services. This company provided us with real-life
models as study objects. Furthermore, their process modelers participated in our
investigation. As will be explained in this section, we applied an experimental
design to achieve sufficient control over the dependent variable (modularization)
and to allow a meaningful evaluation of the response variable (understanding)
from our hypothesis.

In lack of specific literature on empirical research with respect to modular
process modeling, we build on approaches and classifications used in the field of
software experimentation [I7I33]. In particular, we use an experimental design
that is comparable to what was applied in a recent study to evaluate various types
of BPM technology [30]. To test the hypothesis we carried out a so-called single
factor experiment. In general, this design is suitable to investigate the effects of
one factor on a common response variable. This design also allows to analyze
variations of a factor: The factor levels. The response variable is determined
when the participants of the experiment — the subjects — apply the factor or
factor levels to a particular object. The overall approach in our experiment is
visualized in Figure [l We will address the most important elements in our
design in more detail now.

Objects. The basic objects that were evaluated by the participants, were two
process models from practice. The models were used in the experiment both in

! See http://www.pallas-athena.com



Modularity in Process Models: Review and Effects 25

n participants 1 factor 2 objects

| | |
1

n participants 1 factor 2 objects
| | |

1

|
|
|
|
Participant 1 ici
articipan Factor level: Process Model | Participant 1 Factor level: Process Model
modularization » bA with | modularization » B without
- t
Participant n/2 presen subprocesses : Participant n/2 absent subprocesses
|
Participant n/2+1 '—» ici '—»
icip + Factor level: Process Model : Participant n/2+1 Factor level: Process Model
modularization > A without | modularization > B with
- absent subprocesses -
Participant n uop | Participant n present subprocesses
|
. | >
First Run ! Second Run

Completion of first
applied factor level

Overall experiment

Fig. 1. Experiment design

their original form — displaying modularity — and in their flattened version where
modularity is completely removed: All dependencies between model elements are
then on the same level of abstraction. Note that for any particular process model
the absence or presence of modularity does not affect the business logic.

Both process models were selected from a little over 80 process models that
were created and delivered by the consultancy company for its clients. We focused
our search for suitable objects using three criteria: (1) presence of modularity, (2)
size, and (3) access to the original creators of the models. The process models we
looked for needed to display modularity, as consciously applied by the modeler
to deal with the complexity of a large model. We only considered models of
more than 100 tasks, which can be considered as wvery large using the process
size classification provided in [9]. Our line of reasoning here is that if modularity
does not help to understand very large models, it will not help to distinctively
understand smaller models either. Finally, we needed access to the modelers of
the model to validate questions on the content of the model.

From our search, four candidate models emerged. One of these models was
specifically developed for automated enactment. It was not further considered
because understanding is generally not a prime issue with this modeling purpose.
Of the remaining three, which were all developed for the support of stakeholders
in a process improvement project, the two process models were selected that
were most similar to each other in terms of process size, number of subprocesses,
and modularity depth. Both models had been modeled with the Protos tool
[40]. The flattened versions of the process models can be seer in Figure 2], so
that the reader can get an impression about their structure and size. Note that
we are not allowed to disclose the content of the models.

Model A describes the procedure in use by an organization that is responsible
for handing out driver’s licences. The process in question deals with clients that

2 For larger images, see http://www.reijers.com/models.pdf
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5

Model A Model B

Fig. 2. Flattened versions of the used process models

cannot directly obtain their driver’s license because of physical or psychological
disabilities that can influence their driving. Model B captures how a certain
category of unemployed citizens is coached and receives advice in finding a job.
Note that labels in Figure 2] have been removed to protect the confidentiality of
the involved organizations; the subjects in our experiment saw the entire model
in full (including the labels).

Factor and factor levels. In our experiment, the use of modularity is the
considered factor, with factor levels “present” and “absent”. Note that we delib-
erately collected real process models from practice already exhibiting modularity
and derived flattened versions from it, instead of doing it the other way around.
In this way, we could build on a real-life application of modularity.

Response variable. The response variable in our experiment is the level of
understanding that the respondents display with respect to the process models,
both in their modularized and flattened form. To measure the response variable, a
specific set of questions was developed for each of the two models to be answered
by the subjects. We used the percentage of correctly answered questions given
by a subject as measure for his or her level of understanding of the particular
model. This approach is similar to the one we applied in a previous study into
model understandability [29]. An example question for model A is: “If an AA-
investigation is required, then a number of alternative settlements is possible.
How many of these settlements exist?”. For model B an example question is:
“If a client does not appear on an appointment, is it always so that a new
appointment is scheduled?”. Note that the question sets are different for each of
the models because both their content and structure differs. The questions were
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formulated in Dutch, the same language used by the creator of the modeler
to name model elements, and also being the native language for all subjects.
The model-specific questions were preceded by a general introduction to the
experiment, some specific background information for each of the models, and
a number of general questions with respect to the subject’s background. As will
be explained later, we used the latter information for comparison purposes (see

Section [A22]).

Subjects. The participants in this experiment were 28 experienced consultants
from Pallas Athena Solutions. They were randomly assigned to the two groups
used in our set-up (block design). Each group was presented two models: One
model that displayed modularity and the other model in the flattened version.
This way each participant received two different processes — models A and B
—and two different styles — modular and flattened. Participation in the experi-
ment was voluntary; the single reward offered for participation was access to the
research results.

Instrumentation. The experiment was then carried out in the following way.
The groups of subjects were provided with the process models on paper, together
with the questions; an alternative would have been to show the models on a
computer display, e.g. using the software that was used to create the models. The
involved consultancy company indicated that paper is a common form to interact
with their clients. Recall that the original versions of the models were divided
into subprocesses by their respective authors. These models could therefore be
presented to the respondents as a set of A4-sized papers, one for the main process
and one for each subprocess. The alternative, flattened model versions were
presented on A3 paper format, making task labels clearly legible.

Prior to the actual experimentation, all questions and correct answers were
discussed with the creators of the models. They approved of these and validated
that the question sets were a proper way to test understanding of the models.
Then, five graduate students from Eindhoven University of Technology were
involved in a pre-test. This led to the reformulation of 10 questions to remove
ambiguities and the removal of 3 questions. The latter was explicitly required
to keep the experiment within a reasonable time frame. For each model, 12
questions were included in the final version of the experiment.

Data collection and analysis. During the experiment, the subjects were asked
to spend at most 25 minutes per model for answering its related questions. This
limit was imposed to keep the time spent on the entire questionnaire under one
hour and to prevent an imbalance in time spent on each model. Both at the
start and at the end of answering a set of questions for each model, subjects
were asked to write down the current time to allow for exact comparisons.

For our data analysis, well-established statistical methods and standard met-
rics are applied, as provided by the software package STATGRAPHICS XV.II.

From the description the elements in this section, it follows that the experi-
ment is balanced, which means that all factor levels are used by all participants
of the experiment. In general, such an approach enables repeated measurements
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and the collection of more precise data as every subject generates data for every
treated factor level. As can be seen in Figure[ll, we went through two runs, so this
experiment displays a repeated measurement. But in contrast to the approach in
[30], two objects instead of one were used (process models A and B) to repeat the
experiment in a second run. This setup prevents confronting the same group of
subjects to the same model more than once. In this way, we could avoid learning
effects to take place while still varying the factor levels.

4 Results

In this section, we will first present our main analysis results, after which we will
explore some alternative explanations for these to decide on our hypothesis.

4.1 Main Results

Our main analysis for each model focuses on the comparison between the group
performance in terms of correctly answered questions for its modularized and
flattened version. In other words, does it matter whether someone sees a mod-
ularized or a flattened version of a process model? As explained, we calcu-
lated for each of the subjects the percentage of correct answers given for each
model to make this comparison. Recall that each subject saw a modular model
for one process and a flattened model for the other. The values are shown in
Table [l

Table 1. Average percentages of correct answers for the model variants

Flattened Modular
MoDEL A 38.54%  42.36%
MobpEL B 37.50% 58.33%

As can be seen from this table, for both models the modular version generates
a higher average percentage of correct answers, which suggests a better under-
standability. To determine whether the differences are statistically significant,
it is important to select the proper statistical test. Therefore, we first explored
for each of the models the distribution of correct answers for each of its vari-
ants, i.e. the modular and flattened version. Because the standardized skewness
and standardized kurtosis are within the range of -2 to +2, for each model the
correctly answered questions can be assumed to be normally distributed. Addi-
tionally, F-tests indicated that with a 95% confidence the standard deviations
of the samples for each of the models are also the same. These two conditions
justify the application of Student’s t-test [37].

Application of the t-test results in a P-value for each comparison; a P-value
lower than 0.05 signals a significant difference when assuming a 95% confidence
level. The results are then as follows:
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Table 2. Group comparison

Factor Factor levels P-value

DOMAIN KNOWLEDGE Knowledgeable with the process context or not 0.386

COMPANY EXPERIENCE Actual number of years within company 0.411

FIELD EXPERIENCE Actual number of years working as process con- 0.726
sultant

Epucarion University degree or not 0.453

JOB TYPE Business consultant or technical consultant 1.000

MODELING AMOUNT  Estimated number of process models created 0.504

MODELING SIZE Estimated average size of process models created 0.764
(nodes)

TIME OVERALL Actual time spent on entire experiment 0.948

TiME A Actual time spent on model A in the experiment 0.641

TiME B Actual time spent on model B in the experiment 0.417

— For model A, there is no difference between the modular and the flattened
version in terms of the average percentage of correctly answered questions
(P=0.562).

— For model B, there is a significant difference between the modular and the
flattened version in terms of the average percentage of correctly answered
questions (P= 0.001).

The difference for model B seems to support rejection of HO. However, we must
first explore whether alternative explanations exist to properly decide on the
acceptance or rejection of this hypothesis.

4.2 Supporting Results

The main alternative explanation for the difference for model B is that the
group that produced better results for the modular version is simply different
from the group that looked at the flattened version. Recall from Section Bl that
our experiment is characterized by a block design, i.e. subjects are randomly
assigned to the two experimental groups. If the groups are different with respect
to a characteristic that may influence their ability to understand process models,
then this would not allow us to reject HO — despite the noted statistical difference.
A second, alternative explanation would be that one group of respondents simply
spent more time than the other on answering the corresponding questions.

To assess these alternative explanations, we analyzed the characteristics as
shown in Table 2l Each entry in the table lists an investigated factor, the con-
sidered factor levels, and the P-value resulting from a statistical test. Note that
we applied a standard t-test to determine a statistical difference between the
groups with respect to each factor, unless its basic requirements were not met
with respect to the assumed normal distribution and variance equality. In the
latter case, we used the non-parametric Mann-Whitney W test to compare the
medians across both groups [37].
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All P-values in this table are far greater than 0.05, so none of the investigated
factors signals anything close to a statistical difference between the groups at
a 95% confidence level. Therefore, in lack of knowledge on other plausible in-
fluences, we must reject hypothesis H0. We conclude that modularity appears to
have a positive connection with process understanding.

5 Discussion

We single out two questions that emerge from considering the results from the
previous section:

1. Why does modularity matter for understanding model B, but not for A?
2. What is the explanation for modularity influencing the understanding of
model B?

In this section, we will first address these questions and then discuss some limi-
tations of our experiment.

5.1 Model Differences

We recall that we selected models A and B from a wide range of models, keen
on satisfying a number of requirements (see Section Hl). From the four models
that met these, models A and B were most similar, notably with respect to the
number of tasks they contain and their depth. To determine why modularity
plays a bigger role in understanding model B, we carried out a further analysis
of both models by using the metrics shown in Table Bl At the top of the table,
some basic metrics are given, followed by metrics that have been proposed as
indicators for process model complexity in general, and at the bottom some
metrics that are explicitly proposed for assessing modular process models.

Two metrics display values that differ more than a factor 2 between the models
under consideration, i.e. Subprocesses and FanIn-Out. According to [20], the
relatively high value of the latter metric for model B (33.42) would suggest a
poorer structuring of model B compared to model A, which would make it more
difficult to use. However, an additional test to determine whether a difference
exists in model understandability between the modular version of model A and
the modular version of model B does not show a higher average percentage of
correct answers for the former. In lack of other empirical support for the use of
this metric, the relatively high number of subprocesses (20) in model B seems
more relevant: It suggests that the difference between the modular and flattened
version of this model is more distinct than for model A.

For the remaining factors, models A and B display quite similar characteris-
tics, even though model B is the slightly larger one. There is no general trend
that suggests that one model is considerably more complex than the other and
none of the metrics display substantial and meaningful differences other than
the number of subprocesses. So, the most reasonable answer to the question why
modularity has an impact on understanding model B but not on model A is
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Table 3. Complexity metrics

Metric Description Source Model A Model B
Tasks  Total number of tasks - 105 120
NobpEs  Total number of nodes - 130 175
Arcs  Total number of arcs - 171 248
SUBPROC Total number of subprocess in original — — 9 20
model
To Average number of outgoing arcs from [21] 0.81 1.03
transitions (tasks)
Po Average number of outgoing arcs from [21] 3.42 2.24
places (milestones)
CyoN  McCabe’s cyclomatic number (adjusted for  [21] 43 75
Petri nets)
CONNECT Number of arcs divided by the number of [27] 1.32 1.42
nodes
DENSITY Number of arcs divided by the maximal [27] 0.020 0.016
number of arcs
CoNDEG Average number of input and output arcs  [27] 1.10 1.21
per routing element
FAN-IN  Average number of modules calling a mod-  [20] 1.25 2.26
ule
FAN-OUT Average number of modules called by a  [20] 1.5 2.26
module
FaNIN-OUT Average ((Fan-In) * (Fan-Out))? per mod-  [20] 3.63 33.42
ule
DEPTH  Degree of nesting within the process model  [27] 3 3

that B’s original version displayed a much higher degree of modularization than
model A, which eased its understanding.

5.2 The Influence of Modularity

In search for an explanation of how modularity increases model understanding,
we re-examined the questions we used in our experiment. Recall that these ques-
tions were validated by the original creators of the model (see Section B]): The
questions were considered to be to the point, reasonable, and a good way to test
someone’s understanding of the model.

In the ex post analysis of our results, we pursued the idea that by using a
modular model perhaps one type of question would be answered better than
another. In particular, we categorized our questions as being of a local or global
type. The answer for a local question can be found within the confinements of
a single subprocess in the modular version, where the examination of more sub-
processes is required to answer a global question. As it turned out, model B
contained 2 global questions and 10 local questions. In a comparison between
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the group that used the modular model and the group that used the flattened
model, the following results emerged:

— Too few global questions were used to determine whether there is a difference
in terms of the average percentage of correctly answered questions between
using the modular or the flattened version of model B .

— For local questions, there is a significant difference in terms of the average
percentage of correctly answered questions between the modular and the
flattened version of model B (P=0.002).

From this analysis, we cautiously infer that modularity may be helpful for un-
derstanding a process model because it shields the reader from unnecessary in-
formation. Where the reader of flattened model always sees the entire context,
the reader of the modular version is confronted with precisely the right set of
information when the proper subprocess is selected. In this sense, it resembles
the positive effect of Parnas’ “information hiding” concept [32]: Programmers are
most effective if shielded from, rather than exposed to the details of construction
of system parts other than their own.

Whether there is also an opposite effect, i.e. the correct answer for a global
question would be easier to find with a flattened model, could not be established
for model B. However, it does not seem too likely; an analysis of the results for
model A did not show such an effect.

5.3 Limitations

Only a small number of 28 subjects were involved in this experiment and only 2
process models were considered. Both aspects are threats to the internal validity
of this experiment, i.e. whether our claims about the measurements are correct.
But these small numbers result from our choices to (1) involve experienced pro-
cess modelers and (2) process models from industrial practice. Most experienced
modelers from the company already participated and the confidential models
could not be shown outside the company. Also, to keep the experiment’s du-
ration under one hour — a pragmatic upper bound to avoid non-response — it
was not feasible to use, for example, more models. The choice for professional
modelers and real models clearly positively affects the external validity of our
study, i.e. the potential to generalize our findings. Therefore, our experiment
shows how “internal and external validity can be negatively related” [I1].
Another aspect is the choice for displaying the process models on paper. It
is by no means certain that similar findings would result from an experiment
where models are shown on a computer display. In the latter mode, “information
hiding” is achievable in other ways than by applying modularity. For example,
the Protos tool that was used to create the models allows to zoom in on part
of a process model, which is another form of shielding away irrelevant data.
Finally, the lay-out of a process model may be a factor that influences un-
derstandability, as we hypothesized before in [29]. As a limited understanding
of this effect exists at this point, we are restrained in properly controlling this
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variable. We used the same modeling elements, the same top-down modeling
direction, and roughly a similar breadth and width for both models on paper to
limit this effect — if any (see Figure 2.

6 Conclusion

On the basis of the controlled experiment we described in this paper, the main
conclusion of this paper must be that modularity in a process model (through use
of subprocesses) appears to have a positive connection with its understandability.
However, this effect manifests itself in large models if modularity is applied to
a sufficiently high extent and particularly seems to support comprehension that
requires insight into local parts of the model.

These results should be considered within the limitations of the experiment
we described, but in principle favor further efforts into the development of more
explicit design guidance towards modularizing process models. As we noted, this
is a major gap in our knowledge on process modeling. From the review of process
modularization approaches that we presented in the paper, we identified several
attractive ingredients for such an approach. In particular, Wand and Weber’s
quality criteria have already been succesfully applied for other types of models
and the use of metrics to guide process modularization seems a fruitful direction.
Our future work is aimed at the development of such guidance and metrics.

Aside from this research agenda, we hope that publications like [8I30/35], and
this paper as well, may serve as an inspiration for further integrating method-
ologies from behavorial science in the design-science approaches common to the
BPM field. This could be particularly helpful to provide explicit support for
both the necessity and the utility of the models, algorithms, systems, and other
artifacts that BPM scholars are concerned with.
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Abstract. This report details the experience made using BPMN as the
process modeling notation for a large-scale modeling effort that formed
the heart of a business transformation project. It illustrates the practi-
cal limitations encountered in using BPMN and how they were overcome
by using UML to extend BPMN. The automated document generation
approach used to generate user-friendly process documentation from the
BPMN model and the instruments used to drive the business transfor-
mation project forward are explained.

1 Introduction

Newly founded, rapidly growing companies face the challenge of making the
transition from the ad-hoc processes needed in the start-up phase to the clearly
defined responsibilities and the high-performance, repeatable processes needed
to sustain the company in an aggressive market place.

This case study reports from a business transformation project at the gematik,
a German public-private partnership that is responsible for the specification and
implementation of the german health insurance chip card due to be introduced in
2008. The gematik’s main “product” is a bundle of specification documents that
form the basis for the chip card and the IT infrastructure needed to support it.
These specifications are used by independent vendors to implement the various
parts of the system.

The company currently (Spring 2008) employs around 180 people in ten de-
partments. Due to the rapid growth of the company a transformation process
was started mid-2007 to establish clear responsibilities and defined workflows to
ensure efficient definition of high-quality specifications at reasonable cost. At the
heart of the transformation is a new matrix organization aligned to the major
business processes the company supports.

* The authors would like to thank the board of directors and head of quality man-
agement at gematik for their support and encouragement during the writing of this

paper.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 36 2008.
© Springer-Verlag Berlin Heidelberg 2008



Model Driven Business Transformation — An Experience Report 37

To ensure employee buy-in it was decided early on to involve employees of
each new department in the analysis and modeling of the workflows, under co-
ordination of a process architecture team. All in all the process modeling team
has 20 members with different backgrounds.

At a very early stage the team decided to use BPMN 1.0 for workflow model-
ing, as implemented in the repository based modeling tool Enterprise Architect
7.0. The main reasons for choosing BPMN were that BPMN has been stan-
dardized by the OMG, is supported by a wide variety of tools, and is readily
understood both by users with an I'T-background as well as users with a busi-
ness background. Workflows modeled in BPMN can also be used as a basis for
process simulation and automated process execution using technologies such as
BPEL4WS—though this is not a goal of the initial modeling project, it is ex-
pected that process simulation and automated process execution will be impor-
tant in the future. The tool Enterprise Architect was chosen because gematik
already used this tool to develop its IT specifications—therefore tool support
and maintenance know-how was already available within the company.

1.1 Major Challenges

The process modeling team encountered many challenges on the way. This paper
focuses on three challenges that concern BPMN and its use in a large, heteroge-
neous modeling team:

— Practical limitations of Modeling with BPMN. While BPMN is very well
suited to modeling workflows, the modeling team encountered a number of
limitations modeling organizational responsibilities within the workflows and
the complex artifact structure supported by the business processes.

— Using BPMN models as a basis for process documentation. BPMN process
models cannot meet the many requirements employees have for the process
documentation they need on a daily basis to support their work. In particular
easy, role-based navigation and cross-references between roles, processes and
artifacts are not directly utilizable though they are (implicitly) modeled in
BPMN workflows.

— Organizing large-scale modeling efforts. BPMN is a modeling notation and
not a method. The process architecture team defined and utilized a number
of instruments that were needed to ensure creation of consistent and valid
models.

1.2 Outline of the Paper

This paper details the solutions the process architecture team found in response
to the major challenges:

Customizing BPMN. For the description of workflow aspects the rich set
of BPMN modeling possibilities was restricted. To overcome its limitations
BPMN was extended with language constructs based on UML. These con-
structs are used to model high-level process architectures, organizational
structures and artifact landscapes.
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Using BPMN models to generate process documentation. A mechanism
was implemented to generate a complete, intranet-based web portal from the
BPMN model.

Practical implementation. A number of practical instruments were imple-
mented to fully leverage the work of the process architecture team and to
ease the transformation process.

2 Customizing BPMN

The objective of the modeling project was to describe the processes and their
context. The blue print had identified 10 core business processes aggregating
129 processes. The required level of detail for a process description varied from
an abstract, “black-box” process description just defining the context to very
fine granular descriptions e.g. system operations. The contextual information
defines the organizational unit owning the process, the roles responsible for the
execution of the involved activities, and the specific documents used or produced
within the process.

These objectives pose many requirements to the chosen modeling technique.
It should support structuring of the processes at different levels of abstraction
combined with the possibility to drill-down into a single process, thus moving
from an abstract level to the details.

Apart from the workflow itself the description of further aspects, such as orga-
nizational and information related aspects, should be supported, thus allowing
the modeler to define who works on an activity and which items are produced
within an activity.

The decision was made in favor of BPMN, the new OMG standard for busi-
ness process modeling [2]. BPMN amalgamates best practices within the business
modeling community. However, its focus is on the description of activities and
their control flow dependencies. A variety of modeling elements can be combined
in many different ways, thus providing much freedom in defining the actual pro-
cess flow. Regarding BPMN’s support for other aspects, such as the information
and resource perspectives, BPMN’s performance is not so good. Although the
BPMN provides some concepts for their description, the modeling of an organi-
zational structure, an extensive role concept or a distinct document landscape
is beyond BPMN’s means, c.f. [2007].

Defining rules for the use of BPMN within the gematik transformation pro-
cess, these shortcomings were also felt by the gematik process architecture team.
To exploit the BPMN for the business transformation project two lines of cus-
tomization were followed:

Adaption of native BPMN constructs. To define the actual process flow
and the interfaces between processes, and to provide an adequate drill down
mechanism, the rich set of BPMN modeling elements and their combination
possibilities had to be adapted.
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Extension of BPMN via UML. The organizational structure, the artifact
landscape but also the high-level process structure is modeled using
UML-concepts. Here the interface between the provided BPMN-concepts
and the separately used UML-models had to be defined.

The necessary customizations are described in more detail in the following
sections:

1. Process architecture
2. Organization structure
3. Artifact landscape

Each section is described in identical format: First the gematik requirements are
given. Then the chosen BPMN-concepts are listed and the linkage to the used
UML mechanisms is described. Finally examples are provided.

2.1 Process Architecture

The new structure of the gematik is process-oriented. Starting form their needs
for resources and with the proviso that interfaces should be reduced the new
structure focuses on the core processes essential for the value creation of the
company. The departments are defined along the core processes, ensuring that
each process is owned by exactly one department. The core processes are made
up of processes and their interfaces. Only at the level of processes the actual
workflow is defined.

BPMN'’s highest level of abstraction is the workflow. A concept to describe
process layers at a higher level is not provided. To reflect the structure of the
process landscape the UML-package concept is used.

Core process. Each core process respectively department is modeled by an
UML package. These packages are denoted with a special stereotype “core pro-
cess”. In the repository these packages are contained in a super package called
“departments”. The department package is one of the two main packages of the
repository. The second top-level package “cross-process information” contains
information relevant to more than one core process such as process interfaces,
artifacts and roles.

Process. A core process aggregates a set of processes. Processes are depicted by
business process elementdT. Obligatory information on this level is a precise and
unambiguous name and a short textual summary of the process, outlining the
process goal, the critical success factors and the risks. The summary is provided
using the notes-field of the model element. To reflect dependencies between the
processes, they can be grouped (model element group or package) or connected
using control-flow arcs or message flow arcs.

! In the BPMN Adopted Specification [2] there is no distinct notation for business
process. The distinct activity type “business process” originates from the modeling
set provided by the chosen modeling tool.
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Workflow. The processes are refined describing the actual workflow. The re-
quired level of detail for a process description varies from quite abstract descrip-
tions just defining the context to very fine granular descriptions of e.g. system
operations.

For the description of the workflow a subset of the BPMN modeling elements
was selected. In general all basic flow elements (events, activity, gateways) can
be used. For the drill down the BPMN-hierarchy concept is used. Different ab-
straction levels are supported by the two activity types “sub-process” (which
can be refined) and “task” (which is atomic).

On the first level the workflow description is complete, but not detailed. On
this level possible start events (process triggers) and possible end events, as well
as involved roles and interfaces to other processes are reflected. Participating
parties (modeled by BPMN pools and lanes) can be described both using a
white- or black-box approach. For white box descriptions, the organizational
unit, involved roles and process steps are visible. A black box description only
discloses the involved organizational unit—such elements must have a white-box
description elsewhere in the model. It is clear that the part of the process owner
is always modeled white-box. A further requirement is, that the elements of the
process owner are all connected, i.e. they are all on a path from a start event to
an end event.

A white-box description of a third party (not the process owner) can be re-
fined. Concerned organizational units can decide to provide their own (enhanced)
process description, thus over riding the pre-defined interface. Requirement for
the re-definition is that the initially provided modeling elements (and their de-
pendencies) are part of the redefined process. An example for a workflow con-
taining white and black-box descriptions is provided in Figure [II

Here, the part of the “Expert” is modeled white box. This means that the
predefined tasks “comment document” and “send review comments” (and their
order) are obligatory for every refinement. The process of the author is modeled
black box. Except for the defined interfaceﬁ, no restrictions are made to their
workflow.

Sub-process refinement. Any sub-process can be refined into sub-workflows.
All modeling constructs available to process workflows are also available to sub-
process workflows. The only restriction is that the sub workflow always starts
with one start- and ends with one end event.

Note. The hierarchy must be strictly met. Link model elements from different
levels via flows is prohibited—elements are linked to their parent element by
containment and can be connected to elements at the same level via flows or
messages. Moreover, every flow element should be part of a desired execution
path. In fact, mapping the requirements to possible correctness criteria [], only
relaxed soundness[0] is applicable. Well-structuredness [LIBI§] is not required.

2 An interface between different organizational units is always modeled using a message
flow pointing to a message event.



Model Driven Business Transformation — An Experience Report 41

«Paolz «Pool»
Organizstional Unit Guslity Management

slanes slanes

Authar Review Cwner

Request initiste
intemal rewiew

handover cerificate )

state: 1zady for review Treview protosol

(tempiate)

result document

state: pdfwith

<Posl»
numbsred lines
Department
sLaner clanes
i tacal
— reviaw protacel T
state: instantizted
Tesult dosument
Request state: pdfmith Koo -
dEnerate numbarad lines e
comments S revise document
e P
oo ]
L B L e crulea]

i Y

sresult document

Deadline Aate: adjusted

comment document e |
3- - Siste naniaed

sxspired
Adnowizdgement h
comments
record
generated
AND

Yy

planning list

state: filed and L. _ | s state: documents
rensmed revised

reviaw protocol

review protocal

Request tevizw pratocal

integrate AT state: consolidated
comments and e o -

take stand e i

record reviem planning list

progress

sate: revision
deadline set

review closed

Fig. 1. The workflow within the review process

Soundness [I] cannot be guaranteed, because of the OR-gateway, which is allowed
to reflect optional flow.

2.2 Organization Structure

Tasks are executed by responsible actors (mostly persons). Responsibilities are
summarized in role(description)s which are assigned to positions within an
organization. In our context this relationship was condensed to roles that belong

3 We only consider the description of processes and not their instantiation at run time.
So we do not need to reflect the relationship between roles and concrete actors.
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to organizational units. Several roles can be involved within one process. One
distinguished role is said to be the process owner.

The BPMN provides model elements to organize and categorize activities.
These are groups, lanes and pools. Pools are used to represent participants of
the process. A lane is a sub-partition of a pool.

In the gematik process landscape roles are modeled using the model element
lane. Organizational units are modeled using the model element pool. Every task
has to be assigned to a role, that is the corresponding model element (activity
or sub process) is contained in a lane. Every role is assigned to an organizational
unit. Therefore every lane is contained in a pool.

The organizational structure of the gematik and the set of possible roles has
been modeled separately using UML-class diagrams. The class diagrams describ-
ing the organizational structure do not only contain class representations for
concrete organizational units (e.g. “Test-Department”, “Quality Management”)
but also for abstract generalizations, e.g. classes “Organizational Unit”, and
“Department”.

Associated to the organizational units are the available roles. As the set of
classes, the roles are divided into generic and internal roles. The first describes
roles that can be applied to people in potentially all organizational units. Ex-
amples for such roles are “Author”, “Expert”, “Project Manager”, “Head of
Department”, “Process Responsible” or “Employee”. The internal roles are spe-
cific to a certain department. Examples for the latter are “Employee of Quality
Management Department”, “Review Owner”, or “Head of Test Department”.

Figure 2l shows an extract of the metamodel describing the gematik’s organi-
zational structure. It is important to note that every role or organizational unit
contains a detailed description which is aligned to the authorized definition in
the organization manual.

In order to guarantee consistency between the BPMN process models and the
UML-class diagrams the following convention must be followed: Every lane and
pool within the process model (BPMN) has to be linked to one class (either
generic or specific) of the organization model (UML). The compliance with the
defined rule is checked with the help of a validation script. Regularly invoked
it checks whether the roles defined in the gematik organization model (UML
classes) are well-defined. It then verifies that every lane used in the process
model has its counterpart within the organization model. If so, a link is set
between the two elements. Otherwise the mismatch is reported.

Figure [Il shows the process model describing the internal review procedure.
It involves up to three different organizational units, and four different roles.
The “Review Owner” (process owner) and the “Proof Reader” are specific roles
in the quality management department. Therefore the corresponding lanes are
contained in a pool representing this specific department. The “Author” of the
reviewed specification can come from either a department or from a project.
The class (respectively pool) generalizing both is the “Organizational Unit”. The
technical reviewing (role “Expert”) is a task that belongs to the responsibilities
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of the line structure. The corresponding role is therefore associated only with
departments.

2.3 Artifact Landscape

Artifacts, in particular specification documents, play a prominent role in the
gematik context. These documents constitute the actual “product” of the com-
pany. Most of the processes are centered around their development, respectively
improvement, and their publication. Correspondingly, the artifacts used and pro-
duced within the processes must be modeled within the process descriptions.
Two aspects are modeled: the document type and the progression of a single
document instance.

The only elements BPMN provides to depict information related aspects, are
the model element “data object” and specific connectors to depict data flow.
Detailed data and information models are beyond the scope of BPMN.

To overcome this shortcoming, we followed a similar approach as sketched for
the organizational modeling. The gematik artifact landscape had been described
with an UML-class diagram. It contains a generalized class “gematik artifact”
with common attributes, such as state, status, scope, storage type, and stor-
age place. Derived classes are e.g. “document”, “form”, “document template”,
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“source code”, “binary”, “model” and an aggregation, the “artifact collection”.
Figure[3shows the information model describing the gematik artifact landscape.

In order to use the different artifact types within the process models, the UML-
diagram was transformed into an UML-profile with corresponding stereotypes.
This profile was imported into the EA, enhancing the set of possible stereotypes
for the model element Artifact.

Artifacts are built and stored independently from the process models in a
super-ordinate package “Artifacts”. Creating an artifact, its type has to be de-
termined, applying one of the pre-defined stereotypes. Every artifact contains a
textual description outlining its specific purpose. Further information about the
artifact can be given using the attributes provided. Corresponding tagged values
can be set to denote e.g. the state, the status, the scope and its storage location.

In the process descriptions, instances of the artifact are linked. The handling of
an artifact within a process can be documented using (respectively overwriting)
again the mentioned attributes.

Examples for the use of artifacts are provided in the Review Process in Fig-
ure[Il Here the “review protocol” is the main document. The process is triggered
using the interface “Request: initiate internal review” and transferring a certifi-
cate referring to the artifacts to be reviewed. During the first activity “prepare
review” the frame of the review is fixed. This includes determining a dead-
line and the circle of reviewers. This information is noted in the review protocol
(state:instantiated). In parallel, the documents to be reviewed are converted into
a line numbered pdf-format. For reporting purposes a record is created in the in-
ternal planning list. In the next step, the review protocol and the pdf-documents
are transferred to the reviewers (interface “Request: generate comments” ). They
use the protocol to include their comments. The completed protocol is renamed
and sent back to the QM-department (interface “Acknowledgment: comments
generated”).
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The review owner waits for the deadline to be reached and than collects
the review results. The different comments are integrated into one form and
reordered. Redundant comments are combined. A deadline for the revision is set.
The consolidated protocol and the revision deadline are transmitted back to the
author (interface “Request: integrate the comments and respond”). The process
is closed by recording the revision deadline in the planning list. In addition to
review coordination, the QM-department also performs formal revision of the
documents. This task is accomplished by the role “Proof Reader”.

3 Using BPMN Models to Generate Process
Documentation

An important pre-requisite for successful organizational transformation is that
the new organizational structure and the redesigned workflows are understood,
implemented and found useful by all employees concerned.

While BPMN models are useful for analyzing and redesigning workflows, the
process architecture team quickly realized that a BPMN model per se is neither
an ideal instrument for communicating the essence of newly designed process
landscapes nor suited as process documentation to support day-to-day work:

— BPMN models are centered around processes and workflows, not roles and
artifacts.

— Modeling tools can only be used easily by experienced users

— Comprehending and navigating complex models is difficult without guidance

— Useful textual annotations are hidden in the notes of the model and not
directly visible

After some discussion the following high-level requirements for the process doc-
umentation were elicited from the members of the process team:

— The documentation must provide quick and easy access to the information
needed

— The documentation must provide a role-based view, answering the questions
“Which processes am I involved in?” and “Which artifacts do I have to
produce?”

— The documentation must provide a process-based view, answering the ques-
tion “Who else is involved in this process?” and “How will we work together
to produce the required results?”

— The documentation must provide an artifact-based view, answering the ques-
tions “Which inputs must I use to create this artifact?” and “Which tem-
plates can I use to create this artifact?” and “To whom must I deliver the
results?”

A quick check of these requirements showed that most, if not all, of the infor-
mation needed for the process documentation was actually already contained
in the model, or could be provided by the model through simple extensions.
Therefore the process team realized that the main issue in creating the process
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documentation lay not in writing wholly new information, but in extracting the
information from the model, presenting it in new form, and making it readily
accessible.

3.1 An Intranet-Based, Fully Generated Process Portal

In consequence the decision was made to create process documentation which
could be fully generated from the process model. The solution to the ease of
use and quick access requirement was to create a process portal based on web-
technology, implementing the following features:

— The process portal offers a process-based, role-based and artifact-based ac-
cess to the process documentation. For example this means that an employee
can start at the role “quality manager” and immediately find all processes a
quality manager is involved in and all artifacts a “quality manager” creates.
If she clicks on one of these artifacts, e.g. “audit protocol”, she will find all
processes this artifact is involved in.

— The process portal offers direct access to artifacts of everyday importance
such as document templates, contact information for process owners, and
guidelines.

— The process portal is the binding source for information on organization
charts, process descriptions and role descriptions authorized by top manage-
ment.

— The process portal is fully generated from the process model.

3.2 The Approach Taken in Developing the Process Portal

Due to high time pressure the process portal was created in parallel to the process
model. The following approach was adopted.

Create a mock-up.

Choose an initial set of processes.

Refine the meta-model.

Align initial process model to meta-model.
Implement portal generator.

Evaluate process portal prototype.

Align process model to refined meta-model.
Generate first process portal.

QO N OOt W

Create a mock-up. The mock-up is used to ensure early end-user involvement,
gain buy-in from management, and agree on the layout and style of the process
portal. The mock-up (and later the process portal) is created using XML and
XSLT technology. In this way the presentation of the process portal (defined in
XSLT) is independent of the content (defined in XML). The portal generator
then just needs to generate XML and is not concerned with the presentation
itself. The presentation can later be refined by web designers to maximize ease
of use and the appeal of the graphical design.

The process portal is illustrated in figure @l
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Fig. 4. The review process within the process portal

Choose an initial set of processes. This step is necessary to ensure that
development of the portal generator is not impaired by changes made to the
processes or the structure of the model. It is sensible to choose a small set of
processes initially that have already been released (and are therefore complete).

Refine the meta-model. Once the mock up is completed the meta-model must
be reviewed to check if all information to be displayed in the process portal is
considered in the meta-model.

Align initial process model to meta-model. Once the meta-model has
been completed the initial process model must be aligned to the meta-model. In
particular it must be ensured that all model elements are used correctly and all
necessary relationships are defined.

Implement portal generator. The portal generator is implemented using
Java technology. It first traverses the model and generates XML files for each
element corresponding to the major views in the model (e.g. one XML file for
each process, role and artifact). In a second pass through the model it generates
information necessary for the menu structure of the process portal.

Evaluate process portal prototype. At this stage, the process portal pro-
totype contained complete process information for those processes included in
the initial process model. Small changes to the handling of the process portal



48 J. Siegeris and O. Grasl

and the information displayed were requested. The portal generator, the process
portal presentation layer and the meta-model were finalized on this basis.

Align process model to refined meta-model. Once the meta-model is com-
plete, the main process model must be aligned to the new meta-model to ensure
the process model can be used as a basis for the portal generator.

Generate first complete process portal. Finally a process portal based on
all released processes is generated.

4 Practical Implementation

The set of processes to be modeled is extensive. In the initial blue print 129
processes were identified. The modeling effort is being conducted by all depart-
ments to ensure early buy-in of gematik employees. This means, many people
with different backgrounds are involved in the modeling. It is clear, that the
modelers have to be coordinated to gain a consistent process landscape.

Consistency is a prerequisite to use the process portal as a solid basis for
the communication of workflows and responsibilities across the company. Con-
sistency can only be achieved if the description of the individual processes are
at similar levels of abstraction, use similar language, and provide the same look
and feel. Furthermore, the processes must fit together building an integrated
whole. In order to ensure the model can be used for automatic generation of the
process portal, the model must be compliant to the metamodel.

At the level of BPMN models this goal can only be reached if all processes
reflect the same level of granularity, use the same set of modeling concepts and
conventions and reference artifacts and roles from a common framework.

4.1 The Process Architecture Team and the Modeling Guideline

In order to implement the proposed process landscape, an internal team was
commissioned and authorized to coordinate the modeling effort. In the beginning
the process team consisted of two process architects and a tool expert. Later on,
the team was strengthened by 17 modelers, one of each unit.

In the run-up to the modeling at large, the core team developed the modeling
framework. This included the decision for the modeling language, the tools to
be used, the setup of a common modeling repository and the modeling of the
process architecture based on the initial blue print. The core task at this stage
was to develop a common set of modeling guidelines. These were then used to
train the modelers.

The modeling guidelines are laid down in a specific document, which is the
core instrument in coordinating the modelers. The document contains a short
introduction to the relevant subset of BPMN modeling elements and the rules
for their application in the gematik context.

The guidelines support the modeling, determining what has to be described
and which conventions are to be followed. They define the criteria that have to be
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fulfilled to gain formal approval of the process descriptions. To maximize support
the modeler, these criteria are summarized in the appendix of the modeling
guidelines.

The rules defined in the modeling guideline implicitly determine a metamodel.
Later on this metamodel was made explicit and formalized. On the one hand
the metamodel is an instrument the architecture team can use to validate the
modeling guidelines, on the other hand it serves as a basis for automatic vali-
dation of the model (via validation scripts) and for the automatic generation of
the process documentation (via generating scripts).

4.2 Further Instruments Utilized by the Process Architecture Team

The process architecture team used a number of other instruments to improve
communication within the modeling team.

Wiki. The wiki was set up to support the modelers during their modeling
efforts. It is used to provide tips and tricks in using the modeling tool. Moreover,
it allows quick response to questions. Changes to the modeling guideline are also
communicated via the wiki.

Training. In the beginning the modelers were trained individually or in groups.
Joint modeling of prototypical process proved to be particularly effective: Work-
ing in pairs using the modeling tool the modelers could gain hands-on experience
of the tool’s user interface and the modeling guidelines.

Regular process meetings. The entire modeling team meets weekly. The
meeting is used to communicate the processes throughout the company, coor-
dinate handovers between the processes and to exchange encountered problems
and best practices.

Approval process. An approval process has been established to validate both
the process architecture and the description of the individual processes. It in-
volves validation of the process content by the head of the department owning
the process, and validation of compliance to the process architecture and model-
ing guidelines by the process architect. In case the process contains handovers to
processes from other departments, theses interfaces have to be approved by the
corresponding department. Cross organizational processes need final approval by
the board of directors.

5 Conclusions

The project this paper is reporting from is on-going. So far 60% of the processes
identified have been modelled in detail.

BPMN was found to be well-suited to the requirements encountered in this
business transformation project. The limitations concerning BPMN illustrated
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here were successfully overcome using UML extensions. No further problems are
expected in this area.

The next months will show whether the process portal will be accepted by
gematik employees and used as an instrument to ease daily work. The resonance
has been very positive so far. The practical instruments used by the process
architecture team have proved to be very effective, they will be refined further
as the business transformation project continues. It is clear that the business
transformation will not be finished once the process modeling effort is completed.
The next major challenge will be to ensure the processes are accepted by all
stakeholders and are executed in daily practice. The experience made during
process execution will be discussed at meetings of the process owners and feed
back into the process model and thus the process portal at regular interval.
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Abstract. In today’s fast changing business environment flexible Pro-
cess Aware Information Systems (PAISs) are required to allow companies
to rapidly adjust their business processes to changes in the environment.
However, increasing flexibility in large PAISs usually leads to less guid-
ance for its users and consequently requires more experienced users. To
allow for flexible systems with a high degree of support, intelligent user
assistance is required. In this paper we propose a recommendation ser-
vice, which, when used in combination with flexible PAISs, can support
end users during process execution by giving recommendations on pos-
sible next steps. Recommendations are generated based on similar past
process executions by considering the specific optimization goals. In this
paper we also evaluate the proposed recommendation service, by means
of experiments.

1 Introduction

In todays fast changing business environment, flexible Process Aware Informa-
tion Systems (PAISs) are required to allow companies to rapidly adjust their
business processes to changes in the environment [7]. PAISs offer promising
perspectives and there are several paradigms, e.g., adaptive process manage-
ment [I3], case handling systems [16] and declarative processes [T1L[12] (for an
overview see [1820,[3]).

In general, in flexible PAIS it occurs frequently that users working on a case,
i.e., a process instance, have the option to decide between several activities that
are enabled for that case. However, for all flexibility approaches, the user sup-
port provided by the PAIS decreases with increasing flexibility (cf. Fig. ), since
more options are available, requiring users to have in-depth knowledge about
the processes they are working on. Traditionally, this problem is solved by edu-
cating users (e.g., by making them more aware of the context in which a case is
executed), or by restricting the PAIS by introducing more and more constraints
on the order of activities and thus sacrificing flexibility. Both options, however,
are not satisfactory and limit the practical application of flexible PAISs.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 51[66] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we present an approach for intelligent user assistance which
allows PAISs to overcome this problem and to provide a better balance be-
tween flexibility and support. We use event logs of PAISs to gain insights into
the process being supported without involving a process analyst and we pro-
pose a tooling framework to provide continuously improving support for users
of flexible PAISs. At the basis of our approach lie so-called recommendations.
A recommendation provides information to a user about how he should proceed
with a partial case (i.e., a case that was started but not completed yet), to
achieve a certain goal (e.g., minimizing cycle time, or maximizing profit). In this
paper we discuss several methods for calculating log-based recommendations. In
addition, we describe the implementation of our approach as recommendation
service and its evaluation. The remainder of this paper is structured as follows.
In Section 2l we present the requirements and an overview of the recommenda-
tion service. Then, in Section 3l we define a log-based recommendation service. In
Section Ml we describe the experiment we conducted to evaluate whether recom-
mendations indeed help to achieve a particular goal. Finally, we discuss related
work in Section Bl and provide conclusions in Section

2 Overview

Fig. [ illustrates the envisioned support of users of flexible PAISs through a
recommendation service. In general, each business process to be supported is
described as process model in the respective PAIS. We consider both impera-
tive and declarative process models. In fact, our approach is most useful when
the process model provides the user a lot freedom to manoeuvre, i.e., multiple
activities are enabled during execution of a case. At run-time, cases are cre-
ated and executed considering the constraints imposed by the process model.
In addition, the PAIS records information about executed activities in event
logs. Typically, event logs contain information about start and completion of
activities, their ordering, resources which executed them and the case they
belong to [1].

As illustrated in Fig.[2 the recommendation service is initiated by a request
from the user for recommendations on possible next activities to execute. In this
request, the user sends the recommendation service information about the par-
tially executed case, i.e., (1) the currently enabled activities, and (2) the history
of executed activities, which we call the partial trace. Information about the
partial trace is required because the decision which activities to perform next
for a particular case usually depends on the activities already performed for this
case. In addition, only enabled activities are considered to ensure that no recom-
mendations are made that violate the constraints imposed by the process model.
The recommendation service then provides the PAIS a recommendation result,
i.e., an ordering of recommendations where each recommendation refers to one
activity and some quality attributes (e.g., expected outcome) explaining the rec-
ommendation. Recommendations are ordered such that the first recommendation
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in the list is most likely to help the user achieving his goal, i.e., optimizing a
certain target, such as profit, cost, or cycle time. Different users can have different
targets, resulting in different recommendations.

As an example we describe a fictive process of applying for a building permit
at a town hall. Initially, the employee has to do several tasks; (A) bill registration
fee (B) register the application details, (C) initiate permission procedure, (D)
announce the application in local newspaper, and (F) inform applicant. The
employee can decide in which order to execute these tasks. Ideally, the employee
finishes these as soon as possible. All tasks have a fixed duration, however, tasks
B and C use the same database application and if B is directly followed by C,
then the combined duration of the tasks is much shorter, since there is no closing-
time for B an not set-up time for C, moreover C' can use the data provided by
B, without data re-entry. The recommendation service can guide employees to
execute in the faster order of tasks.

In this simple example the use of recommendations seems to be an overkill
as the user only has to select among a limited set of options. In the presence of
real life flexible processes, with increasing complexity there are so many options
for users, that user support becomes fundamental. At the same time, giving
recommendations based on extracted knowledge from execution logs can provide
knowledge that was not available during the design of the process.

3 Log-Based Recommendation Service

In this section, we present a concrete definition of a log-based recommendation
service for providing users with recommendations on next possible activities to
execute. Recommendations for an enabled activity provide predictive informa-
tion about the user goal, based on observations from the past, i.e., fully com-
pleted traces accompanied by their target value (e.g., cost, cycle time, or profit),
that have been stored in an event log. The log-based recommendation service
requires the presence of an event log that contains such information about cases
that have been executed for a certain process.
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3.1 Preliminaries

Let A be a set of activities. A* denotes a set of finite sequences over A. A
trace o € A* is a finite sequence of activities, where |o| = n is the length
of the sequence. Sequences are denoted as o = (a1, aq,...,a,) and we denote
Vlgign O’(Z) = a;.

On traces, we define the standard set of operators.

Definition 1 (Trace operators). Leto : {1,...,n} — Aando’ : {1,...,m} —

B be traces with o = (a1, as,...,an) and o’ = (b1, ba, ..., bm).
Prefix 0<o0 = n<mAYi<i<n a; =0
Concatenation 070’ = (aj,a2,...,a,,b1,b2,...,bm)

Membership a4 €0 = Ji<i<n @; =0
Parikh vector par(o)(a) = #o<i<n @i = a.

The Parikh vector par(o)(a) denotes the number of occurrences of @ in a trace
o, e.g., par({a,b,c,a,b,c,d))(a) = 2.

For multi-sets (bags), we introduce standard notation to denote the universe
of multi-sets over a given set. Let S be a set, then the universe of multi-sets
over S is denoted by B(S), with X € B(S), denoted as X : S — N is a multi-
set, where for all s € S holds that X(s) denotes the number of occurrences
of s in X (s). We will use [a,b?, c®] to denote the multi-set of one a, two b’s
and three ¢’s as a shorthand for the multi-set X € B(A) where A = {a,b,c},
X(a) =1,X(b) = 2,X(c) = 3. Furthermore, multi-set operators such as for for
union W, intersection M, and submulti-set C, C are defined in a straightforward
way and can handle a mixture of sets and multi-sets.

Definition 2 (Event log). Let A be a set of activities. An event log L € B(A*)
is a multi-set of traces referring to the activities in A.

Recall that each recommendation contains predictive information regarding the
user goal. For now, we assume that this goal can be captured by a function on a
trace, i.e., each trace o in an event log has a target value (e.g., cost, cycle time,
or profit) attached to it.

Definition 3 (Target Function). Let A be a set of activities and o € A* a
sequence of activities. We define T(c) € RT to represent the target value of the
sequence o.

Note that T is not a function, as similar sequences might have different values
attached to them. However, T is total, i.e. it provides a value for all sequences.

3.2 Recommendations

A recommendation is initiated by a recommendation request, which consists of
a partial trace and a set of enabled activities. Formally, we define a recommen-
dation request as follows.
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Definition 4 (Recommendation request). Let A be a set of activities and
p € A* a partial trace. Furthermore, let E C A be a set of enabled activities.
We call r = (p, E) a recommendation request.

An activity accompanied by predictive information regarding the user goal is
called a recommendation. For each enabled activity, we determine the expected
target value when doing this activity (do), and the expected target value for
alternatives of the enabled activity, i.e., other enabled activities (dont). Precise
definitions of do and dont are given in Definitions[I0land [[1} A recommendation
result is an ordering over recommendations.

Definition 5 (Recommendations). Let A be a set of activities and L €
B(A*) an event log over A. Furthermore, let (p,E) be a recommendation re-
quest with E C A, |E| =n and e € E an enabled activity.

— (e, do(e,p, L), dont(e,p,L)) € E x R x R is a recommendation. We use R
to denote the universe of recommendations.

— A recommendation result R = <(€1, do(e1, p, L), dont(eq, p, L)), (62, do(ea, p,
L), dont (e, p, L)), . (en, do(en, p, L), dont (e, p, L))> is a sequence of rec-
ommendations, such that R € R* and Vi<i<j<n €; 7 €;.

The nature of the ordering over recommendations is kept abstract, however, we
provide a possible ordering for a recommendation result in Example [l Section
In the next section we describe how recommendations are generated by the
recommendation service based on an existing event log L.

3.3 Trace Abstraction

When generating log-based recommendations only those traces from the event
log should be considered, which are relevant for determining the predictive infor-
mation of an enabled activity. From those traces the ones with a high degree of
matching with the partial trace execution should be weighted higher than those
with small or no match.

To determine which log traces are relevant to provide recommendations for
a given partial trace and to weight them according to their degree of match-
ing we need suitable comparison mechanisms for traces. Our recommendation
service provides three different trace abstractions based on which traces can be
compared, namely, prefix, set and multi-set abstraction. The prefix abstraction
basically allows for a direct comparison between the partial trace and a log trace.
In practice such a direct comparison is not always relevant, e.g., when the order-
ing, or frequency of activities is not important. Therefore we provide with set
and multi-set two additional abstractions. They are independent of the domain
context, e.g., they do not assume the process to be a procurement process or an
invoice handling process [17].

Definition 6 (Trace abstraction). Let A be a set of activities, L € B(A*) be
an event log and o € L be a trace. o, = o denotes the prefix abstraction of o,
os ={a | a € o} denotes the set abstraction of o and o, = par(c) denotes the
multi-set abstraction of o, i.e., for all a € o holds that 0., (a) = par(c)(a).
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In Section B4 we explain how we determine which log traces are relevant for
obtaining predictive information of an enabled activity. In Section B we describe
how we calculate the weighting of log traces.

3.4 Support

The relevance of log traces for a recommendation is determined on basis of sup-
port. Typically, traces that are relevant are those that support the enabled ac-
tivity for which the recommendation is computed. What support exactly means
here, depends on the trace abstraction used.

For the prefix abstraction, we say that a log trace o supports enabled activity
e, if and only if e occurs in o at the same index as in the partial trace p, when this
activity is executed. For set abstraction, we consider a log trace o to support the
enabled activity e whenever activity e has been observed at least once in the log
trace. To support an enabled activity e in multi-set abstraction of trace o, the
the frequency of activity e in the partial trace p must be less than the frequency
in the log trace o, i.e., by executing e after p, the total number of e¢’s does not
exceed the number of €’s in o.

Definition 7 (Activity support functions). Let A be a set of activities,
p,0 € A* and enabled activity e € A. We use the predicate s(p,o,¢e) to state
that log trace o supports the execution of e after partial trace p. The predicate is
defined for the three abstractions by:

sp(pyoe) <= oap(lp|+1)=¢e
ss(p,o,e) <= e € oy
sm(p;0,€) <= pm(e) < omle)

The support predicate is used to filter the event log by removing all traces that
do not support an enabled activity.

Definition 8 (Support filtering). Let A be a set of activities and L € B(A*)
an event log over A. Furthermore, let (p, E) be a recommendation request with
p € A* and E C A. We define the log filtered on su]ﬁport of enabled activity

e € E and partial trace p as L{, , = [o € L| s(p,o,e)

Log traces from Lsp ) support enabled activity e and are used for the recom-

N
mendation of e. Next, we define a weighing function (w) to express the relative
importance of each of these log traces for the recommendation of an enabled

activity e.

3.5 Trace Weight

The support of an enabled activity determines the part of the log that serves as
a basis for a recommendation. However, from the traces supporting an enabled

! Note that o ranges over a multi-set traces.
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activity, not every one is equally important, i.e., some log traces match the
partial trace better than others. Hence, we define weighing functions that assign
a weight to each log trace. The weight of a trace can be between 1 and 0, where a
value of 1 indicates that two traces fully match and 0 that they do not match at
all. The calculation of the degree of matching depends on the trace abstraction.
For prefixes, the weight of a log trace is 1 if the partial trace is a prefix of
the log trace, otherwise, the weight is 0. For the set abstraction, the weight of
the log trace is defined as the fraction of distinct partial trace activities that the
partial trace abstraction and log trace abstraction have in common. The weight
of a trace for the multi-set abstraction is similar to the set-weight, however, the
frequency of activities is also considered.

Definition 9 (Weight functions). Let A be a set of activities and o,p € A*.
We define w(p, o), i.e., the relative importance of a log trace o when considering
the partial trace p as follows:

_f1,if pp <oy _ lpsnosl _ |lom Mom|
wl’(p7 J) - {0 ,otherwise ) wS(p7U) - |,0.5| ’ le(p7 J) - |pm|

3.6 Expected Outcome

Definition [ states that a recommendation for enabled activity e contains pre-
dictive information about the target value. We define the expected outcome of
the target value (do value), when e is executed in the next step, as a weighted
average over target values of log traces from Lf ) the log filtered on support
of e. The target value of each trace from L{  is weighted (w) on basis of the

degree of matching with the partial trace.

Definition 10 (do calculation). Let A be a set of activilies, T a target func-
tion, p,o € A*, L € B(A*) and e € E C A an enabled activity. The expected
target value when p is completed by the user after performing activity e next is
defined as:

ZJELS

o wlpo)-7(0)

ZUELS ) W(p, O')

(p,e

do(e,p, L) =

Similarly, we define the expected target value of not doing an enabled activity

. The dont function determines the weighted average over all alternatives of
e, i.e., all traces that do not support the execution of e after p, but do support
any of the alternatives e’ after p.

Definition 11 (dont calculation). Let A be a set of activities, T a target func-
tion, p,o € A*, L € B(A*) and e,¢’ € E C A enabled activities. The expected

2 Note that in both do and dont ¥ ranges over a multi-set of traces.
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Log Weight and support
o cost ws(p,0) ss(p,o,€)
e=Ae=Be=C
ABC 900 0 T T T
DBC 500 0.5 T T
FBC 500 0.5 T T
DFA 1000 1 T
DFB 1500 1 T
DFC 2000 1 T
DFH 1260 1
CCA 1680 0 T T

Fig. 3. Example log, with weight and support values for p = (D, F')

target value when p is completed by the user after not performing activity e next
1s defined as:

Ze’EE\{e} ZGEL‘EP e/)\L?p,e) w(pv J) ’ T(J)
dont(e, p, L) = > > ’ (p.0)
e’'eB\{e} ZuocL?, ,\Li, wip,o

Next, we provide an example calculation for a recommendation, based on a
concrete partial trace, a set of enabled events and a log.

Ezample 1 (Recommendation). Suppose p = (D, F) is a partial trace and E =
{A, B,C'} is the set of enabled activities. Together, they form a recommenda-
tion request (p, E'). The log is given by L = [(4,B,C),(D,B,C),...], with
T((A, B,C)) = 900, 7({D, B,C)) = 500, etc. (cf. Fig. Bl). For convenience, we
also provide the values for support (ss(p,0,¢)) and trace weight (ws(p,o)). For
each log trace, support is denoted by T. The user wants to minimize the cost
and uses set abstraction. The do and dont values for the recommendation are
calculated as follows.

~0-900 + 11000 + 0 - 1680

- 04+140

~0-900 + 0.5 500 + 0.5 - 500 + 1 - 1500

n 04054+0.5+1

do(C.(D. F). L) = 0900+ 0.5 500 + 0.5 500 + 12000+ 01680 _
0+05+05+1+40

_(0.5-500 4 0.5 - 500 + 1 - 1500) + (0.5 - 500 + 0.5 - 500 + 1 - 2000)

N 054+05+1+05+0.5+1

~(1-1000 + 0 - 1680) + (1 - 2000 + 0 - 1680)

N 14+04+14+0

_(1-1000) + (1 - 1500)

- 141

do(A, (D, F), L) = 1000

do(B,(D, F),L) = 1000

dont(A, (D, F), L) = 1125

dont(B, (D, F), L) = 1500

dont(C, (D, F), L) = 1250

The implementation of our recommendation service orders the enabled ac-
tivities on the difference between do and dont, i.e., the bigger the difference,
the more attractive the activity is. The recommendations for the enabled ac-
tivities are (A, 1000, 1125),(B, 1000, 1500) and (C, 1250, 1250), with the dif-
ferences of -125, -500 and 0 respectively. Thus, the recommendation result is
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A.) Experiment Procedure

1.) Log Creation Based on Recommendations (for Object ,,Set-Up Time Model*)

Abstraction Create Traces 3‘%’
abs using Mean
dation Service Trace 1 Cycle Time

X

from log L with
Log L abstraction abs Sample abs / k
with size k —- with 30 observations (*)

(*) Levels used for Log Size k = {5,30,60,120} and abstractions abs = {prefix, set, multiSet} resulting
in 12 samples = {Pref5, Pref30, ...., MultiSet60, MultiSet120}

2.) Random Log Creation (for Object ,,Set-Up Time Model“)

Create Traces %
randomly % Mean
Trace 1 Cycle Time

Random Sample
with 30 observations

Fig. 4. The experiment design

((B, 1000, 1500), (A, 1000, 1125), (C, 1250, 1250)). If the user goal would be to
maximize costs, the order will be reversed.

4 Evaluation Based on a Controlled Experiment

To evaluate the effectiveness of our recommendation service we conducted a
controlled experiment. Section FL] describes the design underlying our experi-
ment and Section 2] describes the preparatory steps we conducted. Section
explains the experiment procedure including data analysis. The results of our
experiment are presented in Section L4l Factors threatening the validity of our
experiment are discussed in

In our experiment we use the recommendation service to support the business
process, that has been explained in Section 2l The process has five activities
(A, B,C, D, E) that have to be executed exactly once and can be executed in
any order. Each activity has a cycle time of 10 time units, however, if C' is
directly executed after B, then the cycle time of the trace will be 35 time units
of 50. For the experiment we assume that the user goal is to minimize the cycle
time and that the recommendation service is used for support.

4.1 Experiment Design
This section describes the design underlying our experiment.

— Object: The object to be studied in our experiment are the traces created
for the set-up time model with the help of our recommendation service.

— Independent Variables: In our experiment we consider the log abstraction
and the log size as independent variables. For variable log abstraction we
consider levels abs € {prefiz, set, multiset} (cf Section B3)). Variable Log
size k represents the number of instances in the event log, i.e., the amount
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of learning material based on which recommendations are made. As levels
k € {5,30,60,120} are considered.

— Response Variable: The response variable in our experiment is the cycle

time of a trace created by the recommendation service using a log of a given
size and a given abstraction.

— Experiment Goal: The main goal of our experiment is to investigate

whether changes in the log significantly effect the cycle timdd of the cre-
ated traces given an abstraction. Another goal is to investigate whether the
traces created by our recommendation service yield significantly better re-
sults than randomly created traces.

4.2 Experiment Preparation

This section describes the preparatory steps we conducted for the experiment.

— Implementing the Recommendation Service in ProM. As a prepa-

ration for our experiment we implemented the recommendation service de-
scribed in Section[as a plug-in for the (Pro)cess (M)ining framework ProM.
ProM is a pluggable framework that provides a wide variety of plug-ins to ex-
tract information about a process from event logs [19], e.g., a process model,
an organizational model or decision point information can be discovered.
To implement the recommendation service we had to make several exten-
sions to ProM as the recommendation service, in contrast to other plug-ins,
is not a posteriori mining technique, but recommendations are provided in
real-time during process execution. The implementation of our recommen-
dation service is able to provide a process engine with recommendations
on possible next steps knowing the enabled activities and the partial trace.
In addition, the recommendation service provides means to add finished
cases to the event log to make them available for recommendations in future
executions.

— Implementing a Log Creator and Log Simulator. In addition to the

3

4
5

recommendation service we implemented a log creator and log simulator.
While the log creator allows us to randomly create logs of size k for a given
process model, the log simulator can be used to create traces using the rec-
ommendation service with a log of size k and an abstraction abs. The log
simulator takes the constraints imposed by the process model into consid-
eration and ensures that no constraint violations can occur. Thus, the log
simulator can be seen as a simulation of a process engine. Both the log cre-
ator and the log simulator have been implemented in Java using Fitness
as user interface. This allows us to configure our experiments in a fast and
efficient way using a WIKI and to fully automate their execution.

Note that our approach can also be used for costs, quality, utilization, etc. However,
for simplicity we focus on the cycle time only.

The ProM framework can be downloaded from [www.processmining.org.

Fitness Acceptance Testing Framework [fitnesse.org


www.processmining.org
fitnesse.org
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4.3 Experiment Execution and Data Analysis

The experiment procedure including the analysis of the collected data is de-
scribed in this section.

— Generation of Data. As illustrated in Fig. @ our experiment design com-
prises two independent variables (i.e., log abstraction abs and log size k). As
a first step a log of size k is randomly created using the log creator, which
is then - in a second step - taken by the log simulator as input to create
traces for each combination of abstractions and log sizes. Traces are created
based on the recommendations provided by the recommendation service de-
scribed in Section Bl The recommendations given by the recommendation
service are used throughout the entire execution of the case whereby the
best recommendation (i.e., the one with the highest difference of do and
dont values, see. Section [B.6)) is taken. For each completed trace the log sim-
ulator records the cycle time. We repeated (n=30) the process of producing
a log and creating a trace using the log simulator with this log as input. In
total we obtained 12 samples covering all combinations of log size levels and
abstraction levels. For example, sample PREF5 represents the sample with
abs = prefiz and k = 5.

In addition to the 12 samples which are created using recommendations,
we created one sample with 30 randomly created traces to compare this
sample with the ones created using the recommendation service.

— Effects of Changes in Log Size and Abstraction. To analyse the ef-
fects of changes in the log size and the selection of a particular abstraction
on the cycle time of the created traces we calculated 95% confidence inter-
vals (CI 95%) on the mean cycle time for each sample. Doing so, we can
say with 95% probability, for a given log size and a given abstraction, that
the cycle time of a created trace will be within the calculated confidence
interval.

If we then compare the confidence intervals of two samples of a given
abstraction (e.g., PREF5 and PREF10) and these intervals do not overlap, we
can assume that the two samples have statistically different cycle times.

— Effectiveness of Abstractions. To investigate whether the traces created
by our recommendation service yield significantly better results than ran-
domly created traces we compared the confidence interval of the random
sample with the confidence intervals of each of the other 12 samples.

4.4 Experiment Results

The results of our experiments are summarized in Figures[BHIU FiguresBH7 depict
the effect of the log size on the mean cycle time for the 12 samples created using
recommendations. In Figures B0 we compare the different abstractions and the
random strategy for a fixed log size.

— Increasing the Log Size. Figure [} clearly shows the impact of increasing
the log size on the cycle time for prefix abstraction. The mean cycle time
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for sample PREFS5 is given by a CI 95% [38.68,44.32] and for samples PREF30,
PREF60 and PREF120 the mean cycle time is 35 (with a standard deviation
of 0), which is also the optimum cycle time. When studying the results
of Fig. [l changing the log size from k = 5 to k = 30 yields a significant
decrease of the cycle time. As the confidence intervals of samples PREF5 and
PREF30 are not overlapping the difference in their cycle times is statistically
significantly different. Further increases in the log size have no effect since
the optimum cycle time has already been found for sample PREF30. Figure Gl
and [0 shows the results for the set and multi-set abstraction. As all intervals
are overlapping we can conclude that there is no significant improvement in
the cycle time for the set and multi-set abstraction.

Comparing the Abstractions. Figure compares randomly created
traces with the samples for prefix, set and multi-set. It can be observed
that the prefix abstraction (i.e., samples PREF5, PREF30 and PREF60) has
significantly better cycle times compared to the random sample and thus
outperforms the random selection strategy. As illustrated in Figure BUI0 the
difference between random selection and prefix abstraction becomes bigger
with increasing log size. The prefix abstraction also outperforms the multi-
set abstraction for all considered log sizes. A comparison of the set and prefix
abstraction reveals that no significant differences exist between PREF5 and
SET5, while PREF30 and SET30 as well as PREF60 and SET60 significantly
differ. Finally, between the samples of the set and multi-set abstraction no
significant differences can be observed.
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In summary, our results show that an increase of the log size does effect the
mean cycle time for the prefix abstraction and that this abstraction significantly
outperforms the random selection strategy. For the set and multi-set abstraction
changes in the log size do not significantly effect the mean cycle time. As these
abstractions cannot exploit the order characteristics of the traces in the log they
do not outperform the random selection strategy.

4.5 Risk Analysis

In the following we discuss factors potentially threatening the validity of our
experiment. In general, it can be differentiated between threats to the internal
validity (Are the claims we made about our measurements correct?) and threats
to the external validity (Can we generalize the claims we made?) [10]. For our
experiment most relevant threats affect the external validity:

— Selection of Process Model. In the selection of the business process for
our experiment constitutes a threat to the external validity of our experi-
ment. Given the properties of the chosen process model, a particular order
of executing activities yields a benefit. As the prefix abstraction considers
the exact ordering of activities, while the set and multi-set abstractions dis-
regard this information, the chosen process model is favouring the prefix
abstraction. For process models with different characteristics other abstrac-
tions might be more favourable. Therefore it cannot be generalized that the
prefix abstraction is always better than the set and multi-set abstraction.
A family of experiments using process models with different characteristics
is needed for generalization. Initial investigations with a business process
which is not order-oriented show that set and multi-set abstraction can per-
form significantly better than random selection.

— Method of Log Creation. For our experiment the method we used for log
creation might constitute another threat to the external validity. We assume
a log that only contains randomly created traces as the input for the log
simulator. Using the simulator we then create, based on this log, an addi-
tional trace considering recommendations. In practice such an assumption
might not always be realistic as a real-life log will most probably contain
a mixture of randomly created traces and traces created using recommen-
dations., i.e., by random/explorative and experience-based ways of working.
First experiments indicate that the degree to which a log contains random
traces compared to traces created based on recommendations also influences
the cycle time. However, like for completely random logs an increase of the
log size has led to decreases in the cycle time, but the slope of the decrease
tends to be steeper for higher ratios of random behaviour in the log. An
extensive investigation of logs with different ratios of random traces will be
subject of further studies.

5 Related Work

The need for flexible PAISs has been recognized and several compet-
ing paradigms (e.g., adaptive process management [13,[22/ 0], case-handling
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systems [16] and declarative processes [I2]) have been proposed by both
academia and industry (for an overview see [20]). In all these approaches the
described trade-off between flexibility requiring user assistance can be observed.

Adaptive PAIS represent one of these paradigms by enabling users to make
structural process changes to support both the handling of exceptions and
the evolution of business processes. Related work in the context of adaptive
PAISs addresses user support in exceptional situations. Both ProCycle [21],[14]
and CAKE2 [9] support users to conduct instance specific changes through
change reuse. While their focus is on process changes, our recommendation ser-
vice assists users in selecting among enabled activities. ProCycle and CAKE2
use case-based reasoning techniques to support change reuse. Therefore sug-
gestions to the users are based on single experiences, (i.e., the most similar
case from the past), while in our approach recommendations are based on the
entire log.

In addition to adaptive process management technology, which allows for
structural change of the process model, and the case-handling paradigm, which
provides flexibility by focusing on the whole case, many approaches support
flexibility by allowing the design of a process with regions (placeholders) whose
contents is unknown at design-time and whose content is specified (Late Model-
ing) or selected (Late Binding) during execution of the tasks (for details see [20]).
Examples of such approaches are, Worklets [2] or the Pockets of Flexibility [15]
approach. Both approaches provide user assistance by providing simple support
for the reuse of previously selected or defined strategies, recommendations as
envisioned in our approach are not considered.

Besides the approaches described above there is a third paradigm for flexible
workflows, which relies on a declarative way of modeling business processes.
As opposed to imperative languages that “procedurally describe sequences of
action”, declarative languages “describe the dependency relationships between
tasks” [6]. Generally, declarative languages propose modeling constraints that
drive the model enactment [I2]. When working with these systems, users have
the freedom to choose between a variety of possibilities as long as they remain
within the boundaries set by the constraints [T112]. In the context of declarative
workflows user assistance has not been addressed so far.

In [I7] recommendations are used to select the step, which meets the perfor-
mance goals of the process best. Like in our approach selection strategies (e.g.,
lowest cost, shortest remaining cycle time) are used. However, the recommen-
dations are not based on a log, but on a product data model. [9,[8,[23,[4] also
address similarity measures, but unlike these approaches, our approach relies on
observed behaviour rather than information derived from process models.

6 Conclusion

Existing PAISs are struggling to balance support and flexibility. Classical work-
flow systems provide process support by dictating the control-flow while group-
ware-like systems offer flexibility but provide hardly any process support. By
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using recommendations, we aim at offering support based on earlier experiences
but not limit the user by imposing rigid control-flow structures. In this paper we
presented an approach based on recommendations, i.e., based on a process model
providing a lot of flexibility the set of possible activities is ranked based on do
and dont values. The recommendation is based on (1) a configurable abstraction
mechanism to compare the current partial case with earlier cases and (2) a
target function (e.g., to minimize costs or cycle time). The whole approach has
been implemented by extending ProM and can be combined with any PAIS that
records events and offers work through worklists. The experimental results in
this paper show the wvalue of information, i.e., the more historic information
is used, the better the quality of the recommendation. We experimented with
different abstractions and log sizes. Clearly, the performance depends on the
characteristics of the process and the abstraction. However, the experiments
show that traces executed by support of recommendations often outperform
traces executed without such support. This is illustrated by the difference in
performance between the random selection and appropriate guided selection.

Future work will aim at characterizing the suitability of the various abstrac-
tion notions. Through a large number of real-life and simulated experiments we
alm at providing insights into the expected performance of the recommenda-
tion service. Furthermore, we plan to extend our recommendation service such
that in addition to control-flow information, information on data and resources
is considered as well. Moreover, we plan to incorporate more sophisticated ab-
straction and comparison techniques, using available approaches from the field
of data mining. In addition we will investigate the added value to create rec-
ommendations based on models that are extracted from the log, e.g., Markov
Decision Processes.
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Abstract. Process-aware information systems ranging from generic
workflow systems to dedicated enterprise information systems use work
lists to offer so-called work items to users. The work list handlers
typically show a sorted list of work items comparable to the way that
e-mails are presented in most e-mail programs. Since the work list
handler is the dominant interface between the system and its users, it
is worthwhile to provide a more advanced graphical interface that uses
context information about work items and users. This paper uses the
“map metaphor” to visualise work items and resources (e.g., users) in
a sophisticated manner. Moreover, based on “distance notions” work
items are visualised differently. For example, urgent work items of
a type that suits the user are highlighted. The underlying map and
distance notions may be of a geographical nature (e.g., a map of a
city of office building), but may also be based on the process design,
organisational structures, social networks, due dates, calenders, etc. The
approach presented in this paper is supported by a visualisation frame-
work implemented in the context of YAWL. The framework is set up
in such a way that it can easily be combined with other workflow systems.

Keywords: Process-aware Information Systems, work list visualisation,
YAWL.

1 Introduction

Originally, Process-Aware Information Systems (PAISs) [I] were mainly applied
in the context of administrative processes. Later their application was extended
to cross-organisational processes. Currently, PAISs are starting to be used for
more flexible and/or pervasive processes, e.g., disaster management scenarios [2].

Independently on the application domain and underlying technology, a PAIS
is driven by some process model. The model may be implicit or hidden, but the
system supports the handling of cases in some (semi-)structured form. PAISs
have also in common that they offer work to resources (typically people). The
elementary pieces of work are called work items, e.g., “Approve travel request

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 67 2008.
© Springer-Verlag Berlin Heidelberg 2008
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XYZ1234”. These work items are offered to the users by the so-called work
list handler. This component takes care of work distribution and authorisation
issues. Typically, PAISs use a so-called “pull mechanism”, i.e., work is offered to
all resources that qualify and the first resource to select it will be the only one
executing it. To allow users to “pull the right work items in the right order”,
basic information is provided, e.g., task name, due date, etc. However, given
the fact that the work list is the main interface of the PAIS with its users it
seems important to provide support that goes beyond a sorted list of items. If
work items are selected by less qualified users than necessary or if users select
items in a non-optimal order, then the performance of the overall process is
hampered. Assume the situation where multiple resources have overlapping roles
and authorisations and that there are times where work is piling up (i.e., any
normal business). In such a situation the questions listed below are relevant.

— “What is the most urgent work item I can perform?”

— “What work item is, geographically speaking, closest to me?”

— “Is there another resource that can perform this work item that is closer to
it than me?”

— “Is it critical that I handle this work item or are there others that can also
do this?”

— “How are the work items divided over the different departments?”

To our knowledge, commercial as well as open source PAISs present work
lists simply as a list of work items each with a short textual description. Some
products sort the work items in a work list using a certain priority scheme
specified at design time and not updated at run time. To support the user in a
better way and assist her in answering the above questions, we use maps. A map
can be a geographical map (e.g., the map of a university’s campus). But other
maps can be used, e.g., process schema’s, organisational diagrams, Gantt charts,
etc. Work items can be visualised by dots on the map. By not fixing the type of
map, but allowing this choice to be configurable, different types of relationships
can be shown thus providing a deeper insight into the context of the work to be
performed.

Work items are shown on maps. Moreover, for some maps also resources can
be shown, e.g., the geographical position of a user. Besides the “map metaphor”
we also use the “distance metaphor”. Seen from the viewpoint of the user some
work items are close while others are far away. This distance may be geographic,
e.g., a field service engineer may be far away from a malfunctioning printer at
the other side of the campus. However, many other distance metrics are possible.
For example, one can support metrics capturing familiarity with certain types
of work, levels of urgency, and organisational distance. It should be noted that
the choice of metric is orthogonal to the choice of map thus providing a high
degree of flexibility in context visualisation. Resources could for example opt to
see a geographical map where work items, whose position is calculated based on
a function supplied at design time, display their level of urgency.
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This paper proposes different types of maps and distance metrics. Moreover,
the framework has been implemented and integrated in YAWL[] YAWL is an
open source workflow system based on the so-called workflow patterns. However,
the framework and its implementation are set-up in such a way that it can easily
be combined with other PAISs.

The paper is structured as follows. Section 2] discusses the state of the art in
work list visualisation in PAISs, whereas Section Bl provides a detailed overview
of the general framework. Section [ focusses on the implementation of the frame-
work, highlighting some design choices In Section [l the framework is illustrated
through a case study. Section [6] summarises the contributions of the paper and
outlines avenues of future work aimed.

2 Related Work

Little work has been conducted in the field of work list visualisation. Visualisa-
tion techniques in the area of PAIS have predominantly been used to aid in the
understanding of process schemas and their run time behaviour, e.g. through
simulation [3] or process mining [4]. Although the value of business process vi-
sualisation is acknowledged, both in literature [BIGI7I]] and industry, little work
has been done in the context of visualising work items.

The aforementioned body of work does not provide specific support for
context-dependent work item selection. This is addressed though in the work
by Brown and Paik [9], whose basic idea is close to the proposal of this paper.
Images can be defined as maps and mappings can be specified between work
items and these maps. Work items are visualised through the use of intuitive
icons and the colour of work items changes according to their state. However,
the approach chosen does not work so well in real-life scenarios where many
work items may have the same position (especially in course-grained maps) as
icons with the same position are placed alongside each other. This may lead
to a situation where a map is completely obscured by its work items. In our
approach, these items are coalesced in a single dot of which the size is pro-
portionate to their number. By gradually zooming in on such a dot, the in-
dividual work items cam become visible again. In addition, in [9] there is no
concept similar to our distance notion, which is an ingredient that can provide
significant assistance with work item selection to resources. Finally, the work of
Brown and Paik does not take the visualisation of the positions of resources into
account.

Also related is the work presented in [I0], where proximity of work items is
considered without discussing their visualisation.

Most PAISs present work lists as a simple enumeration of their work items,
their textual descriptions, and possibly information about their priority and/or
their deadlines. This holds both for open source products, as e.g. jBPME and

! www.yawlfoundation.org

2 jBPM web site - http://www. jboss.com/products/jbpm
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Together VVorkﬂov\E7 as for commercial systems, such as SAP Netweaver] and
Flowenl]. An exception is TIBCO’s iProcess Suitdd which provides a richer type
of work list handler that partially addresses the problem of supporting resources
with work item selection. For example, the work list handler can show the lengths
of the work queues of other resources or position of work item on a geographic
map at their location of execution. The iProcess Suite also supports a kind
of look-head in the form of a list of “predicted” work items and their start
times. One can also learn about projected deadline expirations and exception
flows by expected durations specified at design time for the various tasks. Our
visualisation framework is more accurate as it can take actual execution times of
work items of a task into account through the use of log files when considering
predictions for new work items of that task. Basically, the iProcess Suite provides
support for some specific views (geographical position, deadline expiration) but
these are isolated from each other. Our approach generalises over the type of
maps (not just geographic) and unlike the iProcess Suite it is able to support
multiple types of maps at the same time. The iProcess Suite is based on Google
Maps while our framework does not rely on an external service for handling
maps and positioning work items.

3 The General Framework

The proposed visualisation framework is based on a two-layer approach: (1) maps
and (2) the visualisation of work items based on a distance notion. A work item
is represented as a dot positioned along certain coordinates on a background
map. A map is meant to capture a particular perspective of the context of the
process. Since a work item can be associated with several perspectives, it can
be visualised in several maps (at different positions). Maps can be designed as
needed. When the use of a certain map is envisaged, the relationship between
work items and their position on the map should be specified through a function
determined at design time. Table [I] gives some examples of context views and
the corresponding work item mapping.

Several active “views” can be supported whereby users can switch from one
view to another. Resources can (optionally) see their own position on the map
and work items are coloured according to the value of the applicable distance
metric. Additionally, it may be helpful to show executing work items as well as
the position of other resources. Naturally, these visualisations are governed by
the authorisations that are in place.

Our framework assumes the generic lifecycle model as described in [11]. First,
a work item is created indicating it is ready for distribution. The item is then

3 Together Workflow web site - http://wuw.together.at/together/prod/tus/
4 Netweaver web site - http://www.sap.com/usa/platform/netweaver
® Flower web site -
http://global.pallas-athena.com/products/bpmflower product/
5 iProcess Suite web site -
http://www.tibco.com/software/business process management/
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Table 1. Examples of maps and mappings

Process context view

The physical environment
where tasks are going to be
performed.

The process schema of the
case that work items belong
to.

Deadline expiration of work

Possible map and mapping

A real geographical map (e.g., Google maps). Work items are placed
where they should be performed and resource are placed where they
are located.

The process schema is the map and work items are placed on top of
tasks that they are an instance of.

The map is a time-line where the origin is the current time. Work

items. items are placed on the time-line at the latest moment when they can
start without their deadline expiring.

The map is an organizational chart. Work items are associated with
the role required for their execution. Resources are also shown based
on their organizational position.

The materials that are needed The map is a multidimensional graph where the axes are the materials
for carrying out work items. that are needed for work item execution. Let us assume that materials
A and B are associated with axes x and y respectively. In this case, a
work item is placed on coordinates (z,y) if it needs a quantity of = of
material A and a quantity y of material B.

In this case, the axes represent “Revenue” (the amount of money re-
ceived for the performance of work items) and “Cost” (the expense
of their execution). A work item is placed on coordinates (z,y) if the
revenue of its execution is z and its cost is y. In this case one is best
off executing work items close to the = axis and far from the origin.

The organisation that is in
charge of carrying out the pro-
cess.

Costs versus benefits in exe-
cuting work items.

offered to appropriate resources. A resource can commit to the execution of the
item, after which it moves to the allocated state. The start of its execution leads
it to the next state, started, after which it can successfully complete, it can be
suspended (and subsequently resumed) or it can fail altogether. At run time a
workflow engine informs the framework about the lifecyle states of work items.

3.1 Fundamentals

In this section the various notions used in our framework, e.g. work item and
resource, are defined formally.

Definition 1 (Work item). A work item w is a tuple (¢, t, i, y, e, ), where:

c is the identifier of the case that w belongs to.

t is the identifier of the task of which w is an instance.

i s a unique instance number.

y is the timestamp capturing when w moved to the “offered” state.

e is the (optional) deadline of w.

I represents the (optional) GPS coordinates where w should be executed.

Dimensions y and | may be undefined in case work item w is not yet offered or no
specific execution location exists respectively. The e value concerns timers which
may be defined in YAWL processes. A process region may be associated with a
timer. When the timer expires, the work items part of the region are cancelled.
Note that a work item can potentially be a part of more than one cancellation
region. In these cases, e is assumed as the latest possible completion time with
respect to every cancellation region the work item is part of.
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Definition 2 (Resource). A resource r is a pair (j, 1), where:

— Jj is the identifier of the resource.
— | represents the (optional) GPS coordinates where the resource is currently
located.

The notation w, is used to denote the projection on dimension = of work item w,
while the notation r, is used to denote the projection on dimension y of resource
r. For example, w; yields the task of which work item w is an instance. Work
items w’ and w” are considered to be siblings iff w; = w}’. The set Coordinates
consists of all possible coordinates. Elements of this set will be used to identify
various positions on a given map.

Definition 3 (Position function). Let W and R be the set of work items and
resources. Let M be the set of available maps. For each available map m € M,
there exists a function position,, : W U R /4 Coordinates which returns the
current coordinates for work items and available resources on map m.

For a map m € M, the function position,, may be partial, since some elements
of W and/or R may not have an associated position. Consider for example the
case where a work item can be performed at any geographical location or where
it does not really make sense to associate a resource with a position on a certain
map. As the various attributes of work items and resources may vary over time
it is important to see the class of functions position,, as time dependent.

To formalise the notion of distance metric, a distance function is defined
for each metric that yields the distance between a work item and a resource
according to that metric.

Definition 4 (Distance function). Let W and R be the set of work items and
resources. Let D be the set of available distance metrics. For each distance metric
d € D, there exists a function distanceq : W x R — [0, 1] that returns a number
in the range [0,1] capturing the distance between work-item w € W and resource
r € R with respect to metric d

Given a certain metric d and a resource r, the next work item r should perform
is a work item w for which the value distanceq(w,r) is the closest to 1 among
all offered work items.

3.2 Available Metrics

In TablePla number of general-purpose distance metrics are informally explained.
These are all provided with the current implementation. Due to the limited space,
we will provide more details for only one of these distance metrics. The metric
chosen combines the familiarity of a resource with a certain work item and the
familiarity of other resources that are able to execute that work item. In order
to formalise this notion, two auxiliary functions are introduced.

7 Please note the value 1 represents the minimum distance while 0 is the maximum.
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Table 2. Distance Metrics currently provided by the implementation

Metric Returned Value

distancepamitiarity (W, T) How familiar is resource r with performing work item w. This can be
measured through the number of sibling work items the resource has
already performed.

distancegeo Distance(w, ) How close is resource r to work item w compared to the closest resource
that was offered w. For the closest resource this distance is 1. In case
w does not have a specific GPS location where it should be executed,
this metric returns 1 for all resources.

distancepopularity (W, 1) The ratio of logged-in resources having been offered w to all logged-
in resources. This metric is independent from resource r making the
request.

distanceyrgency (w, ) The ratio between the current timestamp and the latest timestamp

when work item w can start but is not likely to expire. The latter
timestamp is obtained as the difference between w,, the latest times-
tamp when w has to be finished without expiring, and w’s estimated
duration. This estimation is based on past execution of sibling work
items of w by r.

distancepast Ezecution(w,r) How familiar is resource r with work item w compared to the familiar-
ity of all other resources that w has been offered to. More information
about this metric is provided in the text.

past execution(w,r) yields the weighted mean of the past execution times of
the last h-th work items performed by r among all work item siblings of
w. In this context, the past execution time of work item w’ is defined as
the duration that elapsed between its assignment to r and its successful
completion. Let time;(w,r) be the execution time of the i-th last work item
among w’s siblings performed by r, then:
J(w,r,h)

Z ot time; (w, r)
i=1

J(w,r k)
E azfl
=1

where constant a € [0, 1] and value j(,,, ) is the minimum between a given
constant h and the number of sibling work items of w performed by r. Both
h and « have to be tuned through testing. If value j( . ) is equal to zero,
past execution(w,r) is assumed to take an arbitrary large number§ The
intuition behind this definition stems from the fact that more recent execu-
tions should be given more consideration and hence weighted more as they
better reflect resources gaining experience in the execution of instances of a
certain task.
Res(w) returns all currently logged-in resources that have been offered w:

Res(w) = {r € R | w is offered to r}.

(1)

past execution(w,r) =

Using these auxiliary functions the following metric can be defined:

) 1/past execution(w,r)
dZStanceRelative Past Execution (’LU7 T) = Z

(2)

1/past execution(w,r") .
r’€Res(w)

8 Technically, we set it as the maximum floating value.
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Again, space considerations prevent us from providing an in-depth explanation
of this definition and instead, we just provide some intuition. First observe that
if exactly one resource r exists capable of performing work item w, then the
equation yields one. If n resources are available and they roughly have the same
familiarity with performing work item w, then for each of them the distance
will be about 1/n. It is clear then that as n increases in value, the value of the
distance metric approaches zero. If on the other hand many resources exist that
are significantly more effective in performing w than a certain resource r, then
the value of the denominator increases even more and the value of the metric
for w and r will be closer to zero.

4 Implementation

The general framework described in the previous section has been operationalised
through the development of a component that can be plugged into the YAWL
system. The YAWL environment is an open source PAIS, based on the workflow
patternd?, using a service-oriented architecture. The YAWL engine and all other
services (work list handler, web-service broker, exception handler, etc.) commu-
nicate through XML messages. The YAWL work list handler was developed as
a web application. In its graphical interface different tabs are used to show the
various queues (e.g. offered work items). The visualisation framework can be
accessed through a newly introduced tab and is implemented as a Java Applet.

Section 1] illustrates some of the visualisation features provided by the im-
plementation, whereas Section focusses on how the component fits within
the YAWL architecture.

4.1 The User Interface

The position and distance functions represent orthogonal concepts that require
joint visualisation for every map. The position function for a map determines
where work items and resources will be placed as dots, while the distance function
will determine the colour of work items. Conceptually, work item information
and resource information is split and represented in different layers. Users can
choose which layers they wish to see and in case they choose both layers which
of them should overlay the other.

Work-item Layer. Distances can be mapped to colours for work items through
a function colour : [0, 1] — C which associates every metric value with a different
colour in the set C. In our implementation colours range from white to red, with
intermediate shades of yellow and orange. When a resource sees a red work item
this could for example indicate that the item is very urgent, that it is one of
those most familiar to this resource, or that it is the closest work item in terms
of its geographical position. While the colour of a work item can depend on the
resource viewing it, it can also depend on which state of the lifecycle it is in.

o www.workflowpatterns.com
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Table 3. Visualisation of a work item depending on its state in the life cycle

Work item state Colour scheme used in the work-list handler
Created Work item is not shown.

Offered to single/multiple resource(s) The colour is determined by the distance to the
resource with respect to the chosen metric. The
colour ranges from white through various shades
of yellow and orange to red.

Allocated to a single resource Purple.
Started Black.
Suspended The same as for offered.
Failed Grey.
Completed Work item is not shown.

Special colours are used to represent the various states of the work item lifecycle
and Table [ provides an overview. The various rows correspond to the various
states and their visualisation. Resources can filter work items depending on the
state of items. This is achieved through the provision of a checkbox for each of
the states of Table Bl Several checkboxes can be ticked. There is an additional
checkbox which allows resources to see work items that they cannot execute, but
they are authorised to see.

Resources may be offered work items whose positions are the same or very
close. In such cases their visualisations may overlap and they are grouped into a
so-called “joint dot”. The diameter of a joint dot is proportional to the number of
work items involved. More precisely, the diameter D of a joint dot is determined
by D = d(1 4 lgn), where d is the standard diameter of a normal dot and n is
the number of work items involved. Note that we use a logarithmic (Ig) scaling
for the relative size of a composite dot.

Combining several work items int a single dot raises the question of how the
distance of this dot is determined. Four options are offered for defining the distance
of a joint dot, one can take a) the maximum of all the distances of the work items
involved, b) their minimum, c¢) their median, or d) their mean. When a resource
clicks on a joint dot, all work items involved are enumerated in a list and they are
coloured according to their value in terms of the distance metric chosen.

Resource Layer. When a resource clicks on a work item the positions of the
other resources to whom this work item is offered are shown. Naturally this is
governed by authorisation privileges and by the availability of location informa-
tion for resources for the map involved.

Resource visualisation can be customised so that a resource can choose to see
a) only herself, b) all resources, or ¢) all resources that can perform a certain work
item. The latter option supports the case where a resource clicks on a work item
and wishes to see the locations of the other resources that can do this work item.

4.2 Architectural Considerations

Figure [Il shows the overall architecture of the visualisation framework and the
connections with other YAWL components. Specifically, the visualisation frame-
work comprises:
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The Visualisation Applet is the client-side applet that allows resources to
access the visualisation framework and it resides as a separate tab in the
work-list handler.

The Visualisation Designer is used by special administrators in order to de-
fine and update maps as well as to specify the position of work items on
defined maps. Designers can define positions as fixed or as variable through
the use of XQuery. In the latter case, an XQuery expression is defined that
refers to case variables. This expression is evaluated at run time when re-
quired.

Services is the collective name for modules providing information used to depict
maps and to place work items (e.g. URLs to locate map images, work item
positions on various maps).

The YAWL engine is at the heart of the YAWL environment. It determines which
work items are enabled and can thus be offered for execution and it handles the
data that is involved. While the YAWL engine offers a number of external inter-
faces, for the visualisation component interfaces B and E are relevant. Interface
B is used, for example, by the work list handler to learn about work items that
need to be offered for execution. This interface can also be used for starting new
cases. Interface E provides an abstraction mechanism to access log information,
and can thus e.g. be used to learn about past executions of siblings of a work
item. In particular one can learn how long a certain work item remained in a
certain state.

The work list handler is used by resources to access their “to-do” list. The
standard version of the work list handler provides queues containing work items
in a specific state. This component provides interface G which allows other com-
ponents to access information about the relationships between work items and
resources. For example, which resources have been offered a certain work item

Interface B Visualisation
Designer

Y
Design Interf;
Worklist Handler o o |

Visualisation Framework

YAWL
Engine

3 eagpajl

Interface G Services
Fosllion Metric Resource Visualisation
Interface Interface Interface B
A Repository

S

Visualisation
Applet

Fig. 1. Position of the visualisation components in the YAWL architecture
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or which work items are in a certain state. Naturally this component is vital to
the Visualisation Applet.

In addition to interface G, the Visualisation Applet also connects to the Ser-
vices modules through the following interfaces:

The Position Interface provides information about maps and the positioning
of work items on these maps. Specifically, it returns an XQuery over the
YAWL net variables that the Visualisation Applet has to compute. The
work list handler needs to be consulted to retrieve the current values of
these variables.

The Metric Interface provides information about available metrics and their
values for specific work item - resource combinations.

The Resource Interface is used to update and retrieve information concern-
ing positions of active resources on maps.

The visualisation framework was integrated into the standard work list handler
of YAWL through the addition of a JSP (Java Server Page).

All of the services of the visualisation framework share a repository, referred to
as Visualisation Repository in Figure[ll which stores, among others, XQueries to
compute positioning information, resource locations in various maps, and names
and URLs of maps. Services periodically retrieve log data through Interface E in
order to compute distance metric values for offered work items. For instance, to
compute the metric Relative Past Ezxecution (Equation[2) for a certain resource,
one can see from Equation [0 that information is required about the h past
executions of sibling work items performed by that resource.

To conclude this section, we would like to stress that the approach and imple-
mentation are highly generic, i.e., it is relatively easy to embed the visualisation
framework in another PAIS.

5 Example: Emergency Management

In this section we are going to illustrate a number of features of the visualisation
framework by considering a potential scenario from emergency management.
This scenario stems from a user requirement analysis conducted in the context of
a European-funded project [2]. Teams are sent to an area to make an assessment
of the aftermath of an earthquake. Team members are equipped with a laptop
and their work is coordinated through the use of a PAIS.

The main process of workflow for assessing buildings is named Disaster Man-
agement. The first task Assess the affected area represents a quick on-the-spot
inspection to determine damage to buildings, monuments and objects. For each
object identified as worthy of further examination an instance of the sub-process
Assess every sensible object (of which we do not show the actual decomposition
for space reasons) is started as part of which a questionnaire is filled in and pho-
tos are taken. This can be an iterative process as an evaluation is conducted to
determine whether the questionnaire requires further refinement or more photos
need to be taken. After these assessments have finished, the task Send data to
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the headquarters can start which involves the collection of all questionnaires and
photos and their subsequent dispatch to headquarters. This information is used
to determine whether these objects are in imminent danger of collapsing and if
so, whether this can be prevented and how that can be achieved. Depending on
this outcome a decision is made to destroy the object or to try and restore it.

For the purposes of illustrating our framework we assume that an earthquake
has occurred in the city of Brisbane. Hence a number of cases are started by
instantiating the Disaster Management workflow described above.

Each case deals with the activities of an inspection teams in a specific zone.
FigurePlshows three maps. In each map, the dots refer to work items. Figure
shows the main process of the Disaster Management workflow, including eight
work items. Dots for work items which are instances of tasks Assess the affected
area and Send data to the headquarter are placed on top of these tasks in this
figure. Figure shows the decomposition of the Assess every sensible object
sub-net. Here also eight work items are shown. No resources are shown in these
diagrams. Note that on the left-hand side is shown a list of work items that
are not on the map. For example, the eight work items shown in the map in
Figure [2(a) appear in the list of “other work items” in Figure

Figure [2(a)| uses the urgency distance metric to highlight urgent cases while
Figure [2(b)| uses the familiarity metric to highlight cases closer to the user in
terms of earlier experiences.

As another illustration consider Figurewhere work items are positioned
according to their deadlines. This can be an important view in the context of
disaster management where saving minutes may save lives. In the map shown,
the z-axis represents the time remaining before a work item expires, while the
y-axis represents the case number of the case the work item belongs to. A work
item is placed at location (100 + 2 % z, 10 + 4 * ) on that map, if  minutes
are remaining to the deadline of the work item and its case number is y. In this
example, work items are coloured in accordance with the popularity distance
metric.

Figures (8] and @ show some screenshots of a geographical map of the city
of Brisbane. Note that geographic maps are plain JPG images and have been
obtained by capturing some screen shots from Google Maps. On these maps,
work items are placed at the location where they should be executed. If their
locations are so close that their corresponding dots overlap, a larger dot (i.e., a
joint-dot) is used to represent the work items involved and the number inside
corresponds to the number of these items. The green triangle is a representation
of the resource whose work list is visualised here. Work items for tasks Assess
the affected area and Send data to the headquarters are not shown on the map as
they can be performed anywhere. In this example, dots are coloured according
to the familiarity distance metric. A dot that is selected as focus obtains a blue
colour and further information about the corresponding work item is shown
at the bottom of the screen (as is the case for work item Take Photos 4 in

Figure [3(b))).
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Fig. 2. Examples of Process and Timeline Maps for Disaster Management
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Fig. 3. Examples of Geographic Maps for Disaster Management
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One can click on a dot and see the positions of other resources that have
been offered the corresponding work item. For example, by clicking on the dot
representing work item Take Photos 4, other resources, represented by triangles,
are shown (see Figure. As for work items, overlapping triangles representing
resources are combined. For examples, the larger triangle shown in Figure
represents two resources.

Figure shows the screen shot after clicking on the joint triangle. A re-
source can thus see the list of resources associated with this triangle. By selecting
one of the resources shown in the list, the work items offered to that resource
can be seen. The colour of these work items is determined by their value for the
chosen distance metric. A zooming feature is also provided. Figure shows
the result of zooming in a bit further on the map of Figure [i(a)] As can be seen,
no dots nor any triangles are overlapping anymore.

6 Conclusions

In this paper a general visualisation framework is proposed that can aid users
in selecting the “right” work item among a potentially large number of work
items offered to them. The framework uses the “map metaphor” to show the
locations of work items and resources. The “distance metaphor” is used to show
which work items are “close” (e.g., urgent, similar to earlier work items, or geo-
graphically close). Both concepts are orthogonal and this provides a great deal
of flexibility when it comes to presenting work to people. For example, one can
choose a geographical map to display work items and resources and use a dis-
tance metric capturing urgency. The proposed framework was operationalised
as a component of the YAWL environment. By using well-defined interfaces the
component is generic so that in principle it could be exploited by other PAISs
as well under the provision that they are sufficiently “open” and provide the
required interface methods. The component is also highly configurable, e.g., it
allows resources to choose how distances should be computed for dots represent-
ing a number of work items and provides customizable support for determining
which resources should be visible. Our operationalisation does not rely on exter-
nal services such as Google Maps for map visualisation support. Maps are just
images on which dots representing work items are to be positioned. Hence our
approach is not restricted to certain types of maps.

Finally, it should be pointed out that the implementation for the Visualisation
Designer is still lacking. In the current evaluation, we manually updated the
information stored in the Visualisation Repository by accessing tables in the
DBMS. All other parts are fully operational.

Further research aims at connecting the current framework to geographical
information systems and process mining tools like ProM [4]. Geographical infor-
mation systems store data based on locations and process mining can be used
to extract data from event logs and visualise this on maps, e.g., it is possible to
make a “movie” showing the evolution of work items based on historic data.
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Abstract. The need to involve business users in process modeling is largely
perceived in the context of Business Process Management systems. This can
facilitate the elaboration of consistent process models which are better turned
to users’ needs and organizational changes. Despite the variety of tools and
notations, process modeling remains hardly accessible for business users,
who lack advanced technical skills. This paper presents an integrated ap-
proach for end-user driven business process modeling which uses web service
based activity tracking to generate weakly-structured process models by cap-
turing data on personal task management. These models can be adapted and
reused for ad-hoc process support or exported to formal workflows by deliv-
ering the business knowledge to process designers and software developers.
Interconnection of ad-hoc and formal workflows results in enhanced process
flexibility and allows complementation of formal workflows through devia-
tions at runtime. The approach is validated through the Collaborative Task
Management (CTM) prototype.

Keywords: business process modeling, process-enhanced groupware, end-user
development, agile workflow, computer supported cooperative work.

1 Introduction

Effective Business Process Management (BPM) can bring competitive advantages to
enterprises in the fast evolving global market. Often, the only ones to understand the
matter and complexity of business processes are the end users of enterprise software,
who execute them on a daily basis. The need to use the detailed process knowledge of
end users during the implementation of BPM solutions in enterprises is clearly per-
ceived and emerges in analyst reports e.g. as the need for “increased business collabo-
ration in process modeling” [9]. It calls for bridging the process understanding of all
stakeholders involved in a Workflow (Wf) project - the business users and the busi-
ness technology staff, i.e. process designers and developers. As a result, standardized
graphical notations such as the Business Process Modeling Notation (BPMN) [18]
have emerged. Visual process modeling is enabled in a variety of enhanced BPM

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 84 2008.
© Springer-Verlag Berlin Heidelberg 2008
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solutions. However, achieving process support that is better turned to users’ needs and
organizational changes by “letting end users do the tailoring” demands “both domain
expertise and advanced skills in computer use” [17]. Therefore upfront process mod-
eling remains inaccessible for business users, who have detailed domain knowledge
but limited technical expertise.

This paper presents an integrated approach which overcomes the above limitation
and enables end users to become informed participants in business process modeling.
The approach is based on collaborative task management. It is implemented and vali-
dated through a process-enhanced groupware system - the Collaborative Task Man-
ager (CTM) which provides enhanced End-User Development capabilities. End-User
Development is defined as “a set of methods, techniques, and tools that allow users of
software systems, who are acting as non-professional software developers, at some
point to create, modify, or extend a software artefact” [15]. In the presented paper a
process model is considered as a software artifact, which can be adapted and enacted
to support human-centric business processes. The major motivation behind the tool is
to render appropriation of process models to the end users.

Section 2 provides an overview of related work on agile process support. In section 3
we present the approach for end-user driven process modeling. The basic components of
the CTM prototype, implementing the approach, are presented in section 4. A validation
of the approach based on a CTM case study is described in section 5. Section 6 provides
conclusions and gives future research directions.

2 Related Work

The need to support knowledge-intensive business processes raises advanced flexibil-
ity expectations on Wf management systems [20]. Tailoring of task and process repre-
sentations according to the individual point of view and interconnecting them towards
the achievement of global enterprise goals emerges as a common strategy for realiz-
ing process agility. Riss et al. suggest the recognition and reuse of emerging “task
patterns” and “process patterns” as alternative to static Wfs [19]. Holz et al. [11] pre-
sent a further task-centric approach which enables proactive information delivery on
tasks and instance-based task reuse. Ad-hoc task hierarchies are further used to bridge
routine and ad-hoc work [5, 13]. The above approaches discuss agile process support
but do not consider involving end users in formal process modeling and enabling
process “tailoring as collaboration” [17] between business users, process designers
and developers. Wf projects often suffer from inconsistencies, resulting e.g. from
“projecting the sequence of an interview onto real work situations or by assuming
logical dependencies which do not correspond with reality” [10]. We therefore sug-
gest that enabling a seamless transition from underspecified to formal process defini-
tions is important as it could enable the derivation of consistent, real-life compliant
Wfs for rigidly recurring activities and shorten the Wf implementation lifecycle. This
study presents an approach for involving business users in process modeling towards
enhanced adaptability of BPM to users’ needs and process changes.

We suggest that similarly to tailoring of software systems, process tailoring should
be ensured through a “gentle slope of complexity” [16], where users with different
business and Information Technology (IT) background are able to efficiently tailor
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reusable process definitions. Process mining approaches are capable of generating
workflows from logged data on ad-hoc collaboration or events in formal systems [1].
However they do not allow users to tailor the emergent workflows at use time. The
need for user-centric approaches arises, which ensure unobtrusiveness and in the same
time enable “informed participation” of end users in business process composition by
fostering “social creativity” [8] and allowing domain experts to proactively drive
process optimization in enterprises.

Related literature reveals that user strategies for organizing daily activities are far
from any process or case-definition context and mostly rely on common office tools
such as email [4] or personal to-do lists [3]. Agostini et al. [2] cross the boundaries of
the personal workspace and integrate to-do lists and email within email-based work-
flows. However, the authors do not discuss decoupling of Wfs from the system as
explicit process models, and how such models can be exchanged, adapted and reused.
As end users have different levels of technical expertise and attitudes towards main-
taining process data, we suggest that it is important to consider possibilities for “seed-
ing, evolutionary growth, and reseeding (SER)” [8] of user-defined process models
for their iterative refinement and complementation.

Similarly to email-based Wfs, we suggest involving end users in process composi-
tion by leveraging their experience with standard tools for task management (to-do
lists) and collaboration (email). In this respect, a “gentle slope of complexity” [16] for
process tailoring can be provided by closely integrating the process definition in the
actual user working environment and unfolding emergent processes behind the scenes
in an unobtrusive, implicit manner. For achieving this we propose enabling enterprise-
wide, collaborative “programming by example” [14] by implicitly reconciling data on
personal task management of multiple process participants to end-to-end process
execution examples. In our previous work [21] we have described a framework for
light-weight composition of ad-hoc business processes. It generally enables end users
to create hierarchical to-do lists by breaking down tasks into sub tasks. Tasks can be
delegated over email, whereby the recipients can further break down the received
tasks and delegate resulting (sub)tasks to other end users. Changes of individual tasks
in the personal end users’ to-do lists are tracked over web services on a central server
instance where task data is replicated in a tracking repository. Tracking of email ex-
change for task delegation integrates the personal to-do lists of different process par-
ticipants to overall Task Delegation Graphs (TDG) on the server. TDGs represent
weakly-structured process models that are captured as actual process execution exam-
ples and contain all task data including artifacts (attachments) and stakeholders’ in-
formation. TDGs enable informed participation of end users in process composition
by providing a workflow-like overview of evolving collaborative tasks beyond the
capabilities of common email and to-do lists.

The introduced framework enables SER of weakly-structured process models
through extraction, adaptation and reuse of Task Patterns (TP) [19, 21]. In the follow-
ing a TP is considered as a reusable task structure, comprising one task with its sub
task hierarchy and the complete context information of the contained tasks like e.g.
description, used resources, involved persons etc. TPs can be enacted to create a new
process instance and execute it along the provided example flow. This flow can be
altered by changing suggested task delegations or reusing referenced TP hierarchies.
TP adaptation and reuse can result in evolution and complementation of captured



From Personal Task Management to End-User Driven Business Process Modeling 87

process examples. This evolution is traced through task instance-based ances-
tor/descendant relationships [21]. TPs generally enable end users to establish best-
practices and to trace best-practice deviations in different application cases.

In the presented paper we discuss an approach that involves end users in formal
process modeling based on implicitly generated TDGs by bridging ad-hoc and formal
Wf models towards increased “business collaboration in process modeling” [9].

3 Approach

The presented approach supports process formalization through transformation of
user-defined TDGs to formal workflows based on the task change and evolution his-
tory. The resulting workflows are hence implicitly modeled by all process participants
and can be extended by process designers or developers in a shared context, contain-
ing ad-hoc and formal process representations. This enables process “tailoring as
collaboration” [17] between business users, process designers and developers. An
overview of the process definition cycle is given in Figure 1.

AD-HOC TASK WORKFLOW
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Fig. 1. Process definition cycle

A user is managing and executing tasks in a hierarchical to-do list in a task man-
agement client (root task A with sub tasks B and C in upper CLIENT layer). Task
changes are tracked over web services to replicate task data in a tracking repository
on a central server (lower hierarchy of task A in SERVER layer). Tracked tasks can be
extracted, adapted and reused (root task A’ with sub tasks B’ and C’). Task instance-
based ancestor/descendant relationships to the corresponding originating task are set
iteratively for each task in the resulting hierarchy. Task reuse can result in different
task variances, e.g. in task A’’ the expected task C’’ is replaced with task D.

When a process definition is triggered for given task (A’), the formal Wf is defined
based on the complete evolution history, e.g. for task A’ these are the ancestor and
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descendant task hierarchies respectively of A and A’’, and task change history of
related task instances. Task changes which alter task status, percent complete or task
artifacts, are considered as task processing changes, denoting that the user is acting on
a given task. Parallel flows in the resulting formal Wf are created for tasks, which
have received task processing changes in parallel. For example if task B’ has received
a first task processing change in given time t; and a further task processing change at
given time t,, each task and each delegated task on the same tree level under the par-
ent task of B’ (such are C’ and D) is considered parallel to B’ if it has received a task
processing change at a given time t; such that t; <t; <t,. The period t; to t, is referred
to as the range of task B’.

Task ranges are a simplified way to suggest task sequencing. This is due to the fact
that ad-hoc tasks can be executed without meeting any pre- or post-conditions. The
resulting sequencing is hence based on suggestions and during model conversion, the
user should be able to view the task change and evolution history and estimate
whether the suggested flow is correct. SER can improve the accuracy of the generated
workflows, i.e. if a given TP is reused multiple times and task ranges overlap in mul-
tiple executions, the tasks can be considered parallel with greater certainty. SER can
enable also the modeling of alternative flows, i.e. based on substitution and cancella-
tion of subsequent tasks in different TP application cases (in Figure 1 ‘+’ denotes
parallel and ‘X’ exclusive split).

The hierarchical order of tasks in TDGs is considered during model transformation
by enabling different export modes for a task with subtasks: (i) as sub process, con-
taining the sub tasks — this mode is pre-selected if a parent task contains data like e.g.
attachments, detailed description etc., which is transferred to one or more of the sub
tasks; (ii) as atomic task before the sub tasks’ sequence — this mode is pre-selected if
the parent task data is not transferred to any of the child tasks; (iii) as group element
(e.g. BPMN group artifact — cf. [18]), embracing the sub tasks as logical association —
this mode is pre-selected if the parent task contains only a subject.

Delegations in a TDG are considered during the model transformation as follows:
(1) if a delegated task has no sub tasks on requester side it can be omitted, or
preserved along with the recipient tasks in the resulting model. Omission is pre-
selected as it results in model simplification when the task was fully processed by the
recipients. In case of delegation to multiple recipients sub tasks of recipient tasks are
handled as children of the same parent and checked for overlapping ranges (parallel
execution). (ii) if a task was delegated, but the requester has added subtasks to it in
their to-do list, requester and recipient tasks can be preserved as independent process
nodes, or they can be merged by selecting one of them as the preferred, resulting Wt
task. In the latter case requester and recipient sub tasks are handled as children of the
same parent and checked for overlapping ranges.

Generated WT tasks receive a reference to the originating ad-hoc task (P, Py etc.).
A Wf is deployed on the server and executed through a Wf engine. During execution,
users are enabled to deviate from a formal Wf by creating an ad-hoc task for a given
Wt task. This issues an event over the server, creating an ad-hoc task in the to-do list
of the respective delegate by additionally transferring the Wf task information to the
resulting ad-hoc task, including a reference to the ad-hoc task, used for Wf task defi-
nition (for Py this is B’). The recipient of the deviating ad-hoc task can adapt and
reuse the original task (B’) (ancestor/descendant references for task B’’’ are not
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shown for simplicity). The resulting task (B’’’) receives a reference to the deviated
Wf task (Pp’), and the latter receives a reference to the deviating ad-hoc task (B’’’)
when it is tracked. This allows interrelation of the Wf task to ad-hoc task and vice-
versa and navigation from the to-do list and TDG to the suspended Wf and from the
Wit to the TDG of the ad-hoc task. The execution of the deviated Wf task can con-
tinue, i.e. if the deviation is an extension to the suspended Wf rather than an exception
that requires W termination. While the ad-hoc task management server tracks the
changes of the deviating ad-hoc task hierarchy (of B’’’), the Wf server tracks the state
of the deviated Wf task (Pp — started, suspended, ended). This allows evaluation
whether a deviating ad-hoc task and the respective WT task continue in parallel or the
ad-hoc task is completed before the WT task is processed further. After the Wt has
ended, the Wf model can be redefined by considering the deviating ad-hoc flow in
addition to the original ad-hoc task hierarchies, used for Wf definition.

4 Collaborative Task Manager (CTM)

The presented approach is implemented and validated through the CTM prototype.
CTM is a task management tool with enhanced End-User Development capabilities
and addresses two main issues: (i) light-weight composition of weakly-structured
process models for ad-hoc process support; (ii) formalization of weakly-structured
process models for automation of rigidly recurring processes.

4.1 Programming by Example of Weakly-Structured Process Models

In order to ensure integrated support in a common user working environment, the
CTM font-end is delivered as a Microsoft Outlook (OL) add-in. CTM extends OL
mail and task items and enables “programming by example” by capturing OL events
and using web services to replicate task data in a tracking repository, residing in a
database on the CTM server. The CTM to-do list is shown in Figure 2. Extensions to
the standard OL tasks enable end users to create hierarchical to-do lists. When the end
user is creating or editing a CTM task they work with the familiar OL task fields.
Files can be added to CTM tasks as common OL attachments.

A CTM task is delegated through a “Request” email message, which recipients can
“Accept”, “Decline” (similarly to meeting requests in OL) or “Negotiate”. The latter
action allows iterative clarifications on tasks. When a request is accepted, and later on
completed by a recipient, they issue a “Declare Complete” message, to which the
requester can respond with “Approve Completion” or “Decline Completion”. The
actual discourse takes place in the email text, independently from the given message
type. This allows open-ended collaboration and prevents from submitting user behav-
ior to strict speech-act rules, which is a known limitation in speech-acts adoption [7].
All task-related email exchange is associated to a task dialog and stored on the server.
Dialogs can be inspected through a process tree web overview, where the nodes pro-
vide links to task and email information including text and attachments.

CTM tracks the task-related email exchange and integrates the to-do lists of differ-
ent process participants to a TDG [21] as shown in Figure 3, where individual tasks
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reside in different user containers (user data is blacked-out for privacy reasons in all
figures in the paper). TDGs provide a workflow-like overview of collaborative activi-
ties where users can view status of related tasks, identify potential bottlenecks and
evaluate work distribution. Currently, due date, task processing status and percent
complete indications are provided. Attachments, added in OL tasks, are replicated in a
central artifacts repository in a database on the CTM server, and are accessible in the
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task nodes. We focus on the composition and adaptation of process models by consid-
ering business users who can share information without extensive privacy require-
ments. Therefore no fine-grained authorization framework is currently provided. Such
needs to be considered for CTM usage in a larger enterprise context.

4.2 SER of Weakly-Structured Process Models

CTM enables export of a local task from the personal to-do list to a single TP, and
export of a complete TDG from the server to multiple TPs which represent the per-
sonal task hierarchies of different users and are interlinked through suggestions ac-
cording to the delegation flow. TPs can be saved in local or remote TP repositories. A
local TP repository is a XML document [21]. Remote TP repositories reside in a data-
base on the CTM server. TPs are managed in the TP Explorer (see Figure 4), which
provides rich editing and search functionality on task trees and on data in context
fields on the right hand side, and allows also task search and extraction of TPs from
the tracking repository. When editing the process execution examples (interlinked
TPs) in this component “the user is not required to interact in the interface domain of
computational abstraction, but works directly with the data that interests him or her”
[15]. In that sense CTM enables editing through direct manipulation of the task fields.
The “Name”, ”Description” and “Suggested Execution Time” fields hold simple task
information in text format and are self-explanatory. The “Owner” field recommends
expertise, i.e. when a task is extracted from an executed process the owner is the per-
son, in whose to-do list the task was residing. The field “Suggested Delegates™ con-
tains information about the persons, who have the expertise to execute a given task,
i.e. upon task extraction from collaborative process the task recipients are set in this
field. The “Suggested Pattern” field holds a reference to a TP which should be used
for the further processing of a task. In case of TDG extraction, such references in
requester tasks point at recipient tasks, used for the further task processing. The re-
cipient tasks are themselves extracted as separate TPs. Task attachments are repre-
sented as “Artifacts”. Adding of custom artifacts in the TP Explorer replicates these to
the artifacts repository.

TPs can be reused through an “Apply Pattern” operation in the to-do list. It opens
the TP Explorer, where the user can search for TPs in TP repositories and in the track-
ing repository. Applying a TP reactivates the process example by generating the task
hierarchy and filling the pre-modeled content information in the to-do list. Available
delegates are suggested when delegation is initiated. Suggested TP references are also
included in the resulting tasks and can be used by the person, activating the TP, to
accomplish the task themselves without delegations. If a delegation is issued, the
recipient task receives a reference to the suggested TP so that the recipient(s) can
adapt and reuse it.

SER of TP through their iterative adaptation and reuse can result in refinement of
captured process examples. CTM enables tracing of evolving TPs through task in-
stance-based ancestor/descendant relationships [21]. Such are set iteratively between
the tasks in the originating hierarchy and the corresponding tasks in the resulting
hierarchy always, when a task hierarchy is reused, e.g. through copy/paste in the TP
Explorer or save/apply pattern. Through navigating in evolution hierarchies, the user
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can view the TDGs and dialog flows of tracked ancestors/descendants. Task evolution
can be viewed in an Evolution Explorer in the CTM OL add-in.

4.3 From Email and To-Do to Formal Workflows

In CTM, rigidly recurring process fragments can be detected based on the captured
TP evolution resulting from SER. For process formalization CTM uses the JBoss
Business Process Management (jBPM) solution [12]. jBPM Wfs are modeled in a
graph-oriented, visual language — the JBPM Process Definition Language (JPDL).
The Wfs can be deployed and executed on a JBoss server, where they are accessed
over a web front-end. jBPM process modeling is originally performed in a JPDL
designer, provided as an Eclipse plug-in. However, CTM enables transformation of
user-defined TDG to formal JPDL Wfs in the CTM OL add-in, by bridging ad-hoc
and formal process representations. We should stress here, that TDGs result from ad-
hoc user behavior which is not constrained through formal business rules. Therefore,
the process expert performing the transformation has to ensure that inconsistencies in
the TDGs will not impact on the quality of the formal models. The added value from
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Fig. 5. CTM process definition environment

the introduced approach is that the expert is able to work with data, which was implic-
itly defined by the business users during their daily activities. The degree, to which
the generated formal Wf models will need to be corrected or complemented, depends
on how the end users are dealing with ad-hoc CTM tasks.

CTM Process Definition Environment. The CTM process definition environment is
shown in Figure 5. The upper left corner contains a view, displaying the task hierar-
chy in the same manner as the TP Explorer. Processed tasks receive the jBPM task
icon and a gray foreground. Tasks can be processed along the hierarchy through the
‘Process Task’ (stepwise) and ‘Process All’ (iteration) buttons. During task process-
ing the appropriate export modes (cf. 2) for tasks with sub tasks and delegated tasks
are provided in additional dialogs. A jJBPM super state is used as a group element.
The generated JPDL graph is displayed in the upper, central view in Figure 5. A tool-
box on the right hand side allows advanced users to select appropriate tools and edit
the model. If multiple (sub)processes are exported, the user can switch between them
in the drop-down list in the upper central part of Figure 5. The tree in the lower left
part contains the generated jBPM process entities (nodes and transitions). A tab con-
trol for setting their properties is provided on the right. The ‘Controller’ tab enables
users to set parameters for task nodes. An ‘Assignment’ tab allows setting of jBPM
task assignments such as e.g. swimlanes. The latter are automatically generated based
on task owner information where each swimlane is defined through an expression
‘user(email_address)’ (swimlanes can be edited in a dedicated ‘Swimlanes’ tab - see
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upper central part of Figure 5). The task properties tab control further contains a
‘Form’ tab, where advanced users can edit the xhtml code of a jJBPM task’s web form.
CTM automatically generates this code by additionally embedding links to the origi-
nal TDG and used artifacts (available in the artifacts repository) of ad-hoc tasks, and
controls for creating an ad-hoc task for deviation from a jBPM workflow and for
accessing the to-do list of such a task.

A textual explanation of the relevant transformations for each task is given in the
lower central part of Figure 5. It describes the overlapping ranges and refers to the
appropriate change events. Task change and evolution history is provided in the ‘Task
Evolution’ tab, shown in Figure 6. The task evolution tree in the upper left part con-
tains on root level the task ancestors and their references resulting from delegations,
followed by the currently processed task and task descendants if available. The TDG
of tracked ancestors/descendants can be viewed through the “View in Repository”
button. Task change history is displayed in the lower tree. Changes are given with
their time of occurrence and changed properties on the right.

Generated jBPM Wfs can be saved as process files or deployed as fully-functional
Wfs on the jBPM server. Both functionalities are provided in the ‘Deployment’ tab in
the upper central part of Figure 5. Process files can be copied in the JPDL designer,
where the WTs can be extended by developers.
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Fig. 6. Task evolution and change history

Workflow Execution and Deviations. Deployed jBPM Wfs can be executed through
the jBPM engine. Process instances are started and monitored through the jBPM web
front-end. Wf tasks, generated in CTM, contain in their web forms additional buttons
for creating and accessing ad-hoc tasks. Creating an ad-hoc task opens a web form,
where the user can provide recipient information (email address), task subject and
description. When the form is submitted, this information is sent to the CTM server
along with the process instance and task IDs of the deviated jBPM task. The server
issues a “create task” event to the CTM client of the specified recipient, which creates
a new CTM task in their to-do list. CTM uses web service events, for which each OL
client subscribes on the server on OL startup. Identification for sending events to a
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particular client is based on the user email address provided upon subscription. When
the created ad-hoc task is tracked, the jJBPM process instance and task ID are used to
map the resulting ad-hoc task to the deviated Wf task on the server. The TDG of the
created ad-hoc task can be opened from the Wf task’s form in the jJBPM front-end and
vice-versa. After a process is completed, the WT can be redefined by considering the
deviating ad-hoc task hierarchy along with the original hierarchies for Wf definition.

5 Case Study

Setting and Extent of Use. The CTM case study was conducted at a manufacturing
company (150 employees) and involved 6 users: COA - Chief Officer Assistant;
CSO - Chief Sales Officer; SL1 & SL2 - Sales Employees; ITL - IT Department
Lead; ITE - IT Employee. ITL and ITE were dealing with computers at an advanced
level but did not have any programming skills and hence matched the type of end-user
tailors. The other participants were typical business users. All users used OL as email
client. CSO, SL1 and ITL also used OL tasks before the CTM installation. The trial
was initiated with a workshop in which we gave a 1 hour presentation on the tool,
followed by 30 minutes individual training of each user on the basic functionalities.
Detailed user guides were provided to all participants. The jBPM export functionality
was not included in the installations and manuals to preserve the focus on informal
process support, addressing equally IT and business users. The trial lasted 8 weeks.
Daily backups of the CTM database were scheduled and collected for evaluation each
week. The evaluation concluded with a short video recording and transcription of the
tool use, followed by a structured debriefing interview, in which we asked each par-
ticipant to assess the basic features and rate to what extent CTM improved their abil-
ity to manage work using Likert scales and freeform explanations.

In a second iteration with SL1, SL.2 and CSO we additionally performed an
exercise for execution and refinement of a recurring process. The process was for
settlement of consignment sales and occurred twice in the database backups. As con-
signment sales reports were sent in the end of each week and consignations were
settled each Monday, the process seemed very appropriate for automation. We gener-
ated a jJBPM Wf from a captured TDG and organized a workshop with the involved
users. The workshop started with a 40 minutes tutorial on the jBPM web front-end
where we explained to the users how deviations can be handled through creation of
ad-hoc CTM tasks. Then we asked the users to process a weekly consignment settle-
ment for a customer by maintaining the tasks in the jBPM Wf and deviating where
needed. We used think-aloud and contextual inquiry [6] methods to track their strate-
gies and intents. The exercises were videotaped for analysis.

Findings - Ad-Hoc Process Support. An excerpt from the case study metrics is
given in Table 1. All participants reported that creating CTM tasks did not impede
their work. We observed that users generally manage percent complete and status
information, however not as precise estimation of work completion, but moreover “fo
indicate that I'm working on it [a task] and avoid getting calls and emails from the
others [sales], asking about status” (ITE). We further encountered that users main-
tained attachments in CTM tasks, which was considered “faster than email, as I only
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needed to attach the updated document and the others can pull the latest version
[from the TDG]” (SL1). As CTM was used only by a small group of people, privacy
issues were not raised during the trial. However ITL stated that authorization has to be
considered for extended CTM use in the enterprise by providing the possibility to hide
certain process fragments in black-box containers in the TDG overview. The users
further considered that having “a kind of checklist [TP] with all things I need to do
and the documents I need is very useful ... especially if she [CSO] is not in the office
[vacation]” (SL2). The overall attitude was that global TP should be delivered by a
(senior) domain expert, who can handle also the responsibility for providing them.
Due to the restricted CTM usage, it was not possible to distribute TPs throughout the
company, which prevented from developing a global strategy for TP management e.g.
as alternative to text-based documents. Eventually, 2 remote TP were finally available
(from ITL & CSO) whereas SL2 and ITE had developed local TPs.

Table 1. Excerpt of case study metrics

Metric N
Created root tasks (ad-hoc processes) 8
Created tasks (overall) 46
Delegations 14
Unique attachments added 25
Attachment changes (diff. checksum, same name) 12
Percent complete changes 45
Task changes overall (only edit, no create/delete) 68
Created remote TP 2
Created local TP (files on user PCs) 4
Reused remote TP 1
Reused local TP 2

Findings - Formal Wf Definition and Refinement. A captured TDG of a process for
settlement of consignment sales is shown in Figure 3 (task names are freely translated
by the authors from German, customer name is removed for privacy reasons). SL1
receives a consignment sales report from a customer per email. The report is a CSV
(Comma Separated Values) file, describing customer data, such as e.g. International
Location Number (ILN), address etc., and consignment sales balance. SL1 “checks
the report for consistency” as wrong input data like ILN can cause errors in the further
processing. After that she “enters the sales report data in SAP R/3” system by copying
the report in a special folder, from where the file is automatically read into the system.
SL1 then describes the “supply for the withdrawn consignment items” in R/3 by
specifying e.g. type and number of items. Then she asks SL2 to “process the ship-
ment”. SL2 “reserves the amount for shipment” in another transaction in R/3 and
sends a “feedback about the completeness” of the settlement to the CSO for account-
ing purposes. CSO receives the feedback and later on “checks the payment” for the
re-supplied goods. We generated a jJBPM Wf from the captured TDG, which con-
tained the above tasks in a strictly sequential order. We then asked SL1, SL2 and CSO
to process a weekly consignation settlement for a customer by maintaining the corre-
sponding tasks in the jJBPM Wf and deviating where necessary.
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After SL1 transferred the data from the customer sales report to the R/3 system,
she cross-checked the resulting invoiced amount in the system with the amount in the
sales report. There was a slight difference in both sums: “Yes, sometimes the reported
customer prices differ from our company prices ... this is mostly due to the different
calculation of taxes as customer calculates per delivery and we per item” (SL1). The
differences were minimal and were considered insignificant: “Well, as in this case it
is usually a matter of cents ... we continue the settlement with the customer prices and
ask Mrs. ... [COA] to contact the customer and request them to correct the prices for
the next settlement.” (SL1). As a result SL1 deviated from the currently started jBPM
task “enter sales report data in SAP R/3”, and created a CTM task in her to-do list
with the same name. She then created a sub task “cross-check invoiced amount” and
to this subtask she added another subtask “ask customer for correction”, which she
delegated to COA. As the process could in this case continue (with customer prices),
SL1 returned back to the deviated jBPM task and completed it. She then completed
the “supply for the withdrawn consignment items” task without deviations.

When SL2 started the “reserve amount for shipment” task he inspected the data
about previous deliveries in R/3 and the reported amount of sold items in the cus-
tomer sales report. For one of the consignment items he noticed that the reported sales
exceeded the previously delivered amount: “We ship this item per store and I assume
that the customer has transferred items between their stores, without notifying us. ...
I'll need to inform Mrs. ... [CSO] so that she can issue liability statements for the
excess” (SL2). SL2 considered that such inconsistencies will be propagated with the
“completeness feedback” to CSO, so he entered a comment in the jJBPM Wf{, explain-
ing the inconsistency. A further consignment item needed to be shipped as a set of
multiple, smaller items. In the concrete case, items from the set were not delivered to
the customer in the required amount and had to be re-supplied additionally: “Sets are
often requested with different content from different customers ... we have to adapt
and deliver the set items on demand.” (SL2). SL2 hence deviated from the started
“reserve amount for shipment” task in the Wf and created an ad-hoc task “order set
items” in his to-do list: “This is actually the same shipment procedure as for the other
items ... We just process such set item deliveries independently as a special case.”
(SL2). He then reserved the shipment of the currently handled consignment items,
leaving the set items for later, and returned to the deviated jBPM task to complete it,
so that CSO can handle further the consignation settlement. SL2 then started process-
ing the order of the set items.

When handling the “completeness feedback™ task in the jJBPM Wf, CSO read the
comment of SL.2 about the inconsistency in delivered and sold consignment items: “/
need to create liability statements for that [inconsistency] so that the customer can
correct the problem on their side” (CSO). For that CSO created an ad-hoc task “pre-
pare liability statement” in the to-do list and started preparing the document. When
she was ready later on, she returned to the jJBPM Wf and completed the active “com-
pleteness feedback™ task. For the missing set items, she later on received a delegated
CTM task “completeness feedback” from SL2, who had reserved the shipment for
these items. We were not able to follow the processing of the “check of payments”
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task of CSO as this required customer actions. But CSO agreed that this would end
the consignation settlement process and completed the task in the WT.

Finally, we re-generated the jBPM process model with all available data from the
initial TDG and from the execution of the jJBPM Wf with deviating tasks, i.e. under
the supervision of SL1, SL.2 and CSO, with who we discussed the export modes of
ad-hoc tasks (cf. 2). The “order set items” was exported as parallel sub process
whereas the other deviations were exported as sequential Wf tasks. A screenshot,
showing a part of the final model is given in Figure 5. Users appreciated having the
complete Wf with all possible deviations in it: “If the reported balance is ok, I'll just
complete this task [liability statement] straight away ... but I certainly want to have it
there to make sure I won’t forget it” (CSO). Users highly appreciated the provided
jBPM Wf{ functionality as the automated task assignment would save them the effort
to distribute tasks per email as usual. They further reported that they consider the final
Wt real-life compliant and will try to use it on regular basis and possibly to develop
several variations for different customers.

6 Conclusions

The paper presents an integrated approach enabling informed participation of end
users in business process composition by using collaborative “programming by ex-
ample” based on personal task management. The approach is implemented and vali-
dated through the CTM prototype. Through a CTM case study we have shown that the
presented approach is adequate and efficiently reduces the cognitive distance between
work tasks and Wf modeling (End-User Development) tasks. The approach introduces
several gentle slopes of complexity and provides added value on personal task man-
agement as motivation to overcome each one of them. Usage of CTM ad-hoc tasks is
motivated through transparency in collaborative processes, exceeding common email
and to-do list capabilities. The proactive extraction and adaptation of TPs is motivated
through the ability to exchange and reuse previous experience.

The presented approach further enables transformation of implicitly generated
TDGs to formal process models. The formalization benefits from multiple representa-
tions and fosters tailoring as collaboration between business users, process designers
and developers by allowing the latter to work in a shared context between user-
defined and formal process representations. Deviations from formal Wfs during exe-
cution are enabled with on-demand, ad-hoc task hierarchies. In the case study we have
shown how such deviations enable end-user driven process model refinement.

We will continue to investigate further scenarios of CTM usage in order to enhance
the ad-hoc to formal conversion capabilities, considering also possibilities for Wf
extensions with automated, computational tasks.
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Abstract. We consider workflow graphs as a model for the control flow of a busi-
ness process model and study the problem of workflow graph parsing, i.e., finding
the structure of a workflow graph. More precisely, we want to find a decompo-
sition of a workflow graph into a hierarchy of sub-workflows that are subgraphs
with a single entry and a single exit of control. Such a decomposition is the cru-
cial step, for example, to translate a process modeled in a graph-based language
such as BPMN into a process modeled in a block-based language such as BPEL.
For this and other applications, it is desirable that the decomposition be unique,
modular and as fine as possible, where modular means that a local change of
the workflow graph can only cause a local change of the decomposition. In this
paper, we provide a decomposition that is unique, modular and finer than in pre-
vious work. It is based on and extends similar work for sequential programs by
Tarjan and Valdes [[11]]. We show that our decomposition can be computed in
linear time based on an algorithm by Hopcroft and Tarjan [3] that finds the tri-
connected components of a biconnected graph.

Keywords: Workflow graph parsing, Control flow, Model decomposition, BPMN
to BPEL translation/ roundtripping, Subprocess detection, Graph theory.

1 Introduction

The control flow of a business process can often be modeled as a workflow graph [10].
Workflow graphs capture the core of many business process languages such as UML ac-
tivity diagrams, BPMN and EPCs. We study the problem of parsing a workflow graph,
that is, decomposing the workflow graph into a hierarchy of sub-workflows that have
a single entry and a single exit of control, often also called blocks, and labeling these
blocks with a syntactical category they belong to. Such categories are sequence, if,
repeat-until, etc., see Fig.[I(a). Such a decomposition is also called a parse of the work-
flow graph. It can also be shown as a parse tree, see Fig.[Ilc).

The parsing problem occurs when we want to translate a graph-based process de-
scription (e.g. a BPMN diagram) into a block-based process description (e.g. BPEL
process), but there are also other use cases for workflow graph parsing. For example,
Vanhatalo, Volzer and Leymann show how parsing speeds up control-flow analy-
sis. Kiister et al. [[6] show how differences between two process models can be detected
and resolved based on decompositions of these process models. We believe that parsing
also helps in understanding large processes and in finding reusable subprocesses.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 100 2008.
(© Springer-Verlag Berlin Heidelberg 2008
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g"'Sequence 1

{Sequence 3

(c) (d) (e)

Fig. 1. (a), (b) Two parses of the same workflow graph. (c) Parse tree corresponding to (a). (d)
Workflow graph obtained by a local change and its parse. (e) Parse tree corresponding to (d).

For a roundtripping between a BPMN diagram and a BPEL process, it is desirable
that the decomposition be unique, i.e., the same BPMN diagram always translates to
the same BPEL process. Consider, for example, the workflow graph in Fig. [[{a). The
translation algorithm proposed by Ouyang et al. [9]] is nondeterministic. It may produce
one of the two parses shown in Fig.[I(a) and (b), depending on whether the if-block or
the repeat-until-block is found first by the parsing algorithm.

One idea to resolve some of this nondeterminism is to define priorities on the syn-
tactic categories to be found [OI7I8]]. For example, if in each step the parsing algorithm
tries to find sequences first, then if-blocks and then repeat-until-blocks, we can only
obtain the parse in Fig.[I(a) in our example. However, this can introduce another prob-
lem. If we change a single block, say, the repeat-until block by replacing it, e.g. by
a single task, we obtain the workflow graph shown in Fig. [[ld). Fig. [[[d) also shows
the parse we obtain with the particular priorities mentioned above. The corresponding
parse tree is shown in Fig.[Ile). It cannot be derived from the tree in Fig.[Ilc) by just a
local change, viz., by replacing the Repeat-Until subtree. For a roundtripping between
a BPMN diagram and a BPEL process, it would be much more desirable that a local
change in the BPMN diagram also result in only a local change in the BPEL process.
Replacing a block in the BPMN diagram would therefore only require replacing the
corresponding block in the BPEL process. We then call a such decomposition modular.
The existing approach to the BPMN to BPEL translation problem [9] is not modular.
Furthermore, it does not provide, because of the above problems, a specification of the
translation that is independent of the actual translation algorithm.

A unique and modular decomposition is
provided by the program structure tree de-
fined by Johnson et al. [4l3] for sequen-
tial programs. It was applied to workflow
graphs by Vanhatalo et al. to find
control-flow errors. The corresponding de-
composition for our first example is shown Fig. 2. Modular decomposition of the process
in Fig. [ It uses the same notion of a block ~ from Fig.[]
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as Ouyang et al. [9] do, that is, a block is a connected subgraph with a single entry and
a single exit edge. But in contrast to the approach of Ouyang et al. [9]], non-maximal
sequences are disregarded in the program structure tree. For example, Sequence 2 in
Fig.[[la) [likewise Sequence 3 in subfigure (b)] is non-maximal: it is in sequence with
another block.

Another general requirement for parsing is to find as much structure as possible,
i.e., to decompose into blocks that are as fine as possible. As we will see (cf. Sect. @),
this allows us to map more BPMN diagrams to BPEL in a structured way. It has also
been argued [9] that the BPEL process is more readable if it contains more blocks.
Furthermore, debugging is easier when an error is local to a small block rather than to
a large one.

In this paper, we provide a new decomposition that is finer than the program struc-
ture tree as defined by Johnson et al. [413]]. It is based on and extends similar work for
sequential programs by Tarjan and Valdes [11]]. The underlying notion of a block is a
connected subgraph with unique entry and exit nodes (as opposed to edges in the pre-
vious approach). Accordingly, all blocks of the previous approach are found, but more
may be found, resulting in a more refined parse tree. We prove that our decomposition
is unique and modular. Moreover, we show that it can be computed in linear time, based
on an algorithm by Hopcroft and Tarjan [J3] that finds the triconnected components of a
biconnected graph.

The paper is structured as follows. In Sect.[2l we define the refined process structure
tree and discuss its main properties. In Sect.[3] we describe how to compute the process
structure tree in linear time. Proofs of the main theorems can be found in a technical
report [13].

2 The Refined Process Structure Tree

In this section, we define the refined process structure tree (PST, for short). First, we
explain our notion of fragments in Subsection[2.] Fragments have a strong relationship
with the triconnected components of the workflow graph, which we explain in Subsec-
tion Subsection 2.3] defines the process structure tree. Finally, we show that our
decomposition is modular.

2.1 Fragments

We start by recalling some basic notions of graph theory. A multi-graph is a graph in
which two nodes may be connected by more than one edge. This can be formalized
as a triple G = (V, E, M), where V is the set of nodes, E the set of edges and M a
mapping that assigns each edge an ordered or unordered pair of nodes—for a directed
or undirected multi-graph, respectively. We will use multi-graphs throughout the paper,
directed and undirected, but will call them graphs for simplicity.

Let G be a graph. If e is an edge of G that connects two nodes u and v, we also say
that u and v are incident to e, e is incident to u and v, and nodes u and v are adjacent.
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Fig. 3. (a) Two-terminal graph G, and (b) its undirected version U(G), where r is the return edge

Workflow graphs are based on two-terminal graphﬂ A two-terminal graph (TTG
for short) is a directed graph G without self-loops such that there is a unique source
node s and a unique sink node ¢ # s and each node v is on a directed path from s to
t. The undirected version of G, denoted U(G), is the undirected graph that results from
ignoring the direction of all the edges of G and adding an additional edge between the
source and the sink. The additional edge is called the return edge of U(G). Figure
shows examples of (a) a two-terminal graph G, and (b) its undirected version U(G),
where r is the return edge.

For a subset F of edges, let Vi denote the set of nodes that are incident to some edge
in F and let Gy denote the subgraph with nodes Vy and edges F. We say that G is
formed by F.

Let G be a TTG and F a subset of its edges such that G is a connected subgraph
of G. A node v € Vg is a boundary node of F if it is the source or sink node of G, or
if G has edges e € F and e’ ¢ F such that v is incident to e and e¢’. A boundary node v
is an entry of F if no incoming edge of v is in F or if all outgoing edges of v are in F.
A boundary node v is an exit of F if all incoming edges of v are in F or if no outgoing
edge of visin F. F is called a fragment of G if it has exactly two boundary nodes, an
entry and an exit. Let .% (u, v) denote the set of all fragments with entry « and exit v.

Figure @] shows examples of fragments. A fragment is indicated as a dotted box. It
contains all those edges that either are inside the box or cross the boundary of the box.
Thus, the box in subfigure (a) denotes the fragment F'1 = {a, b, c}. Node u is the entry
and v is the exit of F1. In subfigure (b), F2 = {a, b, ¢, d} is a fragment with entry u and
exit v. In subfigure (c), F3 = {a, b, c,d} has two boundary nodes, u# and v, neither of
them is an entry or an exit of F3. Therefore, '3 is not a fragment.

Fig. 4. (a), (b) Examples and (c) counterexamples of entry, exit and fragment

' A workflow graph is a two-terminal graph in which each node is labeled with some control
flow logic such as AND, OR, etc.
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Note that it can be checked locally whether a boundary node is an entry or an exit.
This notion of fragment was proposed by Tarjan and Valdes [11]], where a TTG modeled
the control flow of a sequential program. When control flows through any of the edges
of a fragment, then it must have flown through the entry before and must flow through
the exit after. Their notion of fragment is, in a sense, the most general notion of fragment
having this property that can still be verified locally [11]].

2.2 Triconnected Components

Tarjan and Valdes have shown that the fragments of a TTG are closely related to
the triconnected components of its undirected version. We have to introduce a few more
notions from graph theory.

Let G be an undirected graph. The following notions are also used for directed graphs
by ignoring the direction of their edges. Let W be a subset of nodes of G. Two nodes
u,v ¢ W are connected without W if there is a path that contains u and v but no node
w € W. For instance, in Fig. Bla) nodes s and ¢ are connected without v6, but not
connected without v5. Two edges e, f are connected without W if there exists a path
containing e and f in which a node w € W may only occur as the first or last element.
A graph without self-loops is k-connected, k > 0, if it has at least k + 1 nodes and
for every set W of k1 nodes, any two nodes u,v ¢ W are connected without W.
We say connected for 1-connected, biconnected for 2-connected and triconnected for
3-connected. A separation point (separation pair) of G is a node u (pair {u, v} of nodes)
such that there exists two nodes that are not connected without {u} (without {u, v}).
Therefore a graph is biconnected (triconnected) if and only if it has no separation point
(separation pair). For instance in Fig.[3] G is not biconnected, because v5 is a separation
point, whereas U(G) is biconnected, because it has no separation points. U(G) is not
triconnected, because {v5,v7} is a separation pair. In Fig. Bla), T2 is an example of a
triconnected graph if the dashed edge x is considered as an ordinary edge.

We say that a graph is weakly biconnected if it is biconnected or if it contains exactly
two nodes and at least two edges between these two nodes. For instance, in Fig. Bla),
B1 is weakly biconnected, but not biconnected.

Throughout the paper, we assume that U(G) is weakly biconnected. This can easily
be achieved by splitting each separation point into two nodes, where the only outgoing
edge of the first node is the only incoming edge of the second node.[

Let {u,v} be a pair of nodes. A separation class with respect to (w.r.t.) {u, v} is a
maximal set S of edges such that any pair of edges in S is connected without {u, v}; S
is a proper separation class or branch if it does not contain the return edge; {u, v} is
called a boundary pair if there are at least two separation classes w.r.t. {u, v}. Note that
a pair {u, v} of nodes is a boundary pair if and only if it is a separation pair or « and v
are adjacent in G. For instance in Fig.[3(b), {v5,v7} and {v6, v7} are boundary pairs. The
pair {v5,v7} is also a separation pair, but {v6, v7} is not.

Each weakly biconnected graph can be uniquely decomposed into a set of graphs,
called its triconnected components [3]], where each triconnected component is either a

2 It is often assumed for workflow graphs that no node has both multiple incoming and multiple
outgoing edges. In that case it follows that U(G) is biconnected. See also Sect.
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Fig. 5. (a) The triconnected components of U(G) in Fig.[Bl (b) the tree of the triconnected com-
ponents of U(G), and (c) the corresponding component subgraphs of G

bond, a polygon or a triconnected graph. A bond is a graph that contains exactly two
nodes and at least two edges between them. A polygon is a graph that contains at least
three nodes, exactly as many edges as nodes such that there is a cycle that contains all
its nodes and all its edges.

Part (a) in Fig.[3 shows the six triconnected components of graph U(G) from Fig.[3l
P1 and P2 are polygons, Bl and B2 are bonds, and 71 and 72 are triconnected graphs.
Each component contains virtual edges (shown as dashed lines), which are not con-
tained in the original graph. They contain the information on how the components are
related to each other: Each virtual edge occurs in exactly two components, whereas
each original edge occurs in exactly one component. For example, the virtual edge x
occurs in components 7'1 and 72. In component 71, x represents the component 72,
whereas x represents 7'1 in 72. Therefore, we obtain the original graph by merging the
triconnected components at the virtual edges (which removes them).

The triconnected components can be arranged in a tree, cf. Fig.[3lb), where two com-
ponents are connected if they share a virtual edge. The root of the tree is the unique com-
ponent that contains the return edge. Each original edge is also shown in the tree under
the unique component that contains that edge. Therefore, each component C determines
a set F of edges of the original graph, namely all the leafs of the subtree that C corre-
sponds to. For example, component 7'1 determines the set F' = {a, b, c,d, e, f, g, h, i} of
edges. We call the subgraph formed by such a set F of edges the component subgraph
of C. FigureB(c) shows the component subgraphs of G. Note that the component sub-
graphs B1, P1 and T'1 are fragments, whereas B2, P2 and 7?2 are not. There are also
fragments that are not component subgraphs, for instance, {J, k, [, m}.

The precise definition of the triconnected components is rather lengthy and has there-
fore been omitted (see [12/213])). Instead we present here the exact relationship between
the triconnected components and fragments we are going to exploit. The proofs of the
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following two theorems can be found in [12]]. First, we observe that triconnected com-
ponents are closely related to boundary pairs.

Theorem 1. A set {u, v} of two nodes is a boundary pair of U(G) if and only if

1. nodes u and v are adjacent in U(G),
2. a triconnected component of U(G) contains a virtual edge between u and v, or
3. a triconnected component of U(G) is a polygon and contains u and v.

We show examples based on U(G) in Fig. Blb) and its triconnected components in
Fig.[Bla). For instance, the boundary pair {v6, v7} contains two adjacent nodes of U(G),
the boundary pair {v1,v2} corresponds to a virtual edge x of 72, and the boundary pair
{s,v7} contains two nodes of the polygon P1. Boundary pairs are closely related to
fragments as follows.

Theorem 2. 1. If F € Z(u,v), then {u,v} is a boundary pair of U(G) and F is the
union of one or more proper separation classes w.r.t. {u, v}.

2. Let {u,v} be a boundary pair of U(G) and F the union of one or more proper
separation classes w.r.t. {u,v}. If u is an entry of F and v is an exit of F, then
F e Z(u,v).

For instance, the boundary pair {v5,v7} has three proper separation classes {m}, P2 =
{J, k, 1}, and {n}. P2 is not a fragment, because v5 is neither its entry nor its exit, whereas
{m} € F(5,v7) and {n} € % (v7,v5) are fragments. The union of P2 and {m} is a
fragment, whereas P2 U {n} and {m} U {n} are not. P2 U {m} U {n} is a
fragment.

Theorem[I]says that the boundary pairs can be obtained from the triconnected com-
ponents while Thm. 2| says that the fragments can be obtained from the boundary pairs.

2.3 Canonical Fragments and the Process Structure Tree

Two fragments F; and F, may overlap, that is, we have F1 N F, # 0, F1 \ F, # 0
and F, \ F; # 0. Examples of overlapping fragments are shown in Fig. |6l Overlapping
fragments give rise to nondeterministic parsing as explained in Sect.[Il We are therefore
interested in a subset of fragments that do not overlap with each other. These will be
called canonical. We comment on our particular definition of canonical fragments in
Sect.[dl We start by defining various types of bond fragments.

Vi) (NI
i Aot AT
OROTOH0 Ry oo
Yo N

I 2! CANZ)

(@) (® (©

Fig. 6. Examples of overlapping fragments
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Fig. 7. Examples of (a) a pure bond fragment, (b) a semi-pure bond fragment, (c) a directed bond
fragment, and (d) a bond fragment

Definition 1 (Bond fragments). Let S be a proper separation class (i.e., a branch)
w.rt. {u,v}. S is directed from u to v if it contains neither an incoming edge of u nor
an outgoing edge of v. Y(u,v) denotes the set of directed branches from u to v. S
is undirected if it is neither in P(u,v) nor in (v, u). The set of undirected branches
between u and v is denoted by % (u,v). A fragment X € .F(u,v) is

1. abond fragment if it is the union of at least two branches from 2(u,v) U % (u,v) U
D(v, u).
2. a directed bond fragment if it is the union of at least two branches from % (u,v) U
U (u,v).
3. a semi-pure bond fragment if it is the union of at least two branches from P (u,v)U
U (u,v), and
(a) there exists no Y € % (u,v) such that Y C X, Y has an edge incoming to
u, or
(b) there exists no Y € (u,v) such that Y C X, Y has an edge outgoing
from v.
4. a pure bond fragment if it is the union of at least two branches from 2(u, v).

Note that the various bond-fragment types form a hierarchy, i.e., each pure bond frag-
ment is a semi-pure bond fragment, each semi-pure bond fragment is a directed bond
fragment etc. Fig. [7] shows examples of various classes of bond fragments that do
not belong to a lower class. Bond fragments are closed under composition, i.e., we
have:

Proposition 1. IfX,Y € F(u,v)and F = XUY, then F € Z (u,v). If X and Y are bond
fragments, so is F. If X and Y are directed (semi-pure) [pure] bond fragments, so is F.

Proposition[T] assures that a maximal bond fragment, maximal directed, maximal semi-
pure, or maximal pure bond fragment is unique if it exists. We are now ready to define
canonical fragments.

Definition 2 (Canonical fragment)

1. If Fy € F(vo,v1) and F\ € F(v1,vy) such that Fy U Fy = F € % (vg, v2), we say
that Fy and F are in sequence (likewise: F| and F are in sequence) and that F is
a sequence. F is a maximal sequence if there is no fragment F, such that F and F»
are in sequence.

2. A bond fragment (directed bond fragment etc.) F € .7 (u,v) is maximal if there is no
bond fragment (directed bond fragment etc.) F' € % (u,v) that properly contains
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F. A bond fragment F € % (u,v) is canonical if it is a maximal bond fragment, a
maximal directed, maximal semi-pure, or maximal pure bond fragment such that F
is not properly contained in any bond fragment F’' € % (v, u).

3. A fragment is canonical if it is a maximal sequence, a canonical bond fragment, or
neither a sequence nor a bond fragment.

mj ok 1

(a) (b)

Fig. 8. (a) The non-trivial canonical fragments of G, and (b) the process structure tree of G

Note that each edge is a canonical fragment, which we call a trivial fragment. Part (a)
of Fig. [§] shows the non-trivial canonical fragments of graph G. S1 € .#(v5,v7) is a
maximal semi-pure bond fragment, and Bl € .%(v5,v7) is a maximal bond fragment.
P1 is a maximal sequence. T'1 is neither a sequence nor a bond fragment.

To prove that canonical fragments do not overlap, i.e., two canonical fragments are
either nested or disjoint, this claim is proven first for bond fragments that have the same
entry-exit pair.

Lemma 1. Let X,Y € % (u,v) be canonical bond fragments. Then X C Y, Y C X or
XNnYy=0.

We continue by showing that two canonical bond fragments that share the same bound-
ary pair do not overlap. In general, we can encounter two situations depending on
whether the union of all branches with respect to a boundary pair is a fragment. These
two cases are shown in Fig. [0l

In Fig. [O(a), the union of
all branches with respect to the
boundary pair {u, v} is the max-
imal bond fragment from u to v
called B. Fragments D,S and R
are the maximal directed bond,
semi-pure bond, and pure bond
fragment from u to v respectively.
Compared with part (a) of Fig.
part (b) has an additional edge out- Fig. 9. Examples of canonical bond fragments
going from u that is outside of the
union of all branches with respect to the boundary pair {, v}. Because of this added
edge, neither u or v is an entry of this subgraph. Thus, this set of edges is not a frag-
ment. Fragment R1 is the maximal pure bond fragment from u to v. Fragment S is the
maximal semi-pure bond fragment from u to v. As there is no larger bond fragment
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from u to v, S is also the maximal directed bond fragment and the maximal bond frag-
ment from u to v. R2 is the maximal pure bond fragment from v to u. As there is no
larger bond fragment from v to u, R2 is also the maximal semi-pure bond, the maximal
directed bond and the maximal bond fragment from v to u. Through an analysis of these
two cases, we can prove the following:

Lemma 2. Let X € F(u,v) and Y € % (v,u) be canonical bond fragments. Then X C
YYCXorXnY=0.

We are now ready to present the main theorem.
Theorem 3. Let X,Y be two canonical fragments. Then X C Y, Y C X orXnNY = 0.
Theorem[3lallows us to define the unique process structure tree of a workflow graph.

Definition 3 (Process structure tree). Let G be a TTG. The process structure tree
(PST, for short) is the tree of canonical fragments of G such that the parent of a canon-
ical fragment F is the smallest canonical fragment of G that properly contains F.

Thus, the largest fragment that contains a whole workflow graph G is the root fragment
of the PST. Part (b) of Fig.[8|shows the PST of graph G in part (a). The child fragments
of a sequence P1 are ordered left to right from the entry to the exit of P1. For example,
the order of child fragments of maximal sequence P1 is T'1, Bl and o. Moreover, as
T1 has the same entry as P1, the exit of 71 (B1) is the entry of Bl (0), and o has
the same exit as P1. We use this ordering in Sect. 2.4 to derive all fragments from the
canonical fragments. For this, it is not necessary to order the child fragments of a bond
or a triconnected graph.

2.4 Computing All Fragments from the Canonical Fragments

The following proposition indicates how to derive all fragments from the canonical
fragments. This is useful for example if one wants to find the smallest fragment that
contains some given set of graph elements.

Proposition 2. Let F be a set of edges in a TTG. F is fragment if and only if F is a
canonical fragment or F is

1. a union of consecutive child fragments of a maximal sequence,

2. a union of child fragments of a maximal pure bond fragment, or

3. a union of child fragments of a maximal bond fragment B such that B is not a
maximal directed bond fragment.

For example, the maximal sequence P1 in Fig.[Rlhas T'1, B1 and o as ordered child frag-
ments. Besides these canonical fragments and the maximal sequence, also the union of
T1 and B1 (Bl and o) is a fragment. However, the union of 7'1 and o is not a frag-
ment, as these are not consecutive child fragments, i.e., they do not share a boundary
node.
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Part (a) of Fig. shows a maximal
pure bond fragment R = {a, b, c}. Its child
fragments are {a}, {b}, and {c}. It follows
from Prop. 2] that {a, b}, {b, ¢}, and {a, c}
are the non-canonical fragments in R. Part ’ i
(b) of Fig.[[0lshows a maximal bond frag- (a) (b)

Fnentb? =1{a,b,c,d} € F(u,v) and a max- Fig. 10. Deriving non-canonical fragments from
imal directed bond fragment R = {a, b} € child fragments of (a) a maximal pure bond
Z (u,v) such that B # R. It follows from fragment and (b) a maximal bond fragment
Prop.Qlthat {c, d}, {a, b, ¢} and {a, b, d} are

the non-canonical fragments in B. Note that {a, c,d} and {b, c,d} are not fragments,
because their boundary nodes are neither entries nor exits.

2.5 Modularity
Finally, we state what we mean by saying that our decomposition is modular.

Theorem 4. Let G be a TTG and X € % (u,v) be a canonical fragment of G. Let G’ be
the TTG obtained by replacing the subgraph that is formed by X by some other subgraph
formed by a set of (fresh) edges X’ such that X' € F (u,v) is again a fragment of G’
(but not necessarily canonical) with the same entry-exit pair as X. Assume that A is the
parent fragment of X in G and F # X is a child fragment of Ain G. Let A’ = (A\X)UX’
and F’ = F. Then A" and F’ are canonical fragments of G’ where F’ is a child fragment
of A" inG’.

Theorem[ means that a local change to the TTG, i.e., changing a canonical fragment X,
only affects the PST locally. The parent and siblings of a changed canonical fragment
remain in the PST in the same place and it follows inductively that this is also true for
all canonical fragments above the parent and all canonical fragments below the siblings
of X.

3 Computing the PST

In this section, we describe an algorithm that computes the PST in linear time. We have
extended the algorithm by Valdes []] to find all the canonical fragments (his algorithm
produces a coarser decomposition, cf. Sect.[). The algorithm has three high-level steps
that are illustrated in Fig. [[T] and described in Alg. [Tl In Step 1, the tree of the tri-
connected components is computed, using e.g. the linear-time algorithm by Hopcroft
and Tarjan [3]. Gutwenger and Mutzel [2]] present some corrections to this algorithm.
We illustrate the computed triconnected components through the respective component
subgraphs in Fig. [[1]

In Step 2, we analyze each triconnected component to determine whether the re-
spective component subgraph is a fragment. This can be done in linear time with the
following approach that takes advantage of the hierarchy of fragments. We analyze the
tree of the triconnected components bottom-up—all children before a parent. For each
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Algorithm 1. Computes the PST for a two-terminal graph
buildPST(Graph G)

Require: G is a weakly biconnected TTG.
/I Step 1. Compute the tree of the triconnected components of the TTG.
Tree := Compute the tree of the triconnected components of G.
// Step 2. Analyze each component to determine whether it is a fragment.
for each Component c in Tree in a post-order of a depth-first traversal do
Count the number of edges (that are children of ¢) incoming to/outgoing from each boundary
node. (4 counts)
Add these edge counts to the respective edge counts of the parent component for each shared
boundary node.
Compare these edge counts to the total number of incoming/outgoing edges to determine
whether each boundary node is entry, exit, or neither.
Based on these boundary node types, determine whether c is a fragment.
if ¢ is a polygon then
Count the number of entry and exit nodes of the child components.
If a child component is a fragment, order the child components from entry to exit.
/I Step 3. Restructure the tree of the triconnected components into the tree of the canonical
fragments (the PST).
for each Component ¢ in Tree in a post-order of a depth-first traversal do
if ¢ is a polygon then
Merge consecutive child components (that are not fragments if any exist) if those form a
minimal child fragment.
if ¢ is not a fragment and c has at least two child fragments then
Create a maximal sequence (that contains a proper subset of children of ¢).
if ¢ is a bond then
Classify each branch of ¢ based on the edge counts of the boundary nodes of the respective
child components of c.
if ¢ is a fragment then
Based on the classifications of the branches, create the maximal pure, the maximal
semi-pure, and the maximal directed bond fragment, if any exists.
else
Based on the classifications of the branches, create the maximal pure bond fragments,
the maximal semi-pure bond fragment, if any exists.
for each Component d that has been created in this iteration do
Merge the child fragments of each component in the to-be-merged-list of d to d.
if ¢ is not a fragment then
Add c to the to-be-merged list (a linked list) of its parent component.
Concatenate the to-be-merged list of ¢ to the to-be-merged list of its parent.
else
Merge the child fragments of each component in the to-be-merged list of ¢ to c.
return Tree

child edge of a triconnected component ¢, we check whether it is incoming to or out-
going from one of the two boundary nodes of c. We count these edges to determine
whether a boundary node is an entry, an exit, or neither. Based on this information,
we can determine whether the respective component subgraph is a fragment. Note that
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SFep 1: Detect the Step 2 Analyze Step 3: Restructure
triconnected the triconnected R
the tree into the PST.

components. components.

Fig. 11. The high-level steps of Alg.[Il Step 1: Detect the triconnected components. Step 2: Ana-
lyze each triconnected component to determine whether the respective component subgraph is a
fragment. Step 3: Create the missing canonical fragments and merge the triconnected components
that are not fragments.

when a triconnected component shares a boundary node with its parent, the same edges
do not have to be counted twice, because an edge inside a child is also inside its parent.

In Step 3, we create the missing canonical fragments, and merge each component
subgraph that is not a fragment to the smallest canonical fragment that contains it. This
restructuring is based on the information computed in Step 2. New fragments are created
only in those cases where a bond or a polygon contains canonical fragments that are not
component subgraphs. Such a fragment is created as a union of at least two (but not all)
children of this bond or polygon. We show examples in the following.

We process the tree of the triconnected components bottom-up as in Step 2. Thus,
in Fig. [Tl we can begin with 72. It contains no new canonical fragments, because it is
neither a sequence nor a bond. 72 is not a fragment, because v1 is neither its entry nor
its exit. Thus, it will be merged into its parent fragment 7’1, that is, the children of 72
become children of T'1.

The bond B2 is not a fragment, so it will be merged. B2 contains no new canonical
fragments, because it has only two children. The same applies to P2. More interestingly,
B1is a fragment and has three children. Each child of a bond is a branch, and we classify
them to find out whether they form new canonical bond fragments. {m} is a directed
branch from v5 to v7, P2 is an undirected branch that has no outgoing edges from v7,
and {n} is a directed branch from v7 to v5. Note that the branches can be classified based
on the counts of edges incident to each boundary node of a branch computed in Step 2.
There is a new semi-pure bond fragment S 1 = {m} U P2. B2 and P2 are merged to S 1.
S'1 and {n} become the children of the restructured B1. Finally, P1 and all its children
are fragments, thus there is no need to restructure P1.
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(a) (b) (©)

Fig. 12. Step 3: From the tree of the component subgraphs to the tree of the canonical fragments

In the following examples we show polygons and bonds in which more restructuring
is required. In Fig.[I[2(a), B1 and P1 are not fragments. However, polygon P1 has two
consecutive child fragments {d} and {e} that form a maximal sequence P = {d} U {e}. To
determine whether a polygon contains such a new maximal sequence, we compute the
number of entries and exits of its children already at the end of Step 2. A polygon that
is not a fragment contains a maximal sequence as a union of its children if and only if
its children have at least three entries or at least three exits in total.

In Fig.[[2(b), B1, P1, B2, and P2 are not fragments and will be merged. Bond B is
a fragment from v1 to v4 and has six branches: two edges as directed branches from v1
to v4, and one undirected branch, P2, that has no edge incoming to the entry of B, one
undirected branch, P1, that has both an edge incoming to the entry of B and an edge
outgoing from the exit of B, and another two edges as directed branches from v4 to v1.
The directed branches from the entry to the exit of B form a new maximal pure bond
fragment R. The union of P2 and R is a new maximal semi-pure bond fragment S. The
union of P1 and S is a new maximal directed bond fragment. D and the remaining two
directed branches are the children of B. Bl and P1 are merged to D, and B2 and P2 to
S. P is a maximal sequence.

Figure [2(c) shows an example of a bond B that is not a fragment, but its children
form new canonical fragments. As there are at least two directed branches to each di-
rection, these branches form two new pure bond fragments, R1 and R2. The union of
R1 and branch P2 is a semi-pure bond fragment S. Thus, B2 and P2 are merged to
S. The polygon P has four children {a}, B3, B, and {b}. B3 and B not fragments, but
the union of these consecutive siblings is a fragment. Thus, B is merged to B3 to form
a new fragment M. Bl and P1 are also merged to M. The fragment P has only three
children.

Each step of the algorithm can be performed in linear time. Thus, also the entire
algorithm has linear time complexity.
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Theorem 5. The PST of a TTG G can be computed in time linear in the number of
edges of G.

4 Conclusion

We have presented a modular technique of workflow graph parsing to obtain fine-
grained fragments with a single entry and single exit node. The result of the parsing
process, the process structure tree, is obtained in linear time. We have mentioned a
couple of use cases in Sect. [Il Coarser-grained decompositions may be desirable for
some use cases. Those can easily be derived from the refined process structure tree by
flattening. One such coarser decomposition, which can be derived and which is also
modular, is the decomposition into fragments with a single entry edge and a single exit
edge presented by Vanhatalo, Volzer and Leymann [14]. The new, refined decomposi-
tion presented here allows us to translate more BPMN diagrams to BPEL in a structured
way. As an example, consider the workflow graph in Fig.[[3 and (a) its decomposition
with the existing techniques and (b) with our new technique. In Fig. [[3(a), X
cannot be represented as a single BPEL block, whereas in Fig.[I3(b) each fragment can
be represented as a single BPEL block.

The main idea of the technique presented is taken from Tarjan and Valdes [T1U].
They describe an algorithm that produces a unique parse tree. However, they do not
provide a specification of the parse tree, i.e., a definition of canonical fragments or
claim or prove modularity. Moreover, our PST is more refined than their parse tree.
Figure [12] shows examples of workflow graphs where this is the case. The fragments
that are not identified by them are P in (a), D, S and R in (b), and S, R1 and R2 in (c).

We have made some simplifying assumptions about workflow graphs. The assump-
tion that we have unique source and sink nodes can be lifted. Also the assumptions that
the undirected version of the workflow graph is weakly biconnected and does not con-
tain self-loops can be lifted. The necessary constructions to deal with these cases will
be presented in an extended version of this paper. Thus the remaining assumption on
workflow graphs will be that each node is on a path from some source to some sink.

The reader might wonder what justifies our particular definition of canonical frag-
ments. It can be shown that the canonical fragments are exactly those fragments that
do not overlap with any (canonical or non-canonical) fragment. This means, they are
exactly the ‘objective’ fragments in the sense that they are compatible with any parse
and hence appear in every maximal parse. Any finer decomposition into fragments can

{Sequence
L

(a) (®)
Fig. 13. A workflow graph and (a) decomposition presented in [9l14]] and (b) our decomposition
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only be obtained by arbitrating between overlapping fragments. Our definition is fur-
ther justified by Prop.[2] i.e., by the fact that all fragments and hence all parses can be
derived from the PST in a simple way.
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Abstract. We present a finite representation of all services M where
the composition with a given service N is deadlock-free, and a given set
of activities of N can be covered (i.e. is not dead). Our representation is
an extension of the existing notion of an operating guideline which only
cared about deadlock freedom. We further present an algorithm to decide
whether a service M matches with the extended operating guideline of N.

Keywords: process modeling and analysis, SOA, Petri nets, operating
guidelines.

1 Introduction

One of the objectives of service-oriented computing (SOC) [I] is the modular
structuring and loose coupling of interorganisational business processes. In this
aspect, SOC meets the area of modeling and analysing workflows [2]. While
SOC aims at composing complex business activities from more elementary ones
(services), workflow modeling is (among others) concerned with the study of
well-designed workflows and business processes. Central to the wellformedness
of workflows is the concept of soundness. This property basically states that
every process instance will terminate in a well-defined final state while there are
no useless (dead) activities. In the intersection of SOC and workflow modeling,
we are thus interested in mechanisms for service composition (and related tasks
such as discovery) which assure soundness in the overall system (e.g. a service
orchestration).

Current approaches for matching and discovering services are incapable of
asserting soundness in service discovery scenarios. Some approaches propose to
compute and publish a public view P’ of a provided service P [3l4]. Then, a
service requester R can check its composition R® P’ to decide proper interaction.
However, public view approaches do not explicitly state whether soundness of
P’® R implies soundness of P& R. Thus, existing public view approaches cannot
be applied to obtain a globally sound system.

Other approaches suggest to compute an operating guideline OGp for a given
service P which represents all correctly interacting partners of P [5]. Then, a

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 116 2008.
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matching procedure between R and OGp can be used for deciding whether P& R
would interact correctly. Here, correctness refers to deadlock freedom so far.

Deadlock freedom is a necessary but insufficient condition for soundness. In
this paper, we extend the operating guideline approach by asserting—in addi-
tion to deadlock freedom—the absence of dead activities in the composed sys-
tem. This is another necessary condition for soundness. The only remaining gap
between the new approach and soundness is the possible existence of livelocks.
For acyclic services, our approach already establishes soundness in the composed
system since acyclic services cannot contain livelocks.

Another motivating scenario for our approach is inspired by [6]. In this arti-
cle, all partners of a given service, which enforce or exclude certain behavioral
patterns such as occurrences of activities, are characterized. This approach can
be used, among others, for

— filtering of service registries for services that fit specific specifications (“en-
force book”: I want to get a book selling service; “exclude credit card”: I do
not want to pay by credit card),

— validating services by checking whether there exist partners that access cer-
tain features

Sometimes, enforcing some behavior is too strict. Consider an application for a
credit with an online bank service. Of course, the user (service requester) wishes
to have the activity “credit approved” executed in the service. However, there
is hardly an online bank service where “credit approved” can be enforced by
the user (which would mean that the user can always obtain a credit by just
following a suitable communication pattern). There will rather be an internal
decision based on which a credit is either approved or denied. In typical service
models, the decision appears to the user as a nondeterministic choice. Thus, we
need a weaker criterion that rules out at least all those services where “credit
approved” is completely impossible. That is, R should match with P if and only
if it is at least possible to execute activity “credit approved” in the composition
of the online bank service and the requester.

Formally, we want to compute a finite representation of the (generally infinite)
set of all those partners R of a given service P where the composition P @ R of
both services is deadlock-free, and a certain set X of activities is not dead. For
establishing soundness, this set X would be the set of all activities of P. In the
online banking example, X would consist only of activity “credit approved”. We
achieve this goal by extending the existing operating guideline approach with
deadlock-free interaction.

The paper is structured as follows. In Sect. 2lwe recall open nets and operating
guidelines. Next, in Sect. Bl we extend our notion of partners R for P to those
partners R’ where a certain set of places and transitions in P & R’ is covered
(i.e. each place can be marked and each transition is not dead). We show how to
calculate a finite representation of all these partners by extending our notion of
an operating guideline with a global constraint. Section Hl presents related work
and finally conclusions are drawn in Sect.
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2 Preliminaries

2.1 Open Nets

We assume the usual definition of a (place/transition) Petri net N = (P, T, F)
(see [7], for instance) and use standard notation to denote the preset and postset
of a place or a transition: *z = {y | (y,z) € F} and 2°* = {y | (z,y) € F}.

Definition 1 (Open net). An open net N = (P, T, F,I,0,mg,{2) consists of

a Petri net (P,T,F) together with

— an interface defined as a set I C P of input places such that ®*p = 0 for any
p €1 and a set O C P of output places such that p® = 0 for any p € O and
INO =0,

— a distinguished initial marking mg, and

— a set 2 of final markings such that no transition of N is enabled al any
m € (2.

We further require that m € 2 U {mg} implies m(p) = 0 for allp € T U O;
that is, in the initial and the final markings the interface places are not marked.

We use indices to distinguish the constituents of different open nets (e.g. I;
refers to the set of input places of open net Nj).

The behavior of an open net is defined using the standard Petri net seman-
tics [7]; that is, a transition is enabled if each place of its preset holds a token.
An enabled transition ¢ can fire in a marking m by consuming tokens from the
preset places and producing tokens on the postset places, yielding a marking
m'. The firing of ¢ is denoted by m - m/ (a t-step), the successively firing of a
sequence of transitions is denoted by m = m’.

In order to assign a reasonable meaning to final markings, we restrict our
approach to such open nets where a marking in {2 does not enable any transition.

As an example, consider the open net N, depicted in Fig. The initial
marking is mo,_ = [pg] and the set of final markings is defined by £2n, = {[p/]}.
N, has three input and four output places that are depicted on the dashed frame:
In, = {req c,cc y,cc n} and On, = {r low, r high, rej, acc}. The open net models
a credit approval process of an online banking service. After the customer has
requested a credit (transition t;), the bank decides whether the risk is high or
low (transitions t, and t3). Then, the customer has to decide whether he accepts
a credit control or not (transitions t4 — t7). Based on this information the bank
distinguishes three cases: If the risk is high and the customer does not accept a
credit control, then the credit request is rejected (transition tg). If there is only
low risk and the customer accepts a credit control, then the request is accepted
(transition ti1). In the third case, that is, if the risk is high and the customer
accepts a credit control or the risk is low but the customer does not accept a
credit control, the request is examined by an employee of the bank which is
modeled by a nondeterministic choice (transitions tg and tip).

The innery of an open net N defines the Petri net that results from removing
the interface places and the adjacent arcs from N. Obviously, innery and N
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(a) Open net N. modeling the (b) Open net M;. (c) Open net Mo.
credit approval process of an on-
line banking service.

Fig. 1. The running example process N, and two strategies M; and M>

coincide if N has an empty interface. The inner of N., innern_, is the net inside
the dashed frame in Fig.

As a correctness criterion for an open net N we require the absence of dead-
locks in V.

Definition 2 (Deadlock). Let N be an open net. A deadlock is a nonfinal
marking in N that does not enable a transition. If N does not have deadlocks, it
is called deadlock-free.

Two open nets M and N are composable if all constituents (except for the
interfaces) are pairwise disjoint. This can be achieved easily by renaming. For
the interfaces, we require that the input places of M are the output places of N
and vice versa (i.e. Ipy = On and Oy = Iy). For markings my, € M, my € N,
their composition m = my; @ my is defined by (mpy @ my)(p) = mu(p) +
my(p) (assuming mas(p) = 0 for p ¢ Py and my(p) = 0 for p ¢ Pn). These
considerations lead to the following definition of composition.

Definition 3 (Composition of open nets). Let M, N be composable open
nets. Then, the composition of M and N is the open net M & N defined as
follows:

- P= Py U Py,
-T=TyUTyN,
- F=FyUFy,

- I=0=0,
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- mgy = mo,, Moy, and
- = {mM@mN ‘ my € QM,mN S QN}.

Consider the two open nets M; and M, depicted in Fig. and Fig.
respectively and assume mo,, = [pg], 2n, = {[P12]}, Moy, = [P13), and 2nr, =
{[p1o]}. Then, N, and M; as well as N, and M, are composable. Notice that
place cc y becomes internal in the composition N. @ My, but it is never marked.
Clearly, we are mostly interested in composing open nets such that the com-
position is deadlock-free. To this end, we define the notion of a strategy.

Definition 4 (Strategy). An open net M is a strategy for an open net N if
M @ N is deadlock-free. Strat(N) denotes the set of all strategies for N.

Both, M1® N, and M>® N,, are deadlock-free and thus, My and M, are strategies
for N..

2.2 Operating Guidelines

In the following we recapitulate our concept of an operating guideline [8I5]. With
the help of operating guidelines we are able to represent the set of all strategies
M for an open net N in a compact way. Technically, an operating guideline is a
special annotated automaton. An annotated automaton A? consists of a finite
deterministic automaton A and a function @ that assigns to each state g of A
a Boolean formula &(g). A? represents a set Strat(A?) of open nets. For each
element of N € Strat(A?), we say that N matches with A?. We continue by
first defining the notions of annotated automata and matching in general and
then introducing operating guidelines.

Definition 5 (Annotated automaton). A? = [Q, C, §, g0, P] is an annotated
automaton iff QQ is a nonempty finite set of states, C' is a set of labels, § C
Q x C x @ is a transition relation such that every state q € @Q is reachable
from qo via transitive applications of 6, qy € @Q is the initial state, and @ is an
annotation function, where, for all ¢ € Q, P(q) is a Boolean formula over literals

mn C.

We use annotated automata to represent a set of open nets. Therefore, we take an
annotated automaton A? with Boolean formulae over literals in C' = I U O and
a special literal final and define when a service described in terms of an open net
M with the interface I UO matches with A?. Intuitively, M matches with A? if
(1) its behavior is simulated by A% and (2) if a marking m of M is simulated by a
state ¢ of A%, then the arcs leaving m — interpreted as an assignment assigning
true to the corresponding literals of the formula @(q) — satisty @(q). For more
details, we refer to [9U5].

In order to simplify presentation, we assume that each transition of an open
net is connected to at most one interface place. This assumption does, however,
not restrict generality as every open net can be transformed into an equivalent
one that obeys this restriction [5].
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Definition 6 (Matching with A?). Let M be an open net that obeys the
assumption stated above and let Y be the set of all reachable markings of the
Petri net M* = inneryr. Let A = (Q,C,6,q0,P) be an annotated automaton
with C = Ipr U Opr U {final}. Then M matches with A iff there is a relation
p CY X Q inductively defined as follows:

1. (mOMaQO) € p;

2. If t is an internal transition of M (i.e., t is not connected to any interface
place), m,m’ €Y, and m SN m', then (m,q) € p implies (m',q) € p;

3. If t 1s a receiving transition of M with ¢ € Iy, ¢ € °t, m,m’ € Y, and
(m + [c]) L m!, then (m,q) € p implies (m',q") € p for some ¢ with
(¢;¢,q') € 6;

4. If t is a sending transition of M with ¢ € Oy, ¢ € t*, m,m’ € Y, and
m 5 (m' + [d]), then (m,q) € p implies (m',q') € p for some ¢ with
(¢,¢,4') €6;

5. For allm €Y, at least one of the following properties holds:

— An internal transition t is enabled at m; or,
— for all q such that (m,q) € p, P(q) evaluates to true for the following
assignment [3:
- B(c) = true if ¢ € Opr and there is a transition t with ¢ € t° that is
enabled at m;
- B(c) = true if ¢ € Ips and there is a transition t with ¢ € °t that is
enabled at m + [c];
- B(c) = true if ¢ = final and m € Qp;
- B(c) = false, otherwise.

Let Match(A®) denote the set of all M such that M matches A®.

In the formal definition, p represents the informally described (weak) simulation
relation. The assignment used for evaluating an annotation represents transitions
t of M that leave the considered marking m of M™*.

An operating guideline OGy of an open net N is a special annotated automa-
ton, such that an open net M matches with OGy if and only if M is a strategy
for N.

Definition 7 (Operating guideline). An annotated automaton is an operat-
ing guideline OGx of an open net N iff Strat(N) = Match(OGy).

Figure [2] depicts the operating guideline OGy, for the credit approval process
N, (see Fig. . It consists of 16 nodes and 31 edges and was calculated by
our tool Fiona [I0]. In the initial state qq, the annotation is lcc yV lcc nV lreq ¢
reflecting the possible choices of a strategy M for N.. More precisely, M must
be able to send at least one (expressed by the disjunction) of the three messages
cc y, cc n, and req c in its initial state. In contrast, annotation 7accA?rej in state
qy4 reflects the fact that M being in marking m with (m,¢14) € p must be able
to receive message acc and message rej. The two open nets My and Ms fulfil the
requirements of Def. [f] and thus match with OG .
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- 'cc_y Vlcc_n Vv Ireq_g

Ireq_c
y
[qz: (lcc_y Vv lcc_n Vv ?r_high) A (lcc_y V lcc_n Vv ?r_Iow)]

Ireq_c lcc_n ?r_low lcc_y

Os: !cc_y Vlcc_n

[q4: (?rej v ?r_high) A (?acc v ?r,low)]

[%5 (?rej v ?r_high) A (?acc vV ?r_low) q;:lcc_y V !cc,ﬂ]
A (?rej Vv ?r_low)

A (?acc V ?r_high)

2r_low rej

?acc lcc_n

A,
[qg: ?r_Iow] [qg: ?acc A ?rej] [qm: ?r_high A ?Llow] [qﬁ: ?acc]
2ref

?r_low ?ac ?rXigh 24 low ?acc Trej 7rej

Fig. 2. The operating guideline OG y, for the credit approval process N. depicted in
Fig. For better readability, we add a leading “I” (“?”) to a literal z in the graphics
of an OGy if z is an output (input) place of a strategy M for N.

3 Covering Open Net Nodes

The notion of soundness guarantees (among others) the absence of dead transi-
tions in a workflow net. In this section, this idea is adapted to open nets. For
an open net N and a set X C Py U Ty of open net nodes, we will characterize
those strategies M for N such that X is covered in the composition M & N.
Here, to cover a place p means that p can be marked in some reachable marking
while to cover a transition ¢t means that ¢ is not dead. Such a strategy M is then
called a Cover x-strategy for N. Clearly, if X contains all transitions of N, our
coverage notion for open nets coincides with soundness, except for the fact that
the composition may contain livelocks.

The motivation for dealing with Cover x-strategies is to figure out if some
functionality of a service (i.e. some communication patterns), for example a
credit approval, can in principle be used by other services. We further show how
to calculate a finite representation of all Cover x-strategies for N by extending
operating guidelines with a global constraint.

3.1 Deciding the Coverage of Open Net Nodes

In this section, we show how a strategy M for N can be discovered as a Cover x-
strategy by just considering the operating guideline of N. In order to define our
notion of Cowver x-strategies, we need to define what it means to cover an open
net node.
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Definition 8 (Cover a place/transition). Let N = (P, T, F,I,0,mg, {2) be
a deadlock-free open met with empty interface (I = O =0), and let X C PUT,
p€ P, andt € T. N covers X iff for allp € X NP (for allt € X NT) there
exists a run of N that includes a marking m with m(p) > 1 (a t-step).

Notice that if N covers two nodes, there is not necessarily a run in which both
nodes are covered. In the example, transitions t; — t4, tg, and tg — tig are covered
in My ® N, and transitions t; — ts, ts, t7, and tg — t;; are covered in My @ N..

The following definition canonically extends strategies to strategies that cover
a set X of open net nodes.

Definition 9 (Cover x-strategy). Let M be a strategy for an open net N, and
let X C Py UTyN. M is a Coverx-strategy for N iff X is covered in M & N.
With Strat covery (IN) we denote the set of all Cover x -strategies for N.

For N, let X = {acc} be given. That means, we are interested whether a credit
approval is possible. Then, M; and Ms are Cover x-strategies for N.. Let X =
{ts,t6}, that is, we are interested whether it is possible that a credit request
has to be examined by an employee if the customer is not fixed in his credit
control decision. Then M; is a Cover x-strategy for N., but Ms is not (because
transitions ts, ts cannot be enabled in Ms @ N).

By definition, every Cover x-strategy for IV is also a strategy for N. Obviously,
covering open net nodes restricts the set of strategies for V. Thus, we conclude
Strat covery (N) C Strat(N).

In the remainder of this section, we will define some notions and prove some
properties of operating guidelines. Based on these properties, we can prove a
criterion to decide whether an open net M is a Cover x-strategy for N. We start
with the definition of the most permissive strategy for V. This strategy has the
least restrictions of all strategies. Thus, the state space of its inner corresponds
exactly to the transition system of the underlying automaton of OGy.

Definition 10 (Most permissive strategy). Let OGy = (Q, C, 6,qo,P). The
most permissive strategy for N is the open net MPy = (P,T,F,1,0,mg, 2)
whose behavior corresponds exactly to the transition system (Q,C, 6, qo) with

- P=QuUC,

~T=A{tg cqn | (q1,¢,q2) €6, with q1,¢q2 € Q,c € C},

o _ (C’ tlhvcvlh)a ch € I;
F= {(QIthhC’QZ)’ (tLI1,C,L127Q2) | (Qth qQ) € 6} U {(tqucquc)’ ifceO.’

-1 =0y,

- 0 =In,

- mo = qo, and

- 2 ={q|cisin P(q) with ¢ = final}.

The resulting open net MP is a state machine. Figure [ illustrates the construc-
tion of the most permissive strategy MPy, of the operating guideline OGuy,
depicted in Fig. 2l As the whole open net would be too big, we depict only the
first few nodes.
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Fig. 3. The initial part of the most permissive strategy MPy, for N. which has been
constructed according to Def.

By the help of the following corollary, we prove that the most permissive
strategy MP for N is indeed a strategy for N.

Corollary 1. The most permissive strateqy MP for N is a strateqy for N.

For the proof of this corollary, we rely on a fact about operating guidelines as
constructed in [8]. As we cannot repeat the whole approach of [§], we just state
this fact without proof.

Proposition 1 ([8]). For every operating guideline OGy = (Q,C, 6, q0,P) (of
some service N ) and all ¢ € Q, the formula ®(q)

1. wuses only literals ¢ where there is some ¢’ € Q with (q,¢,q') € 6, and
2. is satisfied for the assignment assigning true to all literals in ®(q).

Proof (of Corollary ). Let OGy = (Q, C, 6, qo, P). We construct open net MP
as described in Def. Let mg, be the initial marking of MP. By induction, it
can be shown that, for all ¢ € Q, m, is reached by Def. [0l with (mq, q) € p.

As there is a transition for each (¢,c¢,¢’) € 8§, we can derive from Prop. [1
that all annotations evaluate to true when MP is evaluated according to Def.
Consequently, MP matches with OGy and hence MP is a strategy for N. O

The next definition establishes a connection between markings of an open net NV
and the inner of a strategy M € Strat(N). If innerys is in a marking m, then
K(m) (the knowledge that innerys has about N) is the set of markings of N
that NV might be in while inner,s is in marking m.

Definition 11 (Knowledge). Let M be a strategy for an open net N. Let
Marky+ and Marky denote the set of all reachable markings of innery, and
N, respectively. Let further my; denote a marking of M and mps~ denote its
restriction to places in innerys. The knowledge K : Marky~ — P(Marky) that
mneryp has about the possible markings of N in marking mps« is defined by
K(mp+) = {mn | (ma & mn) is reachable from (mo,, & moy)}-
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For the most permissive strategy MP y, for N, (see Fig.[l), we have the following
knowledge values:

K ([pqol) = {lpol}

K([Pqﬂ) = {[po, cc n]},

K ([pqal) = {[po, req ], [p1]; [p2, r high], [p, r low]},

K([pgs]) = {lpo: cc yl},

K([pqal) = {[po,cc n,req ], [py, cc nl, [py, cc n, r highl, [p3, cc n,r low],

Pa, r hlgh]v [p57 r |OWL [p77 r hlghv re.”v [p77 r |OW7 ach [p77 r |OW7 rej]}

The simulation relation p used in Def. [ actually establishes a relation between
the knowledge values of the involved states. As the following proposition states,
(m,q) € p implies that K (m) 2O K(m,) where m, is the marking in the most
permissive partner that correpsonds to state ¢ of an operating guideline.

Proposition 2 ([5]). Let M be a strategy for N and MP be the most permissive
strategy for N. Let mg, denote the marking in innerp that corresponds to state
qg € Q in OGN (i.e. (mg,q) € pup). Let m be reachable in inneryr. Then

K(m) = Uq;(m,q)ep K(mg).

The matching relation p relates a marking m of innery; to a (possible) set of
states ¢ of OG . Therefore, the knowledge that innerj; has about the possible
markings of N in m is equivalent to the union of the knowledge values of all
markings m, of inneryp with (mg,q) € pup.

The notion of knowledge can be applied to the operating guideline OGy of
N. As every marking m, in innerpyp corresponds to a state ¢ of OGy, the
knowledge OGy has about N in ¢ is equivalent to the knowledge inner)p has
about N in m,.

Definition 12 (Knowledge in OG). For an open net N let MP be the most
permissive strategy for N and OGy = (Q,C, 6, qo,P). Let Marky denote the set
of markings of N and mg be a marking of innerp. The knowledge K : @ —
P(Marky) that OGN has about the possible markings of N in state ¢ € Q is
defined by K(q) = K(my).

The following theorem presents a way to decide, on the basis of an operating
guideline, whether a strategy M for N is also a Cover x-strategy for N.

Theorem 1 (Place/Transition coverability). Let M be a strategy for open
net N. A place p € Py (a transition t € Ty ) is covered in M ® N iff there is
a state ¢ € Q of OGN, a marking myy in inner s, and a marking my € K(q)
with (mar,q) € p, and my(p) > 1 (t is enabled in my ).

Proof. We present the proof for the case of a covered transition only. The case
of a covered place is analogous.

(=) Let N, OGN, and M € Strat(N) be given and let transition ¢ be covered

. . . t ¢ t
in M @ N. Then, according to Def.[8] there is a run mg,,,y — ... == myenN —

Mhyren 0 MON, myqn(p) > 1. Let mys and my be the restrictions of marking
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muen to places in innerys and N, respectively. As t is a transition of N, ¢ is
enabled in my as well. By Def. [[Il we have my € K(mys). By Proposition 2]
there must be a state ¢ in OGy where my € K(q) and hence the implication of
this theorem holds.

(<) Let N be an open net and OGy = (Q, C, 6, qo, P). Let M be a strategy
for N. Since M is a strategy for IV, there is a matching relation p of states in Q)
and markings in inner ;. Let mys, ¢, and my be as assumed. Thus, (mar, ) € p,
my € K(q), and t is enabled in my. From Proposition 2l follows my € K(my).
Consequently, there is a run in M @ N that reaches my; @ my which can be
extended by an occurrence of ¢ since activation of ¢ in my implies activation of ¢
in mps ®my. Since every run in M @ N is deadlock-free (follows from M being
a strategy for N), we can conclude that the considered run is deadlock-free, too.
So there exists a deadlock-free run in M & N where t is covered and hence the
replication of this theorem holds. a

The value of Theorem [Mis that it gives us a criterion to check whether an open
net node is covered or not. A place p of N is covered by a strategy for N if there
is a state ¢ in OGy and the knowledge in ¢ contains a marking of N where p
is marked. A transition ¢ of NV is covered by a strategy for IV if there is a state
q and the knowledge in ¢ contains a marking m of N where t is enabled. That
way, it is easily possible to annotate each state ¢ of OGy with all places and
transitions which are covered in g. This can be done during the calculation of
the operating guideline.

As an example, based on the knowledge values K([pyo]) — K ([pqs]) we pre-
sented above we can derive the following sets of nodes of N, that are covered in
states qq — q, of OGn.:

do : {Po}

d; : {pg,cc n}

92 : {pO — Pps3,req c,r hlghvr |OW7 51 _t3}
93 : {Po, cc v}

da : {Po — Ps, P7,CC N, cC y,req c,r high,r low, acc, rej, t; — ta, te, ts — t10}

3.2 A Finite Representation of All Cover x-Strategies

In this section, we introduce a notion of an operating guideline with a global
constraint as a representation of all Cover x-strategies for V. We further present
an algorithm for deciding when an open net M matches with such an operating
guideline.

Consider again our running example N, in Fig. Assume we want to cover
X = {acc} in N, that is, we are interested in strategies in which a customer may
receive an approval for his credit request. We have [acc] € K(q,), K(qg), K(qq),
K (qy1), K(g14)- So according to Theorem [ a strategy M for N, is a Coverx-
strategy for N, if it has at least a marking mg.. of innery; that matches with
das 9gs o> 9115 OT Jya- As a second example assume X = {ts,tg}, that is, we
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are interested in strategies in which a customer is not fixed in his credit control
decision and the credit request can be examined by an employee. In that case we
have [ts] € K(qg), K(q14) and [te] € K(q,4), K(qg). So M is a Coverx-strategy
for N, if it has at least a marking mys of innerys that matches with qg or gy,
and it has a marking myes of innerys that matches with q, or qq.

The examples illustrate that is in general not possible to express the con-
straints for covering open net nodes in the shape of local annotations in each
state of the operating guideline. Consequently, the present concept of an anno-
tated automata fails at representing all Cover x-strategies of N. To overcome
this problem, we propose another representation of all Cover x-strategies of N
that takes the non-locality of covering open net nodes into account. To this end,
we will slightly enhance the concept of an operating guideline.

Consider again the example above. Since OGy, (see Fig. [2)) represents all
strategies and every Cover x-strategy for N, is a strategy for N., we have to
restrict OG, to Cover x-strategies. This can be achieved by a global constraint
specifying that, for every open net node z € X to be covered, at least one state
¢ in OGy, with z € K(gq) must be present in the matching relation between
OGN, and a Coverx-strategy. This constraint can be expressed as a Boolean
formula ¥ x.

In the following, we formalize annotated automata enhanced with a global
constraint and define the matching relation between an open net and such an
annotated automaton.

Definition 13 (Annotated automaton with global constraint). Let A? =
(Q,C,6,q0,P) be an annotated automaton and v be a Boolean formula with
propositions taken from the set Q. Then, A% = (A%, 4)) is an annotated au-
tomaton with global constraint .

As an example for a global constraint to OG ., consider ¢ = (q¢Vd14) A (s Vdg)-
This formula is satisfied if and only if true is assigned to sufficiently many states
to cover set X = {ts,t}.

Enhancing an annotated automaton with a global constraint makes it necessary
to redefine the matching relation of an open net M with an annotated automa-
ton. M matches with an annotated automaton with global constraint A% if it
matches with the annotated automaton A%, and in addition satisfies 1.

Definition 14 (Matching with A%¥). Let M be an open net, and let A%V be
an annotated automaton A% with global constraint 1. M matches with A%V iff
M matches with A® using relation p and 1 evaluates to true in the assignment
Yo 2 Qa — {true, false} where yar(q) = true iff there is a marking m of M
such that (m, q) € p.

Finally, we are ready to construct the operating guideline with global constraint
OGy, (N) of an open net N as a representation of the set Strat coper, (V) of all
Cover x-strategies for N.
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Definition 15 (Global constraint for covering X). Let N be an open net
and OGpy an operating guideline of N. Let X C Py UTyn. For a place p € P,
let p ~ q iff there is an m € K(q) where m(p) > 0. For a transition t € T, let
t ~ q iff there is an m € K(q) where t is enabled. Then v x is the formula

A Vo

r:xeX qr~gq

OGy, (N) = (OGn,¥x) defines an operating guideline with global constraint
of N.

As a direct consequence of Theorem [, we obtain the main result of this section,
that is, OGy,, () represents all Cover x-strategies for N.

Theorem 2. M is a Coverx-strategy for N iff M matches with OGy, (N) .

The operating guideline representing all Cover x-strategies for N, with X =
{ts,te} is the operating guideline OGy,(N.) = (OGn,,¥x) where ¥ = (qg V
d14) A\ (d4 Vag) as stated above. If we consider again open nets My and My (which
are both strategies for N.), then we get that M; matches with OGy,, (N.) and
it is hence a Coverx-strategy for N.. In contrast, My does not match with
OGy, (N.), because it does not satisfy the global constraint. More precisely,
there is no marking in innerys, that matches with any of the nodes q,4, q¢, 9o,
and qq .

As another example, let X = {ty, ..., t11}, meaning all transitions of N, should
not be dead in M @ N. Then, OGy, (N,) has the following global constraint:

Yx = (92VaaVae) A(aaVasVae) A(daVa,Vag)AdgVd)
A (% \ Q14) A (Q4 \v QQ) A (% \ Q11) A (Q4 \ Q12)
A (dg VdgVdgVa) A(dgVdeVdgVdia)A(de V)

which is equivalent to
Yx = (d2 Vds Vag) A(ds Vaia) A(ds Vdi1) A (da Vds Vg V dyg)-

3.3 Discussion

In the following we will compare (ordinary) operating guidelines and operating
guidelines with global constraint. We further discuss some complexity issues.

Comparing an operating guideline OGy for N and an operating guideline
with global constraint OGy, (V) for N, we identify that both operating guide-
lines have the same underlying automaton. This is caused by the fact that each
Cover x-strategy for N is also a strategy for N. Furthermore, if the most per-
missive strategy for N is not a Cover x-strategy for N, then the set of Cover x-
strategies is empty.

Computing OGy is proportional in time to the product of the number of
states of N and an over-approximation of its most permissive strategy [9]. For
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OGy, (N) the time complexity does not change, because all information neces-
sary for annotating the states ¢ € @ with the nodes of N and setting up the
global constraint have to be computed for OGy anyway. In order to increase
efficiency, it is sufficient to annotate each state g only with open net nodes of X.

The space complexity of OG y is proportional to the product of the number of
states of N and its most permissive strategy [9]. If we compute OGy, (INV), then
this complexity increases due to ¥ x. The global constraint is a conjunction of at
most | X| disjunctions where each disjunction may consist of at most |Q| literals.
Hence, the size of the global constraint is at most O(|X| - |@]). The example
suggests that the size of the global constraint will be much smaller in practice.

Although the time and space complexity of OGy is high, experimental results
have shown that the calculation of OG y is feasible in practical applications both
for time and space (see [5], for instance). Based on the complexity considerations
for OGy, (V) we conclude that the calculation of OGy,, (V) will be feasible in
practical applications, too.

Matching an open net M with OGy is proportional in time to the number
of states in M ® N [9]. If we match M with OGy, (N), we additionally have to
check whether the global constraint is satisfied by the assignment ;. This can
be done in linear time w.r.t. the size of the constraint.

As the space complexity and the matching complexity for the proposed no-
tion of operating guidelines with global constraint only marginally increase in
comparison with ordinary operating guidelines, we can conclude that this novel
notion is a well-suited instrument for service composition.

4 Related Work

The work presented in this paper is mainly inspired by the notion of soundness
for workflow nets [2]. Soundness guarantees the absence of deadlocks, livelocks,
and dead transitions. In this paper, we adopt the idea of soundness to our service
model open nets. Given an open net IV, we are interested in all open nets M such
that the composition M @ N is deadlock-free and certain places and transitions
of N are covered. Here, cover means that these places can be marked and the
transitions are not dead in M @ N. So far in contrast to soundness, our approach
is limited in the sense that the composed system may contain livelocks.

There is also some relation to the research fields testing and computer-aided
verification. In these fields testing/checking the coverage of certain activities is
also a known and important sanity check, see [I1], for instance.

Besides the relation to soundness, covering open net nodes can also be seen
as a behavioral constraint for services. In [6] the authors introduced two kinds
of behavioral constraints: to enforce and to exclude a set of open net nodes.
A strategy M for N enforces (excludes) a transition ¢ of N if every (no) run
in M & N includes a t-step. Covering a transition ¢ is thus equivalent to not
exclude t. However, cover cannot be expressed by the approach proposed in [6],
because the authors model a constraint as a constraint open net C' and compose
C and N.
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5 Conclusion

We proposed an approach to guarantee the coverage of certain activities in ser-
vices. Our approach is inspired by the notion of soundness on the one hand
and by the work on behavioral constraints for services on the other hand. We
have shown that with the operating guideline of a service N we can decide if a
partner service M is designed in a way such that a given set of activities of NV
can be covered in the composition of M and N. We further presented a finite
representation of all partner services M by extending our notion of an operating
guideline with a global constraint. The results presented in this paper have been
implemented in our analysis tool Fronall [10]. The proposed approach can also
be applied to industrial service models specified in WS-BPEL [12]. To this end
the compiler BPEL20WFNJ [10] can be used to translate such a WS-BPEL
process into an open net. The resulting net can then be analyzed by FIONA.

The advantage of the proposed approach is that the global constraint can be
calculated based on the information that is already present when calculating
the operating guideline. In addition, the global constraint does only marginally
increase the complexity of matching a service with the operating guideline with
global constraint. Thus operating guidelines with global constraint are a well-
suited instrument for service composition.

In ongoing work plan to deal with a stricter correctness criterion that also
excludes livelocks. That way, we can close the gap to soundness. Furthermore,
an open net N can be substituted by an open net N’ w.r.t. the coverage of X if
and only if every Cover x-strategy for N is also a Cover x-strategy for N’ (i.e.
Strat covery (N') 2 Strat covery (IN)). To this end we are working on an algorithm
to automatically decide substitutability w.r.t. the coverage of X.
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Correcting Deadlocking Service Choreographies
Using a Simulation-Based Graph Edit Distance
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Abstract. Many work has been conducted to analyze service choreogra-
phies to assert manyfold correctness criteria. While errors can be detected
automatically, the correction of defective services is usually done man-
ually. This paper introduces a graph-based approach to calculate the
minimal edit distance between a given defective service and synthesized
correct services. This edit distance helps to automatically fix found errors
while keeping the rest of the service untouched. A prototypic implemen-
tation shows that the approach is applicable to real-life services.

Keywords: Choreographies, graph correction, correction of services,
verification of services, service automata, operating guidelines, BPEL.

1 Introduction

In service-oriented computing [I], the correct interplay of distributed services is
crucial to achieve a common goal. Choreographies [2] are a means to document
and model the complex global interactions between services of different partners.
BPEL4Chor [3] has been introduced to use BPEL [4] to describe and execute
choreographies. Recently, a formal semantics for BPEL4Chor was introduced [5],
offering tools and techniques to verify BPEL-based choreographies.

Whereas it is already possible to automatically check choreographies for dead-
locks or to synthesize participant services [6], no work was conducted in support-
ing the fizing of existing choreographies. This is especially crucial, because fixing
incorrect services is usually cheaper and takes less time than re-designing and
implemeting a correct service from scratch. In addition, information on how to
adjust an existing service can help the designers understand the error more easily
compared to confronting them with a whole new synthesized service.

As the running example for this paper, consider the example choreography
visualized in BPMN [7] in Fig. [l It describes the interplay of a travel agency,
a customer service, and an airline reservation system. The travel agency sends
an offer to the client which either rejects it or books a trip. In the latter case,
the travel agency orders a ticket at the airline service which either sends a
confirmation or a refusal message to the customer. The choreography contains
a design flaw as the customer service does not receive the refusal message. This
leads to a deadlock in case the airline refuses the ticket order.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 132 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Choreography between travel agency, airline, and customer. The choreography
can deadlock, because the customer does not receive a refusal message from the airline.

This deadlock can be detected using state-of-the-art model checking tools
which provide a trace to the deadlocking state. In the concrete example, a trace
would be (send offer, receive offer, send booking, send paymenl receive booking,
receive payment, send ticket order, receive ticket order, send refusal). This trace,
however, gives no information which service has to be changed in which manner
to avoid the deadlock. Thus, an iteration of manual corrections followed by fur-
ther deadlock checks is necessary to finally remove the deadlock. Though it is
obvious how to correct the flawed example, the manual correction of choreogra-
phies of a larger number of more complex services is tedious, if not impossible.

Moreover, even for this simple choreography exists a variety of possibilities to
fix the customer’s service. Figure 2] depicts two possible corrections to avoid the
deadlock. Though both services would avoid the choreography to deadlock, the
service in Fig. is to be preferred over that in Fig. as it is “more similar”
to the original service. Though this preference is psychological and is unlikely
to be proven formally, the usage of similarities is widley accepted (cf. [8]). The
tool chain presented in [6/5] synthesizes a participant service independently of
an existing incorrect service and might produce correct, yet unintuitive results
such as the service in Fig.

The goal of this paper is to formalize, systematize, and to some extend autom-
atize the fixing of choreographies as it has been illustrated above. We thereby
combine existing work on characterizing all correctly interacting partners of a
service with similarity measures and edit distances known in the field of graph
correction. These approaches are recalled in Sect. 2l and [Bl In Sect. [ we define
an edit distance that aims at finding the most similar service from the set of
all fitting services. To support the modeler, we further derive the required edit

! 'We assume asynchronous (i.e., non-blocking) communication.
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Fig. 2. Two possible corrections of the customer service to achieve deadlock freedom

actions needed to correct the originally incorrect service. In Sect. Bl we present
experimental results conducted with a proof of concept implementation. Sec-
tion [0 discusses related work. Finally, Sect. [1 is dedicated to a conclusion and
gives directions for future research.

2 Service Models

2.1 Service Automata and Operating Guidelines

To formally analyze services, a sound mathematical model is needed. In the
area of workflows and services, Petri nets are a widely accepted formalism [9].
They combine a graphical notation with a variety of analysis methods and tools.
For real-life service description languages such as BPEL or BPEL4Chor exists
a feature-complete Petri net semantics [I0/5]. To simplify the presentation, we
abstract from the structure of a service and complex aspects such as data or
fault handling, and focus on the external behavior (also known as the business
protocol) of services in this paper. To this end, we use service automata [11] to
model the external behavior services

A service automaton is a finite automaton with a set @) of states, a set F' C
of final states, an initial state ¢y € @, an interface I for asynchronous message
passing, and a partial transition function ¢ : @ x I — @. In this paper, we
only consider deterministic service automata and require that final states are
sink states; that is, have no outgoing transitions. For 6(q,a) = ¢’ we also write
q¢ % ¢'. Throughout this paper, we use S to denote service automata. We further
assume that all services in this paper share a common interface I. This common
interface can be achieved by joining all participants’ interfaces.

Figure depicts a service automaton modeling the external behavior of the
customer service of Fig. [Tl The edges are labeled with messages sent to (preceded
with “I”) or received from (preceded with “?”) the environment: The interface
of the service automaton is {!booking, ?confirmation, ?offer, Ipayment, Irejection}.

% Due to the close relationship (cf. [I2]) between Petri nets and automata, there exist
techniques to transform back and forth between the two formalisms.
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Fig. 3. A service automaton Scustomer modeling the customer service of Fig. [l (a) and
the operating guideline Oagencygairiine Of the composition of travel agency and airline
service (b). The service automaton does not match the OG, because q»’s formula is not
satisfied.

As services are usually not considered in isolation, their interplay has to be
taken into account in verification. A necessary correctness criterion is controlla-
bility [13]. A service § is controllable if there exists a partner service &’ such that
their composition S & S’ (i. e., the choreography of the service and the partner)
is free of deadlocks.

Controllability can be decided constructively: If a correctly interacting part-
ner service for S exists, it can be automatically synthesized [I36]. Furthermore,
it has been proven that there exists one distinguished partner service S* that
is most permissive; that is, it simulates any other correctly interacting partner
service. The converse does, however, not hold; not every simulated service is a
correct partner service itself. To this end, the most permissive partner service
can be annotated with Boolean formulae expressing which states and transi-
tions can be omitted and which parts are mandatory. This annotated most per-
missive partner service is called an operating guideline (OG) [I1]. We denote
OGs with O and use ¢(q) to denote the Boolean formula annotated to state ¢
of the OG.

Figure depicts the OG of the composition of the travel agency and the
airline. The disjunction of the OG’s initial qy state means that a partner ser-
vice must send a rejection, receive an offer, send a payment or send a book-
ing in its initial state. This is possible due to asynchronous communication.
The service automaton of Fig. is simulated by the OG and fulfills all but
one formula (satisfied literals are depicted bold in Fig. B(b)). It does not sat-
isfy the formula ¢(q2) = (?confirmation A ?refusal) of the OG’s state qp, be-
cause the service automaton does not receive a refusal message in the simulated
state qi.



136 N. Lohmann

2.2 Fixing Deadlocking Choreographies

Consider a deadlocking choreography of n participants, S @ -+ @ S,,. As men-
tioned earlier, a deadlock trace usually does not give sufficient information how
to fix which service to achieve deadlock freedom. To find a candidate service that
can be changed such that whole choreography is deadlock-free, we can perform
the following steps:

— Firstly, we check for each service the necessary correctness criterion: If a
service taken for itself is not controllable, then there exists no environment
in which that service runs correctly — especially not the choreography un-
der consideration. In that case, that service has to be radically overworked
towards controllability, which is not topic of this paper.

— Secondly, we remove one participant, say S;. The resulting choreography
Chor; = 51®- - ®S;—1DS; 11D - -DS,, can be considered as one large service
with an interface. If it is controllable, then there exists a service S; which
interacts deadlock-freely with the other participants of the choreography;
that is, Chor; ® S, is deadlock-free. In [5], a complete tool chain for this
participant synthesis was presented for BPEL-based choreographies.

As motivated in the introduction, the mere replacement of S; by S! is not
desirable, because S; totally ignores the structure of S; and might be very dif-
ferent to the original, yet incorrect service S;. Instead of synthesizing any fitting
service (such as the service in Fig. , we are interested in a corrected service
that is most similar to S;. To this end, we can use the OG of Chor;, because it
characterizes the set of all fitting partners. Figure [l illustrates this.

most similar O
fitt :
o 8 0 oc? S
i =»00 — 0
t 5

Isn:r?/irgzc O O o) OOO O

O 05 -O
similarity' Q (@) set of all correctly

o O

measure fitting services (OG)

Fig. 4. The OG as characterization of all correct services can be used to find the most
similar service

Beside the corrected services of Fig. Bl the OG characterizes 2002 additional
(acyclic and deterministic) partner services[ Though all are correct, we are
interested in the service that most similar to the incorrect customer service.
Instead of iteratively check all candidates, we will define a similarity measure
that exploits the OG’s compact representation to efficiently find the desired

service of Fig.

3 The set of cyclic or nondeterministic partner services might be infinite.
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3 Graph Similarities

Graph similarities are widely used in many fields of computer science, for ex-
ample for pattern recognition [I4] or in bio informatics. Cost-based distance
measures adapt the edit distance known from string comparison [I5/16] to com-
pare labeled graphs (e.g., [I7]). They aim at finding the minimal number of
modifications (i.e., adding, deleting, and modifying nodes and edges) needed to
achieve a graph isomorphism.

Distance measures aiming at graph isomorphism have the drawback that they
are solely based on the structure of the graphs. They focus on the syntax of the
graphs rather than their semantics. When a graph (e. g., a service automaton)
models the behavior of a system, similarity of graphs should focus on simulation
of behavior rather than on a high structural similarity. Figure Bl illustrates that
structural and behavioral similarity is not necessarily related.

Yoo painio Pt
(a) (b) (c)

Fig. 5. Service automata (a) and (b) simulate each other, but have an unsimilar struc-
ture. Service automata (b) and (c) have a very similar structure, but rather unsimilar
behavior.

Sokolsky et el. [I8] address this problem (a similar approach is presented
in [I9]), motivated by finding computer viruses by comparing a program with a
library of control flow graphs. In that setting, classical simulation is too strict,
because two systems that are equal in all but one edge label behave very similar,
but there exists no simulation relation between them. To this end, Sokolsky et
al. introduce a weighted quantitative simulation function to compare states of
two graphs. Whenever the two graphs cannot perform a transition with same
labels, one graph performs a special stuttering step e, which is similar to 7-steps
in stuttering bisimulation [20]. To “penalize” stuttering, a label similarity func-
tion assings low similarity between € and any other label. This label similarity
function L : (I U {e}) x (I U {e}) — [0,1] assigns a value that expresses the
similarity between the labels of the service automataf under consideration. For
example, L(?a,?b) describes the similarity of a 7a-labeled transition of service
automaton Sy and a ?b-labeled transition of service automaton Ss. Furthermore,
a discount factor p € [0, 1] describes the local importance of similarity compared
to the similarity of successor states.

Definition 1 (Weighted quantitative simulation, [18]). Let S1 = [@1, 61,
F1,q0,, 1], S = [Q2, 62, F», qo,, I] be service automata. A weighted quantitative
simulation is a function S : Q1 X Q2 — [0, 1], such that:

* We adjusted the definitions of to service automata. The original definition in [I8]
bases on labeled directed graphs. We do not consider node labels in this paper.



138 N. Lohmann

1 if 1 € F1,

Slqq2) =1 ]
(q1,92) {(1—p)—|—maX(Wl((h,CI2)7W2((117(12))a otherwise,

Wilar.a2) = max (L(e,b)- Slar.43)),

b
q2—q5

p
Wz(Q17Q2) - n . Z max L(a,e) : S(q/17q2)7 mba‘X (L(a7b) : S(q/hqé)) ’
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and n is the number of edges leaving q .

The weighted quantitative simulation function S recursively compares the states
from the two service automata and finds the maximal similar edges. Thereby,
W7 describes the similarity gain by stuttering of graph &1 and Was the tradeoff
between simultaneous transitions of &7 and S» and stuttering of graph S,. Both,
the discount factor p and the label similarity function L, can be chosen freely
to adjust the result of the similarity algorithm. The choice of the parameters is,
however, out of scope of this paper.

As an example, consider the service automata in Fig.[fland assume a discount
factor p = 0.5 and a label similarity function L that assigns 1.0 to equal labels
and 0.5 to any other label pair. Then S(qa,qp) = 1.0 (the weighted quantitative
simulation is a generalization of the classical simulation) and S(qp,qc) = 0.75
which indicates the differences in the behaviors.

4 A Matching-Based Edit Distance

The algorithm to calculate weighted quantitative simulation can be used as a
similarity measure for service automata or OGs, but has two drawbacks: Firstly,
it is not an edit distance. It calculates a value that expresses the similarity
between the service automata, but gives no information about the modification
actions needed to achieve simulation. Secondly, it does not take formulae of
the OG into account. Therefore, a high similarity between a service automaton
and an OG would not guarantee deadlock freedom as the example of Fig.
demonstrates: The service automaton of the customer is perfectly simulated by
the OG but the overall choreography deadlocks.

4.1 Simulation-Based Edit Distance

Before we consider the OG’s formulae, we show how the similarity result of the
algorithm of [I8] can transformed into an edit distance. Given two states ¢; and
g2, Def. [Ml determines the best simulation between the transitions of ¢; and ¢o. In
addition, one service automaton can stutter (i.e., remain in the same state). The
weighted quantitative simulation function calculates the best label matching to
maximize the similarity between the root nodes of the service automata. From
the transition pairs belonging to the maximum, we can derive according edit
actions (cf. Table[T).
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Table 1. Deriving edit actions from transition pairs of Def. [Tl

transition of Si transition of S» resulting edit action similarity
a a keep transition a L(a,a)
a b modify transition a to b L(a,b)
a e (stutter) delete transition a L(a,e)
€ (stutter) a insert transition a L(g,a)

These edit actions define basic edit actions whose similarity is determined by
the edge similarity function L. To simplify the representation of a large number
of edit actions, the basic edit actions may be grouped to macros to express more
complex operations such as swapping or moving of edges and nodes, duplicating
of subgraphs, or partial unfolding of loops.

The simulation-based edit distance does not respect the OG’s formulae. One
possibility to achieve a matching would be to first calculate the most similar
simulating service using the edit distance for Def. [[l and then to simply add
and remove all nodes and edges necessary in a second step. Using the weighted
quantitative simulation function of Def.[I] the resulting edit actions (cf. Table[I])
simply inserts or removes edges to present nodes rather than to new nodes. This
approach does in general not work to achieve matching with an OG. See Fig.
for a counterexample. However, also the insertion of nodes would not determine
the most similar partner service, because this may result in sub-optimal solutions
as Fig. [ illustrates.

4.2 Combining Formula-Checking and Graph Similarity

Due to the suboptimal results achieved by a-posteriori formula satisfaction by
node insertion, we need to modify the algorithm of [I8] not to statically take the
outgoing transitions of an OG’s state into account, but also check any formula-
fulfilling subset of outgoing transitions. Therefore, we need some additional def-
initions to base formula satisfaction and to cover the dynamic presence of OG
transitions.

Definition 2 (Satisfying label set, label permutation). Let S = [Qs, ds,
Fs,qos, I] be a service automaton and O = [Qo, b0, Fo,qo,,I] an OG, and let
q1 € Qs and g2 € Qo. ,
— Define Sat(¢(q2)) CPIN{b|3d, € Qo : g2 — ¢5}) to be the set of all sets
of labels of transitions leaving q2 that satisfy formula @ of state gs.
— For 8 € Sat(p(q2)), define perm(qi,q2,3) € (L U{e}) x (I U{e})) to be a
label permutation of q1, g2 and B such that:
(a) if @ = ¢, then (a,c) € perm(qui,qz,B) for a label c € B U {e},
(b) if q2 LR ¢y and b € B, then (d,b) € perm(q1,qz, 3) for a label d € TU{e},
(c) (e,¢) & perm(qu, g2, ), and
(d) if (a,b) € perm(q1,qz2, ), then (a,c),(d,b) ¢ perm(qi, gz, 3) for all labels
c € pU{e} and all labels d € TU{e}.
— Define Perms(q1, g2, 3) to be the set of all label permutations of ¢1, g2 and (3.
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Fig. 6. Matching cannot be achieved solely by transition insertion. The service automa-
ton (a) does not match with the OG (b) because of a missing ?b-branch. In service
automaton (c), a loop edge was inserted. However, the state reached by ?b in the OG
requires a 7c-branch to be present. After inserting this edge (d), the resulting service
automaton is not simulated by the OG (b).

®

2/ |2\ 2e
(c) (d)
Fig. 7. Adding states to a simulating service automaton may yield sub-optimal results.
The service automaton (a) does not match with the OG (b), because the formula
(?cA?dA7e) is not satisfied. The OG, however, perfectly simulates the service automaton

(a), and adding two edges achieves matching (c). However, changing the edge label of
(a) from !a to b also achieves matching, but only requires a single edit action (d).

The set Sat consists of all sets of labels that fulfill a state’s formula. For ex-
ample, consider the OG in Fig. For state q2 of the OG Oagencygairline; We
have Sat(p(qz2)) = {{?confirmation, ?refusal} }. Likewise, Sat(¢(qs)) = {{?offer},
{!payment}, {?offer, Ipayment}}.

The set Perms consists of all permutations of outgoing edges of two states.
In a permutation, each outgoing edge of a state of the service automaton has to
be present as first element of a pair (a), each outgoing edge of a state of the OG
that is part of the label set 8 has to be present as second element of a pair (b).
As the number of outgoing edges of both states may be different, e-labels can
occur in the pairs, but no pair (e,¢) is allowed (c¢). Finally, each edge is only
allowed to occur once in a pair (d).

For 8 = {7confirmation, ?refusal} and state q; of the service automaton S;
in Fig. {(?confirmation, ?confirmation), (¢, ?refusal)} is one of the permu-
tations in Perms(qi,qz,3). Another permutation is {(?confirmation, ?refusal),
(e, ?confirmation)}. The permutations can be interpreted like the label pairs
of the simulation edit distance: (?confirmation, ?confirmation) describes a keep-
ing of ?confirmation, (?confirmation, ?refusal) describes changing ?confirmation
to ?refusal, and (e, 7refusal) the insertion of a ?refusal transition. The inser-
tion and deletion has to be adapted to avoid incorrect or sub-optimal results

(see Fig. [BHD).
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Definition 3 (Subgraph insertion, subgraph deletion). Let S = [Qs, ds,
Fs,qos, I] be a service automaton and O = [Qo, b0, Fo, qo,,I| an OG. Define

1, if g2 € Fo,
ns(g2) = 9 (1—p) + L(e,b) -ins(6 b)), otherwise,
( p) BESat q2)) |ﬂ| % ( ) ( O(q2 ))
1, if g1 € Fs,
del(q1) = (1 —p) + z . Z L(a,e) - del(q}), otherwise,

g}
where n 1s the number of outgoing edges of q;.

Function ins(g2) calculates the insertion cost of the optimal subgraph of the OG
O beginning at ¢go which fulfills the formulae. Likewise, del(q1) calculates the
cost of deletion of the whole subgraph of the service automaton S from state ¢ .
Both functions only depend on one of the graphs; that is, ins and del can be
calculated independently from the service automaton and the OG, respectively.
Definition B actually does not insert or delete nodes, but only calculates the
similarity value of the resulting subgraphs. Only this similarity is needed to find
the most similar partner service and the actual edit actions can be easily derived
from the state from which nodes are inserted or deleted (cf. Table [I).

With Def. [2] describing means to respect the OG’s formulae and Def. Bl cop-
ing with insertion and deletion, we can finally define the weighted quantitative
matching function:

Definition 4 (Weighted quantitative matching). Let S = [Qs,6s, Fs,
Qos, I] be a service automaton and O = [Qo, 60, Fo,q,,I] an OG. A weighted
quantitative matching is a function M : Qs x Qo — [0, 1], such that:

1, 1 € FsNq € Fo),
M(q1,q2) = f (@1 € Fs Nz € Fo)
(1 —=p)+Wilq1,q2), otherwise,
Wi (g1, = ma ma Wal(qi,q2,a,b
1(q1 q2) BGSat(;((qg)) PEPerms)él q2,83 |P| Z 2 q1 % )
(a,b)eP
L(a,b) - M(8s(qr,a), 60(2,)), if (a £ enb#e),
Wal(q1, g2, a,b) = < L(g,b) - ins(6o(q2, b)), ifa=ce,
L(a,e) - del(bs(q1,a)), otherwise.

The weighted quantitative matching function is similar to the weighted quan-
titative simulation function (Def. [l). It recursively compares the states of the
service automaton and the OG, but instead of statically taking the OG’s edges
into consideration, it uses the formulae and checks all satisfying subsets (7).
Additionally, W5 organizes the successor states determined by the labels a and
b, or the insertion or deletion.
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4.3 Matching-Based Edit Distance

Again, we can straight-forwardly extend the weighted quantitative matching
function towards an edit distance, because the permutations give information
how to modify the graph. Keeping and modification of transitions is handled as
in Table [[ whereas adding and deletion of nodes can be derived from Def.
In fact, the weighted quantitative matching function is not a classical distance.
It expresses the similarity between a service automaton and an OG (i.e., a
characterization of many service automata) and is hence not symmetric. We still
use the term “edit distance” to express the concept of a similarity measure from
which edit actions can be derived.

Consider the example from Fig. Bl During the calculation of M (q1,q2), the
permutation {(?confirmation, ?confirmation), (&, ?refusal)} is considered. The first
label pair denotes that the ?confirmation transition is kept unmodified. The sec-
ond label pair denotes an insertion of a ?refusal transition. The value of this

insertion is defined by
L(e, ?refusal) - ins(6o (92, ?refusal)) = L(e, ?refusal) - ins(qa)

= L(e, ?refusal)

agency Pairline

and only depends on the similarity function L.

P/ { keep transition "?offer" to state g ]

a5 (T
?offer [ keep transition "lbooking" to state q7 ]

keep transition "Irejection" to state gs

Ibooking

_[ keep transition "lpayment" to state g1 ]

keep transition "?confirmation" to state gs
............. insert transition " ?refusal" to new state qg

Fig. 8. Matching-based edit distance applied to the customer’s service

Figure [§ shows the result of the application of the matching-based edit dis-
tance to the service automaton of Fig The states are annotated with edit
actions. The service automaton was automatically generated from a BPEL pro-
cess and the state in which a modification has to be made can be mapped back
to the original BPEL activity. In the example, a receive activity has to be
replaced by a pick activity with an additional onMessage branch to receive the
refusal message.

5 Complexity Considerations and Experimental Results

The original simulation algorithm of [I8] to calculate a weighted quantitative
simulation between two service automata S and Sz (cf. Def. [[]) needs to check
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O(|Qs, | - |@s,]) state pairs. The extension to calculate the matching between a
service automaton S and an OG O (cf. Def. ) takes the OG’s formulae and the
resulting label permutations into consideration. The length of the OG’s formulae
is limited by the maximal degree of the nodes which again is limited by the
interface I. Thus, for each state pair, at most 2!/l satisfying assignments have
to be considered. The number of permutations is again limited by the maximal
node degree such that at most |I|! permutations have to be considered for each
state pair and assignment. This results in O(|Qs| - |Qo|- 2/ - |I|!) comparisons.

Though the extension towards a formula-checking edit distance yields a high
worst-case complexity, OGs of real-life services tend to have quite simple formu-
lae, a rather small interface (compared to the number of states), and a low node
degree. As a proof of concept, we implemented the edit distance in a prototypeﬁ
It takes an acyclic deterministic service automaton and an acyclic OGY as input
and calculates the edit actions necessary to achieve a matching with the OG. The
prototype exploits the fact that a lot of subproblems overlap, and uses dynamic
programming techniques [21] to cache and reuse intermediate results which signif-
icantly accelerates the runtime. We evaluated the prototype with models of some
real-life services. In most cases, the edit distance could be calculated within few
seconds. The experiments were conducted on a 2.16 GHz notebook. Memory con-
sumption is not listed as it never exceeded 10 MB. Table[2summarizes the results.

Table 2. Experimental results

service interface states SA states OG  search space time (s)
Online Shop 16 222 153 102033 4
Supply Order 7 7 96 10733 1
Customer Service 9 104 59 10108 3
Internal Order 9 14 512 > 101932 195
Credit Preparation 5 63 32 1036 2
Register Request 6 19 24 10% 0
Car Rental 7 49 50 10" 6
Order Process 8 27 44 10222 0
Auction Service 6 13 395 10'? 0
Loan Approval 6 15 20 10%7 0
Purchase Order 10 137 168 > 101932 391

The first seven services are derived from BPEL processes of a German
consulting company; the last four services are taken from the current BPEL
specification [4]. The services were translated into service automata using the
compiler BPEL20WFEN[ For these service automata, the OGs were calculated
using the tool Fionald For some services, a partner service was already available;
for the other services, we synthesized a partner service with Fiona. As we can

® Available at http://service-technology.org/rachell

5 Operating guidelines are deterministic by construction.

" Available at http://service-technology.org/bpel2owfn|
8 Available at http://service-technology.org/fional
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see, the services’ interfaces are rather small compared to their number of states.
It is worth mentioning that the complexity of the matching is independent of the
fact whether the service automaton matches the OG or not. We used existing
partner services in the case study to process services of realistic size.

Column “search space” of Table [2] lists the number of acyclic deterministic
services characterized by the OG. All these services are correct partner services
and have to be considered when finding the most similar service. The presented
algorithm exploits the compact representation of the OG and allows to efficiently
find the most similar service from more than 102°%° candidates.

For most services, the calculation only takes a few seconds. The “Internal
Order” and “Purchase Order” services are exceptions. The OGs of these ser-
vices have long formulae with a large number of satisfying assignments (about
ten times larger than those of the other services) yielding a significantly larger
search space. Notwithstanding the larger calculation time, the service fixed by
the calculated edit actions is correct by design, and the calculation time is surely
an improvement compared to iterative manual correction.

6 Related Work

The presented matching edit distance is related to several aspects of current
research in many areas of computer science:

Automated debugging. In the field of model checking, the explanation of errors
by using distance metrics (cf. [§]) has received a lot of attention. Compared to
the approach presented in this paper, these works focus on the explanation and
location of single errors in classical C (ie., low-level) programs. The derived
information is used to support the debugging of an erroneous program.

Service matching. Many works exists to discover a similar partner service.
An approach to match BPEL processes using an algorithm based on subgraph
isomorphism is presented in [22]. Other approaches such as [23124] use ontologies
and take the semantics of activities into account, but do not focus much on the
behavior or message exchange. In [25], the behavior of a service is represented as
a language of traces which allows for string edit distances to compare services.
This approach, however, cannot be used in the setting of communicating services
where the moment of branching is crucial to avoid deadlocks.

Service similarity and versioning. The change management of business pro-
cesses and services is subject of many recent works. An overview of what can
differ between otherwise similar services is given in [26/27]. The reported differ-
ences go beyond the behavioral level and also take authorization aspects under
consideration. [28] gives an overview of frequent change patterns occurring in the
evolution of a business process model. Beside the already mentioned basic oper-
ations (adding, changing and removing of edges or nodes), complex operations
such as extracting sub processes are presented. With a version preserving graph,
a technique to represent different versions of a process model is introduced in [29].
This technique was made independent of a change log in [30]. Again, versioning
relies on the structure of the model rather than on its behavior.
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Service mediation. Instead of changing a service to achieve deadlock freedom
in a choreography, it would also be possible to use a service mediator (sometimes
called adapter) to fix a choreography (e.g., [3132]). Service mediation is rather
suited to fit existing services, whereas our approach aims at supporting the
design and modelling phase of a service choreography. Still, a mediator between
the customer service on the one hand and the travel agency and the airline service
on the other hand (cf. Fig. ) would have to receive the airline’s refusal message
and create a confirmation message for the customer which is surely unintended.
Furthermore, several service mediation approaches such as [33] assume total
perception of the participants’ internal states during runtime.

The difference between all mentioned related approaches and the setting of
this paper is that these approaches either focus on low-level programs or mainly
aim at finding structural (certainly not simulation-based) differences between
two given services and are therefore not applicable to find the most similar
service from a large set (cf. Table [)) of candidates.

7 Conclusion and Future Work

We presented an edit distance to compute the edit actions necessary to correct
a faulty service to interact deadlock-freely in a choreography. The edit distance
(i.e., the actions needed to fix the service) can be automatically calculated using
a prototypic implementation. Together with translations from [I0] and to [34]
BPEL processes and the calculation of the characterization of all correct partner
services (the operating guideline) [GJIT], a continuous tool chain to analyze and
correct BPEL-based choreographies is available. As the edit distance itself bases
on service automata, it can be easily adapted to other modeling languages such
as UML activity diagrams [35] or BPMN [7] using Petri net or automaton-based
formalisations.

However, a lot of questions still remain open. First of all, the choice which
service causes the deadlock and hence needs to be fixed is not always obvious and
needs further investigation. For instance, the choreography of Fig. [] could also
have been fixed by adjusting the airline service. Another aspect to be considered
in future research is the choice of the cost function used in the algorithm, because
it is possible to set different values for any transition pairs. Semantic information
on message contents (e. g., derived from an ontology) and relationships between
messages can be incorporated to refine the correction. For example, the insertion
of the receipt of a confirmation message can be penalized less than the insertion
of sending an additional payment message.

Another important field of research is to further increase the performance of
the implementation by an early omission of suboptimal edit actions. For instance,
heuristic guidance metrics such as used in the A* algorithm [36] may greatly im-
prove runtime performance. Finally, a translation of the matching edit distance
of Def. M into a linear optimization problem [37] may also help to cope with
cyclic and nondeterministic services.
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Abstract. Object-centric approaches for business process implementa-
tion distribute process logic among several interacting components, each
representing a life cycle of an object. One of the challenges is to manage
the component coupling, because highly-coupled components are diffi-
cult to distribute, maintain and adapt. Existing techniques that derive
a component for each object that changes state in a given process do
not consider component interdependencies and run the risk of produc-
ing components that are highly coupled. To make coupling explicit and
manageable during component identification, we propose an approach for
computing the expected coupling of an object-centric implementation for
a given process model prior to actually deriving this implementation.

Keywords: Coupling, object life cycle, object-centric and data-driven
processes, state machines.

1 Introduction

Most existing languages for business process modeling (e.g. BPMN [3]) and im-
plementation (e.g. BPEL [1]) are activity-centric, because they represent pro-
cesses as a set of activities connected by control-flow elements to indicate the
order of activity execution. In recent years however, a line of alternative object-
centric approaches for modeling and implementing business processes has been
proposed, which include artifact-centric modeling [6I15], adaptive business ob-
jects [14], data-driven modeling [I1] and proclets [20]. Activities in the process
are distributed among several components, each representing an object life cycle
that defines possible states of a particular object and transitions between these
states. Interaction between such object life cycle components ensures that the
overall process logic is correctly implemented. Object-centric implementations
can be used for distributed process execution and can lead to a more main-
tainable and adaptable implementation than activity-centric approaches, as the
behavior of one object can be partially changed without influencing the rest of
the process [I0]. However, the more dependencies and interactions there are be-
tween the object life cycle components, the costlier becomes their distribution
and the more complicated it is to change their behavior.

One of the challenges in object-centric process implementation is therefore the
management of component interdependencies, commonly referred to as coupling

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 148 2008.
© Springer-Verlag Berlin Heidelberg 2008
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in software engineering [7]. Several object-centric approaches advocate deriving
object life cycles from activity-centric process models that specify the process
logic to be implemented. The existing derivation methods [G/I819] do not ex-
plicitly address object life cycle interdependencies and hence run the risk of pro-
ducing components that are highly coupled. Component refactoring, e.g. moving
some behavior from one component to another or merging components, is one
approach to reduce coupling. However, as a result the process model can get
out of sync with its implementation, which challenges the propagation of any
subsequent process model changes to the implementation. This problem can be
alleviated by making the developer aware of the expected coupling before com-
ponent derivation, so that the process model can be adapted until a desired level
of coupling is achieved. Realization of this approach requires the computation of
the expected component coupling based on a given process model.

The problem addressed in this paper is therefore the prediction of the expected
coupling of an object-centric implementation based on a given process model. We
first review the mapping of the most common workflow patterns [21] to object
life cycle components in order to identify how properties of a process model
influence the coupling of the derived components. We then show that given a
process model, it is possible to compute the object life cycle component pairs
that require interaction by analyzing the control flow between activities that
change the state of objects. Finally, we use this information to compute the
expected coupling of the object life cycle components.

We implement object life cycle components using Business State Ma-
chines (BSMs) [B]. BSMs are introduced in Sect. 2, along with an illustrative
example and the coupling metric used. In Sect. 3, we demonstrate how workflow
patterns can be implemented using BSMs and study how solutions for different
patterns contribute to the overall coupling. These observations are formalized
in Sect. 4, where we define how to compute the expected coupling based on a
given process model. In Sect. 5, we discuss the generalization of our approach.
Related work and conclusions are presented in Sect. 6 and 7, respectively.

2 Example and Background

As an illustrative example, we use a process designed for the organization of
alumni events at the IBM Zurich Research Laboratory. An abridged BPMN [3]
model for this process is shown in Fig. [Il After the approval of the budget, the
date for the event is fixed and then two things happen in parallel: the program,
invitations and web site are prepared; and catering is organized. After all these
have completed, the alumni day is hosted. The process model contains three
sub-processes: Fix Date, Prepare And Send Invitations and Develop Web Site.

All activities of a business process generally transform some objects by chang-
ing their state to contribute to the final goal of the process. For each atomic
activity in the alumni day process, we indicate the state-changing objectﬂ. For

! 'We use the notation given on p.94 in [3] for object outputs of an activity and a
shorthand notation for objects that are both inputs and outputs of an activity.
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Fig. 1. Process Model for Alumni Day Organization

example, the Create Web Site activity produces a Web Site object in state Drafted
and Publish Web Site changes the state of the Web Site object from Drafted to Pub-
lished (states are omitted in this diagram). In the Prepare And Send Invitations sub-
process, Prepare Template creates an Invitations object in state TemplatePrepared,
and then multiple instances of the Fill, Print And Pack activity are performed in
parallel, each creating a Single Invitation object. Once all instances of Fill, Print
And Pack have completed, Post Invitations updates the state of Invitations to Posted.

In an object-centric implementation of the alumni day process, the process
logic is split into ten object life cycle components, assuming an approach in
which one component is derived for each state-changing object. We implement
each object life cycle component as a Business State Machine (BSM) [5]. A
simple example of a BSM is shown in Fig.

A BSM is a finite state automaton, tai- -

. . . . Interfaces: Simple

lored for execution in a service-oriented | pasic: star, stop @ Owait

. . o3 rState.equals(“done”)
environment. Each BSM can have several | st@eQuery:eetStte @gan | &3 giae = pgersare
of the following: interfaces, references and References; (Creaay

- . . . r: getState
variables. The Simple BSM in Fig. 2] has stop

. . .. . Variables: > 1State.equals(“done”)
two interfaces: basic comprising operations String rState = “Unknowr”; (@
start and stop, and StateQuery with the get- §3operation O timeout condition  §Jaction
State operation. These are the three oper-
ations that can be invoked on this BSM. Fig. 2. Example BSM

Simple also has one reference r, referencing

an interface of another BSM, with one operation getState. Operations in addition
have parameters, which we omit here. Simple has one variable rState, initialized
to the literal “Unknown”.
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State transitions in BSMs follow the event-condition-action paradigm. A tran-
sition can be triggered either by an expiration of a timeout or by an invocation of
an operation defined in one of the BSM’s interfaces. Once a transition has been
triggered, its associated condition, if any, is evaluated. If the condition evaluates
to true or there is no condition, the action associated with the transition, if any,
is performed and the target state of the transition is entered. An action either
invokes an operation on one of the BSM’s references or performs some other
processing specified in a custom language, such as Java. For example, once the
Simple BSM is in state ready, a self-transition is triggered repeatedly after expi-
ration of the timeout wait. Each time the transition is triggered and rState is not
equal to “done”, the getState operation is invoked on r (invocation is indicated
using italics in the diagrams). The operation getState is implicitly handled by
every BSM and returns the BSM’s current state. Invocation of the stop opera-
tion on Simple results in a transition to the final state only if rState is equal to
“done”.

At runtime, each BSM instance is associated with a correlation ID. The run-
time engine creates a new BSM instance if it receives a call to an operation
associated with an initial transition of some BSM and this operation call speci-
fies a correlation ID that does not correspond to an existing BSM instance.

For the implementation of the alumni day process, we distribute the process
activities among ten BSMs (Budget, Cafeteria, Date, etc). We make a simplifying
assumption that one activity changes the state of exactly one object, as in the
example process model. Each activity is placed into the BSM that represents the
state-changing object for this activity. In Sect. 6, we explain how our approach
can be extended to handle activities that change the state of several objects.

Program N [, WebsSite

Interfaces: Interfaces:

programint : start, stop webSitelnt : start, stop,
£53 start getState, programPrepared %3 start
References: @ wait
webSite : getState, programPrepared ([ qte ] & IwebSiteState.equals(“Idle”)
Variables: §3 PrepareProgram SR webSiteState = webSite.getState £33 programPrepared

$RCreateWebSite

String webSiteState = “Unknown”; <> IwebSiteNotified

Notifying WebSite

boolean webSiteNotified = false;
£33 stop §2PublishWebSite
< webSiteNotified & webSiteState.equals(“Idle”) Published
83 webSite.programPrepared £ stop
SR webSiteNotified = true
. AN J

Fig. 3. Example BSMs

Partial implementations of the Program and WebSite BSMs are shown in Fig.
Activities that change the state of these two objects are mapped to actions associ-
ated with state transitions in the BSMs, e.g. the PrepareProgram and CreateWebSite
actions. These actions can be implemented to invoke service operations, human
tasks, etc. In the process model, the Prepare Program activity must complete be-
fore the Create Web Site activity can execute. Synchronization of the Program and
WebSite BSMs is implemented to preserve this dependency: After the Prepare-
Program action has been performed in the Program BSM and the Prepared state
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has been reached, the Program BSM transits to state Notifying WebSite. In this
state, the Program BSM queries the state of the WebSite BSM repeatedly. Once
the WebSite BSM has reached the Idle state, the Program BSM notifies the Web-
Site BSM that it has reached the state Prepared by invoking the programPrepared
operation. After this, the Program BSM transits back to state Prepared, and the
WebSite BSM can perform the CreateWebSite action. In a complete BSM imple-
mentation of the alumni day process, many such synchronizations need to be
implemented, e.g. Program also needs to synchronize with the Invitations BSM.
Aside from additional states and transitions
within BSMs, synchronization also leads to inter-
face bindings between the BSMs. We use the Ser- , ,
vice Component Architecture (SCA) [2], which is reference  interface
a service-oriented component framework, to rep- Fig. 4. Assembly Model
resent these bindings. Each BSM is an implemen-
tation of an SCA component (used interchangeably with component from now
on). An assembly model in SCA is a representation of directed communication
channels, called wires, between components. The assembly model for the BSMs
from Fig.[Blis shown in Fig. @l Synchronization of the Web Site and Program BSMs
requires that the components are connected by a wire in the assembly model.

component wire component

Definition 1 (Assembly model). An assembly model is a tuple M = (C, @), where
C' is the set of components in M and ¢ C CxC is the wire relation between components.

In the context of SCA, we use the term coupling to refer to interdependencies
of components in an assembly model. We quantify the coupling of an assembly
model by defining the interface coupling metric, adapted from existing work on
quality metrics in the business process domain [I7].

Definition 2 (Interface coupling). Given an assembly model M = (C,¢), its in-
terface coupling is defined as follows:

p(M) = {0 if|C] =0 or1 O

|®] ;
1CIx(IC]—1) otherwise

Interface coupling represents the ratio between the actual number of wires and
the maximum possible number of wires between the components in the assembly
model. A coupling value of 0 means that there is no interaction at all between
the components. This implies that the distribution of these components does
not incur any communication costs, and the implementation of each component
can be maintained and its behavior adapted at run time with no side-effects
on the other components. On the contrary, a coupling value of 1 means that
every component interacts with every other component. The distribution of such
components will incur high communication costs, and maintenance or adaptation
of one component affects the behavior of all other components. The interface
coupling of the assembly model shown in Fig. [ is 2i1 = 0.5. More refined
coupling metrics could also be used here, e.g. to take into account the number
of operations in the component interfaces connected to wires or the number of
operation calls inside the BSMs.
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In the following section, we explore how the implementation of different work-
flow patterns using BSMs introduces wires between the BSM components and
thus contributes to the coupling of the resulting assembly model.

3 Implementing Workflow Patterns Using BSMs

Workflow patterns [21] are a well-established benchmark for exploring how com-
mon process behaviors can be represented in different business process modeling
and implementation languages. In this section, we show how the basic control-
flow patterns, WP1-WP5, can be modeled using BSMs. In addition, we provide a
solution for WP14, as it can be used to represent the processing of object collec-
tions, commonly occurring in process models. We provide BSM solutions on an
exemplary basis, similar to existing evaluations of other languages (e.g. [22]). We
discuss the requirements that each pattern has with respect to the synchroniza-
tion of BSMs and its contribution to the coupling of the overall implementation.

WP1 Sequence. Several activities are exe-
cuted one after another in this pattern, as il-
lustrated with two exampled] in Fig. Bl In E1,
ActivityA and ActivityB change the state of the
same object ol, whereas in E2 ActivityA and Ac- [x; = x,] X, = x]
tivityB change the state of different objects, ol E2

s o2 0 o

El

The solution for E1 is straightforward,
see Fig.[6fa) (interfaces and references are omit- =% =l
ted). It comprises one component, shown in the Fig.5. WP1 Examples

assembly model at the bottom of the diagram.
A solution for E2 is shown in Fig. [Bl(b), where BSMs ol and o2 represent the life
cycles of objects 01 and 09, respectively.

(a) EI Solution (b) E2 Solution
( ol Variables: N
® String o2State = “Unknown”;
boolean 02Notified = false;
£33 start

% wait
lo2State.equals(“y1”)

Y ActivityA $3 02State = 02.getState
& ! 02Notified ﬁ
Notifying 02
§53 stop
< o2Norified <> o2State.equals(“y1”)
® ?,@ 02.01x2
g £33 02Notified = true Y,

Fig. 6. WP1 Solutions

2 We use a shorthand of the form [statesre — statetg:], based on the notation given
on p.94 in [3], to show how an activity changes the state of an object.
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Once ActivityA has been performed by ol, ol notifies 02 that it has reached state
x2 by first ensuring that o2 is in state y1 and then invoking the 01x2 operation on
02. Once o01x2 has been invoked on 02, ActivityB is performed by o02. The resulting
assembly model has an interface coupling of 2i1 =0.5.

WP1 Synchronization Requirements: A generic instance of WP1 comprises
activities aq, ..., a, which change the states of objects o1, ..., 05, respectively. A
pair of activities a;,a;y1, with 1 < i < n, requires a synchronization of BSM
0; and BSM 0,41 if and only if 0o; # 0;11. We introduce the control handover
synchronization category for such synchronizations, since they represent the han-
dover of control between BSMs. Each such control handover requires a wire from
BSM o; to BSM 0,41 to be present in the assembly model. The introduction of
these wires contributes to the overall coupling of the resulting assembly model.

WP2 Parallel Split & WP3 Synchro-
nization. In WP2, several activities are
executed simultaneously or in any possi-
ble order, and in WP3, several parallel
threads are joined together into a single
control thread. An example containing an
instance of both of these workflow pat-
terns is shown in Fig.[d In E3, each activ-
ity changes the state of a different object.
Note that we do not only consider block-structured process models, but examine
these two patterns together for the sake of conciseness.

E3

[y, y2]
Fig. 7. WP2 & WP3 Example

( Py N( 02 N ( 03 N
§£301x2
Pgolx2=
€3 start O €3 start B ooy start| $J01x2=true
wait @ wait $R02y2 = true
E<>>3 lo3State.equals(“z1”) & lo3State.equals(“z1”) A
83 ActivityA ~3 03State = 03.gerState B3 ActivityB $303State = 03.gerState Oolx2 & 02y2

PR ActivityC

1 03Notified——

Notifying 03

] stop &3 stop E%] stop
<> 03Notified < 03State.equals(“z1”) < 03Notified < 03State.equals(“z1”)
83 03.01x2 B303.022
£ 03Notified = true 4 03Notified = true
Variables: Variables: Variables:
String o3State = “Unknown™; String o3State = “Unknown”; boolean o1x2 = false;
\boolean o3Notified = false; Y, \boolean 03Notified = false; Y, \boolean 02y2 = false; Y,

03

Fig. 8. WP2 & WP3 E3 Solution

A solution for E3 is shown in Fig. Bl As by default all BSMs are executed
concurrently, no explicit parallel split is required. Synchronization of the threads
is performed using notifications, similar as in the E2 solution in Fig. Bl(b). BSM
03 waits to receive notifications from both ol and o2 (operation calls 01x2 and
02y2) before performing ActivityC. The interface coupling of the assembly model
for this solution is 3i2 ~ 0.33.
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WP2 & WP3 Synchronization Requirements: As instances of WP2 do not
require any interaction between BSMs, they do not contribute wires to the as-
sembly model and have no effect on the coupling. A generic instance of WP3
comprises activities ay,...,a, that all need to complete before activity a,41
can begin execution. Assuming that aq, ..., a,, a,+1 change the states of objects
01, .-y O, On+1, Tespectively, a pair of activities a;, an41, with 1 <4 < n, requires
a synchronization of BSMs if and only if 0; # 0,,4+1. These synchronizations also
fall into the control handover category, introduced for WP1.

WP4 Exclusive Choice & WP5 Sim-
ple Merge. In WP4, one out of several
activities is executed based on the out-
come of a decision, and in WP5, several al-
ternative threads are joined into one con-
trol thread without synchronization. An
example containing instances of these pat-
terns is shown in Fig.

E4

Fig.9. WP4 & WP5 Example

(" )
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€) wait
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String 02State = “Unknown”’; boolean 02Notified = false;
String o3State = “Unknown”’; boolean o3Notified = false;
\boolean C1 = getC1(); boolean C2 = !Cl;

2:302)/2
$302y2 = true

Oolx2| 02y2
£33 ActivityC
Variables:
£3stop boolean 01x2 = false;

boolean 02y2 = false;
J

Fig.10. WP4 & WP5 E4 Solution

In a solution for this pattern, the decision needs to be placed into one of the
BSMs, as shown in Fig. [[0 where it is placed in BSM ol (two transitions going
out of state x1 with conditions C1 and C2). Once the decision has been evaluated
in o1, either ActivityA is performed (C1 is true) or o2 is notified and ActivityB
is performed in 02 (C2 is true). The merging of alternative control threads is
implemented similarly to the synchronization solution in Fig. B except that
BSM 03 performs ActivityC as soon as it receives one of the operation calls,

3 For simplicity, we initialize C1 and C2 in the variable definitions here. In a real
implementation, they would be evaluated in state x1.
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0lx2 or o2y2. The interface coupling of the assembly model is 3§2 = 0.5. These
three components have a higher coupling value than those in Fig. B because of
an additional wire between ol and o2 required for communicating the decision
outcome.

WP, & WP5 Synchronization Requirements: A generic instance of WP4 com-
prises a decision d and activities aq, ..., a,, which change the states of objects
01, ..., 0n, Where one of these activities is executed depending on the evaluation
of the conditions of d. We assume that the evaluation of d can be assigned to
an object o;, where 1 < i < n. BSM o; requires synchronization with each
BSM oj, where 1 < j < n and o; # o;. Since such synchronizations do not
represent control handovers, we introduce a new synchronization category called
decision notification for such synchronizations. Instances of WP5 require control
handover synchronizations, similar to instances of WP1 and WP3.

WP14 Multiple Instances with a pri-
ori Run-Time Knowledge. In WP14,
multiple instances of the same activity

ActivityB
iR
3 v Y

are created, all of which need to complete x @X] . @X]
L. 1 2 [y, 2 3

before a subsequent activity can be ex-

ecuted. The number of instances is not Fig.11. WP14 Example

known at design time, but is determined
at run time before activity instances are created. This pattern can be used to
represent the processing of object collections, as shown in the example in Fig. [Tl
In E5, a collection of 02 objects is processed by multiple instances of ActivityB.
In this example, each activity instance creates a new object o2 in state yl. Once
all instances of ActivityB have completed, ActivityC is executed. We show this par-
ticular example here, because it corresponds to the Prepare And Send Invitations
sub-process in Fig. [Il, where Invitations and Single Invitation objects take the role
of ol and 02, respectively.

A solution for E5 is shown in Fig. After performing ActivityA, ol transits
to state x2 and then to Creating 02s, where it creates n instances of the 02 BSM
by repeatedly invoking the start operation with a fresh correlation ID. Each o2

e ol N [ 02 @ wait N
<> lolState.equals(“x2”)
SRolState = ol.gerState

£3start

it $2 ActivityB
Dwai O1o1Notified

o02sCreated < n
302yl $Ro2.start
£R02yl++ £ ActivityA $R02sCreated ++ &stop

ol Notified

< 02sCreated < n olState.equals(“x2”)

$Ro01.02y1
o2yl ==n Bdo1Notified = true
EdActiviyC O o02sCreated ==n
Variables: Variables:
int 02sCreated = 0; int 021yl = 0; String ol State = “Unknown”;
_ int n = getAtRuntime(); Y, \boolea.n olNotified = false; Y,

Fig.12. WP14 E5 Solution
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instance performs ActivityB and then notifies ol that it has reached state yl.
Once ol has received notifications from all 02 instances, it performs ActivityC and
transits to state x3. The interface coupling for the assembly model is 2§1 =1.

WP14 Synchronization Requirements: A generic instance of WP14 comprises
activities a1, as, az, which change the states of objects 01, 02, 03, where activity as
is to be instantiated multiple times. Provided that a1 and a3 are not themselves
multiple instance activities, the following control handovers are always required:
from BSM o; to instances of BSM o4, and from instances of BSM 05 to BSM o3.
Although the number of synchronizations at run time will vary, the contribution
to the coupling is constant, as two wires, (01, 02) and (02, 03), are introduced into
the assembly model to enable the synchronizations (this also holds if 0; = o3).
The case where 01 = 02 and 0y = 03 is an exception, as in this case only one
wire (02,02) would be introduced into the assembly model. For simplification,
we do not consider this case in the remainder of the paper.

In this section, we have demonstrated how workflow patterns can be imple-
mented using BSMs and discussed the requirements of each pattern for the syn-
chronization of BSMs. In the next section, we show how the number of control
handovers and decision notifications can be computed for a given process model,
and then used to compute the expected coupling of a BSM implementation.

4 Predicting Coupling of BSM Implementations

We assume that the process model provided as a specification for a BSM im-
plementation comprises instances of WP1-WP5 and WP14 only and has each
activity associated with one state-changing object, as in the alumni day process
model in Fig. Il As a sub-process hierarchy in a given process model can be
flattened for processing, we use the following definition for a process model.

Definition 3 (Process model). A process model is a tuple P = (G, 0, 0):

— G = (N, E) is a directed graph, in which each node n € N is either a start node,
stop mode, activity, fork, join, decision, or merge. As a shorthand, we use Na and
Np to denote activities and decisions in N, respectively.

— O is the set of objects whose states are changed by activities a € Na4.

— 0 C Na x O 1is the state-changing relation between activities and objects. We use
0q to denote the object whose state is changed by activity a € Na, i.e. (a,0q) € 0.

Given a process model P, the number of components in the assembly model
of its BSM implementation is equal to the number of objects whose states are
changed in P, assuming a simple mapping. In Sect.[3] we showed that the number
of wires between the components depends on the control handover and decision
notification synchronizations between the BSMs. As all the synchronizations
required by different patterns fall into these two categories, we directly compute
all object pairs that require such synchronizations, instead of first identifying
workflow pattern instances in a given process model.

A control handover is required whenever an activity in the process model
that changes the state of one object has a direct successor activity [1 that changes

4 Only edges and gateways connect an activity and its direct successor activity.
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the state of another object. A decision notification is required between the object
assigned to evaluate a decision and all the objects whose state is changed by the
direct successor activities of that decision. To compute the objects that require
control handovers and decision notifications, we propagate the information about
state-changing objects downstream from each activity to its direct successor
activities and upstream from direct successor activities of decisions.

Definition 4 (Downstream and upstream control objects). Given a process
model P = (G,0,0) where G = (N, E), each edge e € E is associated with downstream
and upstream control objects, dco(e),uco(e) C O respectively, defined as follows:

0 if e is the outgoing edge of the start node
0a if e is the outgoing edge of activity a € N.
deofe) = { m} f ' going edge of 2 4 @)
Ui~  dco(ei)  otherwise, where ex, ..., em are the incoming edges
of node n, which has e as its outgoing edge
0 if e is the incoming edge of the stop node
(©) {0a} if e is the incoming edge of activity a € Na 3
uco(e) =
U™, uco(es) otherwise, where ey, ..., em are the outgoing edges
of node n, which has e as its incoming edge

Downstream and upstream control objects can be computed for a given process
model using data flow analysis techniques [9]. For example, to compute the
downstream control objects, dco(e) is initialized to an empty set for each edge
e and then the nodes in the process model are traversed, evaluating the dco
equations (Equation 2) for each outgoing edge of the traversed node. Reverse
postorder traversal ensures that in the absence of cycles each node is visited once.
In the presence of cycles, the nodes are traversed repeatedly until a fixpoint is
reached, i.e. an iteration when no dco values are updated. Fig. shows the
alumni day process model with the downstream and upstream control objects
indicated above and below each edge, respectivelyﬁ. The set of object pairs that
need to perform control handover is then defined as follows.

Definition 5 (Control handover object pairs). Given a process model P =
(G,0,0) where G = (N, E) and each of the edges e1,...,e, s an incoming edge of
some activity a € Na, the set of directed object pairs that require BSMs to perform
control handover is defined as follows:

Och(P) _

-

(deo(es) x uco(e;)) \ {(0,0) | 0 € O} (4)

i=1

For example, the incoming edge of the AD activity gives rise to two control
handover object pairs: (R,N) and (C,N); and the incoming edge of the AB2 activity
gives rise to only one control handover object pair: (R,C).

Next we define object pairs that require decision notification between BSMs.
Given a decision d, we denote its outgoing edges by E9“! and assume that the
evaluation of d can be assigned to the object co(d), which is one of the upstream
control objects of some edge in E"*.

5 Activity names are abbreviated in Fig.
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Develop Web Site Objects:

Prepare And Send Invitations ({‘l;l} cws gw; Pws| {(::V)) ]é: Budget.
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Fig. 13. Downstream and Upstream Control Objects in a Process Model

Definition 6 (Decision notification object pairs). Given a process model P =
(G,0,0) where G = (N, E), the set of directed object pairs that require decision noti-
fication between BSMs is defined as follows:

o"(pP) = U co(d) x U uco(e) | \ {(o,0) | 0 € O} (5)

deNp ec EGut

The decision in the parent alumni day process model is assigned to object N
and gives rise to one decision notification object pair: (N,C). The decision in the
Fix Date sub-process is assigned to object D. It does not introduce any decision
notification object pairs, as the sets of upstream control objects for both edges
going out of the decision are the same: {D}.

The predicted assembly model for a BSM implementation of a given process
model can now be constructed by introducing a component for each object and
a wire for each of the control handover and decision notification object pairs.

Definition 7 (Predicted assembly model for a BSM implementation). Given
a process model P = (G, O, ), the predicted assembly model for a BSM implementa-
tion of P is defined as follows:

Mp = (Cp,¢p) (6)

— where Cp = {co,,...,Co, } 15 the set of components, with one component co; for
each object 0; € O where 1 <1i < mn,

— and ¢p = {(Coy,Cop) € Cp x Cp | (01,02) € O (P)UO™ (P)} is the wire relation
between components.
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BSM implementation
interface coupling =0.211

‘Warning: assembly model contains highly-coupled components:
{D, R}, {D, C}, {N,C} and {I,S} interface coupling = 1
{D,R,C} interface coupling = 0.83

Fig. 14. Predicted Assembly Model for the Alumni Day Process

The assembly model for the alumni day process model is shown in Fig. [4 It
can be seen that each distinct control handover and decision notification object
pair, such as (R,N) or (C,N), introduces a wire in the predicted assembly model.

The interface coupling is computed for the entire assembly model and for all
component subsets according to Definition[2l A configurable upper bound is used
to assess the predicted coupling values. This upper bound can be evolved as a
best practice by developers, i.e. first initialized to some value and then refined
in further iterations or projects based on the experience gained in deploying and
maintaining object-centric implementations. Empirical evaluations can also help
in determining a generic guideline for this upper bound. In Fig. [[4] the overall
interface coupling is 10129 ~ 0.211, which would not give a reason for concern,
assuming for example an upper bound of 0.8. However, component sets {D,R},
{D,C}, {N,C}, {I,S} and {D,R,C} have a coupling value higher than 0.8 and would
thus be brought to the attention of the developer, as shown in Fig. 4]

Once the expected coupling is predicted using the proposed approach, the de-
veloper should decide how to deal with each set of highly-coupled components.
High coupling may be tolerated for components that have a stable design and do
not require distributed deployment. Otherwise, the process model should be re-
vised in such a way that the expected coupling between components is reduced.
Possible revisions include identification of objects that can be represented by
a merged life cycle and refactoring control flow in the process model. Object
life cycle merger should be applicable only for those objects that have a strong
semantic relationship. For example, the Dinner (N) and Cafeteria (C) life cycles,
which give rise to the highly-coupled component set {N,C}, can be merged to
produce a Catering life cycle. In order to alleviate component coupling by pro-
cess model refactoring, the number of control handovers and decision notifica-
tions should be reduced. In the alumni day process, the decision Dinner Budget
Approved? and the activities connected to its outgoing edges could take place
directly after the Reserve Cafeteria activity, without waiting for the Reserve Event
Rooms activity to complete. This refactoring would reduce the coupling of the
{R,C} and {R,N} component sets. After each life cycle merger and process model
refactoring, the coupling computations need to be repeated and shown to the
developer.
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5 Discussion

In this paper, we have shown how the coupling of an object-centric implemen-
tation using BSMs can be predicted using a given process model. We assumed
that each activity in the process model changes the state of one object. An
activity that changes the state of several objects would be placed into several
BSMs, which would need to synchronize, thus contributing to component cou-
pling. Our current approach can be extended to handle such activities by adding
a new synchronization category, activity synchronization, and providing a defini-
tion for computing the object pairs requiring such a synchronization (similar to
Definitions Bl and [B). The approach can be further extended to handle workflow
patterns other than WP1-WP5 and WP14 by investigating BSM solutions for
these patterns, identifying pattern requirements for synchronization of BSMs,
and extending Definitions B @ and [7

Although our approach was demonstrated using SCA and BSMs, it can
be generalized to other component frameworks (not necessarily based on ser-
vices) and other object-centric approaches. For example, adaptive business ob-
jects (ABO) [I4] are based on communicating automata, and our approach is
applicable once every ABO has been encapsulated in a component and communi-
cation channels between the components have been made explicit. In data-driven
modeling [I1], object life cycles are synchronized by so-called external state tran-
sitions. To compute the coupling, each life cycle can be seen as a component, and
communication channels need to be introduced between components whose life
cycles are connected by external state transitions. Proclets [20] use WF-nets to
represent object life cycles and make use of explicit communication channels. Al-
though more advanced communication options, such as multicast and broadcast,
are supported in proclets, our approach is still applicable.

6 Related Work

In component-based development, the coupling has been used for component
identification [§] and refactoring []. For example, a statistics technique called
clustering analysis to form components that have high cohesion and low coupling
is used in [§]. Such approaches are complementary to what we propose in this
paper, as they can help to identify how the highly-coupled components in the
predicted assembly model of a BSM implementation can be alleviated.

Many different categories or types of coupling have been identified in software
engineering [7]. Given source code or a component model, it is usually straight-
forward to calculate the different coupling values, as the metrics are defined
directly in terms of source code or component model elements. In our approach,
we determine how the control flow in a given process model influences the cou-
pling of the resulting BSM implementation before actually deriving the BSMs.
So far we have focused on the so-called interface coupling of SCA components;
however other types of coupling, such as data coupling, could also be considered.

A tight correlation between the semantic relationships of objects and synchro-
nization of their life cycles has been identified in manufacturing processes [TT/T6].
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In manufacturing, objects are naturally coupled by the “part-of” relationship.
Our approach is valuable also in this context, as it can identify whether the
implementation components have dependencies other than those resulting from
the semantic relationships between objects.

In workflow management, several approaches have been proposed for decen-
tralizing workflows with the goal of optimizing their execution [T2IT3]. For ex-
ample, the approach in [I2] involves minimizing the loads and number of syn-
chronization messages exchanged between the distributed workflow components.
Although in our approach we also strive to reduce the number of dependen-
cies between components, execution optimization is not our primary focus. The
object life cycle components dealt with in this paper need to be refined and
maintained by developers, whereas workflow decentralization happens once a
workflow is deployed and its results are not exposed to the developers.

7 Conclusions and Future Work

We have presented an approach for predicting the coupling of an object-centric
implementation for a given process model. Our example showed that deriving
one component for each state-changing object can produce highly-coupled com-
ponents, which are difficult to distribute, maintain and adapt. The predicted
coupling information allows the developer to take preventive actions to arrive at
a better decomposition of the final implementation. Although our approach has
been demonstrated using BSMs, it is possible to generalize it to other languages
suitable for object-centric process implementation.

We are currently extending the approach with the prediction of cohesion and
complexity metrics. We expect that the incorporation of these two metrics with
coupling will not only offer deeper insights into object-centric implementations,
but will also facilitate a comparison of activity-centric and object-centric imple-
mentation approaches.
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Abstract. Although several process modeling languages allow one to
specify processes with multiple start elements, the precise semantics of
such models are often unclear, both from a pragmatic and from a the-
oretical point of view. This paper addresses the lack of research on this
problem and introduces the CASU framework. The contribution of this
framework is a systematic description of design alternatives for the spec-
ification of instantiation semantics of process modeling languages. We
classify six of the most prominent languages by the help of this frame-
work. Our work provides the basis for the design of new correctness cri-
teria as well as for the formalization of EPCs and extension of BPMN.
It complements research such as the workflow patterns.

1 Introduction

Process modeling techniques have been widely adopted by businesses and other
organizations for documenting their operations. In this context, process models
describe business activities along with their temporal and logical relationships
within business processes of the organization, either as reflection of the status
quo or as a road map for change. Process models are also used for configuring
information systems, in particular workflow systems, that create and handle
singular cases (or instances) according to the rules defined in the model.

There are several business process modeling languages that define the basic
elements for constructing individual business process models. In this paper we
consider the six most prominent ones and assume that the reader has some basic
understanding of their syntax and semantics. They are in historical order:

— Petri nets (PN) [I], a formalism to specify processes with concurrency. In
particular, we will focus on Open Workflow Nets (oWFNs) [2] which extend
Workflow nets [3] with interface places.

Event-driven Process Chains (EPCs) [4], the business process modeling lan-
guage used within the ARIS framework and the respective toolset [5].
UML Activity Diagrams (UAD) [6], the process modeling language of UML.
Yet Another Workflow Language (YAWL) [7], the workflow language that
builds on the workflow patterns analysis [S].

Business Process Execution Language for Web Services (BPEL) [9], the pro-
posed OASIS standard for web service composition and execution.

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 164 2008.
© Springer-Verlag Berlin Heidelberg 2008
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— Business Process Modeling Notation (BPMN) [10], the OMG standard no-
tation for describing business processes.

In practice these languages tend to be used in different design phases: while
executable processes and workflows are often defined as BPEL or YAWL models,
Petri nets and UAD specify processes in a way that easily supports software
development. EPCs and BPMN are meant to serve as a high-level description of
business operations. For an introduction to these languages refer to [I1].

In this paper we focus on the problem of process instantiation and its represen-
tation in process models. This problem is little understood in theory and practice,
and it poses a considerable challenge for mapping conceptual models to executable
processes. In particular, such conceptual models tend to have a significant amount
of control flow errors like deadlocks [I2/13]. 57% of these errors in the SAP Ref-
erence Model, i.e. 102 out of 178 [14], p.150], can be traced back to an unsound
combination of multiple start and end events. The BPMN specification acknowl-
edges that the semantics of multiple start events are often unclear [10} p.36]. Even
though there has been a considerable amount of academic contributions on the
formalization of control flow constructs in all the six mentioned process modeling
languages, these works tend to abstract from the problem of process instantiation.
Most notably, the original workflow patterns [8] do not cover any instantiation
patterns. A revised set of control-flow patterns [I5] discusses the effect of external
signals on the execution of a process instance (WCP-23 Transient Trigger, WCP-
24 Persistent Trigger), but not on instantiation.

Against this background, this paper provides a twofold contribution. First,
we define a conceptual framework to describe process instantiation semantics
as assumed in different process modeling languages. This framework is called
CASU since it builds on four pillars: instantiation creation (C), control threads
activation (A), event subscription (S), and unsubscription (U). Second, we use
this framework to classify and compare the instantiation semantics of the six
mentioned modeling languages. In particular, this comparison reveals additional
problems of mapping BPMN to BPEL beyond those discussed in [TGIT7ITS].

The remainder of this paper is structured as follows. In Section [ we discuss
how process instantiation is represented in Petri nets, EPCs, UML-AD, YAWL,
BPEL, and BPMN. We define a set of general concepts to make the approaches
comparable. Then, Section Bl introduce the CASU framework to describe differ-
ent instantiation semantics of process modeling languages. We provide a clas-
sification of the languages according to this framework. Section [E] discusses the
implications of this work, in particular, its relationship to existing research on
the verification of process models as well as potential directions for EPC formal-
ization and BPMN extension. Finally, Section Bl concludes the paper.

2 Background on Process Instantiation

Process Instantiation refers to the action and the rules of creating an instance
from a process model. Instantiation requires an initial state to be identified
for the newly created instance. In this section we discuss explicit and implicit
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Fig. 1. Entry points in different process modeling languages

definition of an initial state, the role of entry points for it, i.e. start places, start
conditions, and start events, as well as the basic architecture for instantiation.
Most prominently, process instantiation requires the definition of the initial
state for the new instance. This initial state becomes the starting point for
allowed state transitions in the life cycle of the instance. In general there are two
ways of defining the initial state of a process instance: explicitly or implicitly. A
definition of an initial state is explicit if the initial state is part of the definition
of the process model. The initial state of a Petri net is traditionally defined
explicitly: Murata defines a Petri net as a 5-tuple including places, transitions,
arcs, weight function, and the initial marking [I9]. The definition of an initial
state is implicit if it has to be derived from what we call entry points of a process
model, i.e. model elements without any control flow arc pointing to them. Note
that this notion of entry point only refers to the structure of the process model.
Entry points are related to different concepts in process modeling languages,
most prominently start places, start conditions, and start events (see Figure[I]).
In the simplest case, an entry point is a start place that receives a control token at
the time of instantiation. A start condition is a statement about the environment
of a process that can be either true or false at a given point in time. Depending on
whether that condition yields true or false, the respective entry point is activated,
and thus becomes part of the initial state of the instance. Entry points can also
refer to start events. An event in that sense can be understood as a record of an
activity in a system [20]. Therefore, every event has a defined time of occurrence.
Start events are special events that respond to records related to a process type.
In some cases the initial state can be derived as unambiguously from entry
points as by giving the initial marking of a Petri net explicitly. Modeling lan-
guages like Workflow nets and YAWL restrict the number of entry points to one
unique node such that the initial state assigns a single token to the unique start
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place. Things are less clear if there are multiple entry points in the model. Open
Workflow nets extend Workflow nets with an interface: syntactically they are
classified as start events according to our definition of an entry point. Yet, they
cannot trigger the creation of a new instance. In UML Activity Diagrams the
initial state is derived unambiguously by assigning a control token to each initial
node [6]. Note that receive activities in UAD are no entry points according to
our definition since they have to receive control from an incoming flow to be ac-
tivated. In contrast to the mentioned languages, the original definition of EPCs
[4] does not define a notion of state. Therefore, it is not a priori clear how a
combination of entry points, i.e. EPC start events, maps to an initial state. An
unambiguous way of deriving the initial state in this case would be to activate
all entry points while creating an instance. In contrast to that, the initial state of
an EPC is defined non-deterministically [21I22]. The start events of an EPC are
often used to represent both events and conditions [23], p.134]. As a consequence,
different initial states are allowed, but there is at most informal information, e.g.
in the text labels of the start events, that gives hints when and which initial state
has to be used. In BPMN start events can be used (they are optional) to describe
instantiation. The specification distinguishes subtypes for message, timer, rule,
link, and multiple start events [I0]. If there are multiple start events modeled
they should be interpreted as independent events, i.e. each event creates a new
instance. Still, it is possible to describe the dependency upon multiple events
if the events flow to the same activity in the process and this activity specifies
the event dependency. In BPEL alternative start events can be defined using
the pick activity [9]. Multiple message activities can have the “createlnstance”
attribute set to “yes”. Upon instantiation subscriptions are issued for all those
receive and onMessage elements that did not trigger instantiation and that do
not belong to the same pick element the triggering activity belonged to.

As a conceptual framework for those cases where start events apply, we as-
sume a subscription infrastructure including a rule engine involved in process
instantiation. Process instances and process instance factories can subscribe for
particular events and can have conditions evaluated. Process instance factories
typically have durable subscriptions for events, i.e. the subscription takes place
at deployment time of a process model and unsubscription at the moment of
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undeployment. As the name indicates, process instance factories create process
instances as a result of certain event occurrences. Subscriptions by process in-
stances have a shorter life span. Subscription can only become effective after the
moment of process instantiation. Unsubscription can take place any time during
the life time of a process instance, however, it must be before termination.

Figure [2lillustrates the subscription framework. Events occur in an event pool
and can be observed by a subscription engine. Subscriptions and unsubscriptions
can be issued by the different process instances and by the process instance
factory. The subscription engine in turn notifies them upon availability of a
corresponding event which in turn is then consumed.

3 A Framework for Process Instantiation

This section discusses different design choices for defining process instantiation
semantics. We establish a framework building on four aspects of instantiation
that have to be specified by a process modeling language:

Creation (C): When has a new instance to be created?
Activation (A): Which entry points are activated?

Subscription (S): For which start events are subscriptions created?
Unsubscription (U): How long are subscriptions kept?

Based on the first letters we refer to the framework as the CASU framework.

3.1 When to Create a New Instance?

In essence we can distinguish cases where the process model does not specify
when an instance has to be created (C-1), where the process model defines
conditions before an instance can be created (C-2 and C-3), and where the
process model specifies in response to which event an instance is created (C-4
and C-5). Please note that it is not reasonable to create an instance when a
condition is true. While an event is consumed, a condition would remain true
and trigger a cascade of new instances before it becomes false at some stage.

C-1 Ignorance. The process model is ignorant of instantiation condition. The
instantiation of a process instance is controlled by the process environment,
and no triggering events are defined.

Example: A process model describes that supply needs must be identified
before a request for quote is set up. However, it is not defined what triggers
the first activity. Figure [3 shows a corresponding YAWL net.

C-2 Single Condition Filter. The start condition of a process model specifies
under which circumstances it is possible to create a new process instance.

Example: The start condition of a loan process model specifies that the
applicant must be of full age.

C-3 Multi Condition Filter. Multiple start conditions define a complex con-
dition when a process is allowed to be instantiated.

Example: A loan process model of another bank defines two start conditions:
the applicant must be of full age and credit card owner (Figure B).
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C-4 Single Event Trigger. The consumption of one start event triggers in-
stantiation.
Example: A Police process model describes that citizens can file charges via
a website, triggering instantiation by submitting the web form (Figure []).
C-5 Multi Event Trigger. Consumption of multiple events triggers instantia-
tion. There is a potential race between different process definitions (factories)
in case of overlapping event types. When the last required event becomes
available, the instance is created and all required events are consumed at
one point in time.
Example: Buy and sell events arising from the stock market are automatically
correlated triggering trade processes (Figure [1).

3.2 Which Entry Points Are Activated?

There are different ways to express in a process model which entry points are
activated at instantiation time. An initial state (A-1) defines explicitly the ac-
tivation. Depending on the type of entry points the activation can be specified
implicitly: all start places (A-2), true conditions (A-3), occurred events (A-4),
or a combination of the latter (A-5).

A-1 Initial State. The process model explicitly defines the state each process
instance is initially in.
Example: A model includes an initial marking with several tokens. One of
them represents a semaphore, the others two streams of control (Figure []).
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A-2 All Start Places. The process model implicitly defines an initial state
through its structure: all start places receive a token at instantiation.

Example: An ordering process model has three start nodes, each receiving
a token upon instantiation. These tokens enable the three parallel activities
“assess customer liability”, “check customer risk” and “check stock levels”
(Figure [).

A-3 True Conditions. The environment checks conditions at instantiation and
activates the respective start condition nodes.

Example: A job application process model contains the following start con-
ditions: “University certificate present”, “contact number present” and “CV
present”. Only if a contact phone number is present, the former employer is
called for getting further information on the candidate. The university certifi-
cate must be reviewed if present and the contact person is called if a phone
number is present (Figure [I0]).

A-4 Occurred Events. In this case all consumed events (one or more) are
mapped to an activation of control threads in the process model. There may
be start events that do not belong to this set.

Example: An invoice management process model describes four start events
(Figure[I)): “paper invoice received”, “electronic invoice received”, “delivery
notification received” and a timer event “second Tuesday of the month”.
Once a pair of corresponding invoice and delivery notification have arrived or
an invoice has arrived and the timer event has occurred, a process instance is
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created. Upon instantiation those control threads are activated that originate
in the respective start events.

A-5 Occurred Events plus Conditions. In this case all consumed events map
to activated control threads. Additionally, branches can be activated if start
conditions yield true at instantiation time.

Example: In a second invoice management process model (Figure [[2]), the
start events “paper invoice received” and “electronic invoice received” appear
again. Additionally, there are start conditions “order is present” and “supplier
is new”. For each start condition that is fulfilled upon instantiation the corre-
sponding control thread is activated.

3.3 For Which Non-activated Start Events Are Subscriptions
Created?

When there are start events a decision has to be made whether event subscrip-
tions are made for those remaining start events that did not lead to the instan-
tiation of process. We distinguish the case of subscriptions being created for all
of the remaining start events (S-1), for none of them (S-2), or for those that are
required for proper execution (S-3).

S-1 All Subscriptions. For those start events that are not activated at instan-
tiation time, there is an event subscription created for the process instance.
Le., the remainder branches may be activated later by respective events.

Example: A couple applies for a mortgage. With opening the case, there are
already several events subscriptions activated that matter later like providing
sketch of the house, sale contract, etc. (Figure [[3).

S-2 No Subscriptions. In this case there are no event subscriptions created
for the process instance. L.e., an entry point thread will be either activated
at instantiation time or never.

Example: A stock purchase process can be triggered by either a customer
representative directly entering the purchase request or by the customer
entering the request in a web form (Figure [I4]).
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S-3 Reachable Subscription. Only those event subscriptions are activated

that might be required later to complete the process instance properly.

Example: In an invoice management process model similar to that of A-4
there are three start events: the receipt of a paper invoice, of an electronic
invoice or a delivery notification can trigger instantiation. As only one in-
voice is needed for proper termination, only a subscription for the delivery
notification is issued in case the receipt of an invoice triggered instantiation.
In the other case, subscriptions for both invoice types are issued (Figure[TH]).
BPEL provide respective functionality with the pick as a start activity.

3.4 How Long Are Subscriptions Kept?

There may be different ways to unsubscribe for events. In the simplest case, they
are kept until consumption (U-1) or at least until the process terminates (U-2).
Earlier unsubscriptions can be defined based on timers (U-3), on events (U-4),
or on proper completion (U-5). Listing [[] shows respective concepts in BPEL.

U-1 Until Consumption. The process cannot terminate before all event sub-

scriptions have led to the consumption of a respective event. A subscription
of an instance is never deactivated.

Example: A process model describes the activities of a logistics hub, where
containers with RFID tags arrive while routing information for the contain-
ers is fed into the system through a different channel. Either the container or
its routing information might arrive first, but the process cannot terminate
before both are there.
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Listing 1. Unsubscription in BPEL

<scope>

<eventHandlers><onAlarm name="timeout" .. /></eventHandlers>
<flow>

<receive name="rcvDeliveryNot" .. createInstance="yes">

<correlations><correlation set="inv" initiate="join"/></correlations>
</receive>
<sequence><pick createlnstance="yes">
<onMessage name="rcvEInvoice" .. >
<correlations><correlation set="inv" initiate="join"/></correlations>
. </onMessage>
<onMessage name="rcvPInvoice" .. >
<correlations><correlation set="inv" initiate="join"/></correlations>
. </onMessage>
</pick> ..
<exit/></sequence>
</flow>
</scope>

U-2 Until Termination. As soon as the process fulfills a termination con-
dition, all subscriptions are deactivated, and the process terminates. This
seems to be often assumed by EPC modelers.

Example: A BPEL process reaches an exit activity terminating all subscrip-
tions.

U-3 Timer-based. After a certain period of time after instantiation, all or
individual event subscriptions are cancelled.

Example: A timeout of a pick activity in a BPEL process deactivates an
event subscription.

U-4 Event-based. If one of alternative events is consumed, the others are not
more considered, and deactivated.

Example: In an invoice management process model similar to that of A-4
is represented in BPEL. A pick as a start activity defines alternative start
events: the receipt of a paper or an electronic invoice or of a paper or an elec-
tronic delivery notification. If the receipt of an invoice triggered instantiation
and a paper delivery notification arrives, the subscription for an electronic
delivery notification is removed. This also applies for the other combinations.

U-5 Proper Completion. An event gets deactivated when proper completion
is guaranteed for the current marking if the event is not consumed.

Example: A process model describes how reallocation of passengers to flights
of partner airlines works at an airport’s service desk. This process model has
two start events “Passenger arrives at service desk” and “flight voucher ar-
rives”. Immediately upon arrival of the passenger a seat is allocated and im-
mediately upon arrival of an electronic flight voucher this voucher is checked
for validity. As vouchers can also be issued in paper form, the passenger
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might carry this voucher with him. As soon as the voucher is checked, the
flight is billed and the passenger can board the aircraft.

3.5 A Classification of Instantiation Semantics

Before assessing the six process modeling languages, the interrelationships be-
tween the patterns presented in the CASU framework need to be discussed
briefly. While patterns A-1 (Initial state) and A-2 (All start places) do not re-
quire support for any particular of the C-patterns, A-3 (True conditions) requires
the specification of single or multiple start conditions (C-2, C-3). All patterns
related to start events (A-4, A-5, all S-patterns and all U-patterns) rely on the
possibility to specify single or multiple event triggers (C-4, C-5). The results of
the classification are summarized below in Table [Tl

Open Workflow Nets (oWFN) are a particular class of Petri nets that are
ignorant of the circumstances of their instantiation (C-1). Furthermore, they
define an initial state (A-1). They also include a distinct set of interface places
that can be used for message passing. The input places of the interface follow
all subscription semantics (S-1) that are kept until completion (U-2).

Start events (also called triggers) are used in FEwvent-driven Process Chains
(EPC) to represent when a process starts. The cases C-4 (Single Event Trigger)
with XOR-join and C-5 (Multiple Event Trigger) with AND-join are described
in [5] and [23], but no formalization is available. Although not recommended,
the decomposition of EPCs often leads to subprocesses that have conditions
as start nodes (C-2 and C-3), e.g. if the subprocess starts immediately after a

Table 1. Instantiation in different process modeling languages

Patterns oWFN EPCs UAD YAWL BPEL BPMN

C-1 Ignorance + + + + +
C-2 Single Condition Filter -
C-3 Multi Condition Filter -
C-4 Single Event Trigger -
C-5 Multi Event Trigger -
A-1 Initial State

A-2 All Start Places -
A-3 True Conditions -
A-4 Occurred Events -
A-5 Occurred Events plus Cond. -

S-1 All Subscriptions +
S-2 No Subscriptions -
S-3 Reachable Subscription -

U-1 Until Consumption -
U-2 Until Termination +
U-3 Timer-based -
U-4 Event-based -
U-5 Proper Completion -

o+ + + 4+
+ [
+ |
[ [
[ [

[
[

I+
[

S ose= + 4+ +
| |
| |
++++ +
|
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decision [Bl, pp.250] or to express external dependencies [, pp.131]. If the trigger
or condition is not made explicit in the start event label, the EPC remains
ignorant of the instantiation (C-1). Depending on which of multiple start events
and start conditions apply the respective initial state is derived (A-3, A-4, A-5).
The whole area of subscription (S-Patterns) and unsubscription (U-Patterns)
related to non-activated entry points has not been explicitly defined for EPCs.
There seem to be some inconsistent interpretations that need to be resolved
in future work: While Rump assumes that there are no subscriptions [2I], the
concept of external dependency appears to suggest either S-1 (all subscriptions)
or S-3 (reachable subscriptions) [5, pp.131]. In neither case unsubscription is
discussed. Table [[l reflects this ambiguity by using the () character.

Although UML Activity Diagrams (UAD) include event consumption and
event production as first-class citizens of the language, these concepts are not
used in the context of process instantiation. The events required for process
instantiation are beyond the scope of UAD models. That way UAD only supports
C-1 (Ignorance) among the C-patterns. The start nodes are essentially start
places that all receive a token upon instantiation (A-2). The remaining patterns
A-3 through A-5, the S-patterns and the U-patterns are not supported.

Yet Another Workflow Language (YAWL) concentrates on the control and
data flow within process instances. There is one distinguished “start condition”
per process model, however, definitions of how and when instantiation takes place
are not part of YAWL models. The notion of start conditions or start events are
not present. Therefore, it does not support C-1 through C-4, A-3 through A-5,
none of the S-patterns as well as none of the U-patterns. The initial state of a
process instance is implicitly given: there is exactly one start place that receives
a token upon instantiation (A-2). That way, YAWL is similar to UAD in terms of
instantiation semantics with an additional restriction to exactly one start place.
Workflow nets share the same instantiation profile with YAWL.

The Business Process Execution Language (BPEL) completely lacks the no-
tion of start conditions (C-2, C-3). Process instantiation might be undefined
in the case of abstract BPEL (C-1) and must be defined for executable BPEL
processes. Here, instantiation is always triggered through individual message re-
ceipts (C-4), described in incoming message activities (receive or pick) having
the attribute “createlnstance” set to yes. Defining combinations of messages
that are required for instantiation is not possible (C-5). The start state of a
process instance is solely determined by the one start event that triggered pro-
cess instantiation. Therefore, BPEL does not support A-1, A-2, A-3 and A-5.
Subscriptions are issued for all those incoming message activities that have not
been involved in process instantiation (S-1). Whenever an onMessage branch
of a pick element receives the initial message, no subscriptions are issued for
the other onMessage branches of the same pick element. That way, BPEL sup-
ports S-3. As illustrated in Listing[[l BPEL supports patterns U-1 through U-4.
Termination before having received all start messages can be achieved through
the exit element or through throwing exceptions. Timer-based unsubscription
(U-3) can be realized by surrounding message activities with a scope that has
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an onAlarm event handler attached. Event-based unsubscription happens in the
context of pick elements (U-4). Beyond these triggers for unsubscription, BPEL
does not support pattern U-5.

The Business Process Modeling Notation (BPMN) does not include the notion
of start conditions. The only entry points available are start events. C-4 (Single
Event) is the default case for BPMN processes, where an individual event speci-
fied in the model leads to process instantiation. However, no specification might
be given, that way realizing Ignorance (C-1). The BPMN specification mentions
a special case realizing C-5: Multiple start events are connected to an activity
indicating that all start events must have occurred before the activity can start
[10, p.36]. BPMN also supports A-4 (Occurred Events) via event-based gateways.
However, if C-5 applies there is a slightly different token flow in comparison with
the standard semantics of BPMN: While typically each token flowing into an ac-
tivity leads to a separate activity instance, only one activity instance is created
in the presence of the C-5 scenario. All other A-patterns are not supported, in
particular, neither A-1 (Initial State), nor A-2 (All Start Places), and the notion
of start conditions is absent (A-3 and A-5). Although the BPMN specification is
slightly ambiguous regarding multiple start events, we interpret that each start
event consumption will lead to a separate process instantiation. No subscrip-
tions for other start events are issued within a newly created process instance
(S-2). As a result, BPMN does not support patterns S-1, S-3 and none of the
U-patterns.

4 Discussion

In this section we discuss the implications of this research. First, we focus on
the suitability of correctness criteria. We then give directions for a formalization
of EPC instantiation semantics before finally identifying potential extensions
to BPMN. Please note that the formalizations of process modeling languages
that we are aware of tend to abstract from the complexity of the instantiation
problem, e.g. [24125122].

Several correctness criteria for process models are available including sound-
ness, relaxed soundness, EPC soundness, and controllability. For an overview see
[11]. The classical soundness property demands a process to complete properly
and to have no dead transitions [3]. It can be used to check process models with
unique start and end elements such as Workflow nets and YAWL nets. Multiple
start nodes in UAD can be bundled with an AND-join such that it becomes also
applicable for them. The relazed soundness property can be used for languages
with multiple entry points such as EPCs. It basically requires (1) that an OR-
split is introduced to bundle all start elements, and (2) checks whether each node
participates in at least one execution sequence that leads to proper completion
[26]. The property of EPC soundness is stricter: it demands that for every start
element there exists an initial marking that guarantees proper completion [22].
This property assumes pattern S-2 (no subscriptions). For oWFNs the prop-
erty of controllability was defined to deal with interface places. An oWFN is
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essentially controllable if there exists a strategy to interact with it such that it
terminates properly [2]. The interesting characteristic of this property is that it
is basically applicable for any combinations of subscription and unsubscription
patterns including those that consider reachability and proper completion. Still
it does not distinguish models for which only one particular strategy exists from
those which permit different strategies.

In Section BAl we already mentioned that a specification of EPC instantiation
semantics is missing. The concept of external dependency [0] and its represen-
tation as a start event highlights the need to discuss subscription semantics in
detail. A start event with external dependency semantics does not trigger the
creation of an instance, but defines a point of synchronization with an event
from outside the process. We basically see two options to support such external
dependencies: either S-3 (reachable subscriptions) or based on S-1 (all subscrip-
tions) with U-5 (proper completion). In the case of S-3 those event subscriptions
are activated that might be required later to complete the process instance prop-
erly. In this case a reachability graph analysis, e.g. using [22], would be required.
While this solution would prevent some deadlocks at AND-joins that merge
paths from start events, it still allows problems with lack of synchronization. In
case of S-1 with U-5 some of the latter problems can be avoided since events get
unsubscribed if no more needed. Beyond this aspect of the semantics, one has
to carefully select a state representation for the subscriptions. If a subscription
is defined like a special activity that is active, this has consequences for down-
stream OR-joins: they keep waiting for the event to occur, potentially forever
if the event cannot occur anymore. Therefore, it would be preferable that event
subscriptions were not visible in the state representation of this case.

The status of BPMN as a standards proposal raises questions how and whether
it should support more of the CASU patterns. An important consideration in this
regard is most likely to extend it such that it remains consistent with the current
semantics. The support of the start condition patterns (C-2 and C-3) would re-
quire either the introduction of a new element or the redefinition of the rule events.
These options either affect the metamodel or the current semantics which is both
undesirable. If the creation support (C-1 to C-5) remains unchanged, also the ac-
tivation patterns (A-1 to A-5) stay the same. With respect to the subscriptions
(S-1 and S-3) there are basically two options: either changing the instantiation
semantics of BPMN, or to add a subscription attribute to start events. The lat-
ter seems more attractive from a consistency perspective. Using a keepSubscrip-
tion attribute, one would be able to specify S-1 (all subscriptions) and S-2 (no
subscriptions). By using a further attribute subscriptionGroup one would be able
to specify instantiation behavior similar to BPEL: all start events with the same
subscription group assigned would correspond to message receive activities within
one pick element. If there is only one start event for a group, it corresponds to a
plain receive activity. Clearly, these concepts require correlation mechanisms such
as identified in [27]. Unsubscriptions could equally be captured by additional at-
tributes, e.g. by setting subscriptionTimeout (U-3) and properTermination (U-5)
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attributes. An event-based unsubscription (U-4) can be handled using the pre-
viously mentioned subscriptionGroup: as soon as an event of the group occurs,
the others are unsubscribed. As BPEL has a more sophisticated profile in terms
of subscription and unsubscription patterns (cf.[), an extension of BPMN with
these aspects could simplify the automatic transformation between the languages.

5 Conclusions

Up to now there has been hardly any research dedicated to instantiation seman-
tics of process models. In this paper we have addressed this research gap and
introduced the CASU framework. This framework distinguishes the specifica-
tion of when to create a new process instance (C), of which control threads to be
activated upon instantiation (A), of which remaining start events to subscribe
for (S), and of when to unsubscribe from these events (U). It builds on general,
language-independent concepts and offers a tool for the systematic description
and comparison of instantiation semantics of process modeling languages. As
such it complements other works such as the workflow patterns.

Based on the CASU framework, we have classified six of the most prominent
languages according to their instantiation semantics. In particular, the different
profiles of BPMN and BPEL reveal a source of mapping problems between these
two languages that has not been identified before. Furthermore, we have shown
that the framework provides a basis to discuss the suitability of correctness
criteria, the formalization of EPCs, and potential extensions to BPMN. In future
research we aim to utilize the CASU framework for analyzing control-flow errors
in EPCs. This could lead to new insights regarding which instantiation semantics
process modelers assume. In this regard, the explicit description of instantiation
semantics by the help of the CASU framework might eventually help to reduce
ambiguity and the number of errors in conceptual process modeling.
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Abstract. In scientific workflow systems, temporal consistency is critical to en-
sure the timely completion of workflow instances. To monitor and guarantee
the correctness of temporal consistency, temporal constraints are often set
and then verified. However, most current work adopts user specified temporal
constraints without considering system performance, and hence may result in
frequent temporal violations that deteriorate the overall workflow execution ef-
fectiveness. In this paper, with a systematic analysis of such problem, we pro-
pose a probabilistic strategy which is capable of setting coarse-grained and fine-
grained temporal constraints based on the weighted joint distribution of activity
durations. The strategy aims to effectively assign a set of temporal constraints
which are well balanced between user requirements and system performance.
The effectiveness of our work is demonstrated by an example scientific work-
flow in our scientific workflow system.

Keywords: Scientific Workflow, Temporal Constraints, Temporal Constraint
Setting, Probabilistic Strategy.

1 Introduction

Scientific workflow is a new special type of workflow that often underlies many
large-scale complex e-science applications such as climate modelling, structural biol-
ogy and chemistry, medical surgery or disaster recovery simulation [18][25]. Real
world scientific as well as business processes normally stay in a temporal context and
are often time constrained to achieve on-time fulfilment of certain scientific or busi-
ness targets. Furthermore, scientific workflows are usually deployed on the high per-
formance computing infrastructures, e.g. cluster, peer-to-peer and grid computing, to
deal with huge number of data intensive and computation intensive activities [24][25].
Therefore, as an important dimension of workflow QoS (Quality of Service) con-
straints, temporal constraints are often set to ensure satisfactory efficiency of scien-
tific workflow executions [5][9]. Temporal constraints mainly include three types, i.e.
upper bound, lower bound and fixed-time. An upper bound constraint between two
activities is a relative time value so that the duration between them must be less than
or equal to it. As discussed in [6], conceptually, a lower bound constraint is symmet-
rical to an upper bound constraint and a fixed-time constraint can be viewed as a
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special case of upper bound constraint, hence they can be treated similarly. Therefore,
in this paper, we focus on upper bound constraints only. As an important means to
facilitate temporal QoS, many efforts have been dedicated to temporal verification for
workflows in recent years. Different approaches for checkpoint selection and dynamic
temporal verification are proposed to improve the efficiency of temporal verification
with given temporal constraints [6][10][17]. However, with the assumption that tem-
poral constraints are pre-defined, most papers focus on run-time temporal verification
while neglecting the fact that efforts put at run-time will be mostly in vain without
build-time setting of high quality temporal constraints. The reason is obvious since
the purpose of temporal verification is to identify potential violations of temporal
constraints to minimise the exception handling cost. Therefore, if temporal constraints
are of low quality themselves, temporal violations are highly expected no matter how
much efforts have been put by temporal verification.

The task of setting temporal constraints described in this paper is to assign a set of
coarse-grained and fine-grained upper bound temporal constraints to scientific work-
flows. Here, coarse-grained constraints refer to those assigned to the entire workflow
or workflow segments, while fine-grained constraints refer to those assigned to indi-
vidual activities. However, although coarse-grained constraints can be deemed as the
collection of fine-grained constraints, they are not in a simple relationship of linear
culmination and decomposition. To ensure on-time fulfilment of workflow instances,
both coarse-grained and fine-grained temporal constraints are required, especially
when scientific workflows are deployed on dynamic computing infrastructures, e.g.
grid, where the performance of the underlying resources is highly uncertain [18].
Here, the quality of temporal constraints can be measured by at least two criteria: 1)
well balanced between user requirements and system performance; 2) well supported
for both overall coarse-grained control and local fine-grained control. A detailed illus-
tration will be presented in Section 2.

In this paper, a probabilistic strategy for setting both coarse-grained and fine-
grained temporal constraints is proposed. With a novel probability based temporal
consistency which utilises the weighted joint distribution of activity durations, our
strategy supports an iterative and interactive negotiation process between the client
(e.g. a user) and the service provider (e.g. a workflow system) for setting coarse-
grained temporal constraints. Afterwards, fine-grained temporal constraints associated
with each activity can be derived automatically. In addition, the weighted joint distri-
bution of four basic Stochastic Petri Nets [1] (SPN) based building blocks, i.e. se-
quence, iteration, parallelism and choice, is presented to enhance the efficiency of
calculating the overall weighted joint distribution through their compositions. The
effectiveness of our strategy is further demonstrated by an example scientific work-
flow of weather forecast in our scientific workflow management system, i.e.
SwinDeW-G (Swinburne Decentralised Workflow for Grid) [23].

The remainder of the paper is organised as follows. Section 2 presents a motivat-
ing example and the problem analysis. Section 3 proposes novel probability based
temporal consistency. Section 4 presents the probabilistic strategy for setting tempo-
ral constraints. Section 5 further demonstrates the setting process with the motivating
example to verify the effectiveness of our strategy. Section 6 introduces the imple-
mentation of the strategy in our scientific workflow system. Section 7 presents the
related work. Finally, Section 8 addresses our conclusion and future work.
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2 Motivating Example and Problem Analysis

In this section, we introduce a weather forecast scientific workflow to demonstrate the
problem of setting temporal constraints. In addition, two basic requirements for set-
ting high quality temporal constraints are presented.

The entire weather forecast workflow contains hundreds of data intensive and
computation intensive activities. Major data intensive activities include the collection
of meteorological information, e.g. surface data, atmospheric humidity, temperature,
cloud area and wind speed from satellites, radars and ground observatories at
distributed geographic locations. These data files are transferred via various kinds of
network. Computation intensive activities mainly consist of solving complex
meteorological equations, e.g. meteorological dynamics equations, thermodynamic
equations, pressure equations, turbulent kinetic energy equations and so forth which
require high performance computing resources. Due to the space limit, it is not possi-
ble to present the whole forecasting process in detail. Here, we only focus on one of
its segments for radar data collection. As depicted in Figure 1, this workflow segment
contains 12 activities which are modeled by SPN with additional graphic notations as
illustrated in Sections 4 and 6. For simplicity, we denote these activities as
X to X, . The workflow process structures are composed with four SPN based

building blocks, i.e. a choice block for data collection from two radars at different
locations (activities X| ~ X4 ), a compound block of parallelism and iteration for data
updating and pre-processing (activities X g ~ X ), and two sequence blocks for data
transferring (activities X5, X1, X12)-

It is evident that the duration of these scientific workflow activities are highly
dynamic in nature due to their data complexity and the computation environment.
However, to ensure the weather forecast can be broadcast on time, every scientific
workflow instances must be completed within a specific time duration. Therefore, a
set of temporal constraints must be set to monitor the overall workflow execution
time. For our example workflow segment, to ensure that the radar data can be col-
lected in time and transferred for further processing, at least one overall upper bound
temporal constraint is required. However, a coarse-grained temporal constraint is not
effective enough to ensure fine-grained workflow execution, i.e. the completion time
of each activity. It is evidently that without the support of local enforcements, the
overall workflow duration can hardly be guaranteed. For example, we set a two hour
temporal constraint for this radar data collection process. But due to some technical
problems, the connection to the two radars are broken and blocked in a state of retry

Fig. 1. Example scientific workflow segment
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and timeout for more than 30 minutes whilst its normal duration should be far less.
Therefore, the two hour overall temporal constraint for this workflow segment will
probably be violated since its subsequent activities normally require more than 90
minutes to accomplish. However, no actions were taken yet due to the ignorance of
the fine-grained temporal constraints on these connection activities. The exception
handling cost for compensation of this time deficit, e.g. workflow re-scheduling and
recruitment of additional resources, is hence inevitable. That is why we also need to
set fine-grained temporal constraints to each activity. Specifically, for this example
workflow segment, an overall coarse-grained temporal constraint and 12 fine-grained
temporal constraints for activities X to X, are required to be set.

However, setting temporal constraints is not a straightforward task, many factors
such as workflow structures, system performance and user requirements should be
taken into consideration. Here, we present the basic requirements of the setting strat-
egy by analysing two criteria for high quality temporal constraints.

1) Temporal constraints should be well balanced between user requirements and
system performance. It is common that clients often suggest coarse-grained temporal
constraints based on their own interest while with limited knowledge about the actual
performance of workflow systems. With our example, it is not rational to set a 60
minutes temporal constraint to the segment which normally needs two hours to finish.
Therefore, user specified constraints are normally prone to cause frequent temporal
violations. To address this problem, a negotiation process between the client and the
service provider who is well aware of the system performance is desirable to achieve
balanced coarse-grained temporal constraints that both sides are satisfied with.

2) Temporal constraints should facilitate both overall coarse-grained control and
local fine-grained control. As analysed above, this criterion actually means that the
strategy should support setting both coarse-grained temporal constraints and fine-
grained temporal constraints. However, although the overall workflow process is
composed of individual workflow activities, coarse-grained temporal constraints and
fine-grained temporal constraints are not in a simple relationship of linear culmination
and decomposition. Meanwhile, it is impractical to set fine-grained temporal con-
straints manually for a large amount of activities in scientific workflows. Since
coarse-grained temporal constraints can be obtained through the negotiation process,
the problem to be addressed here is how to automatically derive the local fine-grained
temporal constraints for each activity.

To conclude, the basic requirements for setting high quality temporal constraints
can be simply put as effective negotiation for coarse-grained temporal constraints and
automatic assignment for fine-grained temporal constraints. However, to our best
knowledge, very little efforts have been dedicated to set high quality temporal con-
straints in scientific workflows. In this paper, we propose a probabilistic strategy
which targets at the two requirements.

3 Probability Based Temporal Consistency

In this section, we propose a novel probability based temporal consistency which
utilise the weighted joint distribution of workflow acitivity durations to facilitate
setting temporal constraints. To define the weighted joint distribution of workflow
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acitivity durations, we first present two assumptions on the probability distribution of
individual activity duration.

Assumption 1: The distribution of activity durations can be obtained from workflow
system logs. Without losing generality, we assume all the activity durations follow the

normal distribution model, which can be denoted as N (4, o2 ) where u is the expected

value and o is the variance where o is the standard deviation [21].

Assumption 2: The activity durations are independent to each other.

For the convenience of analysis, assumption 1 chooses normal distribution to model
the activity durations. If most of the activity durations follow non-normal distribution,
e.g. Gamma distribution, lognormal distribution or Beta distribution [16], our strategy
can still be applied in a similar way with minor differences of their joint distribution.
Furthermore, as it is commonly applied in the area of system simulation and perform-
ance analysis, assumption 2 requires that the activity durations be independent from
each other to facilitate the analysis of joint normal distribution. For those which do
not follow the above assumptions, they can be treated by normal transformation and
correlation analysis [16], or moreover, they can be ignored first when calculating joint
distribution and then added up afterwards.

Furthermore, we present an important formula of joint normal distribution.

Formula 1: If there are n independent variables of X; ~ N(y;, 0',-2 )and n real num-
bers 6;, where n is a limited natural number, then the joint distribution of these vari-
ables can be obtained with the following formula [21]:
Z=60,X,+6,X,+..+0,X, =26,X, ~ N(gel-,u,-, %9,.25,.2) (1)
i=1 i=1 i=1

Based on this formula, we define the weighted joint distribution of workflow
acitivity durations as follows.

Definition 1: (Weighted joint distribution). For a scientific workflow proc-
ess SW which consists of n activities, we denote the activity duration distribution of

activity a; as N(y;, o_iz )with1<i<n. Then the weighted joint distribution is defined
as N (g, O'fw) =N ( § wild;, %wf O'ZZJ, where w; stands for the weight of activity
i=l i=l

a; that denotes the choice probability or iteration times associated with the workflow
path where a; belongs to.

The weight of each activity with different kinds of workflow structures will be further
illustrated in Section 4 by the calculation of weighted joint distribution for basic SPN
based building blocks. The weighted joint distribution enables us to analyse the com-
pletion time of the entire workflow from an overall perspective. Here, we need to de-
fine some notations. For a workflow activity a; , its maximum duration and minimum
duration are defined as D(a;) and d(a;) respectively. For a scientific workflow

process SW which consists of n activities, its upper bound temporal constraint is
denoted as U(SW) with the value of u(SW) [6][10]. In addition, we employ

the “30 “rule which has been widely used in statistical data analysis to specify the
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possible intervals of activity durations. The “3c “rule depicts that for any sample
comes from normal distribution model, it has a probability of 99.73% to fall into the
range of [/1 =30, u+ 30| which is a systematic interval of 3 standard deviation around
the mean [21]. Therefore, in this paper, we define the maximum duration as
D(a;)=p; +30; and the minimum duration asd(a;) = y; —30;. Accordingly, sam-
ples from the system logs which are above D(a;) or below d(a;) are hence discarded
as outliers. Now, we propose the definition of probability based temporal consistency
which is based on the weighted joint distribution of activity durations. To be noted

that, since we deal with setting temporal constraints in this paper, here we only pre-
sent the definition of build-time temporal consistency.

Definition 2: (Probability based temporal consistency).
At build-time stage, U (SW) is said to be:

1) Absolute Consistency (AC), if gwi (W; +30;)<u(SW);
i=1

2) Absolute Inconsistency (Al), if § w; (U; =30;) Z2u(SW);

=

3) a% Consistency (a% C), if gwi (u; +Ao;) =u(SW).
=1

=

Here w; stands for the weight of activity a;, A (=3 <1 <3) is defined as the &% con-
fidence percentile with the cumulative normal distribution function of

—(x—/ti)2
F(u;+Ao;)= ;Jﬁgf’wi n A? edx=a%(0<a<100). As depicted in
o2 !

Figure 2, if we apply the “30 “rule to the conventional discrete multiple temporal
consistency [7], i.e. strong consistency (SC), weak consistency (WC), weak inconsis-
tency (WI) and strong inconsistency (SI), the two discrete states of WI and WC are
actually replaced by continuous consistency states &% C which compose a Gaussian
curve the same as the cumulative normal distribution [21]. The other two consistency
states outside the interval are basically the same but also with continuous values
infinitely approaching 100% or 0% respectively. However, in order to distinguish
them from conventional strong consistency and strong inconsistency, we name them
absolute consistency (AC) and absolute inconsistency (Al). Evidently, the prerequisite
for this definition is the calculation of weighted joint distribution.

100.00%6 Probability
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Fig. 2. Probability based temporal consistency
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The purpose of probability based temporal consistency is to facilitate the effective-
ness of setting temporal constraints. The reason why conventional discrete multiple
states based temporal consistency is not suitable here can be explained from two as-
pects. First, clients normally cannot distinguish between qualitative expressions such
as weak consistency and weak inconsistency due to the lack of background knowl-
edge, and thus deteriorates the negotiation process for setting coarse-grained temporal
constraints. Second, since each discrete temporal consistency state is actually defined
with a coarse-grained interval, it cannot support fine-grained setting. Hence, we pro-
pose the probability based continuous temporal consistency. A probability value such
as 80% or 90% gives much more sense than a qualitative expression, and any fine-
grained temporal consistency state is represented by a unique probability value rather
than the previous coarse-grained qualitative expression for each interval. Therefore,
the probability based temporal consistency supports the setting of both coarse-grained
and fine-grained temporal constraints.

4 Probabilistic Strategy for Setting Temporal Constraints

In this section, we present our probabilistic strategy for setting temporal constraints.
The strategy aims to effectively achieve a set of coarse-grained and fine-grained tem-
poral constraints which are well balanced between user requirements and system per-
formance. As depicted in Table 1, the strategy requires the input of process model and
system logs. It consists of three steps, i.e. calculating weighted joint distribution of
activity durations, setting coarse-grained temporal constraints and setting fine-grained
temporal constraints. We illustrate them accordingly as follows.

The first step is to calculate weighted joint distribution. The statistic information,
i.e. activity duration distribution and activity weight, can be obtained from system
logs by statistical analysis [1][21]. Here, to illustrate and facilitate the calculation of
the weighted joint distribution, we analyse basic SPN based building blocks,

Table 1. Probabilpistic setting strategy

Probahilistic strategy for setting temporal constraints
Input: Process model and system logs for scientific worldlow ST
0 q Method: Probabilistic setting strategy
verview . . .
Owtput: Coarse-grained upper hound constraints and fine-grained
uppet hound constraitits
Stepl: Obtainn the statistic information (activity duration distribution
Calculating N(H-,crz-zj and weight w, ) from workflow system logs, Caloulate
We_igh_tEdJ_':'Mt the weighted joint distribution of the workflow by the composition
distribubion | o pagic building blocks.
Stepl: Set coarse-grained temporal constraints through the negotiation
Setting : . .. . 2
g process with the weighted joint distabution N(e,, o0 and the
constraints probability based temporal consistency.
Step3: et fine-grained temporal constraints as go + Ao, for activity o,
ar i Fy i S
Hettin
ﬁne-g:rai.rgmd with N(;g-,crf), where 4 iz the @ percentdle for the achieved
constraints coarse-grained temporal constraints.
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i.e. sequence, iteration, parallelism and choice. These four building blocks consist of
basic control flow patterns and are widely used in workflow modelling and structure
analysis [2][4][19]. Most workflow process models can be easily built by their com-
positions, and similarly for the weighted joint distribution of most workflow proc-
esses. Here, SPN based modelling is employed to incorporate time and probability
attributes with additional graphic notations, e.g. @ stands for the probability of the
path and [.J stands for the normal duration distribution of the associated activity. For
simplicity, we consider two paths for the iteration, parallelism and choice building
blocks, except the sequence building block which has only one path by nature. How-
ever, the results can be extended to more paths in a similar way.

1) Sequence building block. As depicted in Figure 3, the sequence building block
is composed by adjacent activities froma; to a;in a sequential relationship which
means the successor activity will not be executed until its predecessor activity is fin-

ished. The weight for each activity in the sequence building block is 1 since they only
need to be executed once. Therefore, according to Formula 1, the weighted joint dis-

tribution is Z = ZXk ~N[(Z,uk) (Z O'k)j
k=i

2) Iteration building block. As depicted in Figure 4, the iteration building block
contains two paths which are executed iteratively until certain end conditions are sat-
isfied. If the probability of meeting the end conditions for a single iteration is y as

denoted by the probability notation, then the lower path is expected to be executed
for1/r times and hence the upper path is executed for (I/r)+1times. Accordingly, the

weight for each activity in the iteration building block is the expected execution times
of the path it belongs to. Therefore, the weighted joint distribution here is

44 ;a+1{ :E ij+(v }{ qlgk qu . A{(«v Pk ,i s+IK qlgk ;@(«v PR ,,]E D+ qék oﬁ)ﬂ.

3) Parallelism building block. As depicted in Figure 5, the parallelism building
block contains two paths which are executed in a parallel relationship. The overall
completion time of the parallelism building block is dominated by the path with the
longer duration. Hence the joint distribution of this building block equals the joint

distribution of the path with a lager expected total duration, that is if Z Uy 2 Z Uy
p=i q=

then Z = Z U, ,otherwise Z = Z U, - Evidently, the weight for each activity on the
p=i q=k

Y S SRS

Fig. 3. Sequence building block
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Fig. 4. Iteration building block

path with longer duration is 1 while on the other path is 0 since they do not contribute
to the joint distribution. Therefore, the weighted joint distribution of this block

J J I 2

ZX~N(Z,U,ZO'].j !

isz=14r" ! it Upmt TS gy 2 Zkﬂq
! p=i q= :
Zk X, NN( é Hy, i o—gJ’ otherwise

q=k q=k

Fig. 5. Parallelism building block

4) Choice building block. As depicted in Figure 6, the choice building block con-
tains two paths in an exclusive relationship which means only one path will be exe-
cuted at run-time. The probability notation denotes that the probability for the choice
of the upper path is f and hence the probability for the lower path is1— B . The

weight for each activity in the choice building block is hence the probability of the
path it  belongs to. Therefore, the weighted joint distribution

. J l J l 9) J 0_2 2 l 0_2

isZ=B(E X )+1=P(E X)~M AL 1) +1-B(E ) f(E D +1-PX(x 0D .
p=i q=k pe * p= o

The second step is to set coarse-grained temporal constraints. Based on the four ba-

sic building blocks, the weighted joint distribution of an entire workflow or workflow

segment can be obtained efficiently to facilitate the negotiation process for setting

coarse-grained temporal constraints. Here, we denote the obtained weighted joint dis-
tribution of the target scientific workflow (or workflow segment) SW

as N(fLg,,» GSZW) and assume the minimum threshold is £% for the probability consis-

tency which implies client’s acceptable bottom-line probability for timely completion
of the workflow instance. The actual negotiation process starts with the client’s initial
suggestion of an upper bound temporal constraint of #(SW) and the evaluation of the

corresponding temporal consistency state by the service provider. If
u(SW) =, + Ao, with 1as the a% percentile, and % is below the threshold
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Fig. 6. Choice building block

of % , then the upper bound temporal constraint needs to be adjusted, otherwise the

negotiation process terminates. The subsequent process is the iteration that the client
proposes new upper bound temporal constraint which is less constrained as the previ-
ous one and the service provider re-evaluates the consistency states, until it reaches or
is above the minimum probability threshold.

The third step is to set fine-grained temporal constraints. In fact, this process is
straight forward with the probability based temporal consistency. Since our temporal
consistency actually defines that if all the activities are executed with the duration of
a% probability and their total weighted duration equals their upper bound constraint,
we say that the workflow process is a% consistency at build-time. For example, if
the obtained probability consistency is 90% with the percentile A of 1.28 (the percen-
tile value can be obtained from any normal distribution table or most statistic program
[21]), it means that all activities are expected for the duration of 90% probability.
Therefore, after the achievement of the coarse-grained temporal constraint, the fine-

grained temporal constraint for activity a; with N(y;, Giz) is derived
as 4; + Ao; automatically. In the case of 90% consistency, it is ¢; +1.280; .

5 Evaluation

In this section, we evaluate the effectiveness of our strategy by further illustrating the
motivating example introduced in Section 2. The process model is the same as de-
picted in Figure 1. As presented in Table 1, the first step is to calculate the weighted
joint distribution. Based on statistical analysis and the “ 30 rule, the normal distribu-
tion model and its associated weight for each activity duration are specified through
statistical analysis of accumulated system logs. Therefore, as depicted in Table 2, the
weighted joint distribution of each building block can be derived instantly with their
formulas proposed in Section 4. We obtain the weighted joint distribution for the

workflow segment as N (6210,2182) with second as the basic time unit. The detailed

specification of the workflow segment is presented in Table 2.

The second step is the negotiation process for setting an overall upper bound tem-
poral constraint for this workflow segment. Here, we assume that the client’s ex-
pected minimum threshold of the probability consistency state be 80%. The client
starts to propose an upper bound temporal constraint of 6300s, based on the weighted

joint distribution of N (6210,2182) and the cumulative normal distribution function,

the service provider can obtain the percentile as A =0.41and reply with the probabil-
ity of 66% which is lower than the threshold. Hence the service provider advises the
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Table 2. Specification of the workflow segment

Workflow Activities Joint Distrib ution
Activity Mean | Variance | Weight Building Blocks Weighted Joint Distribution
Activity 1y 105 225 067 | Choice. The probahility
Activity X, 71 780 067 for the upper path is Mean= 0.67 #(105 + 2237+ 0.33 # (236 +358) = 422
Activity ¥, | 234 529 0.33 | 66.7%; the lower path 15 | Pariance= 0.672(225 +239) +0.33 2(529 +400) = 614
Activity X, | 353 400 0@ |
Activity ¥, | 553 734 1 Sequence Mean= 538 ; Varignee =784
Aetivity X, | 630 1089 I
ACW#YX? 230 25 0 Parallelism and iteration. | Mean=5+(125 +285) + 4504 = 2426
Activity ¥y 125 64 5 The probability for a . 2 2
Hctiviy X, T 1444 3 single ieration is 25%. Varignce= 5° = (64 +1444 +4° #4834 = 45444
Activity 5, | 504 434 4
Activity ¥, 661 528 1
ik Sequencs Mean= 661 +123 =784 . Pariance= 529 +64 = 93
Activity ¥, 123 64 1
Mean = 422 + 558 +4426 + 784 = 6210 ; Variance= 614 + 754 + 45444 + 503 = 47435
Overall weight joint disirih utio
L — The overall weighted joint distribution for the workflow segment = N(6210 218 2)

client to relax the temporal constraint. Afterwards, for example, the client proposes a
series of new candidate upper bound temporal constraints one after another, e.g.
6360s, 6390s and 6400s, and the service provider replies with 75%, 79% and 81% as
the corresponding temporal consistency states. Therefore, through this negotiation
process, the final negotiation result could be an upper bound temporal constraint of
6400s with a probability consistency state of 81%.

The third step is to set the fine-grained constrains for each workflow activity
with the obtained overall upper bound constraint. As we mentioned in Section 4, the
probability based temporal consistency defines that the probability for each
expected activity duration is the same as the probability consistency state of the work-
flow process. Therefore, since the coarse-grained temporal constraint is 6400s with a
probability consistency state of 81%, the probability of each activity duration is
also 81%. According to the normal distribution, 81% means a percentile of
A =0.87 . Hence, the fine-grained temporal constraints for each activity can be calcu-
lated by 1 +0.870 . For example, the fine-grained upper bound temporal constraint

for activity X, is (105+0.87*+/225) =118s and the upper bound constraint for activ-
ity X ,1s (123+0.87* Jo4 ) =130s . The detailed results are presented in Table 3.

Table 3. The setting results

Owverall weight joint
distributon
Coarse-grained upper hound temporal consiraint
LA = 64203 with 21 %% consistency and 2 =027

Fine-grained upper hound temporal consiraints

Mgy, o 2,0 = M(6210,218 23

Sootivity  11Es Aootivity ¥,  23E= Auotivity ¥ 2T as
Aotivity x, (37 5s Luctivity &, 382s A ctivity ¥, 6T Ps
Aoetivity ¥ 243s Aotivity ¥ 132= Aootivity ¥ 31Es
Luetivity a7, 161 3= Luctivity ¥, i 681ls Auctivity ¥, 130s
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To conclude, the above demonstration of the setting process evidently shows that
our probabilistic strategy is effective for setting both coarse-grained and fine-grained
temporal constraints. Meanwhile, it has met the two basic requirements proposed in
Section 2, i.e. effective negotiation and automatic setting.

6 System Implementation

In this section, we introduce the implementation of the setting strategy in our
SwinDew-G scientific grid workflow system.

6.1 SwinDeW-G Scientific Workflow System

SwinDeW-G is a peer-to-peer based scientific grid workflow system running on the
SwinGrid (Swinburne service Grid) platform [23]. An overall picture of SwinGrid is
depicted in Figure 7 (bottom plane) which contains many grid nodes distributed in
different places. Each grid node contains many computers including high performance
PCs and/or supercomputers composed of significant number of computing units. The
primary hosting nodes include the Swinburne CITR (Centre for Information Technol-
ogy Research) Node, Swinburne ESR (Enterprise Systems Research laboratory)
Node, Swinburne Astrophysics Supercomputer Node, and Beihang CROWN (China
R&D environment Over Wide-area Network) Node in China. They are running Linux,
GT4 (Globus Toolkit) or CROWN grid toolkit 2.5 where CROWN is an extension of
GT4 with more middleware, hence compatible with GT4. Currently, SwinDeW-G is
deployed at all primary hosting nodes as exemplified in the top of plane of Figure 7
(top plane). In SwinDeW-G, a scientific workflow is executed by different peers that
may be distributed at different grid nodes. As shown in Figure 6, each grid node can
have a number of peers, and each peer can be simply viewed as a grid service.

As an important reinforcement for the overall workflow QoS, temporal verification
is being implemented in SwinDeW-G. It currently supports dynamic checkpoint se-
lection and temporal verification at run-time [9]. After the running of SwinDeW-G for
a period of time, statistical analysis can be applied to accumulated system logs to ob-
tain probability attributes. The probabilistic strategy for setting temporal constraints is
being integrated into the scientific workflow modelling tool which supports SPN
based modelling, composition of building blocks, temporal data analysis, interactive
and automatic setting of temporal constraints.

6.2 SwinDeW-G Scientific Workflow Modelling Tool

Our probabilistic strategy for setting temporal constraints is being implemented into
our SwinDeW-G scientific workflow system as an integrated component of the mod-
elling tool. As shown in Figure 8(a), the modelling tool adopts SPN with additional
graphic notations, e.g. @ for probability, [ for activity duration, ¥ for a sub-
process, © for the start point and ® for the end point of an upper bound temporal
constraint, to support explicit representation of temporal information. It also supports
the composition of the four basic building blocks and user specified ones. The com-
ponent supports temporal data analysis from workflow system logs. Temporal data
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Fig. 7. Overview of SwinDeW-G environment

analysis follows the “30 rule and can generate the normal distribution model for
each activity duration. The probability attributes for each workflow structure such as
the choice probability and iteration times can also be obtained through statistical
analysis on historic workflow instances from system logs. After temporal data analy-
sis, the attributes for each activity, i.e. its mean duration, variance, maximum dura-
tion, minimum duration and weight are associated to the corresponding activity and
explicitly displayed to the client. Meanwhile, the weighted joint distribution of the
target process is obtained automatically with basic building blocks. As shown in Fig-
ure 8(b), with our probability based temporal consistency, the client can specify an
upper bound temporal constraint and the system will reply with a probability for the
consistency state. Based on the visualised results shown by a Gaussian curve (the cu-
mulative normal distribution), the client can decide whether to accept or decline the
results. If the client is not satisfied with the outcomes, he or she can specify a new
value for evaluation until a satisfactory result is achieved. Evidently, the negotiation
process between the client and the service provider is implemented as an interactive
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process between the system user and our developed program. After setting the coarse-
grained temporal constraints, the fine-grained constraints for each activity areassigned
automatically. These activity duration distribution models, coarse-grained and fine-
grained temporal constraints are explicitly represented in the scientific workflow
models and will be further deployed to facilitate the effectiveness of run-time tempo-
ral verification in scientific workflows.

7 Related Work

In this section, we review some related work on temporal constraints in both tradi-
tional workflows and non-traditional workflows. The work in [24] presents the taxon-
omy of grid workflow QoS constraints which include five dimensions, i.e. time, cost,
fidelity, reliability and security. Some papers have presented an overview analysis of
scientific or grid workflow QoS [5][14]. The work in [8] presents the taxonomy of
grid workflow verification which includes the verification of temporal constraints.
Generally speaking, there are two basic ways to assign QoS constraints, one is task-
level assignment and the other is workflow-level assignment. Since the whole work-
flow process is composed by all individual tasks, an overall workflow-level constraint
can be obtained by the composition of task-level constraints. On the contrary, task-
level constraints can also be assigned by the decomposition of workflow-level con-
straints [24]. However, different QoS constraints have their own characteristics and
require in depth research to handle different scenario.

As shown in our setting strategy, the primary information required for setting tem-
poral constraints include the workflow process models, statistics for activity durations
and the definition of temporal consistency. Scientific workflows require the explicit
representation of temporal information, i.e. activity durations and temporal constraints
to facilitate temporal verification. One of the classical modelling methods is the Sto-
chastic Petri Net (SPN) [1][4] which incorporates time and probability attributes into
workflow processes that can be employed to facilitate scientific workflow modelling.
Activity duration, as one of the basic elements to measure system performance, is of
significant value to workflow scheduling, performance analysis and temporal verifica-
tion [8][18]. Most work obtains activity durations from workflow system logs and
describes them by a discrete or continuous probability distribution through statistical
analysis [1]. As for temporal consistency, traditionally, there are only binary states of
consistency or inconsistency. However, as stated in [7], it argues that the conventional
consistency condition is too restrictive and covers several different states which
should be handled differently for the purpose of cost saving. Therefore, it divides
conventional inconsistency into weak consistency, weak inconsistency and strong
inconsistency and treats them accordingly. However, as we discussed in Section 3,
multiple discrete temporal consistency is not quite effective in terms of negotiation
and setting for temporal constraints.

Temporal constraints are not well emphasised in traditional workflow systems.
However, some business workflow systems accommodate temporal information for
the purpose of performance analysis. For example, Staffware provides the audit trail
tool to monitor the execution of individual instances [2] and SAP business workflow
system employs the workload analysis [22]. As for scientific workflow systems, ac-
cording to the survey conducted in [24], Askalon [3], GrADS [11], GridBus [12] and
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GridFlow [13] support temporal constraints and some other QoS constraints. Yet, to
our best knowledge, only SwinDeW-G [23] has set up a series of strategies such as
multiple temporal consistency states and efficient checkpoint selection to support dy-
namic temporal verification [7][9]. In overall terms, even though temporal QoS has
been recognised as an important aspect in scientific workflow systems, the work in
this area, e.g. the specification of temporal constraints and the support of temporal
verification, is still in its infancy.

8 Conclusion and Future Work

In this paper, we have proposed a probabilistic strategy for setting temporal constraints
in scientific workflows. The strategy aims to achieve a set of temporal constraints
which are well balanced between user requirements and system performance. Hence,
novel probability based temporal consistency which is defined by the weighted joint
distribution of activity durations has been provided to support an effective negotiation
process between the client and the service provider. In addition, the weighted joint
distribution of four Stochastic Petri Nets based basic building blocks, i.e. sequence,
iteration, parallelism and choice, has been presented to facilitate the setting process.
With the probability based temporal consistency, well balanced overall coarse-grained
temporal constraints can be achieved through the negotiation process, and afterwards,
fine-grained temporal constraints for each activity can be derived instantly in an auto-
matic fashion. A weather forecast scientific workflow has been first employed as a
motivating example and then revisited with the detailed setting process to evaluate the
effectiveness of our strategy. As an integrated component of the scientific workflow
modelling tool in our SwinDeW-G scientific grid workflow system, the probabilistic
strategy has been effectively implemented to support the setting of both coarse-grained
and fine-grained temporal constraints in scientific workflows.

In the future, with our probability based temporal consistency, we will investigate
corresponding run-time strategies for checkpoint selection, temporal verification and
temporal-constraint adjustment, so as to improve the overall efficiency and effective-
ness of temporal verification in scientific workflows.
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Abstract. Simulation is widely used as a tool for analyzing business
processes but is mostly focused on examining rather abstract steady-state
situations. Such analyses are helpful for the initial design of a business
process but are less suitable for operational decision making and contin-
uous improvement. Here we describe a simulation system for operational
decision support in the context of workflow management. To do this we
exploit not only the workflow’s design, but also logged data describing
the system’s observed historic behavior, and information extracted about
the current state of the workflow. Making use of actual data capturing
the current state and historic information allows our simulations to ac-
curately predict potential near-future behaviors for different scenarios.
The approach is supported by a practical toolset which combines and ex-
tends the workflow management system YAWL and the process mining
framework ProM.

Keywords: Workflow Management, Process Mining, Short-term Simu-
lation.

1 Introduction

Business process simulation is a powerful tool for process analysis and improve-
ment. One of the main challenges is to create simulation models that accurately
reflect the real-world process of interest. Moreover, we do not want to use simu-
lation just for answering strategic questions but also for tactical and even oper-
ational decision making. To achieve this, different sources of simulation-relevant
information need to be leveraged. In this paper, we present a new way of creating
a simulation model for a business process supported by a workflow management
system, in which we integrate design, historic, and state information.

Figure [ illustrates our approach. We consider the setting of a workflow sys-
tem that supports some real-world process based on a workflow and organi-
zational model. Note that the workflow and organizational models have been
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Fig. 1. Overview of our integrated workflow management (right) and simulation (left)
system

designed before enactment and are used for the configuration of the work-
flow system. During the enactment of the process, the performed activities
are recorded in event logs. An event log records events related to the offer-
ing, start, and completion of work items, e.g., an event may be ‘Mary com-
pletes the approval activity for insurance claim XY160598 at 16.05 on
Monday 21-1-2008’.

The right-hand side of Figure [l is concerned with enactment using a workflow
system while the left-hand side focuses on analysis using simulation. In order
to link enactment and simulation we propose to use three types of informa-
tion readily available in workflow systems to create and initialize the simulation
model.

— Design information. The workflow system has been configured based on an
explicit process model describing control and data flows. Moreover, the work-
flow system uses organizational data, e.g., information about users, roles,
groups, etc.

— Historic information. The workflow system records all events that take place
in ‘event logs’ from which the complete history of the process can be recon-
structed. By analyzing historic data, probability distributions for workflow
events and their timing can be extracted.

— State information. At any point in time, the workflow process is in a partic-
ular state. The current state of each process instance is known and can be
used to initialize the simulation model. Note that this current state informa-
tion includes the control-flow state (i.e., ‘tokens’ in the process model), case
data, and resource data (e.g., resource availability).
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By merging the above information into a simulation model, it is possible to
construct an accurate model based on observed behavior rather than a manually-
constructed model which approximates the workflow’s anticipated behavior.
Moreover, the state information supports a ‘fast forward’ capability, in which
simulation can be used to explore different scenarios with respect to their effect
in the near future. In this way, simulation can be used for operational decision
making.

Based on this approach, the system design in Figure [l allows different simu-
lation experiments to be conducted. For the ‘as-is’ situation, the simulated and
real-world processes should overlap as much as possible, i.e., the two process
‘clouds’ in Figure [ coincide. For the ‘to-be’ situation, the observed differences
between the simulated and real-world processes can be explored and quantified.
In our implementation we ensure that the simulation logs have the same format
as the event logs recorded by the workflow system. In this way we can use the
same tools to analyze both simulated and real-world processes.

To do this, we need state-of-the art process mining techniques to analyze the
simulation and event logs and to generate the simulation model. To demonstrate
the applicability of our approach, we have implemented the system shown in Fig-
ure [[lusing ProM [I] and YAWL [2]. YAWL is used as the workflow management
system and has been extended to provide high-quality design, historic, and state
information. The process mining framework ProM has been extended to merge
the three types of information into a single simulation model. Moreover, ProM
is also used to analyze and compare the logs in various ways.

The paper is organized as follows. Related work is reviewed in Section
Section [ describes the approach proposed. Section M presents a running example,
which is then used in Section [l to explain the implementation realized using
YAWL and ProM. Section [@ concludes the paper by discussing the three main
innovations presented in this paper.

2 Related Work

Our work combines aspects of workflow management, simulation, and process
mining. Some of the most relevant contributions from these broad areas are
reviewed below.

Prominent literature on workflow management [G/I3I19] focuses on enact-
ment, and research on workflow analysis usually focuses on verification, rather
than simulation. Conversely, publications on simulation typically concentrate on
statistical aspects [TIUT6JT2] or on a specific simulation language [10]. Several
authors have used simulation or queuing techniques to address business process
redesign questions [514], and most mature workflow management systems pro-
vide a simulation component [7I8]. However, none of these systems uses historic
and state information to learn from the past and to enable operational decision
making. We are not aware of any toolset that is able to extract the current state
from an operational workflow management system and use this as the starting
point for transient analysis.
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In earlier work we first introduced the notion of using historic and state infor-
mation to construct and calibrate simulation models [15120], and used Protos,
ExSpect, and COSA to realize the concept of short-term simulation [I5]. How-
ever, this research did not produce a practical publicly available implementation
and did not use process mining techniques.

Process mining aims at the analysis of event logs [3]. It is typically used to
construct a static model that is presented to the user to reflect on the process.
Previously we showed that process mining can be used to generate simulation
models [I7], but design and state information were not used in that work.

3 Approach
A crucial element of the approach in Figure [l is that the design, historic and

state information provided by the workflow system are used as the basis for
simulation. Table [I] describes this information in more detail.

Table 1. Process characteristics and the data sources from which they are obtained

Design information Historic information State information

(obtained from the workflow (extracted from event logs  (based on information

and organization model containing information on about cases currently being

used to configure the the actual execution of enacted using the workflow

workflow system,) cases) system,)

e control and data flow e data value range e progress state of cases

(activities and causalities) distributions (state markers)

e organizational model e execution time e data values for running

(roles, resources, etc.) distributions cases

e initial data values e case arrival rate e busy resources

e roles per task e availability patterns of e run times for cases
resources

The design information is static, i.e., this is the specification of the process
and supporting organization that is provided at design time. This information
is used to create the structure of the simulation model. The historic and state
information are dynamic, i.e., each event adds to the history of the process
and changes the current state. Historic information is aggregated and is used
to set parameters in the simulation model. For instance, the arrival rate and
processing times are derived by aggregating historic data, e.g., the (weighted)
average over the last 100 cases is used to fit a probability distribution. Typically,
these simulation parameters are not very sensitive to individual changes. For
example, the average processing time typically changes only gradually over a
long period. The current state, however, is highly sensitive to change. Individual
events directly influence the current state and must be directly incorporated into
the initial state of the simulation. Therefore, design information can be treated
as static, while historic information evolves gradually, and state information is
highly dynamic.
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To realize the approach illustrated in Figure [[l we need to merge design, his-
toric and state information into a single simulation model. The design infor-
mation is used to construct the structure of the simulation model. The historic
information is used to set parameters of the model (e.g., fit distributions). The
state information is used to initialize the simulation model. Following this, tradi-
tional simulation techniques can be used. For example, using a random generator
and replication, an arbitrary number of independent simulation experiments can
be conducted. Then statistical methods can be employed to estimate different
performance indicators and compute confidence intervals for these estimates.

By modifying the simulation model, various ‘what-if” scenarios can be investi-
gated. For example, one can add or remove resources, skip activities, etc. and see
what the effect is. Because the simulation experiments for these scenarios start
from the current state of the actual system, they provide a kind of ‘fast-forward
button’ showing what will happen in the near future, to support operational de-
cision making. For instance, based on the predicted system behavior, a manager
may decide to hire more personnel or stop accepting new cases.

Importantly, the simulations yield simulation logs in the same format as the
event logs. This allows process mining techniques to be used to view the real-
world processes and the simulated processes in a unified way. Moreover, both
can be compared to highlight deviations, etc.

4 Running Example

Consider the credit card application process expressed as a YAWL workflow
model in Figure[2l The process starts when an applicant submits an application.
Upon receiving an application, a credit clerk checks whether it is complete. If
not, the clerk requests additional information and waits until this information is
received before proceeding. For a complete application, the clerk performs further
checks to validate the applicant’s income and credit history. Different checks are
performed depending on whether the requested loan is large (e.g. greater than
$500) or small. The validated application is then passed on to a manager to
decide whether to accept or reject the application. In the case of acceptance, the
applicant is notified of the decision and a credit card is produced and delivered to
the applicant. For a rejected application, the applicant is notified of the decision
and the process ends.

Here we assume that this example workflow has been running for a while. In
YAWL but also any other workflow system the following runtime statistics can
be gathered about the long-term behavior of this process.

— Case arrival rate: 100 applications per week
— Throughput time: 4 working days on average

With respect to resources, there are eight members of staff available, which
include three capable of acting as ‘managers’ and seven capable of acting as
‘clerks’. (One person can have more than one role.)

Further assume that due to a successful Christmas promotion advertised in
November, the number of credit card applications per week has temporarily
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Fig. 2. A credit application process modeled in YAWL

doubled to 200. The promotion period is now over and we expect the rate to
decrease to 100 applications per week again. However, as a result of the increased
interest, the system now has a backlog of 150 applications in various stages of
processing, some of which have been in the system for more than a week. Since
it is essential that most applications are processed before the holiday season,
which begins in a fortnight from now (the ‘time horizon’ of interest), manage-
ment would like to perform simulation experiments from the current state (‘fast
forward’) to determine whether or not the backlog can be cleared in time.

5 Realization through YAWL and ProM

We now use the example introduced in Section@lto describe our proof-of-concept
implementation supporting the approach depicted in Figure[[l The realization
is based on the YAWL workflow environment [2] and the process mining frame-
work ProM [I]. We focus on the new capabilities that have been added to these
systems, and briefly explain the main steps that need to be performe(ﬂ.

5.1 Extracting Simulation-Relevant Information

The information contained in the workflow specification is supplemented with his-
torical data obtained from the event logs and data from the organizational model
database. This was achieved by implementing two new functions in the workflow
engine to export historical data from the logs for a particular specification and to
export the organizational model (i.e., information about roles and resources).

In the YAWL workflow system, event logs are created whenever an activity
is enabled, started, completed or cancelled, together with the time when this
event occurred and with the actor who was involved. Logs are also kept for data
values that have been entered and used throughout the system. Therefore, we
can retrieve historical data about process instances that have finished execution.
In this work we assume that the simulation experiments are being carried out on
‘as-is” process models for which historical data is available. A function has been

1 A detailed description of how to generate a simulation model including operational
decision support is provided in our technical report [I8]. The example files and the
ProM framework can be downloaded from http://www.processmining.org|
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<Process> <OrgModel>
<Processinstance id="5"> <OrgEntity>
<AuditTrailEntry> <EntitylD>1</EntitylD>
<Data> <EntityName>manager</EntityName>
<Attribute name="loanAmt">550</Attribute> <EntityType>Role</EntityType>
</Data> </OrgEntity>
<WorkflowModelElement> <OrgEntity>
receive_application_3 <EntitylD>2</Entity|D>
</WorkflowModelElement> <EntityName>clerk</EntityName>
<EventType>complete</EventType> <EntityType>Role</EntityType>
<Timestamp> </OrgEntity>
2008-02-29T15:20:01.050+01:00
</Timestamp> <Resource>
<Originator>MoeW</Originator> <ResourcelD>PA-529f00b8-0339</ResourcelD>
</AuditTrailEntry> <ResourceName>JonesA</ResourceName>
<HasEntity>2</HasEntity>
</ProcesslInstance> </Resource>
</Process> </OrgModel>

(a) A log entry for the completion of ac- (b) An excerpt from an organizational
tivity ‘receive application’ carried out by model with roles and resources, where re-
resource MoeW with loan amount $550  source JonesA has role ‘clerk’

Fig. 3. Part of an organizational model and historical data extracted from the workflow
engine

created which extracts the historical data for a specification from the workflow
engine and exports audit trail entries in the Mining XML (MXML) log format.
Some sample data for the credit application example is shown in Figure Bla).
This historical data is used for mining information about case arrival rates and
distribution functions for the data values used in future simulation experiments.

Similarly, the YAWL workflow system gives access to the organizational model
through a function which extracts all available role and resource data in an
organization and exports this information in the XML format required by ProM.
Some sample data with the roles of clerk and manager are shown in Figure B(b).
This information is used to identify available roles and resources that are relevant
for a given specification.

5.2 Generating the Simulation Model

From (1) the extracted workflow specification, (2) the newly extracted organi-
zational model, and (3) the event log file, we can now generate a simulation
model that reflects the process as it is currently enacted. The direct usage of
design information avoids mistakes that are likely to be introduced when models
are constructed manually, and the automated extraction of data from event logs
allows the calibration of the model based on actually observed parameters.

To generate the model, four basic steps need to be performed within ProM (a
sample screenshot is shown for each phase in Figures @ and [):

1. The YAWL model, the organizational model, and the event log need to be
imported from YAWL and analyzed.

2. Simulation-relevant information from the organizational model and log anal-
ysis needs to be integrated into the YAWL model.
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3. The integrated YAWL model must be converted into a Petri net model (be-
cause our simulation tool is based on Coloured Petri Nets).

4. Finally, the integrated and converted model can be exported as a Coloured
Petri Net (CPN) model for simulation.

We can then use the CPN Tools system [9] to simulate the generated model.
However, to produce useful results we do not want to start from an empty initial
state. Instead we load the current state of the actual YAWL system into the
CPN Tools for simulation.

| Org Model Manager  Task <-> Org Entity rg Entity 1 |
( Add OrgEntity ) | orgEntity D |Org Entity Name || [Resource D |Resource Name |
e =] PA-e2b3031f... GreenH T
Remove OrgEntity RO-26f22960-b815-4243-... ceo g PA-e8bSb984... SmithB
1 manager 2 AnneR
Change OrgEntity Prop... ) |ro-51970430-aedf-4991-8... consultants g PA-8901f998... Roberts)
(C_ AddResource ) PALaea 0 e
S iREsolive 0 PA-654bas86... Brownl
™ PA-529f00b8... JonesA
Change Resource Prope... =] PA-773916d... DaviesE
™ 1 Moew
=] PA-d049311... JonesF kd
m] PA-ehf35379... GoldF b4

N - =

Ny S

P = ®
—_—__n—vaey s
E Show Resource nodes Esmm OrgEntity nodes gShm Task nodes

_—mm
(a) Data is imported from different sources. Here the organizational model
import is shown

talr

Here you can specify on which basis the decision for an alternative branch at each of these choice points is determined in the process: decision rules
(based on data attributes), probabilities, frequencies. or random selection.

(b) The organizational model and the information obtained from the log
analysis are integrated into the imported YAWL model

Fig. 4. Phase 1: The workflow and organizational model are imported and integrated
with the information obtained from event log analysis
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Global Attributes Activities Choices Resources

Here you can specify on which basis the decision for an alternative branch at each of these choice points is determined in the process: decision rules
(based on data attributes), probabilities, frequencies, or random selection.

Choices || Alternative branch: SPLIT_10_check_for_completeness_4
check_loan_amount_6

{m ake_decision_9 Data expression (precondition to enable branch)

licheck_for_completeness 4 i default

Alternative branch: SPLIT_01_check_for_completeness_4
Data expression (precondition to enable branch)
completeApp == true

check for_completensss &

O+ =0 O
o ETETETTY e

TASK_check_laan_amount_§
TASK_get_mare_inta_

v
Nelsl”  Zoom105%

(a) The integrated YAWL model is translated into a Petri net while pre-
serving all the simulation-relevant information

Perspectives Extras
Select which perspectives should be included in the simulation model. The following additional functions can be generated as a supplement.

E Data Perspective E Current state support
™ Time Perspective ™ MXxmL logging

@ execution time

Year Offset (starting from 1970):
O waiting time + execution time

O sojourn time ™ Throughput time monitor
E Resource availability monitor

B Resource Perspective
percent of the waiting time

O Push work distribution
(® Pull work distribution

Export

(b) After importing, merging, and converting the data, a simulation model
including current state support can be generated

Fig. 5. Phase 2: To enable the export to CPN Tools, the YAWL model is first converted

into a Petri net. Then, a CPN model of the process is generated.

5.3 Loading the Current State

To carry out simulation experiments for operational decision making purposes
(the ‘fast forward’ approach), it is essential to include the current state of the
workflow system. This allows us to make use of the data values for the current
cases as well as the status of the work items for current cases within the sim-
ulation experiments. A new function has been created to extract current state
information of a running workflow from the YAWL system and to export this

information as a CPN Tools input file (see Figure [6).
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fun getlnitialCaseData() = [(41, {loanAmt = 1500,completeApp = false,decideApp = false}),
(40, {loanAmt = 0,completeApp = false,decideApp = false}),
(39, {loanAmt = 500,completeApp = false,decideApp = false})];
fun getNextCaselD() = 42;
fun getinitialTokensExePlace(pname:STRING) = case pname of
"TASK_check_for_completeness_4"E"=>[(41,"-154","JonesA")] | _ => empty;
fun getinitialTokens(pname:STRING) = case pname of
"Process’ COND_c2_15"=>[(39,"-43200")] | "Overview Start"=>[(40,"-155")] | _ => empty;
fun getBusyResources() = ["JonesA"];
fun getCurrentTimeStamp() = “1205203218”;
fun getTimeUnit() = “Sec”;

Fig. 6. CPN Tools input file with initial state information. Several cases are in different
states in the system. For example, application No. 41 is currently being checked by
JonesA for completeness, and has a run time of 154 secs, i.e., ca. 2.57 mins.

The following information is obtained about the current state and is intro-
duced as the initial state of a simulation run.

— All the running cases of a given workflow and their marking.
All the data values associated with each case.

Information about enabled work items.

— Information about executing work items and the resources used.
— The date and time at which the current state file is generated.

When the empty initial state file of the generated simulation model is replaced
with the file depicted in Figure [l tokens are created in the CPN model that
reflect the current system status (see Figure [7]). For example, among the three
Case data tokens is the data associated with application No. 41. The resource
JonesA is currently performing a check activity on this case and hence, it does
not appear in the list of free resources.

We now follow the scenario described in Section Ml for simulation experiments,
i.e., due to a promotion 150 cases are in the system. We load the state file
containing these 150 cases into the model and perform simulation experiments
for the coming two weeks. We also add more resources to the model and observe
how this influences the backlog and the throughput times for processing credit
card applications within this time horizon.

5.4 Analyzing the Simulation Logs

We simulate the process from the generated CPN model for four different
scenarios:

1. An empty initial state. (‘empty’ in Figure B])

2. After loading the current state file with the 150 applications that are cur-
rently in the system and no modifications to the model, i.e., the ‘as-is’ situ-
ation. (‘as is’ in Figure [§])

3. After loading the current state file but adding four extra resources (two
having the role ‘manager’ and three having the role ‘clerk’), i.e., a possible
‘to-be’ situation to help clear the backlog more quickly. (‘to be A’ in Figure[§))
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i CPN Tools (Version 2.2.0 - September 2006)
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Fig. 7. The generated CPN model after loading the current state file

4. After loading the current state file and adding eight extra resources (four
having the role ‘manager’ and six having the role ‘clerk’). (‘to be B’ in

Figure )

We can see the difference among these four scenarios in Figure® which depicts
the development of the number of cases (i.e., applications) in the workflow system
over the coming two weeks for an example simulation run per scenario. In the
case of Scenario [I] the simulation starts with having 0 credit card applications
in the system. This does neither reflect the normal situation nor does it capture
our current backlog of cases. Only after a while, does this simulation represent
the normal behavior of the credit card application process (i.e., with ca. 100
applications arriving per week). The other three scenarios load a defined initial
state, which contains the 150 applications that we assume to be currently in
the system. Furthermore, one can observe that in the scenarios where we add
extra resources to the process, the case load decreases more quickly to a normal
level than without further intervention. However, the scenario ‘to be B’ does
not seem to perform much better than the scenario ‘to be A’ although twice as
many resources have been added. This way, we can assess the effect of possible
measures to address the problem at hand, i.e., we can compare different ‘what-if’
scenarios in terms of their estimated real effects.

CPN Tools has powerful simulation capabilities, which we can leverage. For ex-
ample, it is possible to automatically replicate simulation experiments to enable
statistical analyses, such as calculating confidence intervals for specific process
characteristics. For instance, Figure[d depicts the 95% confidence intervals of the
average case throughput times based on 50 replicated simulations for each of the
four simulation scenarios. One can observe that the estimated throughput time
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Number of applications that are in the system for four different scenarios
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Fig. 8. Number of applications in the simulated process for the different scenarios.
While the scenario with the empty state has initially 0 applications, the other scenarios
are initialized by loading 150 applications from the current state file.

95 % Confidence Intervals Average Throughput Time in Min
for the Four Simulation Scenarios (50 Replications each)

9000 T T T

T
Confidence Intervals ——+—

‘as is' I 1
5.88 days

8000 bl

'to be A’ * 1
4.91 days =
'to be B' 4
4.72 days
6000 E

i ‘empty’ 1
3.86 days

5000 L L L L
0 1 2 3 4 5

Simulation Scenarios

8500

7500

7000

6500

Confidence Interval

5500

Fig. 9. Simulation run showing the 95% confidence intervals of the throughput times
for the different simulation scenarios. The length of the confidence interval indicates
the degree of variation.

for the ‘empty’ scenario (i.e., based on the usual situation) is ca. 4 days, while the
expected throughput time for the ‘as is’ scenario (i.e., actually expected based
on the current backlog situation) is almost 6 days.

While CPN Tools already provides powerful logging facilities and even gener-
ates gnuplot scripts that can be used to plot certain properties of the simulated
process, we also generate MXML event log fragments during simulation, similar
to the one shown in Figure[3(a) for the workflow log. These fragments can then
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Fig.10. The generated simulation logs can be analyzed with the same tool set as the
initial workflow logs

be combined using the CPN Tools filter of the ProMimport framework, which
facilitates the conversion of event logs from various systems into the MXML
format that is read by ProM.

The ability to use the same toolset for analyzing the simulation logs and
analyzing the actual workflow logs constitutes a big advantage because the sim-
ulation analysis results can be more easily related to the initial properties of
the process. In particular, since we support the loading of current cases into
the initial state at the beginning of the simulation, we can easily combine the
real process execution log (‘up to now’) and the simulation log (which simulates
the future ‘from now on’) and look at the process in a unified manner (with the
possibility of tracking both the history and the future of particular cases that
are in the system at this point in time).

Figure shows a screenshot of ProM while analyzing the simulation logs
generated by CPN Tools. Various plug-ins can be used to gain more insight
into the simulated process. For example, in Figure [[0] the Log Dashboard (top
left), the Basic Statistics plug-in (bottom left), the Performance Analysis plug-
in (bottom right), and the LTL Checker (top right) are shown. The former
two provide a general overview about the cases and activities in the process,
whereas the Performance Analysis plug-in finds bottlenecks (e.g., in Figure [I0 a
bottleneck for starting the activity ‘Make decision’ is highlighted), and the LTL
Checker can be used to verify specific properties of interest (e.g., “How many
cases could be processed until they are in the stage where a decision can be made
in under 3 days?”).
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6 Discussion

In this paper we presented an innovative way to link workflow systems, simu-
lation, and process mining. By combining these ingredients it becomes possible
to analyze and improve business processes in a consistent way. The approach
is feasible, as demonstrated by our implementation using YAWL and ProM. To
conclude, we would like to discuss the three main challenges that have been
addressed in this research.

6.1 Faithful Simulation Models

Although the principle of simulation is easy to grasp, it takes time and expertise
to build a good simulation model. In practice, simulation models are often flawed
because of incorrect input data and a naive representation of reality. In most
simulation models it is assumed that resources are completely dedicated to the
simulated processes and are eager to start working on newly arriving cases. In
reality this is not the case and as a result the simulation model fails to capture
the behavior of resources accurately. Moreover, in manually constructed models
steps in the processes are often forgotten. Hence simulation models are usually
too optimistic and describe a behavior quite different from reality. To compensate
for this, artificial delays are added to the model to calibrate it and as a result
its predictive value and trustworthiness are limited. In the context of workflow
systems, this can be partly circumvented by using the workflow design (the
process as it is enforced by the system) and historic data. The approach presented
in this paper allows for a direct coupling of the real process and the simulation
model. However, the generated CPN models in this paper can be improved by a
better modeling of resource behavior. Moreover, the process mining techniques
that extract characteristic properties of resources need to be improved to create
truly faithful simulation models.

6.2 Short-Term Simulation

Although most workflow management systems offer a simulation component,
simulation is rarely used for operational decision making and process improve-
ment. One of the reasons is the inability of traditional tools to capture the real
process (see above). However, another, perhaps more important, reason is that
existing simulation tools aim at strategic decisions. Existing simulation models
start in an arbitrary initial state (without any cases in the pipeline) and then
simulate the process for a long period to make statements about the steady-state
behavior. However, this steady-state behavior does not exist (the environment
of the process changes continuously) and is thus considered irrelevant by the
manager. Moreover, the really interesting questions are related to the near fu-
ture. Therefore, the ‘fast-forward button’ provided by short-term simulation is a
more useful option. Because of the use of the current state and historic data,
the predictions are more valuable, i.e., of higher quality and easier to interpret
and apply. The approach and toolset presented in this paper allow for short-
term simulation. In the current implementation the coupling between YAWL
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and ProM is not well-integrated, e.g., the translation of insights from simulation
to concrete actions in the workflow system can be improved. Further research is
needed to provide a seamless, but generic, integration.

6.3 Viewing Real and Simulated Processes in a Unified Manner

Both simulation tools and management information systems (e.g., BI tools)
present information about processes. It is remarkable that, although both are
typically used to analyze the same process, the results are presented in com-
pletely different ways using completely different tools. This may be explained
by the fact that for a simulated process different data is available than for the
real-world process. However, the emergence of process mining techniques allows
for a unification of both views. Process mining can be used to extract much more
detailed and dynamic data from processes than traditional data warehousing and
business intelligence tools. Moreover, it is easy to extend simulation tools with
the ability to record event data similar to the real-life process. Hence, process
mining can be used to view both simulated and real processes. As a result, it is
easier to both compare and to interpret ‘what-if’ scenarios.
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Abstract. Business Continuity Management (BCM) is a process to manage risks,
emergencies, and recovery plans of an organization during a crisis. It results in a
document called Business Continuity Plans (BCP) that specifies the methodology
and procedures required to backup and recover the functional unit of a disrupted
business. Traditionally, the BCP assessment is based only on the continuity of IS
infrastructures and does not consider possible relations with the business objec-
tives and business processes. This traditional approach assumes that the risk of
business continuity is resulted from the disruption of the IS infrastructures. How-
ever, we believe there are situations where the risk emerges even the infrastruc-
tures up and running. Moreover, the lack of modeling framework and the aided-
tool make the process even harder.

In this paper, we propose a framework to support modeling and analysis of
BCP from the organization perspective, where risks and treatments are modeled
and analyzed along strategic objectives and their realizations. An automated rea-
soner based on cost-benefit analysis techniques is proposed to elicit and then
adopt the most cost-efficient plan. The approach is developed using the Tropos
Goal-Risk Framework and the Time Dependency and Recovery Model as under-
lain frameworks. A Loan Originating Process case study is used as a running
example to illustrate the proposal.

1 Introduction

Information Systems (IS) are currently evolving in so called socio-technical systems,
where human and organization factors along technical aspects assume a more and more
critical role in the correct operation of the system. A socio-technical system is repre-
sented as a complex network of interrelationships between human and technical sys-
tems that includes hardware, software, users, stakeholders, data, and regulations [1]]. As
reported in [2], economic and social factors results being crucial in such systems and
introduce challenges that lay beyond the mere technical aspects.

In sectors such as e-Banking, e-Commerce, etc., where the business strongly depends
on the availability of IS’s services, an organization should be able to ensure the conti-
nuity of its business objectives accordingly to the evolution of regulations (e.g., Basel
IT [3] or Sarbanes-Oxley Act [4]) as well as customers’ needs. Business Continuity
Management (BCM) is a process aiming at managing risks, emergencies, and recovery
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plans of an organization during a crisis and ensuring the returning to the normal busi-
ness operations [3]]. A Business Continuity Plan (BCP) [6] specifies the methodologies
and procedures required to backup and recover every functional units of the business.

Traditionally, BCP focuses mainly on the analysis of IT infrastructures and does not
consider other aspects of the business such as business-process and business-objective
[7/8]]. For instance, in a e-Shopping scenario, where the main business-objective is sell-
ing items to customers, the continuity of business-objective might depend not only from
the IT infrastructures (e.g., inventory servers, firewall, payment servers, and authenti-
cation servers), but also from the operational-level of the organization, such as delayed
payment services or even more higher level, such as existence of new competitors.

In this paper, we propose a framework to support the analysis of business continuity
from a socio-technical perspective. Essentially, we extend our previous work on risk
analysis [9]] with the light of the Time Dependency and Recovery (TDR) model [8]]. Our
previous framework is extended in order to analyze the business-objectives, to realize
them at more operational level (business process [10] or tasks) and, finally, to identify
the required artifacts to execute the processes. To model dependencies among assets
(objectives, processes, artifacts), we adopt the time-dependency relation from the TDR
model. This proposed framework intends to assists analysts in: 1) analyzing assets, 2)
defining additional measures to fulfill the stakeholders’ target, and 3) defining the most
cost-effective mitigation plans.

The remaining paper is organized as follows. Next we present a running example,
the Loan Originating Process (LOP) of a bank (§2). We then introduce the modeling
framework (§3) that extends our previous Goal-Risk framework with the TDR model,
and the analysis processes supported by the framework itself (§4)). Then, we apply the
framework to the LOP case study to evaluate our proposal (§3), and, finally, we discuss
related works (§6) and conclude the paper (§7).

2 Running Example

The case study that we use in this paper is originated within the European project
SERENITYI! It focuses on a typical Loan Origination Process (LOP) that starts by
receiving a loan application and ends, possibly, with the loan approval. Essentially, a
Loan Department within a bank is responsible to accept loan applications, handle
the applications, and ensure the loan repayment. These objectives are operational-
ized through a set of business processes. For instance, once the bank receives a loan
application, it starts the handling process verifying the data and calculating the credit
score. The score is assessed either internally (in-house assessment) or by an external
party (Credit Bureau). Afterward, the bank defines the loan schema, namely defining
the loan cap and its interest. In this example, we assume it is always the case that the
customer agrees with the loan schema proposed by the bank. Surely, the bank is also
interested in ensuring the repayment of the loan.

Uncertain events (i.e., threats, un/intentional events, incidents, risks) may affect the
availability of assets. For instance, events like computer virus outbreak, database
failure, the outage of national identity service are considered as disruptions for the

! http://www.serenity-project.org/
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loan department. Essentially, these disruptions are hard, or impossible, to avoid, but
they might be still acceptable if their effects vanish after an acceptable period (called
Maximum Tolerable Period of Disruption-MTPD). For an example, the goal of receiv-
ing loan is still satisfied though it is disrupted for 2 hours. To maintain the MTPD, all
responsible stakeholders establish a contingency plan in case their assets are disrupted.
The plan, typically, consists of the Recovery Time Objectives (RTOs) that represent the
recovery time of assets. For instance, the IT department ensures that the database of
loan application system will be recovered within 1 hour after the disruption. For any set
of uncertain events, analysts should assess the sufficiency of RTOs to meet the MTPD.
In the case of insufficiency, additional measures need to be introduced. Moreover, these
additions should be analyzed carefully before their adoption because they introduce
additional costs, and very often they introduce other kind of problems to the system.

3 Modeling Framework

To assess BCP, we need to identify and analyze any related assets that are involved
in the business. To this extend, we use the Tropos Goal-Risk (GR) framework [9] to
analyze risk and Time Dependency and Recovery model [8] to capture interdependen-
cies among assets. A Business Continuity Plan (BCP) is defined in terms of a set of
RTOs for all assets. Ideally, it must satisfy the MTPD of business objectives required
by stakeholders.

In the following subsections, we explain the underlain framework (TDR model),
which captures time dependencies among assets. Afterward, we present the extension
of the GR framework for analyzing the Business Continuity in an organization, and also
the process to develop a GR model.

3.1 Time Dependency and Recovery Model

The TDR model allows us to model the interdependencies between assets in realizing
business objectives.

Definition 1. A TDR model is a pair (N,—) where N is a set of nodes (assets) and
—C N X N represents inter-dependency relations between nodes that is tolerable for
a given time t.

For example, in Fig. [[ the task entry loan application by Bank Employee (T2)

requires the resource secure desktop client (Rg2). We depict this as Tpo N Ro2 that
refers to Tpo will be not available if Rps is unavailable for more than 15 time unit (in
this paper, we use minute as a default time unit). Dash-lines refer to the concept of OR
dependency, for instance Gpo can depend either on Ty or Tys .

Using the reasoning framework proposed in [8]], we can assess the sufficiency of
RTOs for all assets against the MTPD of business objectives. Moreover, the proposed
tool is able to calculate the Maximum Recovery Time (MRT) of each asset. If all RTOs
of assets are less-or-equal of the MRTs, then the continuity of business objectives is
guaranteed. Contrarily, the continuity of business might be disrupted. In the case of
RTOs have not been defined, we may always use the MRT as threshold for RTO in
order to guarantee the business continuity.
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Fig. 1. The TDR Model

3.2 The Goal-Risk Framework

To model and assess BCPs, we need to analyze 1) business objectives and their real-
izations (process and artifacts), 2) interdependencies among assets, and 3) the level of
risk that threats business objectives, directly or indirectly. However, the “original” GR
framework [[I1]] is able to deal with 1 and 3, while the TDR model focuses more on 2.
The idea here is to adapt the notion of inter-dependency relation from the TDR model.
Thus, the GR framework is able to capture the assets in an organization and is able to
model and analyze the BCP.

The Tropos Goal Risk (GR) framework introduced in [11]] (more details in [9])
adopts the idea of three layers analysis from Defect Detection Prevention (DDP) [12].
It consists of three conceptual layers — asset, event, and treatment (as depicted in Fig.[2))
— to analyze the risk of uncertain events over organizations’ strategies. The asset layer
analyzes business objectives of the stakeholders and their realizations (i.e., processes
and artifacts), whereas the event layer captures uncertain events along their impacts
to the asset layer and the treatment layer models treatments to be adopted in order to
mitigate risks.

Definition 2. A GR model is a set of tuple (N', R, ), where:

— N is a set of nodes of three types: goals, tasks, resources, and events;

— R is represented as (Ny,...,N,) —— M, where Ny € N, M € (N UT), and
r is the type of the relation. N1, ..., N,, are called source nodes and M is the
target node. r consists of AND/OR-decomposition, contribution, and alleviation,
means-end, and needed—byﬁ;

- I C & x NN\ E) is a special type of relation, called impact relation. It relates
events (€ C N') with other constructs (N \ E) representing the severity of events
toward the asset layer.

% This is a new kind of relation that was not used in the original GR framework.
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Fig. 2. The Extended GR Model

Goals (depicted as ovals in Fig.2)) represent the objectives that actors intend to achieve.
Tasks (hexagons) are course of actions used to achieve goals or treat events. Tasks
might need resources (rectangles) during their execution or even produce resources.
To avoid confusion between tasks for achieving goals and tasks for mitigating risk,
from now on we name the former as tasks and the latter as treatments, respectively.
To model a situation where a task is a means to achieve the end-a goal, we adopt
the Tropos means-end relation (line arrow), and similarly for the task that pro-
duces a resource. So for example, the tasks entry loan application by agent (7y1)
and entry loan application by bank employment (T(2) are means to achieve the
goal receive application by hard-copy (Gy2). Moreover, either Ty; or Tpe pro-
duce the resource of loan documents (Rg5), which later might be used in other pro-
cesses.

To analyze BCP, a GR model needs also to capture assets dependencies. We intro-
duce the needed-by relation, adapted form the TDR model, to model a task that needs
a particular resource, a resource that needs another resource or a task that needs an-
other task. This type of relation is annotated with time, which represents the maximum
disruption period that is tolerable by dependent assets (we use minutes as default time
unit). For example, Secure desktop client for Loan Agent (Ry1) is needed by the
task Tp; (the time-dependency is 20 minutes) and R(; requires to access database
of loan applications (Ry4) (the time-dependency is 2 minutes). The disruption of Ry
will not result in the failure of Tj; for more than 20 minutes. For computing the MRT, a
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GR model @) uses the proposed reasoner in [§]] since we can develop the corresponding
TDR model (D) following the rules described in the Section 4l

The fulfillment of goals (also the execution of tasks and the provision of resources)
might be disrupted by the occurrence of uncertain events (pentagons). Here, an event
is characterized into two attributes: likelihood (\) and its consequences [IEI]E To sim-
plify the calculation the likelihood is represented in terms of the number of occurrences
within a specific period (in this framework, the time period is a year) judged by ex-
pertsfl For instance, if an expert judges that the likelihood of an event is 0.1, then it
implies that the event took place once in 10 years. To model consequences, we use the
impact relations (dash-line with hallow arrow).

Possible treatments are introduced in the treatment layers. They are aiming at miti-
gating risks (events with negative impact). Moreover, with the help of a CASE tool E,
analysts can define, which treatments should be adopted to achieve the acceptable risk
level.

3.3 Modeling Process

The modeling process of a GR model starts from the asset layer, which consists of
objectives, processes, and artifacts. We initially identify all business objectives (goals)
of stakeholders and then we refine them by iterative decompositions. For example, we
identify that stakeholders have two top-goals: receive loan application (Gy;) and
handle loan application (Gg4). Then, goal Gy, is OR-decomposed into receive
loan application by hard-copy (Gg2) or receive loan application electronically
(Gos). The refinement process continues until each leaf-goal is tangible, that is there
exists at least a task to fulfill it. As soon as analyst identifies the processes/tasks (the
operation level of the asset layer) that realize the business objectives, the modeling pro-
cess continues with the refinement of tasks using AND/OR decomposition. The process
stops when each leaf-task is an atomic activity that cannot be anymore broken down in
sub activities [10]. Finally, we analyze whether there are necessary artifacts/resources
(e.g., To1 requires Rp; ) to execute tasks (the artifact level of the asset layer). Some
of resources may require other resources (e.g., Rg; requires Rg4 ) or produced by the
execution of tasks (e.g., Tp; produces Ros ).

The fulfillment of business objectives might be disrupted by the occurrence of un-
certain external events. Essentially, in the event layer we identify negative events (i.e.,
threats, un/intentional events, incidents) that disrupt business objectives direct or indi-
rectly (by disrupting the supporting assets). For instance, the resource secure desktop
client for loan agent (Ry;) might be disrupted by the occurrence of virus outbreak
(Eo1). This event will cause 2 hours of unavailability for Rp; . Taxonomy-based ap-
proaches, such as Computer Program Flaws [15]], Faults [16], can be used to iden-
tify this class of events related to the software systems. For identifying events in other
domains (e.g., management, financial), analysts should conduct the interviews to the

3 In this paper, we consider only events with negative consequences (i.e., risks, threats, inci-
dents).

* The model allows us to represent the likelihood in terms of Probability Distribution Function
for a better result (i.e., precision), but it requires more complex mathematical computation.

Shttp://sesa.dit.unitn.it/sistar tool
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related stakeholders or the domain experts. However, the availability of resources is
not sufficient to guarantee the continuity of business objectives. There could be cir-
cumstances where the disruption is introduced from the process level. For example, the
task entry loan application by bank employee (Tj2) can be unavailable for 4 hours
because of the occurrence of event bank employee strike (Eys). To identify risks
at this level, we can use organizational-driven and again taxonomy-based [19]
approaches.

Suppose the bank intends, also, to satisfy the goal ensure loan repayment. This
objective can be realized in two different ways (processes): 1) assessing the credit
score and 2) underwrite the loan according to the credit score. Though, the bank is
able to carry on both processes to ensure the repayment of the loan, the risk of a eco-
nomic crisis may still disrupt the business objective. For this type of events, obstacle
approach [20]] can be used.

We recommend analysts to start the event identification process from the artifact level
and then move up to the process and objective level. In this manner, we prevent the spu-
rious identification of an event’s impact. For example, the event virus outbreak (Ey)
might be modeled to impact the goal receive loan application (Gg1). However, this
is not correct because actually Ey; obstructs Rp; that is used to fulfill Go; . In other
words, if an event disrupts a resource, then certainly it will also produce a similar effect
to tasks that use such a resource and consequently this will affect goals that the tasks
are supposed to satisfy. Conversely, in the case of the event economic crisis and the
goal repayment of the loan, the event does not obstruct any task or any resource that
are realized the goal. Identified events are refined using again decomposition relations
until all leaf-event are assessable.

Once the strategic and event layers have been analyzed, we identify and analyze
the countermeasures that might be adopted to mitigate risk in the treatment layer. To
mitigate risks, treatments can operate in two ways: reducing likelihood and/or reduc-
ing Time-Period of Disruption (TPD). To reduce the likelihood, we use the contribution
(depicted as line with filled-arrow) with the annotation ([—1, 0)) indicating the extent of
likelihood reduction. For instance, the treatment have employee union (TR(3) miti-
gates to 50% the likelihood of the event bank employee strike (E3). It is presumably
because the union may intermediate the conflict between employees and employers.
However, we use the alleviation relation (depicted as line with hallow-arrow) to capture
the mitigation of risk impact (in this context is the reduction of TPD). For instance, the
treatment have redundant database (TR(2) reduces 0.9 of the TPD caused by the
event database failure (Eg»).

Summing up, we have revisited the semantics of relations in the GR framework to
reason about business continuity. For instance, in [T1] the GR model cannot model the
time-dependency among the constructs. Moreover, a impact relation, initially, repre-
sents how much evidence (satisfaction and denial) is propagated to the asset layer once
an event occurs. To model “disruption”, we need to revisited the semantic of this rela-
tion. In this case, an impact relation depicts how long is the disruption once an event
occurs. By means of this model, ones can reason about the sufficiency of existing BCP,
in terms of RTO, to meet the MTPD. The following section, we present the analysis
supported by the model.
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4 Analysis Process

Once we have the extended GR model we can analyze the continuity of the business
objectives performing two different kinds of analysis.

— Treatments Analysis, intended to elicit all possible sets of treatments that are able to
mitigate the risk until the acceptable level. Analysts will choose the most adequate
mitigation to introduce following some criteria (e.g., additional costs, possible side-
effects).

— Cost-Benefit Analysis, aiming at identifying the most cost-effective treatments to
reduce the loss introduced by business discontinuity. This analysis is useful when
there is no possible set of treatments that is able to reduce the level of risk until the
acceptable level. In this case, analysts typically choose the most cost-effective set
of treatments.

Inputs for both analyses are:

1. A multi-layers model (e.g., Fig. 2l and Fig. d);

2. Acceptable risk, represented in terms of pairs Maximum Time Period of Disruption
(MTPD) and Maximum Likelihood (Max.)) of disruption for each top goal (e.g.,
MTPD(Gp1) = 60 minutes - Max.A\(Go1) =2, MTPD(Gp4) = 120 minutes-
Max.A(Gos)=2);

3. “Significant” business objectives, which are defined as top-level goals and other
subgoals that the stakeholders believe to be important for the organization. For each
of these goals, we specifies its utility for the organization (e.g., Utility(Go1) =80,
Utility(Goz) =50 );

4. Likelihood of events (e.g., A(Eo1) =12, A(Ep3)=3);

5. Treatments costs (e.g., Cost(TRo1)=200, C'ost(TRy2)=70).

Definition 3. For any given Multi-layers model (N',R,Z), we build a TDR model
(N, —), where:

— N is N in the asset layer;
— — is constructed from R((N1, ..., Nyp) —— M) where Ny, ...,N;, M € N in the
asset layer

N5 M, if v = needed-by’;
U N M, if ¥ = means-end \ M is a goal \ N is a task;
—=
= | M RN N, if r=means-end\M is a resource \N is a task;

Uiz1..n (Vi s M), if r = decomposition.

® We quantify the utility in the range [0, 100]. Conceptually, the notion of utility and value are
different as indicated in literature about expected utility and expected value [21]]. To assess the
utility of an asset, one can assess it by summing up all the values generated by the assets. For
instance, a server may have a value not more than 10000, but it may have utility much more
beyond its value.
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Compare Fig.[[land Fig.2lto have an idea of the correspondence between a TDR model
and an Extended GR model. Given a TDR model (N, —), for each n € N, the MRT
(mrt(n)) is calculated as follow [[8]]:

MTPD,, if N is a top-goal;
mri(n) =

min{mrt(m) + t)jn —— m}, otherwise.

4.1 Treatment Analysis

Treatments analysis is represented step-by-step in Fig. (Step 1) Risks — likelihood
and consequences — of events are propagated throughout the model. (Step 2) We eval-
uate whether it is possible to satisfy all top goals with a risk under given values. This
is done looking at how much the likelihood of top-goals and how long for they will
be disrupted. If the risk is unacceptable (Step 3), then we refine the model introducing
treatments. In this framework, we adopt the algorithm Find Treatments proposed in [9]
to identify the necessary treatments. Essentially, the algorithm is an adaptation of the
greedy search algorithm [22] that aims at suppressing the increase of costs because of
new treatments. If the TPD of top-goals is not acceptable (TPD greater than MDTP),
then the algorithm will propose treatments connected by alleviation relations. If the
TPD is equal to MTPD, then it is acceptable if it occurs less-or-equal than Max.\, oth-
erwise the algorithm will propose the treatments connected by contribution relations to
the event layer (Step 4). Notice in the worst case, this process will explore all possible
subsets of treatments (i.e., 2V (treatments) _ 1) which hardly will happen in practice. Fi-
nally, we possibly obtain different solutions (a solution consists of several treatments)
that satisfy the acceptable risk and cost, and then we decide on the bases of criteria such
as cost, stakeholders’ preference, company culture, etc. which solution to implement.

4.2 Cost-Benefit Analysis

Cost-benefit analysis is useful when analysts cannot find any possible composition of
treatments to mitigate the risk until the acceptable level. This analysis is aiming at

7t is the time-dependency in a needed-by relation.
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finding the most advantageous (i.e., cost effective) solution. The notion of advantageous
(ADV) is represented in terms of the ratio between benefit and cost (T)) ﬁ, while benefit
is modeled as an inverse function of the loss expectancy - LE -(2J[].

1
ADV(S) = 3 LE(G) x Cost(S) W

Gesignificant-goals

LE(G) = [MG) — Maz.\(G)] x Utility(G) x [TPD(G) — MTPD(G)] (2)

Essentially, the loss is introduced when the TPD is greater than MTPD and it happens
more often than Max.\. In this framework, the loss expectancy is calculated as multipli-
cation of the likelihood distance, the utility of the goal, and the overhead of disruption
period.

The overall process of cost-benefit analysis is depicted in Fig. (Step 1) a set of
treatments is selected, and the loss expectancy of every significant goals and the total
cost are calculated to obtain the ADV (Step 2). This process continues exploring every
possible combination of treatments (Step 3). Moreover, the notion of cost-benefit might
be enriched by considering other factors (e.g., time of implementation, intangible val-
ues) besides only loss-expectancy and cost. Notice this process is an exhaustive process
that requires to explore all possible subset of treatments. However, some optimization
can be taken to reduce the possible search space. For instance, the algorithm records
the most cost-effective solution ignoring the branch of search space, which is less ben-
eficial than the recorded solution. Finally, (Step 4) the result of this process is only a
solution that theoretically, based on the equation (), is the most cost-effective solution.
Typically, this type of solution would be easy to get an approval by the stakeholders
because it proposes the set of treatments, which is the most cost-effective. Moreover,
this analysis can be used, in conjunction with the treatment analysis, to evaluate among
proposed solutions.

5 Validation through an Example in Large

To evaluate our approach and its implementation, we ran a number of experiments with
the Loan Origination Process case study thatis a simplification of SERENITY e-Business
scenario [23]. Asillustrated in Fig.[] let consider two top goals for the bank: receive loan
application (Gy1) and handle loan application (Gg.). Suppose stakeholders expressed
their acceptable risks (i.e., MTPD, Max.)) for the two goals as indicate in Table[Il For a
given MTPD, we compute the MRT of every asset (indicated as the number at upper-left
every constructs in Fig.H) required to satisfy the MTPD. Suppose also, stakeholders argue
about the importance of subgoal Gy. , that can endanger the image of the organization
in case it will not be satisfied (even if Gy; is satisfied). We quantified the Gyo utility
as 50, which is slightly lesser than the utility for Go1 (Utility(Go1)=80). Differently,
goal Goyg Utility(Gos) =40 ) results being less important than Go; and Goo since its
failure will not be visible outside of the organization.

8 Analysts must adopt at least a treatment to mitigate risk and therefore the C'ost cannot be 0.
% The function “[z]” never results a value lower than 0. E.g., [5] = 5, [-2] = 0, [-0.002] = 0.
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Fig. 4. The Model for Assessing the BCP of Loan Originating P

Table 1. The Inputs of Top Goals and “Significant” Goals

Regularly

R13-Loan
Contract

E06-Miss
Assessment by In-
house Actuaries

rocess

80

Goals [MTPD(G)|Max. A(G)| Utility(G)
GO1 Receive Loan Application 60 2
GO04 Handle Loan Application 120 2

40

GO02 Receive Loan App. by Hard-Copy

50

Given these inputs, in Table 8] we see how risks disrupt the busine

ss continuity. For

instance, Rp; should have at most 2 times of 80 minutes of disruption (MRT) in one
year. Unfortunately, the impact of Ep; results in 12 times of 2 hours disruption, which
is unacceptable. However, the assets of To2 , Tog , Tops are not at risk because either

they occurs less than 2 times a year or their disruption is less than their

MRT. To mitigate

such risk, treatment analysis enumerates 81 possible solutions (i.e., sets of treatments)
that can satisfy the stakeholders’ inputs. For the sake of simplicity, we concentrate only

on five of them, namely S; — S5 as indicated in Table 2

From Table[3l we can observe that the MRT of Ryg is 80 minutes for 2 times/year.
However, with S5 the event Eys is mitigated into 2 hours for 2 times/year to Ry ,
which is acceptable by the stakeholders because the likelihood of the disruption is not
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Table 2. Total Cost of Possible Treatments

Treatment \Cost\ S1 \ So \ Ss \ Sa \ Ss
TRO1 Have Premium Service with AV company|200| X X | X
TRO2 Have Redundant Database SO X | XX [X|X
TRO3 Have Employee Union 100
TRO4 Locate The Agents’ Clients in the VPN | 90 X | X
TROS5 Employ Intrusion Detection System 30 | X X X
TRO6 Have Firewall 10 X X | X
TRO7 Train In-house Actuaries Regularly 70X |X|X[X]|X
TRO8 Recheck with National ID Service 40

Total Cost [350[220[240[330]360

Table 3. Risks in The LOP scenario Initial and After Treatments Adoption

Event-Src |Target| MRT| Init | S1 | Sz | S3 | Sa | Ss
EO1 Virus Outbreak ROI |2-80°[ 12-2h | 12-30" | 1.2-2h | 1.2-2h | 12-30" | 1.2-30’
E02 Database Failure RO4 |2-72’| 10-3h | 10-18" | 10-18" | 10-18" | 10-18" | 10-18’
E03 Bank Employee Strike TO2 | 2-1h | 2-4h 2-4h 2-4h 2-4h 2-4h 2-4h
E03 Bank Employee Strike TO9 |2-2h| 2-5h | 2-5h 2-5h 2-5h 2-5h 2-5h
E04 Fraudulent ID Credential TO6 |2-2h (24-307| 24-30" | 24-30" | 24-30" | 24-30" | 24-30°
EO05 DoS Attack to Doc. Server RO6 |2-80’|20-2h | 20-72" | 2-2h | 20-72° | 2-2h | 2-72°
E06 Miss Ass. In-house Actuaries| TO9 |2-2h | 4-3h |1.2-1.5h|1.2-1.5h|1.2-1.5h|1.2-1.5h|1.2-1.5h

Total Cost [ 350 | 220 | 240 | 330 | 360 |

exceeded. However, S5, which includes treatment 7TR(s , results in 72 minutes for 2
times/year. It implies the business is never discontinued because the 7Rgs; can be re-
covered before the disruption appears in the business level. Each solution has a different
cost and also a different impact on the reduction of risk, as presented in Table[3l Notice
that all solutions (S; — S5) produce an acceptable level of risk, but So results being
the cheapest solution. However, S5 can be also a good candidate since it can reduce,
further, the outage-period of Rpg from 2 hours to 72 minutes with only a bit higher
cost. Decision about S5 or S5 is now responsibility of analysts, they have to evaluate
what is better for the organization.

To show the cost-benefit analysis, we suppose now that stakeholders are more risk
averse than in the previous case. MTPD for goals Gy; and G4 are reduced to 2 and
50 minutes, respectively. Consequently, the new MTPD will results in shorter MRT for
each asset. Unfortunately, in this case there is no possible combination of treatments
that can reduce the risk until the acceptable level. In this situation, the analyst might
simply ignore this fact and accept the risk per se, or consider to adopt the the most
beneficial solution.

Notice in Table 3] the asset of Tpe and Tpg results in an acceptable disruption
because it happens only twice a year. Though in this setting the MRT of Tys is much
smaller (e.g., M RT(Tos) = 50’), the recovery time of Tyg is much smaller (i.e., 30)
therefore T(s cannot caused unacceptable disruption. Conversely, with Sy the system
still suffers 12 times/year an outage of 30 minutes for Rp; where the MRT of Ry
is 22 minutes. In other words, the system is discontinued for 8 minutes, 12 times/year
(see Table M for the complete ones). Consequently, these outages will introduce a loss
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Table 4. ADV of Possible Treatments in the LOP scenario

S1 So Ss3 o Ss
Disruption after Treatments

RO1 12-8’ 12-8

RO4 10-4 | 10-4’ | 104 | 10-4* | 10-4
RO6 20-7 20-7

Results
Cost 350 | 220 | 240 | 330 | 360
LE 21920 | 4800 | 10400 [16320| 4800
ADV (in 1077) 1.30344(9.4697|4.00641|1.8568|5.78704

(expectancy) for Go1, Go2 ,and Gy, , as define in equation (2)). For instance, in Table[d]
the resulting loss expectancy for S7 is 21920 with a cost of 350. Looking at the table,
Ss results the most cost-effective solution, the lowest level of LE and the cheapest cost.
To summing up, this section has presented how this approach works in two settings:
1) resulting a set of countermeasures that need to be introduced to ensure the business
continuity of an organization and 2) to find the most cost-effective set of treatments to
maintain the business continuity. This approach does not require very precise inputs (e.g.,
likelihood, time-dependency, etc.). However, we recommend to analysts to use the worst
possible scenarios while assessing the inputs, though it means “overshooting risks”.

6 Related Work

KAOS [20124]], a goal-oriented requirements engineering methodology, has been pro-
posed aiming at identifying not only what and how aspect of goals but also why, who,
and when. Moreover, KAOS introduces also the concept of obstacles and anti-
goal [24], which can be seen as boundaries in goal analysis. Those two concepts can be
used to identify the top-events that may threaten the asset layer of a GR model. More-
over, the refinement of obstacles and anti-goals are compatible of the decomposition of
an event.

Liu et al. propose a methodological framework for security requirements anal-
ysis based on i*. They use the NFR framework [26] to support the formal analysis of
threats, vulnerabilities, and countermeasures. This framework captures more details of
a malicious events occurs by identifying who is the attacker, what are the vulnerabil-
ities, and what countermeasures should be taken. In our work, we do not distinguish
between a disruption due to malicious or non-malicious intents.

Moreover, the works, namely Fault Tree Analysis (FTA) or attack tree [28],
have similar representation with events in the multi-layer model. Those works capture
and analyze the events that may harm the system. Therefore, ones may replace the
event layer with those works because of familiarity reason. Notice, those works require
objective-quantitative data that can be obtained by recording past experiences.

Approaches like Multi-Attribute Risk Assessment (MARA) [29] can improve the
risk assessment process by considering multi-attributes. Many factors like reliable,
available, safety and confidentiality can result critical for a system and each of them
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has its own risk value. This introduces the need for the analyst to find the right trade-off
among these factors. In this work, we only assess the recoverability property that is part
of the availability. Our results in assessing the recoverability of the system can be useful
as one of the input to perform MARA.

Electronic Data Processor (EDP) Audit shares many commonalities with the work in
Business Continuity Management. Essentially, the EDP Audit is mirror the activity of
business audit [30]. It is a process collecting evidence to determine whether IS systems
protect assets, maintain the data integrity, achieve the goals of organization effectively,
and consume resources efficiently [31]]. To achieve this end, auditors should ensure
that the EDP contingency plan is sufficient and has been in place. In this domain, our
framework may assist the auditors to analyze the sufficiency of the plan (i.e., RTO).

Finally, approaches on business process modeling, such as Business Process Mod-
eling Notation [32]], declarative business process [33]], might be useful to structure the
process level of the asset layer. It is useful to improve the precision of inter-dependency
analysis among assets.

7 Concluding Remarks

In this paper, we have presented a comprehensive framework to analyze the business
continuity of an organization. The framework models all levels of assets (e.g., objective,
process, and artifact) that may be involved in the continuity of the business. In order to
guarantee the continuity of business under uncertainty (e.g., incidents, attacks, human-
errors, hardware-failures), we need to introduce a set of treatments to mitigate risks.
The proposed framework, allows the analysts to explore and analyze all possible sets
of treatments that can be introduced to mitigate the risk (severity or likelihood) of these
events. Moreover, the framework also proposes cost-benefit analysis that allows the
analyst to select the most cost-effective treatments.

As future work, we intend to introduce more precise description of processes and
artifacts in the asset layer by means of more expressive languages (e.g., BPMN, ADL).
Moreover, we plan to do more works in order to increase the accuracy of the BCP
assessment and its usability. We also intend extending the analysis to a multi-actor
environment, where an actor may depend on other actors and they may dis/trust each
other. It is also interesting to explore BCP in organization where business objectives
and activities are outsourced to other parties.

However, we are aware that the continuity/recoverability problem is only one issue of
a critical system (i.e., security and dependability properties). Therefore, the continuity
of a business is necessary for a secure and dependable system but it is not sufficient.
There are other issues, such as confidentiality, that may compromise the system though
the continuity of business is still guaranteed.
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Abstract. Resource management has been recognised as an important topic for
the execution of business processes since long time ago. Yet, most exiting
works on resource allocation have not paid enough attentions to process charac-
teristics, such as structural and task dependencies. Furthermore, no effort has
been made on optimising resource allocation by improving business processes.
To address this issue, we propose an approach that optimises the use of re-
sources in an enterprise by exploring the structural features of a business proc-
ess and adapting the structures of the business process to better fit the resources
available in the enterprise. After a motivating example, we describe a role-
based business process model for resource allocation. Then we present strate-
gies for resource allocation optimisation and discuss the relationship between
resource allocation and business process improvement. A set of heuristic rules
are discussed and algorithms based on these rules are designed for optimising
resource allocation with a particular optimisation goal.

1 Introduction

Business Process Management (BPM) is aimed to investigate how to help enterprises
improve their business processes, and thereby enable enterprises to achieve their
business goals with lower cost, shorter time and better quality. Nowadays business
process management systems [11] have been widely used in many business scenarios.
Because the execution of business processes depends on the available resources, the
performance of a business process is subject to the degree of match between the given
resources and the structure of the business process. When the structure of a business
process is fixed, the business process performance, in terms of cost and time, may
vary greatly with different resource allocation plans. To this end, several works have
addressed the impact of business process structures on resource management [2, 4, 8].
Other works [7, 16, 17] have discussed the process evolvement according to the
changing user requirements, yet few have taken resources factors into consideration.
We reckon that resource allocation and business process impact on each other.
Structures of business process set a constraint on how resources are allocated to
tasks due to the dependency. However, it is possible that a business process is not

M. Dumas, M. Reichert, and M.-C. Shan (Eds.): BPM 2008, LNCS 5240, pp. 228 2008.
© Springer-Verlag Berlin Heidelberg 2008
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well-defined, and as a result the resources may not be utilised optimally to reach cer-
tain business goal. It is desired that the structure of a business process is improved so
that resources can be utilised in a more optimal way. However, as far as we know, no
work has discussed this kind of improvement. In this paper, we collectively discuss
the problems of resource allocation optimisation for business processes, and resource
oriented business process improvement.

To incorporate the resource allocation into business process improvement, this pa-
per proposes a role-based business process model to specify the relationship between
business processes, tasks, roles and resources. Based on this model, a comprehensive
framework is established to pre-analyse and optimise the resource allocation and
business process improvement, and thereby adapt the two to the best match. The con-
tribution of this paper to current business process improvement and resource alloca-
tion lies in the following aspects:

e Enable the pre-analysis on resource allocation and utilisation before the execu-
tion of business processes, and therefore be able to check if some resource allo-
cation requirements can be satisfied;

e Enable the business process structure change to better optimising resource allo-
cation;

e Develop algorithms for allocating resources to a business process with a particu-
lar optimisation criterion for achieving minimal cost with a certain time con-
straint.

The remainder of this paper is organised as follows: Section 2 discusses our prob-
lem for collectively optimising resource allocation and improving business processes
with a motivating example; Section 3 introduces a role based business process model,
which defines the related notions for resource allocation, and the relationship among
these notions; Two algorithms for resource allocation optimisation and resource ori-
ented business process improvement are presented in Section 4; Section 5 reviews the
work related to our approach, and discusses the advantages of our approach; Lastly,
Concluding remarks are given in Section 6.

2 Motivating Example

We use an example to illustrate the problem that we are tackling in this paper. Figure
1 shows a business process with eight tasks and four gateways. Assume that the set of
resources used for this business process are given in Table 1 and are classified accord-
ing to roles. The cost for each role is also shown in the table. A role describes the
capability of its resources for performing certain tasks. For each task, the roles that

Fig. 1. Business process structure
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Table 1. Resource classification

0 Cost Resource
) $50/hr Si, Sia
r $25/hr 5n

I3 $40/hr 831, 32
T4 $20/hr Sy

rs $25/hr S5

Table 2. Capabilities of roles

ask
Role 131 5] 3 Iy Is 13 7] Is
r 2hr 2hr 1hr
r 3hr 1.5hr
r lhr 2hr 2hr
T4 2hr 2.5hr
rs 3hr 2hr 3hr

are capable of performing it are shown is Table 2. The time for a role to perform a
task is also indicated in the table. For example, Resources s31 and s32 can perform
role r3 at the cost of $40 per hour. Task #, can be performed by resources of role r/
and role 74 in 2 hours and 2.5 hours, respectively

Time and cost are two criteria to evaluate the performance of business process. As-
sume resources are allocated as Figure 2(a). The time required is 7 hours, and mean-
while the expense is $537.5. In the situation of allocation as Figure 2(b), the cost is
reduced to $455, while the execution time is increased to 9.5 hours. In reality, an
enterprise always has a time constraint on a production business process such that the
processing time is no more than a deadline. Therefore, the resource allocation is con-
sidered to be optimised when the expense is low but the time constraint can be satis-
fied. In this example, we assume the deadline is 7.5 hours. An optimised resource
allocation for this scenario is shown in Figure 2(c) where the expense is 487.5$ and
time is 7.5 hours which just satisfies the time constraint. Compared with Figure 2(c),
the allocation in Figure 2(a) is worse because it is more expensive, even though both
of them can satisfy time constraint; the allocation in Figure 2(b) is less expensive,
however, it violates the time constraint and hence not usable. Therefore, in order to
improve the performance of this business process, resources are expected to be allo-
cated as Figure 2(c) under the time constraint.

However, sometimes the structure of business process may prevent resources from
being allocated in the optimised way. For instance, if the time constraint is 11.5 hours,
Figure 2(b) is the optimised allocation pattern under the business process structure.
However, because the limit of time is rather long, ¢, and 7, can be done in sequential
order rather than parallel order. In other words, the business process can be changed
to a new business process as shown in Figure 3. If we choose to allocate resources as
shown in Figure 2(d), we can achieve an expense of $457.5, which is less than that in
Figure 2(b), and the time is 11.5 hours thereby satisfy the time constraint. Therefore
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Task Resource Task Resource Task Resource Task Resource
9] S12 I S2 1 Si2 t S2
t S2 2] 831 t S2 7] S2
t; Sy t Sy 15 Sy t Sy
ly 812 7] Sq ty S4 1y Sq
Is S31 Ls 832 Is $32 Is 832
ts Ss ts S5 ts S ts Ss
t; Si1 ty S1 t; Si1 t S11
ls S31 ls Ss ls S31 Is Ss
(a) (b) (c) )

Fig. 2. Resource allocation

Fig. 3. Changed business process structure

based on the time requirement and available resources, business process redesign may
contribute to improve the performance of business process through enabling resource
to be allocated in a more optimised way.

From this example, we know that given a set of available resources, optimised re-
source allocation is based on the structure of business process and the requirements on
the business process. Furthermore, a business process can be improved for the pur-
pose of optimising resource allocation. In summary, we expect that the following
requirements will be met in our resource allocation scheme:

o [t should take into account the structural characteristics of a business process.
The structural constraints and dependencies defined in a business process must
be followed in resource allocation.

e [t should guarantee the resource allocated with minimal expense within a given
period.

e When necessary, a business process may be improved for better optimising re-
source allocation.

3 Role-Based Business Process Model

In this section, a model comprising the definitions for resources, roles, tasks and busi-
ness processes is introduced to describe the relationships among these notions that
will be used in resource allocation and business process improvement.
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Definition 1 (Resource). A resource s denotes an available unit for executing a task.
In real cases, a resource can be a human, a machine or a computer. In this model, a
resource has an attribute of role:

— Role indicates which group this resource is belonged to according to its position. In
this model a resource can have only one role to perform, yet a role may include
multiple resources.

Definition 2 (Role). A role r denotes a class of resources that own the same capabil-

ity. In order to simplify resource allocation, we further assume that resources with the

same role have the same cost. Therefore role has an attribute of cost.

— Cost denotes the monetary cost a resource of role r is chosen to perform a task.
Cost in this model is valued by the hourly pay of the role.

A role is ‘an abstraction to define the relationship between a set of resources and the
capabilities of resources’ [2]. The resources belonging to role » may be capable to
perform several tasks, where function capable(r, t) depicts such mapping relation-
ships. When resource s is capable of performing ¢, capable(s, 1) is true. Therefore we
have

capable(r, t) && r = role(s) — capable (s, 1)

Definition 3 (Task). A task 7 is a logical unit of work that is carried out by a resource.

A task has an attribute of role:

— role defines what kind of resources can perform this task. In other words, a task
can be performed by resources that can match the role attribute of task. In this
model, one task can have many roles, so each task has a none-empty role set R:{r}.

Execution time, associated with a role r and a task ¢, specifies the duration required
for r to execute ¢. We denote this by a function time(r, #). When resource s of role r is
used to execute task ¢, time can be returned by function time(s, 7).

Definition 4 (Business process). A business process represents a series of linked
tasks, which collectively describe the procedure how a business goal is achieved. The
structure of a business process p can be modelled as an directed acyclic graph in the
form of P(T, E, G, type, v, v,), Where

() T={t,1,...,t,}, ;e T (1 <i<n)represents a task in the business process frag-
ment;

2) G={g:, 8 ---» &n}> &€G (1 <i<m) represents a gateway in the business process
fragment;

(3) Eis a set of directed edges. Each edge e = (v, v,) € E corresponds to the control
dependency between vertex v; and v,, where v;, v, € TU Gy
(4) For each ve T U G, ind(v) and outd(v) define the number of edges which take v
as terminating and starting nodes respectively.
(5) type: G — Type is a mapping function, where Type = { And-Join, And-Split, Or-
Join, Or-Split }. Therefore,
If type(g) = “And-Split” or “Or-Split” then ind(g) = 1, outd(g) > 1;
If type(g) = “And-Join” or “Or-Join” then ind(g) > 1, outd(g) = 1.
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(6) vy is the starting node of the business process fragment, which satisfies that vie T
U G and ind(vy) = 0;

(7) v, is the terminating node of the business process p, which satisfies that vie T U
G and outd(v,) = 0;

Q) Y veT\{v,v,}, indv)=outdv) = 1.
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Fig. 4. Business process model

Figure 4 illustrates the relationships among these definitions for resource allocation
purposes. A business process consists of a set of tasks and gateways. Each resource
performs as one role, and one role may represent multiple resources. Any task can be
executed by a set of roles, and a role may be capable of executing many tasks. When
allocating resources to tasks, the allocation is subject to the dependency due to the
structure of the process and the roles of resources. Cost is an attribute of a role, and it
denotes the money that the enterprise has to pay for resources of that role when they
are allocated to execute tasks. Time for a task to be executed is determined by which
role is assigned to perform this task.

4 Resource Allocation and Business Process Improvement

As explained in the motivating example, we set the cost and time as the resource
allocation optimisation criteria for the discussion in this paper. In this section, we first
discuss the set of basic rules that follow the optimisation criteria. Then we describe
the main data structures used for resource allocation. The main steps of our optimisa-
tion algorithms are highlighted afterward. Finally, we present two strategies and cor-
responding algorithms for resource allocation and business process improvement.

4.1 Basic Rules

As the resource allocation problem is to search for a resource allocation scheme that
meets the requirements on cost and time. This searching process has to comply with
the following rules:
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Rule 1. One resource can only serve for one task at one time. When this rule is vio-
lated, we call it resource allocation conflict at the task.

Rule 2. The overall execution time of a business process is not allowed to exceed the
time limit. If this rule is violated, resources will be required to be reallocated for
shortening the process time.

Rule 3. Whenever possible, the expense for executing a business process should be
minimal.

In fact, Rule 3 is our optimisation objective while Rule 1 and Rule 2 are the con-
straints for achieving the objective. In other words, Rule 3 is applicable under the
condition that Rule 1 and Rule 2 cannot be violated.

4.2 Data Structure

In Section 2, we introduced two tables for a business process p, the role table shown
in Table 1 and the capability table shown in Table 2. For describing our resource
allocation algorithms, we also require other two data structures: an allocation table
and a path table.

An allocation table is used to record the allocation information for each task in a
business process in the format of the following table.

‘ Task(t) ‘ Role(r) ‘ Resource(s) ‘Start Time(st) ‘End Time(et) ‘

When a task is allocated with a resource, the allocation table will be appended with a
new record, where (1) “Task” ¢ denotes the name of task; (2) “Role” r denotes the role
that is selected for performing; (3) “Resource” s of role r is the specific resource that
is assigned to execute #; (4) “Start Time” st is the starting time of ¢ to be executed; (5)
“End Time” et is the time ¢ finishes. It is computed as et = st + time(t, s), where time(t,
s) denotes the time that resource s needs to execute task z.

A path table records the information of all paths from the start node v, to end node
v, on business process p.

| Path(i) | TaskSet(ts) |  Time(tm) |

In the path table, “Path” i denotes the path number of this path. “TaskSet” ts records
the set of tasks belonging to path i. “Time” t denotes the total time required to execute
all the tasks in ts. Note, a task in business process p may appear in more than one
path.

4.3 Resource Allocation Steps

As the cost and time for executing a task are unknown until it is allocated with actual
resource, the analysis on the business process performance is inevitably involved with
resource allocation. Resource allocation to tasks will be done in such an optimised
way that cost is minimal while satisfying time constraint.

According to the rules introduced in Section 4.1, optimised resource allocation for
business process is carried out by the following three steps:
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(1) A basic allocation strategy will be applied to searching for a resource allocation
satisfying Rule 3 and Rule 1, which aims the minimal expense for executing a busi-
ness process with balanced allocation for all paths. Surely, no resource is allocated to
more than one task at any time.

(2) In case that the allocation scheme in Step (1) violates Rule 2, an adjustment
strategy will be applied to shorten the execution time by re-allocating resources until
time constraint is satisfied;

(3) In case that the time is less than the limit from Step (1) or Step (2), according to
Rule3, the adjustment strategy will be applied to do the resource oriented business
process improvement in order to achieve a lower expense while maintaining the time
constraint to be satisfied.

Step (1) will be discussed in Section 4.4, and Section 4.5 introduces how Step (2)
and Step (3) are carried out.

4.4 Basic Allocation Strategy

In the first step, we introduce the basic resource allocation strategy. The goal of this
basic strategy is first to minimise the overall expense without considering the time
limit. This strategy is achieved by two steps: Firstly, each task is allocated with a role
which makes the expense to be minimal, and allocation table is updated according to
the resource allocations. However, due to the characteristic of business process struc-
ture, it is possible that a role is over-allocated in such a way that at a time, a resource
is allocated to perform more than one task, and hence allocation conflict is made and
Rule 1 is not satisfied. Therefore the second step is used to handle allocation conflicts
through reallocation. In this procedure, overall expense is aimed to be minimal. Also,
in order to improve efficiency, for the routings in parallel or selective blocks, bal-
anced time is preferred for the allocation of different paths.

The basic resource allocation strategy is shown in Algorithm 1. Lines 1-3 initialise
several variables ntbp for nodes to be processed, pd for processed nodes and pathT for
storing all paths of the business process p. The function genPathTable(p) generates
the path table for p with time for each path set to 0. Lines 4-17 are the loop for proc-
essing one node of the graph for p, starting from v, to v,. Function getNextNode(ntbp)
(Line 5) finds the next node v in ntbp such that v cannot be processed before its
predecessor nodes. For a task node v (Line 6), function bestRole (v) (Line 7) returns
the role of minimal expense to execute v. A heuristic rule is used here: if two roles are
capable to execute task v at same expense and one can only be assigned to v, then this
role is selected. Function allocRes(r) (Line 8) assigns a resource s for r. When a re-
source of role r is allocated v, the one that is available to perform v is selected. Lines
9-10 calculate the maximum ending time tm for all paths involving v as a node. When
all the required information is ready, function alloc(t, r, s, st, et) adds a new record
into the allocation table allocT. Line 11 resets the ending time for all paths for v. After
that, for either a task node or a gateway node, the successor nodes of v will be added
to ntbp, and v is removed from ntbp and added to pd (Lines 14-16).

To this point, each task has been allocated with a resource that is least expensive
for executing the task. However, we need to check and see if Rule 1 is violated. If so,
we have to change resources for the task at which the allocation conflict occurs. This
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is achieved by calling the function conflictProc(allocT, 0, p) to check the allocation
starting from the beginning of the business process (Line 18).

Input: p — a businegs process
' roleT —  the associated role table for p;
capaT — the capability table for p.
Output: allocT —  the result allocation table.
1 ntbp = { vs }; // initial value of nodes to be processed
2 pd = O, // set for processed nodes
3 pathT = genPathTable(p);
4 while (ntbp # O)
5 v = getNextNode(ntbp); // get v such that pred(v)epd or pred(vy=2
6 if (veP.T) then
7 r = bestRole(v);
8 s = allocRes(r);
9 pts = paths(v); // find all paths that involve v
10 tm = max {pts[i].time}; // maximum time for all paths in pts
11 alloc(v, r, s, tm, tm+time(r, v))—>allocT;
12 for each pt in pts do pt.time += time(r, v) end for;
13 end if
14 ntbp = ntbp U succ(v);
15 ntbp = ntbp \ {v};
16 pd=pdu {v};
17 end while
18 call conflictProc(allocT, 0, p);
19 return allocT;

Algorithm 1. Basic allocation

Algorithm 2 is a function for resolving resource allocation conflicts. Conflict-
Proc(allocT, t, p) is to check conflict for tasks started after time ¢ in the order they
appear in p. When a task v is checked, if conflicts exist, all conflicts involving this
task are handled. When there is only one task v; conflict with v, and they are in the
same nearest And block, three approaches can be made: reallocation on v, or on v;, or
change the structure. The longest path (the path with the most overall executing time
from the starting node to the terminating node) processing time in three cases are
computed respectively and compared. Process is changed when its processing time is
no less than other cases. Otherwise, resource is reallocated at the task which leads to
minimal overall processing time. The resource that increase minimal expense but does
not increase time is preferred. If there are multiple conflicts, each of them will be
handled until there is no task conflict