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Preface 

This book contains the proceedings of the 5th International Conference on Trust, 
Privacy and Security in Digital Business (TrustBus 2008), held in Turin, Italy on 4–5 
September 2008. Previous events in the TrustBus series were held in Zaragoza, Spain 
(2004), Copenhagen, Denmark (2005), Krakow, Poland (2006), and Regensburg, 
Germany (2007). TrustBus 2008 brought together academic researchers and industrial 
developers to discuss the state of the art in technology for establishing trust, privacy 
and security in digital business. We thank the attendees for coming to Turin to partici-
pate and debate upon the latest advances in this area. 

The conference program included one keynote presentation and six technical paper 
sessions. The keynote speech was delivered by Andreas Pfitzmann from the Technical 
University of Dresden, Germany, on the topic of “Biometrics – How to Put to Use and 
How Not at All”. The reviewed paper sessions covered a broad range of topics, in-
cluding trust and reputation systems, security policies and identity management, pri-
vacy, intrusion detection and authentication, authorization and access control. Each of 
the submitted papers was assigned to five referees for review. The program committee 
ultimately accepted 18 papers for inclusion in the proceedings.  

We would like to express our thanks to the various people who assisted us in orga-
nizing the event and formulating the program. We are very grateful to the program 
committee members and the external reviewers for their timely and thorough reviews 
of the papers. Thanks are also due to the DEXA organizing committee for supporting 
our event, and in particular to Gabriela Wagner for her assistance and support with the 
administrative aspects.  

Finally we would like to thank all the authors that submitted papers for the event, 
and contributed to an interesting set of conference proceedings. 
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Biometrics –

How to Put to Use and How Not at All?

Andreas Pfitzmann

TU Dresden, Faculty of Computer Science, 01062 Dresden, Germany
Andreas.Pfitzmann@tu-dresden.de

Abstract. After a short introduction to biometrics w.r.t. IT security,
we derive conclusions on how biometrics should be put to use and how
not at all. In particular, we show how to handle security problems of
biometrics and how to handle security and privacy problems caused by
biometrics in an appropriate way. The main conclusion is that biometrics
should be used between human being and his/her personal devices only.

1 Introduction

Biometrics is advocated as the solution to admission control nowadays. But
what can biometrics achieve, what not, which side effects do biometrics cause
and which challenges in system design do emerge?

1.1 What Is Biometrics?

Measuring physiological or behavioral characteristics of persons is called biomet-
rics. Measures include the physiological characteristics

– (shape of) face,
– facial thermograms,
– fingerprint,
– hand geometry,
– vein patterns of the retina,
– patterns of the iris, and
– DNA

and the behavioral characteristics

– dynamics of handwriting (e.g., handwritten signatures),
– voice print, and
– gait.

One might make a distinction whether the person whose physiological or behav-
ioral characteristics are measured has to participate explicitly (active biomet-
rics), so (s)he gets to know that a measurement takes place, or whether his/her
explicit participation is not necessary (passive biometrics), so (s)he might not
notice that a measurement takes place.

S.M. Furnell, S.K. Katsikas, and A. Lioy (Eds.): TrustBus 2008, LNCS 5185, pp. 1–7, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 A. Pfitzmann

1.2 Biometrics for What Purpose?

Physiological or behavioral characteristics are measured and compared with ref-
erence values to

Authenticate (Is this the person (s)he claims to be?), or even to
Identify (Who is this person?).

Both decision problems are the more difficult the larger the set of persons of
which individual persons have to be authenticated or even identified. Particularly
in the case of identification, the precision of the decision degrades with the
number of possible persons drastically.

2 Security Problems of Biometrics

As with all decision problems, biometric authentication/identification may pro-
duce two kinds of errors [1]:

False nonmatch rate: Persons are wrongly not authenticated or wrongly not
identified.

False match rate: Persons are wrongly authenticated or wrongly identified.

False nonmatch rate and false match rate can be traded off by adjusting the
decision threshold. Practical experience has shown that only one error rate can
be kept reasonably small – at the price of a unreasonably high error rate for the
other type.

A biometric technique is more secure for a certain application area than an-
other biometric technique if both error types occur more rarely. It is possible to
adapt the threshold of similarity tests used in biometrics to various application
areas. But if only one of the two error rates should be minimized to a level that
can be provided by well managed authentication and identification systems that
are based on people’s knowledge (e.g., passphrase) or possession (e.g., chip card),
today’s biometric techniques can only provide an unacceptably high error rate
for the other error rate.

Since more than two decades we hear announcements that biometric research
will change this within two years or within four years at the latest. In the mean-
time, I doubt whether such a biometric technique exists, if the additional features
promised by advocates of biometrics shall be provided as well:

– user-friendliness, which limits the quality of data available to pattern recog-
nition, and

– acceptable cost despite possible attackers who profit from technical progress
as well (see below).

In addition to this decision problem being an inherent security problem of bio-
metrics, the implementation of biometric authentication/identification has to en-
sure that the biometric data come from the person at the time of verification and
are neither replayed in time nor relayed in space [2]. This may be more difficult
than it sounds, but it is a common problem of all authentication/identification
mechanisms.
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3 Security Problems Caused by Biometrics

Biometrics does not only have the security problems sketched above, but the
use of biometrics also creates new security problems. Examples are given in the
following.

3.1 Devaluation of Classic Forensic Techniques Compromises
Overall Security

Widespread use of biometrics can devaluate classic forensic techniques – as
sketched for the example of fingerprints – as a means to trace people and provide
evidence:

Databases of fingerprints or common issuing of one’s fingerprint essentially
ease the fabrication of finger replicas [3] and thus leaving someone else’s finger-
prints at the site of crime. And the more fingerprints a forger has at his discretion
and the more he knows about the holder of the fingerprints, the higher the plau-
sibility of somebody else’s fingerprints he will leave. Plausible fingerprints at the
site of crime will cause police or secret service at least to waste time and money
in their investigations – if not to accuse the wrong suspects in the end.

If biometrics based on fingerprints is used to secure huge values, quite prob-
ably, an “industry” fabricating replicas of fingers will arise. And if fingerprint
biometrics is rolled out to the mass market, huge values to be secured arise by
accumulation automatically. It is unclear whether society would be well advised
to try to ban that new “industry” completely, because police and secret services
will need its services to gain access to, e.g., laptops secured by fingerprint readers
(assuming both the biometrics within the laptops and the overall security of the
laptops get essentially better than today). Accused people may not be forced
to co-operate to overcome the barrier of biometrics at their devices at least un-
der some jurisdictions. E.g., according to the German constitution, nobody can
be forced to co-operate in producing evidence against himself or against close
relatives.

As infrastructures, e.g., for border control, cannot be upgraded as fast as
single machines (in the hands of the attackers) to fabricate replicas of fingers, a
loss of security is to be expected overall.

3.2 Stealing Body Parts (Safety Problem of Biometrics)

In the press you could read that one finger of the driver of a Mercedes S-class
has been cut off to steal his car [4]. Whether this story is true or not, it does
exemplify a problem I call the safety problem of biometrics:

– Even a temporary (or only assumed) improvement of “security” by bio-
metrics is not necessarily an advance, but endangers physical integrity of
persons.

– If checking that the body part measured biometrically is still alive really
works, kidnapping and blackmailing will replace the stealing of body parts.
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If we assume that as a modification of the press story, the thieves of the car
know they need the finger as part of a functioning body, they will kidnap the
owner of the car and take him and the car with them to a place where they will
remove the biometric security from the car. Since such a place usually is closely
connected to the thieves and probably gets to be known by the owner of the
car, they will probably kill the owner after arriving at that place to protect their
identities. So biometrics checking that the measured body part of a person is
still alive may not solve the safety problem, but exacerbate it.

3.3 Favored Multiple Identities Could Be Uncovered as Well

The naive dream of politicians dealing with public safety to recognize or even
identify people by biometrics unambiguously will become a nightmare if we do
not completely ignore that our societies need multiple identities. They are ac-
cepted and often useful for agents of secret services, undercover agents, and
persons in witness-protection programs.

The effects of a widespread use of biometrics would be:

– To help uncover agents of secret services, each country will set up person-
related biometric databases at least for all foreign citizens.

– To help uncover undercover agents and persons in witness-protection pro-
grams, in particular organized crime will set up person-related biometric
databases.

Whoever believes in the success of biometric authentication and identification,
should not employ it on a large scale, e.g., in passports.

4 Privacy Problems Caused by Biometrics

Biometrics is not only causing security problems, but privacy problems as well:

1. Each biometric measurement contains potentially sensitive personal data,
e.g., a retina scan reveals information on consumption of alcohol during the
last two days, and it is under discussion, whether fingerprints reveal data on
homosexuality [5,6].

2. Some biometric measurements might take place (passive biometrics) without
knowledge of the data subject, e.g., (shape of) face recognition.

In practice, the security problems of biometrics will exacerbate their privacy
problems:

3. Employing several kinds of biometrics in parallel, to cope with the insecurity
of each single kind [7], multiplies the privacy problems (cf. mosaic theory of
data protection).

Please take note of the principle that data protection by erasing personal data
does not work, e.g., on the Internet, since it is necessary to erase all copies.
Therefore even the possibility to gather personal data has to be avoided. This
means: no biometric measurement.
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5 How to Put to Use and How Not at All?

Especially because biometrics has security problems itself and additionally can
cause security and privacy problems, one has to ask the question how biometrics
should be used and how it should not be used at all.

5.1 Between Data Subject and His/Her Devices

Despite the shortcomings of current biometric techniques, if adjusted to low false
nonmatch rates, they can be used between a human being and his/her personal
devices. This is even true if biometric techniques are too insecure to be used in
other applications or cause severe privacy or security problems there:

– Authentication by possession and/or knowledge and biometrics improves
security of authentication.

– No devaluation of classic forensic techniques, since the biometric measure-
ments by no means leave the device of the person and persons are not con-
ditioned to divulge biometric features to third-party devices.

– No privacy problems caused by biometrics, since each person (hopefully) is
and stays in control of his/her devices.

– The safety problem of biometrics remains unchanged. But if a possibility to
switch off biometrics completely and forever after successful biometric au-
thentication is provided and this is well known to everybody, then biometrics
does not endanger physical integrity of persons, if users are willing to co-
operate with determined attackers. Depending on the application context of
biometrics, compromises between no possibility at all to disable biometrics
and the possibility to completely and permanently disable biometrics might
be appropriate.

5.2 Not at All between Data Subject and Third-Party Devices

Regrettably, it is to be expected that it will be tried to employ biometrics in
other ways, i.e. between human being and third-party devices. This can be done
using active or passive biometrics:

– Active biometrics in passports and/or towards third-party devices is noted
by the person. This helps him/her to avoid active biometrics.

– Passive biometrics by third-party devices cannot be prevented by the data
subjects themselves – regrettably. Therefore, at least covertly employed pas-
sive biometrics should be forbidden by law.

What does this mean in a world where several countries with different legal
systems and security interests (and usually with no regard of foreigners’ privacy)
accept entry of foreigners into their country only if the foreigner’s country issued
a passport with machine readable and testable digital biometric data or the
foreigner holds a stand-alone visa document containing such data?
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5.3 Stand-Alone Visas Including Biometrics or Passports Including
Biometrics?

Stand-alone visas including biometrics do much less endanger privacy than pass-
ports including biometrics. This is true both w.r.t. foreign countries as well as
w.r.t. organized crime:

– Foreign countries will try to build up person-related biometric databases
of visitors – we should not ease it for them by conditioning our citizens
to accept biometrics nor should we make it cheaper for them by including
machine-readable biometrics in our passports.

– Organized crime will try to build up person-related biometric databases –
we should not ease it for them by establishing it as common practice to
deliver biometric data to third-party devices, nor should we help them by
making our passports machine readable without keeping the passport holder
in control1

Since biometric identification is all but perfect, different measurements and
thereby different values of biometric characteristics are less suited to become a
universal personal identifier than a digital reference value constant for 10 years
in your passport. Of course this only holds if these different values of biometric
characteristics are not always “accompanied” by a constant universal personal
identifier, e.g., the passport number.

Therefore, countries taking privacy of their citizens seriously should

– not include biometric characteristics in their passports or at least minimize
biometrics there, and

– mutually agree to issue – if heavy use of biometrics, e.g., for border control,
is deemed necessary – stand-alone visas including biometric characteristics,
but not to include any data usable as a universal personal identifier in these
visas, nor to gather such data in the process of issuing the visas.

6 Conclusions

Like the use of every security mechanism, the use of biometrics needs circum-
spection and possibly utmost caution. In any case, in democratic countries the
widespread use of biometrics in passports needs a qualified and manifold debate.
This debate took place at most partially and unfortunately it is not encouraged
by politicians dealing with domestic security in the western countries. Some
politicians even refused it or – if this has not been possible – manipulated the
debate by making indefensible promises or giving biased information.

This text shows embezzled or unknown arguments regarding biometrics und
tries to contribute to a qualified and manifold debate on the use of biometrics.

1 cf. insecurity of RFID-chips against unauthorized reading, http://dud.inf.

tu-dresden.de/literatur/Duesseldorf2005.10.27Biometrics.pdf

http://dud.inf.tu-dresden.de/literatur/Duesseldorf2005.10.27Biometrics.pdf
http://dud.inf.tu-dresden.de/literatur/Duesseldorf2005.10.27Biometrics.pdf
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7 Outlook

After a discussion on how to balance domestic security and privacy, an inves-
tigation of authentication and identification infrastructures [8] that are able to
implement this balance should start:

– Balancing surveillance and privacy should not only happen concerning single
applications (e.g. telephony, e-mail, payment systems, remote video moni-
toring), but across applications.

– Genome databases, which will be built up to improve medical treatment in
a few decades, will possibly undermine the security of biometrics which are
predictable from these data.

– Genome databases and ubiquitous computing (= pervasive computing =
networked computers in all physical things) will undermine privacy primarily
in the physical world – we will leave biological or digital traces wherever we
are.

– Privacy spaces in the digital world are possible (and needed) and should be
established – instead of trying to gather and store traffic data for a longer pe-
riod of time at high costs and for (very) limited use (in the sense of balancing
across applications).

Acknowledgements

Many thanks to my colleagues in general and Rainer Böhme, Katrin Borcea-
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Abstract. A pair of ‘trust maps’ give a fine-grained view of an agent’s accu-
mulated, time-discounted belief that the enactment of commitments by another
agent will be in-line with what was promised, and that the observed agent will act
in a way that respects the confidentiality of previously passed information. The
structure of these maps is defined in terms of a categorisation of utterances and
the ontology. Various summary measures are then applied to these maps to give a
succinct view of trust.

1 Introduction

The intuition here is that trust between two trading partners is derived by observing two
types of behaviour. First, an agent exhibits trustworthy behaviour through the enact-
ment of his commitments being in-line with what was promised, and second, it exhibits
trustworthy behaviour by respecting the confidentiality of information passed ‘in confi-
dence’. Our agent observes both of these types of behaviour in another agent and repre-
sents each of them on a map. The structure of these two maps is defined in terms of both
the type of behaviour observed and the ontology. The first ‘map’ of trust represents our
agent’s accumulated, time-discounted belief that the enactment of commitments will be
in-line with what was promised. The second map represents our agent’s accumulated,
time-discounted belief that the observed agent will act in a way that fails to respect the
confidentiality of previously passed information.

The only action that a software agent can perform is to send an utterance to another
agent. So trust, and any other high-level description of behaviour, must be derived by
observing this act of message passing. We use the term private information to refer to
anything that one agent knows that is not known to the other. The intention of transmit-
ting any utterance should be to convey some private information to the receiver — oth-
erwise the communication is worthless. In this sense, trust is built through exchanging,
and subsequently validating, private information [1]. Trust is seen in a broad sense as a
measure of the strength of the relationship between two agents, where the relationship
is the history of the utterances exchanged. To achieve this we categorise utterances as
having a particular type and by reference to the ontology — this provides the structure
for our map.

The literature on trust is enormous. The seminal paper [2] describe two approaches to
trust: first, as a belief that another agent will do what it says it will, or will reciprocate
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for common good, and second, as constraints on the behaviour of agents to conform
to trustworthy behaviour. The map described here is concerned with the first approach
where trust is something that is learned and evolves, although this does not mean that we
view the second as less important [3]. The map also includes reputation [4] that feeds
into trust. [5] presents a comprehensive categorisation of trust research: policy-based,
reputation-based, general and trust in information resources — for our trust maps, the
estimating the integrity of information sources is fundamental. [6] presents an interest-
ing taxonomy of trust models in terms of nine types of trust model. The scope described
there fits well within the map described here with the possible exception of identity trust
and security trust. [7] describes a powerful model that integrates interaction an role-
based trust with witness and certified reputation that also relate closely to our model.

A key aspect of the behaviour of trading partners is the way in which they enact
their commitments. The enactment of a contract is uncertain to some extent, and trust,
precisely, is a measure of how uncertain the enactment of a contract is. Trust is therefore
a measure of expected deviations of behaviour along a dimension determined by the
type of the contract. A unified model of trust, reliability and reputation is described
for a breed of agents that are grounded on information-based concepts [8]. This is in
contrast with previous work that has focused on the similarity of offers [9,10], game
theory [11], or first-order logic [12].

We assume that a multiagent system {α,β1, . . . ,βo,ξ,θ1, . . . ,θt}, contains an agent
α that interacts with negotiating agents, βi, information providing agents, θ j , and an
institutional agent, ξ, that represents the institution where we assume the interactions
happen [3]. Institutions provide a normative context that simplifies interaction. We un-
derstand agents as being built on top of two basic functionalities. First, a proactive
machinery, that transforms needs into goals and these into plans composed of actions.
Second, a reactive machinery, that uses the received messages to obtain a new world
model by updating the probability distributions in it.

2 Ontology

In order to define a language to structure agent dialogues we need an ontology that
includes a (minimum) repertoire of elements: a set of concepts (e.g. quantity, quality,
material) organised in a is-a hierarchy (e.g. platypus is a mammal, Australian-dollar is a
currency), and a set of relations over these concepts (e.g. price(beer,AUD)).1 We model
ontologies following an algebraic approach as:

An ontology is a tuple O = (C,R,≤,σ) where:

1. C is a finite set of concept symbols (including basic data types);
2. R is a finite set of relation symbols;
3. ≤ is a reflexive, transitive and anti-symmetric relation on C (a partial order)
4. σ : R →C+ is the function assigning to each relation symbol its arity

where ≤ is the traditional is-a hierarchy. To simplify computations in the computing of
probability distributions we assume that there is a number of disjoint is-a trees covering

1 Usually, a set of axioms defined over the concepts and relations is also required. We will omit
this here.
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different ontological spaces (e.g. a tree for types of fabric, a tree for shapes of clothing,
and so on). R contains relations between the concepts in the hierarchy, this is needed to
define ‘objects’ (e.g. deals) that are defined as a tuple of issues.

The semantic distance between concepts within an ontology depends on how far
away they are in the structure defined by the ≤ relation. Semantic distance plays a
fundamental role in strategies for information-based agency. How signed contracts,
Commit(·), about objects in a particular semantic region, and their execution, Done(·),
affect our decision making process about signing future contracts in nearby semantic
regions is crucial to modelling the common sense that human beings apply in manag-
ing trading relationships. A measure [13] bases the semantic similarity between two
concepts on the path length induced by ≤ (more distance in the ≤ graph means less
semantic similarity), and the depth of the subsumer concept (common ancestor) in the
shortest path between the two concepts (the deeper in the hierarchy, the closer the mean-
ing of the concepts). Semantic similarity is then defined as:

δ(c,c′) = e−κ1l · eκ2h − e−κ2h

eκ2h + e−κ2h

where l is the length (i.e. number of hops) of the shortest path between the concepts
c and c′, h is the depth of the deepest concept subsuming both concepts, and κ1 and
κ2 are parameters scaling the contributions of the shortest path length and the depth
respectively.

3 Doing the ‘Right Thing’

We now describe our first ‘map’ of the trust that represents our agent’s accumulated,
time-discounted belief that the enactment of commitments by another agent will be
in-line with what was promised. This description is fairly convoluted. This sense of
trust is built by continually observing the discrepancies, if any, between promise and
enactment. So we describe:

1. How an utterance is represented in, and so changes, the world model.
2. How to estimate the ‘reliability’ of an utterance — this is required for the previous

step.
3. How to measure the agent’s accumulated evidence.
4. How to represent the measures of evidence on the map.

3.1 Updating the World Model

α’s world model consists of probability distributions that represent its uncertainty in the
world’s state. α is interested in the degree to which an utterance accurately describes
what will subsequently be observed. All observations about the world are received as
utterances from an all-truthful institution agent ξ. For example, if β communicates the
goal “I am hungry” and the subsequent negotiation terminates with β purchasing a
book from α (by ξ advising α that a certain amount of money has been credited to α’s
account) then α may conclude that the goal that β chose to satisfy was something other
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than hunger. So, α’s world model contains probability distributions that represent its
uncertain expectations of what will be observed on the basis of utterances received.

We represent the relationship between utterance, ϕ, and subsequent observation, ϕ′,
in the world model M t by P

t(ϕ′|ϕ) ∈ M t , where ϕ′ and ϕ may be expressed in terms
of ontological categories in the interest of computational feasibility. For example, if ϕ
is “I will deliver a bucket of fish to you tomorrow” then the distribution P(ϕ′|ϕ) need
not be over all possible things that β might do, but could be over ontological categories
that summarise β’s possible actions.

In the absence of in-coming utterances, the conditional probabilities, P
t(ϕ′|ϕ), tend

to ignorance as represented by a decay limit distribution D(ϕ′|ϕ). α may have back-
ground knowledge concerning D(ϕ′|ϕ) as t → ∞, otherwise α may assume that it has
maximum entropy whilst being consistent with the data. In general, given a distribution,
P

t(Xi), and a decay limit distribution D(Xi), P
t(Xi) decays by:

P
t+1(Xi) = Γi(D(Xi),Pt(Xi)) (1)

where Γi is the decay function for the Xi satisfying the property that limt→∞ P
t(Xi) =

D(Xi). For example, Γi could be linear: P
t+1(Xi) = (1−εi)×D(Xi)+εi×P

t(Xi), where
εi < 1 is the decay rate for the i’th distribution. Either the decay function or the decay
limit distribution could also be a function of time: Γt

i and D
t(Xi).

If α receives an utterance, µ, from β then: if α did not know µ already and had
some way of accommodating µ then we would expect the integrity of M t to increase.
Suppose that α receives a message µ from agent β at time t. Suppose that this message
states that something is so with probability z, and suppose that α attaches an epistemic
belief R

t(α,β,µ) to µ — this probability reflects α’s level of personal caution — a
method for estimating R

t(α,β,µ) is given in Section 3.2. Each of α’s active plans, s,
contains constructors for a set of distributions in the world model {Xi} ∈ M t together
with associated update functions, Js(·), such that JXi

s (µ) is a set of linear constraints
on the posterior distribution for Xi. These update functions are the link between the
communication language and the internal representation. Denote the prior distribution
P

t(Xi) by p, and let p(µ) be the distribution with minimum relative entropy2 with respect

to p: p(µ) = argminr ∑ j r j log
r j
p j

that satisfies the constraints JXi
s (µ). Then let q(µ) be the

distribution:
q(µ) = R

t(α,β,µ)× p(µ) + (1−R
t(α,β,µ))× p (2)

and to prevent uncertain observations from weakening the estimate let:

P
t(Xi(µ)) =

{
q(µ) if q(µ) is more interesting than p

p otherwise
(3)

2 Given a probability distribution q, the minimum relative entropy distribution p = (p1, . . . , pI)
subject to a set of J linear constraints g = {g j(p) = a j · p− c j = 0}, j = 1, . . . ,J (that must
include the constraint ∑i pi−1 = 0) is: p = argminr ∑ j r j log r j

q j
. This may be calculated by in-

troducing Lagrange multipliers λ: L(p,λ) = ∑ j p j log pj
q j

+λ ·g. Minimising L, { ∂L
∂λ j

= g j(p) =

0}, j = 1, . . . ,J is the set of given constraints g, and a solution to ∂L
∂pi

= 0, i = 1, . . . , I leads even-
tually to p. Entropy-based inference is a form of Bayesian inference that is convenient when
the data is sparse [14] and encapsulates common-sense reasoning [15].
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A general measure of whether q(µ) is more interesting than p is: K(q(µ)‖D(Xi)) >

K(p‖D(Xi)), where K(x‖y) = ∑ j x j ln
x j
y j

is the Kullback-Leibler distance between two
probability distributions x and y.

Finally merging Eqn. 3 and Eqn. 1 we obtain the method for updating a distribution
Xi on receipt of a message µ:

P
t+1(Xi) = Γi(D(Xi),Pt(Xi(µ))) (4)

This procedure deals with integrity decay, and with two probabilities: first, the proba-
bility z in the percept µ, and second the belief R

t(α,β,µ) that α attached to µ.
The interaction between agents α and β will involve β making contractual commit-

ments and (perhaps implicitly) committing to the truth of information exchanged. No
matter what these commitments are, α will be interested in any variation between β’s
commitment, ϕ, and what is actually observed (as advised by the institution agent ξ),
as the enactment, ϕ′. We denote the relationship between commitment and enactment,
P

t(Observe(ϕ′)|Commit(ϕ)) simply as P
t(ϕ′|ϕ) ∈ M t .

In the absence of in-coming messages the conditional probabilities, P
t(ϕ′|ϕ), should

tend to ignorance as represented by the decay limit distribution and Eqn. 1. We now
show how Eqn. 4 may be used to revise P

t(ϕ′|ϕ) as observations are made. Let the set of
possible enactments be Φ = {ϕ1,ϕ2, . . . ,ϕm} with prior distribution p = P

t(ϕ′|ϕ). Sup-
pose that message µ is received, we estimate the posterior p(µ) = (p(µ)i)m

i=1 = P
t+1(ϕ′|ϕ).

First, if µ = (ϕk,ϕ) is observed then α may use this observation to estimate p(ϕk)k as
some value d at time t +1. We estimate the distribution p(ϕk) by applying the principle of
minimum relative entropy as in Eqn. 4 with prior p, and the posterior p(ϕk) = (p(ϕk) j)m

j=1

satisfying the single constraint: J(ϕ′|ϕ)(ϕk) = {p(ϕk)k = d}.
Second, we consider the effect that the enactment φ′ of another commitment φ, also

by agent β, has on p = P
t(ϕ′|ϕ). Given the observation µ = (φ′,φ), define the vector t

as a linear function of semantic distance by:

ti = P
t(ϕi|ϕ)+ (1− | δ(φ′,φ)− δ(ϕi,ϕ) |) ·δ(ϕ′,φ)

for i = 1, . . . ,m. t is not a probability distribution. The multiplying factor δ(ϕ′,φ) limits
the variation of probability to those formulae whose ontological context is not too far
away from the observation. The posterior p(φ′,φ) is defined to be the normalisation of t.

3.2 Estimating Reliability

R
t(α,β,µ) is an epistemic probability that takes account of α’s personal caution. An

empirical estimate of R
t(α,β,µ) may be obtained by measuring the ‘difference’ be-

tween commitment and enactment. Suppose that µ is received from agent β at time u
and is verified by ξ as µ′ at some later time t. Denote the prior P

u(Xi) by p. Let p(µ)

be the posterior minimum relative entropy distribution subject to the constraints JXi
s (µ),

and let p(µ′) be that distribution subject to JXi
s (µ′). We now estimate what R

u(α,β,µ)
should have been in the light of knowing now, at time t, that µ should have been µ′.

The idea of Eqn. 2, is that R
t(α,β,µ) should be such that, on average across M t ,

q(µ) will predict p(µ′) — no matter whether or not µ was used to update the distribution
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for Xi, as determined by the condition in Eqn. 3 at time u. The observed belief in µ and
distribution Xi, R

t
Xi

(α,β,µ)|µ′, on the basis of the verification of µ with µ′, is the value
of k that minimises the Kullback-Leibler distance:

R
t
Xi

(α,β,µ)|µ′ = argmin
k

K(k · p(µ) + (1− k) · p ‖ p(µ′))

The predicted information in the enactment of µ with respect to Xi is:

I
t
Xi

(α,β,µ) = H
t(Xi)−H

t(Xi(µ)) (5)

that is the reduction in uncertainty in Xi where H(·) is Shannon entropy. Eqn. 5 takes
account of the value of R

t(α,β,µ).
If X(µ) is the set of distributions that µ affects, then the observed belief in β’s

promises on the basis of the verification of µ with µ′ is:

R
t(α,β,µ)|µ′ = 1

|X(µ)| ∑i
R

t
Xi

(α,β,µ)|µ′ (6)

If X(µ) are independent the predicted information in µ is:

I
t(α,β,µ) = ∑

Xi∈X(µ)
I
t
Xi

(α,β,µ) (7)

Suppose α sends message µ to β where µ is α’s private information, then assuming that
β’s reasoning apparatus mirrors α’s, α can estimate I

t(β,α,µ). For each formula ϕ at
time t when µ has been verified with µ′, the observed belief that α has for agent β’s
promise ϕ is:

R
t+1(α,β,ϕ) = (1−χ)×R

t(α,β,ϕ)+ χ×R
t(α,β,µ)|µ′ × δ(ϕ,µ)

where δ measures the semantic distance between two sections of the ontology as in-
troduced in Section 2, and χ is the learning rate. Over time, α notes the context of the
various µ received from β, and over the various combinations of utterance category, and
position in the ontology, and aggregates the belief estimates accordingly. For example:
“I believe John when he promises to deliver good cheese, but not when he is discussing
the identity of his wine suppliers.”

3.3 Measuring Accumulated Evidence

α’s world model, M t , is a set of probability distributions. If at time t, α receives an utter-
ance u that may alter this world model (as described in Section 3.1) then the (Shannon)
information in u with respect to the distributions in M t is: I(u) = H(M t)−H(M t+1).
Let N t ⊆ M t be α’s model of agent β. If β sends the utterance u to α then the infor-
mation about β within u is: H(N t)−H(N t+1). We note that by defining information
in terms of the change in uncertainty in M t our measure is based on the way in which
that update is performed that includes an estimate of the ‘novelty’ or ‘interestingness’
of utterances in Eqn 3.
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3.4 Building the Map

We give structure to the measurement of accumulated evidence using an illocution-
ary framework to categorise utterances, and an ontology. The illocutionary framework
will depend on the nature of the interactions between the agents. The LOGIC frame-
work for argumentative negotiation [16] is based on five categories: Legitimacy of the
arguments, Options i.e. deals that are acceptable, Goals i.e. motivation for the negotia-
tion, Independence i.e: outside options, and Commitments that the agent has including
its assets. The LOGIC framework contains two models: first α’s model of β’s private
information, and second, α’s model of the private information that β has about α. Gen-
erally we assume that α has an illocutionary framework F and a categorising function
v : U → P (F ) where U is the set of utterances. The power set, P (F ), is required as
some utterances belong to multiple categories. For example, in the LOGIC framework
the utterance “I will not pay more for apples than the price that John charges” is cate-
gorised as both Option and Independence.

In [16] two central concepts are used to describe relationships and dialogues between
a pair of agents. These are intimacy — degree of closeness, and balance — degree of
fairness. Both of these concepts are summary measures of relationships and dialogues,
and are expressed in the LOGIC framework as 5× 2 matrices. A different and more
general approach is now described. The intimacy of α’s relationship with βi, It

i , mea-
sures the amount that α knows about βi’s private information and is represented as real
numeric values over G = F ×O. Suppose α receives utterance u from βi and that cat-
egory f ∈ v(u). For any concept c ∈ O, define Δ(u,c) = maxc′∈u δ(c′,c). Denote the
value of It

i in position ( f ,c) by It
i( f ,c) then: It

i( f ,c) = ρ× It−1
i( f ,c) + (1−ρ)× I(u)×Δ(u,c)

for any c, where ρ is the discount rate. The balance of α’s relationship with βi, Bt
i, is

the element by element numeric difference of It
i and α’s estimate of βi’s intimacy on α.

4 Not Doing the ‘Wrong Thing’

We now describe our second ‘map’ of the trust that represents our agent’s accumulated,
time-discounted belief that the observed agent will act in a way that fails to respect the
confidentiality of previously passed information. Having built much of the machinery
above, the description of the second map is simpler than the first.

[16] advocates the controlled revelation of information as a way of managing the
intensity of relationships. Information that becomes public knowledge is worthless, and
so respect of confidentiality is significant to maintaining the value of revealed private
information. We have not yet described how to measure the extent to which one agent
respects the confidentiality of another agent’s information — that is, the strength of
belief that another agent will respect the confidentially of my information: both by not
passing it on, and by not using it so as to disadvantage me.

Consider the motivating example, α sells a case of apples to β at cost, and asks β to
treat the deal in confidence. Moments later another agent β′ asks α to quote on a case
of apples — α might then reasonably increase his belief in the proposition that β had
spoken to β′. Suppose further that α quotes β′ a fair market price for the apples and
that β′ rejects the offer — α may decide to further increase this belief. Moments later β
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offers to purchase another case of apples for the same cost. α may then believe that β
may have struck a deal with β′ over the possibility of a cheap case of apples.

This aspect of trust is the mirror image of trust that is built by an agent “doing the
right thing” — here we measure the extent to which an agent does not do the wrong
thing. As human experience shows, validating respect for confidentiality is a tricky
business. In a sense this is the ‘dark side’ of trust. One proactive ploy is to start a false
rumour and to observe how it spreads. The following reactive approach builds on the
apples example above.

An agent will know when it passes confidential information to another, and it is rea-
sonable to assume that the significance of the act of passing it on decreases in time. In
this simple model we do not attempt to value the information passed as in Section 3.3.
We simply note the amount of confidential information passed and observe any indica-
tions of a breach of confidence.

If α sends utterance u to β “in confidence”, then u is categorised as f as described
in Section 3.4. Ct

i measures the amount of confidential information that α passes to
βi in a similar way to the intimacy measure It

i described in Section 3.4: Ct
i( f ,c) = ρ×

Ct−1
i( f ,c) + (1− ρ)×Δ(u,c), for any c where ρ is the discount rate; if no information is

passed at time t then: Ct
i( f ,c) = ρ×Ct−1

i( f ,c). Ct
i represents the time-discounted amount of

confidential information passed in the various categories.
α constructs a companion framework to Ct

i , Lt
i is as estimate of the amount of infor-

mation leaked by βi represented in G . Having confided u in βi, α designs update func-
tions JL

u for the Lt
i as described in Section 3.1. In the absence of evidence imported by the

JL
u functions, each value in Lt

i decays by: Lt
i( f ,c) = ξ×Lt−1

i( f ,c), where ξ is in [0,1] and prob-

ably close to 1. The JL
u functions scan every observable utterance, u′, from each agent

β′ for evidence of leaking the information u, JL
u (u′) = P(β′ knows u | u′ is observed).

As previously: Lt
i( f ,c) = ξ×Lt−1

i( f ,c) + (1− ξ)× JL
u(u′)×Δ(u,c) for any c.

This simple model estimates Ct
i the amount of confidential information passed, and

Lt
i the amount of presumed leaked, confidential information represented over G . The

‘magic’ is in the specification of the JL
u functions. A more exotic model would estimate

“who trusts who more than who with what information” — this is what we have else-
where referred to as a trust network [17]. The feasibility of modelling a trust network
depends substantially on how much detail each agent can observe in the interactions
between other agents.

5 Summary Measures

[17] describes measures of: trust (in the execution of contracts), honour (validity of ar-
gumentation), and reliability (of information). The execution of contracts, soundness of
argumentation and correctness of information are all represented as conditional proba-
bilities P(ϕ′|ϕ) where ϕ is an expectation of what may occur, and ϕ′ is the subsequent
observation of what does occur.

These summary measures are all abstracted using the ontology; for example, “What
is my trust of John for the supply of red wine?”. These measures are also used to sum-
marise the information in some of the categories in the illocutionary framework. For
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example, if these measures are used to summarise estimates P
t(ϕ′|ϕ) where ϕ is a deep

motivation of β’s (i.e. a Goal), or a summary of β’s financial situation (i.e. a Commit-
ment) then this contributes to a sense of trust at a deep social level.

The measures here generalise what are commonly called trust, reliability and repu-
tation measures into a single computational framework. It they are applied to the ex-
ecution of contracts they become trust measures, to the validation of information they
become reliability measures, and to socially transmitted overall behaviour they become
reputation measures.

Ideal enactments. Consider a distribution of enactments that represent α’s “ideal” in
the sense that it is the best that α could reasonably expect to happen. This distribution
will be a function of α’s context with β denoted by e, and is P

t
I(ϕ′|ϕ,e). Here we use

relative entropy to measure the difference between this ideal distribution, P
t
I(ϕ′|ϕ,e),

and the distribution of expected enactments, P
t(ϕ′|ϕ). That is:

M(α,β,ϕ) = 1−∑
ϕ′

P
t
I(ϕ′|ϕ,e) log

P
t
I(ϕ′|ϕ,e)
Pt(ϕ′|ϕ)

(8)

where the “1” is an arbitrarily chosen constant being the maximum value that this mea-
sure may have.

Preferred enactments. Here we measure the extent to which the enactment ϕ′ is prefer-
able to the commitment ϕ. Given a predicate Prefer(c1,c2,e) meaning that α prefers c1

to c2 in environment e. An evaluation of P
t(Prefer(c1,c2,e)) may be defined using δ(·)

and the evaluation function w(·) — but we do not detail it here. Then if ϕ ≤ o:

M(α,β,ϕ) = ∑
ϕ′

P
t(Prefer(ϕ′,ϕ,o))Pt(ϕ′ | ϕ)

Certainty in enactment. Here we measure the consistency in expected acceptable en-
actment of commitments, or “the lack of expected uncertainty in those possible enact-
ments that are better than the commitment as specified”. If ϕ ≤ o let: Φ+(ϕ,o,κ) =
{ϕ′ | Pt(Prefer(ϕ′,ϕ,o)) > κ} for some constant κ, and:

M(α,β,ϕ) = 1 +
1

B∗ · ∑
ϕ′∈Φ+(ϕ,o,κ)

P
t
+(ϕ′|ϕ) logP

t
+(ϕ′|ϕ)

where P
t
+(ϕ′|ϕ) is the normalisation of P

t(ϕ′|ϕ) for ϕ′ ∈ Φ+(ϕ,o,κ),

B∗ =

{
1 if |Φ+(ϕ,o,κ)| = 1

log |Φ+(ϕ,o,κ)| otherwise

6 Conclusion

Trust is evaluated by applying summary measures to a rich model of interaction that
is encapsulated in two maps. The first map gives a fine-grained view of an agent’s
accumulated, time-discounted belief that the enactment of commitments by another
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agent will be in-line with what was promised. The second map contains estimates of
the accumulated, time-discounted belief that the observed agent will act in a way that
fails to respect the confidentiality of previously passed information. The structure of
these maps is defined in terms of a categorisation of utterances and the ontology. Three
summary measures are described that may be used to give a succinct view of trust.
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Abstract. Our implementation is aimed at estimating the possibility of
employing TCG-based trusted computing mechanisms, such as verifying
the code-integrity of executables and libraries at load-time and remote
attestation, in mobile devices. Considering the restrained resource in
mobile device, the experimentation shows promising results, thereby en-
abling these mechanisms to be used as a basic building block for a more
secured mobile service. To this end, we add a new feature of integrity
measurement and verification to Wombat Linux kernel and Iguana em-
bedded OS. We also implement attestation agents, Privacy CA, and TCG
Software Stack.

1 Introduction

The wide use and increasing capabilities of mobile devices introduce security
risks to the mobile phone users as well as mobile operators. Mobile viruses will
become a costly problem for many operators that cause subscriber dissatisfac-
tion. Virus writers are attempting to disrupt mobile networks through infected
MMS messages or harm mobile devices with viruses. There is evidence that virus
writers are re-focusing their energy from the PC world to the still widely unpro-
tected mobile environment. These security breaches are something anyone wants
to avoid and the technology for preventing them has been developed, such as
antivirus and firewall against mobile threats, and USIM (Universal Subscriber
Identity Module).

However, the defense measures of antivirus and firewall have been proved not
to be enough to secure computer system and this conclusion will be also applied
in mobile environment. USIM is employed in the wireless cellular networks to
authenticate users, but it can’t guarantee that the mobile device is trustworthy.
One of the security challenges to make up for the the weak points as shown above
is provisioning of building blocks for trusted computing. Trusted Computing can
provide the following properties within the mobile context, which are useful for
a range of services [6].
� This work was supported by the IT R&D program of MIC/IITA. [2006-S-041-02,
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– enabling a user to have more confidence in the behavior of their mobile
platform. In particular, users can have more trust in their platform to handle
private data.

– recognizing that a platform has known properties. This is useful in situations
such as allowing mobile platform to access a corporate network and providing
remote access via a known public access point

The Trusted Computing Group (TCG) specification [1] aims to address this
problem and Mobile Phone Work Group (MPWG) in TCG specifically deals
with trusted computing in mobile environment. The specifications defined by
TCG describe functionalities to address the aforementioned issues. First, the
method of securing a computing platform in a trusted state is called Integrity
Measurement and Verification (IMV). Second, the process of proving its state
to remote entity is called attestation. The implementation of this concept in PC
environment appears in [5], but our system is the first to extend the TCG-based
concepts to mobile environment.

We modify Wombat Linux kernel in order to measure and verify the integrity of
binary executables and libraries as soon as they are loaded. Wombat is a NICTA’s
architecture-independent para-virtualised Linux for L4-embedded MicroKernel
[11] and we will see mobile phones with Wombat Linux on top of L4. In order to
verify the integrity of the code executed, Reference Integrity Metric (RIM) cer-
tificate called RIM Cert is used, which is a structure authorizing a measurement
value that is extended into a Platform Configuration Register (PCR) defined in
the RIM Cert. RIM Cert is a new feature introduced in MPWG [2][3]. We wrote
a program called RIMCertTool for generating a RIM Cert which is inserted into
a section in Executable and Linkable Format (ELF) file. As, nowadays, ELF is
the standard format for Linux executables and libraries, we use only ELF file
for our executables and libraries. In this way, RIM Cert can be delivered to mo-
bile device without any additional acquisition mechanism. To prove to a remote
party what codes were executed, mobile devices need to be equipped with TCG
Software Stack (TSS) [4] and Mobile Trusted Module (MTM) [3], and Certifica-
tion Authority called Privacy CA should be working. We implement most of these
components and set up a system. As the mobile devices are resource-constrained
compared to PC, security features such as IMV and attestation should come with
little overhead. Our experimental results show a very small overhead at load time
of executables and libraries in mobile device. Further, it is likely that uninter-
rupted mobile service preceded with attestation is feasible.

The rest of the paper is organized as follows. Next, we give some overview on
TCG specification focusing on IMV and attestation. In Section 3, we describe the
implementation of our approach. Section 4 describes the experiments that high-
light the performance impact by our system. Section 5 sketches enhancements to
our system that are being planned and is followed by a conclusion in Section 6.

2 Overview of TCG-Based Trusted Computing

TCG specification requires the addition of a cryptographic processor chip to
the platform, called a Trusted Platform Module (TPM). The TPM must be
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a fixed part of the platform that cannot be removed from the platform and
transferred to another platform. The TPM provides a range of cryptographic
primitives including SHA-1 hash, and signing and verification using RSA. There
are also protected registers called PCR. MPWG defines a new specification on
MTM which adds new commands and structures to existing TPM specification
in order to enable trusted computing in a mobile device context.

Integrity Measurement and Verification (IMV): A measurement is done
by hashing the binary image of entities, such as OS and executables, with SHA-
1. A measurement result is stored by extending a particular PCR as follows. A
new measurement value is concatenated with the current PCR value and then
hashed by SHA-1. The result is stored as a new value of the PCR. The extend
operation works like this: (where | denotes concatenation)

ExtendedPCRValue = SHA1(Previous PCR Value | new measurement value)
In order to verify the measurement result, RIM values need to be available,
and the authenticity and integrity of them should be preserved. These require-
ments are met by RIM Certs [2]. The RIM is included in a RIM Cert which is
issued by a CA called RIM Auth and MTM has a pre-configured public key of
a Root CA. The public key of the Root CA is termed Root Verification Author-
ity Identifier (RVAI). The Root CA can delegate the role of issuing RIM Certs
to RIM Auths by issuing certificates called RIM Auth Certs or may directly
sign the RIM Certs. As the MTM is equipped with the RVAI, the verification
of RIM Cert takes place inside a MTM. Considering two entities A (Agent for
IMV) and T (Target of IMV), the measurement and verification operation is as
follows:

1. A measures T. The result is a T’s hash value
2. A retrieves the RIM from RIM Cert which is embedded in T’s ELF file and

checks if the T’s hash value matches the RIM
3. If those matches, A requests the verification of the RIM Cert to the MTM
4. If the verification of the RIM Cert is successful, the MTM extends the RIM

into a PCR
5. T’s hash value and its related information (e.g file name, extended PCR

index) are stored in a Measurement Log (ML) which resides in a storage
outside a MTM

6. The execution of T is allowed

Remote Attestation: Simple description of attestation protocol used by the
challenger (C) to securely validate integrity claims of the remote platform (RP)
is as follows:

1. C : generates random number (nonce) of 20 bytes
2. C −> RP : nonce
3. RP : load AIKpriv into MTM
4. RP : retrieve Quote = sig(PCRs, nonce)AIKpriv , PCRs, nonce
5. RP : retrieve Measurement Log (ML)
6. RP −> C : Quote, ML, Cert(AIKpub)
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7. C : verify Cert(AIKpub)
8. C : validate sig(PCRs, nonce)AIKpriv using AIKpub

9. C : validate nonce and ML using PCRs

The AIK is created securely inside the MTM and the corresponding public key
AIKpub can be certified by a trusted party called Privacy CA. There should be
an attestation agent at the RP which interacts with the Privacy CA to create a
Cert(AIKpub), waits attestation request, prepares response message, and sends
it to the challenger. In step 4, the attestation agent sends a Quote request to
the MTM by calling a relevant function in TSS and the MTM signs the current
PCR values together with the given nonce using AIKpriv. In step 7, challenger
determines if the Cert(AIKpub) is trusted. In step 8, the successful verification
of the Quote with AIKpub shows that the RP has a correct configuration with
trusted MTM, but the challenger can’t get any information to identify the device.
In step 9, tampering with the ML is made visible by walking through the ML
and re-computing the PCRs (simulating the PCR extend operations as described
in the previous subsection) and comparing the result with the PCRs included in
the Quote received. If the re-computed PCRs match the signed PCRs, then the
ML is valid. For further detail, please refer to [5].

3 Implementation

In this section, we discuss how we realize the concept of IMV and attestation
described in Section 2. We first describe how only the trusted executables and
libraries can be loaded into memory on a mobile device that runs Wombat Linux
on top of L4 MicroKernel and has a MTM emulation board attached to it. Then
we explain the components implemented to support attestation mechanism.

Fig 1 shows the system configuration and the explanation about this will be
given in the relevant parts following.

We port L4-embedded MicroKernel, Iguana embedded OS, and Wombat Linux
onto a mobile device which is used for viewing Digital Media Broadcasting. L4-
embedded is a promising MicroKernel as its deployment on the latest Qualcomm
CDMA chipsets shows, thus we decide to employ it. As the work on making MTM
chip is going on, MTM emulation board is connected to the DMB device. The
other researchers in our team are making an effort to make a MTM chip and MTM
emulation board is the product in an experimental stage. It supports hardware
cryptographic engine, command processing, and etc. The detailed explanation on
this will be given in another paper by the developers.

We make enhancements to the Wombat Linux and Iguana to implement the
measurement and verification functionalities. We insert a measurement function
call into where executables and libraries are loaded, specifically do mmap pgoff
in mmap.c. The steps after calling measurement function are depicted in Fig 2.

The measurement function takes file struct as argument, and file name and
the content of the file can be accessed using the file struct. For the inclusion of
RIM Cert, we introduce a new type of ELF section called RIM Cert section. We
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Fig. 1. System Configuration

created a tool for generating RIM Cert which embeds an RSA signature of all text
and data segments. A RIM Cert consists of a set of standard information and a
proprietary authentication field which include PCR index for extension, expected
measurement value, integrity check data, and key ID for integrity verification.

The process of measurement is obtaining a Target Integrity Metric (TIM) by
hashing text and data segments. In order to increase the performance of verifi-
cation, two kinds of cache are employed. One is Whist List (WL) for recording
the TIMs of trusted files and another is Black List (BL) for untrusted files. If the
verification is correct, then the TIM is cached in WL and, in subsequent loads,
the verification steps can be skipped only if the TIM from measurement is found
in WL. If the TIM is found in BL, the execution of corresponding binary or
library is prevented. The conditions for verification success are as follows: TIM
matches RIM and RIM Cert is trusted. The process of checking if the RIM Cert
was signed by trusted party takes place inside the MTM.

We implement a MTM Driver for communicating with MTM board through
I2C bus, MTM Driver server for passing data between MTM Driver and Linux
MTM Driver, and Linux MTM Driver as shown in Fig 1. The Linux MTM
Driver connects to MTM Driver server via L4 IPC. We implement a function
RIMCert Verify Extend() in the Linux MTM Driver which takes RIM Cert as
argument and returns the verification result of the RIM Cert from the MTM
board. We also implement a function PCR Extend() which takes a PCR index
and TIM and then returns the extended value from the MTM board. For simplic-
ity, the Root CA directly signs the RIM Cert and the RVAI which is the public
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Fig. 2. Sequence of Integrity Measurement and Verification

key of the Root CA is stored inside the MTM board. The Measurement Log is
recorded using Proc file system which is efficient by writing to and reading from
memory. We implement a Read function for the ML Proc file, thus attestation
agent in user-level can read the ML.

We implement a TCG CoreService Daemon (TCSD) and TCG Service Provider
(TSP) library in order to support remote attestation. Attestation agent calls rele-
vant functions in TSP library which connects to TCSD. The TCSD takes the role
of passing data to and from MTM board through Linux MTM Driver. DMB device
communicates with Privacy CA and Challenger through Wireless LAN. We use
commercial ASN.1 compiler to create and validate AIK Certificates. The Privacy
CA and Challenger are Linux application running on laptop computers.

4 Experimental Results

Experimental results show that load-time integrity check of executables and li-
braries can be performed with reasonable performances and thus our design and
implementation are a practical mechanism. Table 1 shows the results of perfor-
mance measurement of running some of the executables and libraries on DMB
device. The device consists of a 520 MHz PXA270 processor with 128 MB memory
running Wombat Linux on top of L4-embedded MicroKernel. The MTM emula-
tion board has the following features: 19.2 MHz EISC3280H microprocessor, 16
KB memory, 32 KB EEPROM for data storage, and 400 kbps I2C Interface.
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Table 1. Performance of Measurement and Verification (in sec)

Target Size Measurement Verification RIM Cert

ld-linux.so 115668, 72004 0.02 0.41 0.40

libm.so 780380, 442164 0.1 0.41 0.40

libssl.so 217324, 126848 0.03 0.42 0.40

libnss files.so 54324, 28032 0.00 0.42 0.40

wlanconfig 74720, 45304 0.01 0.43 0.40

tcsd 314032, 111756 0.04 0.41 0.40

attestation agent 76440, 41632 0.01 0.42 0.40

busybox 358536, 276312 0.05 0.43 0.40

The first number in the field of Size is the entire file size and the second one
is the size of text and data segments. RIM Cert field represents the time taken
from sending request of RIM Cert Verification and Extend to the MTM board
to getting the response from it. Each figure is the average time of running a
test 10 times using the do gettimeofday() function supported in Linux Kernel.
The delay by verification is almost static and most of the delay comes from
RIM Cert Verification and Extend. The signature verification with RSA 2048
public key and relatively slow data transmission speed of I2C may contribute
to the delay. The overhead due to measurement grows with the size of text and
data segments as the input for hash operation increases. Our experiment shows
that the initial loading of executables or libraries can be delayed up to 0.51 sec
and this overhead decreases to less than or equal to 0.1 sec with the introduction
of cache, since no verification is required. libm.so is one of the large libraries in
embedded Linux and the loading of it with cache takes 0.1 sec thus we believe
that the overhead shown is not critical.

We also perform an experimentation to assess the time taken for attesta-
tion. The system for running Privacy CA and Challenger is the IBM ThinkPad
notebook which uses an Intel CPU running at 2 GHz and has 2 GB RAM. Pri-
vacy CA and Challenger communicate with DMB device in the same subnet
over wireless LAN. Table 2 summarizes the performance of attestation with 4
measurement entries in ML and 14 measurement entries in ML. Each tests is
conducted 10 times and the result is the average of them. The meaning of each
fields is as follows: Attestation: the entire time taken for attestation, Client:
preparing attestation response message at mobile device, Quote: retrieving a
Quote message from a MTM, OIAP: creation of authorization session with a
MTM using Object-Independent Authorization Protocol (OIAP) , Challenge:

Table 2. Performance of Attestation (in sec)

Attestation Client Quote OIAP Challenge Verification

4 entries 1.9416 1.63 0.856 0.36 0.0461 0.006

14 entries 1.9908 1.63 0.856 0.36 0.0497 0.0062
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preparing attestation challenge message, and Verification: verifying the attes-
tation response message.

As shown above, the attestation can be completed within 2 seconds and this
is believed to be a promising result considering further optimization of TSS and
MTM. The creation of attestation response message at DMB device takes about
83 percent of the time taken for attestation. The retrieval of Quote message from
the MTM and creation of OIAP session with the MTM, respectively, contribute
53 percent and 22 percent of the time for attestation response creation. These two
tests are done by measuring how long it takes to return back after calling Linux
MTM Driver. Thus, data transmission to and from a MTM and processing inside
a MTM take 75 percent of the time for attestation response creation. The Quote
operation is the most expensive and this is understandable because the operation
requires interaction with the MTM through I2C bus and includes signing with
RSA 2048 private key. As the number of measurement entries increases, attesta-
tion takes a little longer but the difference is not significant. The difference may
be attributed to the longer delay to transfer it over wireless LAN. The number
of measurement entries increases by 10, which means SHA-1 operation should be
conducted 10 times more at Challenger, but the overhead due to this is negligi-
ble because the time for verification grows just by 0.2 microseconds. The overhead
for preparing attestation challenge is subject to large fluctuations as random num-
ber generation can be done in short time or take long. The generation of random
number is done using RAND bytes() function supported in openssl. The exper-
imentation over other kinds of communication channel will produce different re-
sult, maybe longer delay because wireless LAN can deliver data at relatively high
speed and all the participants in this experimentation are in the same subnet.

5 Future Work

Our implementation makes it possible to determine the code-integrity of executa-
bles and libraries at load-time, but it doesn’t prevent modifying code existing in
memory or executing injected code. Without the guarantee that loaded code is
not vulnerable to attack during its operation, the decision about the platform
integrity lacks confidence. Even worse is the fact that the kernel code in memory
can be manipulated. According to the [10], there are at least three ways in which
an attacker can inject code into a kernel as follows: loading a kernel module into
a kernel, exploiting software vulnerabilities in the kernel code, and corrupting
kernel memory via DMA writes. As the mechanism of integrity measurement
and verification is realized as part of the kernel, the compromise of kernel can
lead to the disruption of measurement and verification process. However, the
measurement of the running kernel can’t be easily represented with a hash as
discussed in [9] and we also need to figure out where to place the functionality
of measuring the running kernel. The fist issue is rather general problem as it
is hard to measure running processes, either it is application or kernel. The lat-
ter issue can be solved by leveraging virtualization technology which provides
separation between the measurement functionality and the measurement target.



26 S. Choi et al.

As stated before, Wombat Linux kernel runs on top of L4-embedded Mi-
croKernel and Iguana embedded OS which form a Virtual Machine Monitor
(VMM). Iguana is a basic framework on which embedded systems can be built
and provides services such as memory management, naming, and support for
device drivers. Iguana consists of several threads with their own functionalities.
As Iguana supports memory protection to provide isolation between guest OSes
by encouraging a non-overlapping address-space layout and can keep track of
allocated memory using objects called memsections, it is best to implement the
agent for measuring the running kernel as a thread running along with other
threads forming Iguana. L4 and Iguana form a Trusted Computing Base (TCB),
thus the agent is always trusted to reliably measure Wombat Linux kernel during
operation. We plan to create a new thread running as the measurement and ver-
ification agent, but how to measure the running kernel needs to be investigated
further. In addition, the White List which resides in kernel-memory can also be
corrupted, thus we need to monitor some security-critical memory regions.

We implement TSP and TCS following the specification [4] which is originally
targeted for PC platforms. The implementation needs to be optimized consid-
ering the restrained resource in mobile device. The TSP and TCS communicate
with each other over a socket connection, but this might not be a best solution
for exchanging data between processes. Thus, we plan to find and implement
more efficient way of inter-process data exchange. These enhancements will help
reduce the time taken for attestation.

6 Conclusion

We have presented an implementation of TCG-based trusted computing in mo-
bile environment and provided an analysis of experimental results. Central to
our implementation is that it was realized on real mobile device running L4 Mi-
croKernel which is one of the next-generation OS for mobile platforms and thus
further improvements to verify the running kernel becomes viable. The experi-
mental results are a proof that integrity measurement and verification specified
in TCG can really work in mobile device without serious performance degra-
dation. We hope this paper will motivate others in the field to embrace this
technology, extend it, and apply it to build secure mobile systems.
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Abstract. Trust is an important factor in any kind of network essential, for ex-
ample, in the decision-making process. As important as the definition of trust is
the way to compute it. In this paper we propose a model for defining trust based
on graph theory and show examples of some simple operators and functions that
will allow us to compute trust.

1 Introduction

In the recent years trust has become an important factor to be considered in any kind of
social or computer network. The concept of trust in Computer Science derives from the
concept on sociological or psychological environments. Trust becomes essential when
an entity needs to establish how much trust to place on another of the entities in the
system.

The definition of trust is not unique. It may vary depending on the context and the
purpose where it is going to be used. For the approach adopted in this paper we will
define trust as the level of confidence that an entity participating in a network system
places on another entity of the same system for performing a given task. We mean
by a task any action that an agent or entity in the system is entitled or in charged of
performing.

Trust management systems have been introduced in order to create a coherent frame-
work to deal with trust. The first attempts for developing trust management systems
were PolicyMaker [5], KeyNote [4] or REFEREE [7]. Since the importance of building
trust models has become vital for the development of some nowadays computer systems
the way this trust is derived, i.e., the metrics, becomes also crucial. Metrics become very
important for the deployment of these trust management systems as the way of quanti-
fying trust. The simplest way to define a trust metric is by using a discrete model where
an entity can be either ‘trusted’ or ‘not trusted’. This can also be expressed by using
numerical values such as 1 for trusted and 0 for not trusted. The range of discrete cate-
gories of trust can be extended with ‘medium trust’, ‘very little trust’ or ‘a lot of trust’,
for example. More complex metrics use integer or real numbers, logical formulae like
BAN logic [6] or vector like approaches [9]. In the early nineties the first proposals for
trust metrics were developed in order to support Public Key Infrastructure (for instance
[13]). In the recent years the development of new networks or systems such as P2P or
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Ad-Hoc networks, or ubiquitous or mobile computing has led to the imminent growth
of the development of trust management systems and consequently metrics for them.
Most of the used metrics are based in probabilistic or statistics models (see [10] for
a survey on this). Also due to the growth of online communities the use of different
metrics has become an issue (see for example the reputation scores that eBay uses [1]).
Flow models such as Advogato’s reputation system [12] or Appleseed [16,17] use trust
transitiveness. In these type of systems the reputation of a participant increases as a
function of incoming flow and decreases as a function of ongoing flow.

There are many different trust models in the literature. The model we present in this
paper is a graph-based model that allows us to represent trust paths as matrices. Our
intention is to characterize trust metrics that are more suitable to be used in any given
case, depending on the nature of the system, its properties, etc. As a novelty we propose
the definition of a trust function that allows us to do this. A classification of trust metrics
has been done in [17] but more oriented to the semantic web environment.

The paper is organized as follows. In Section 2 we outline how trust can be modelled
as a graph and give some definitions. These definitions will be meaningful for Section
3 where we introduce our trust evaluation. Those definitions are going to be used for
the instantiations of different operators in Section 4. Section 5 concludes the paper and
outlines the future work.

2 A Graph Based Model of Trust

Trust in a virtual community can be modelled using a graph where the vertices are iden-
tified with the entities of the community and the edges correspond to trust relationships
between entities. As we mentioned before, trust can be defined as the level of confi-
dence that an entity s places on another entity t for performing a given task in a proper
and honest way. The confidence level may vary depending on the task. Assuming that
the level of confidence is a real number and that for each task there is only one trust
value associated in our reasoning system, the trust graph is a weighted digraph.

Let us consider different tasks in our system. The trust graph will be a labelled multi
digraph, i.e. there can be more than one edge from one particular vertex to another,
where the label of each edge is compounded of a task identifier and the confidence level
associated to it. That graph can also be modelled using a labelled digraph in which
the labels consist of a sequence of labels of the previous type, each one corresponding
to one edge of the multigraph. In this scenario we can distinguish two cases: (1) The
simplest case where only one task is considered and (2) the average case where more
than one task is considered.

The average case is quite easy to manage. For a fixed task identifier, we obtain a
simple trust graph that can be inspected using techniques for the simplest case. The
problem arises when there are dependencies among tasks. This could imply that implicit
trust relationships can be found in the graph. An implicit trust relationship is derived
from another one by applying some task dependency. For example, we can consider
two dependent tasks, “Reading a file” and “Overwriting a file”. Obviously they are trust
dependant tasks, as trusting someone to overwrite some file should imply trusting him
for reading that file too.
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Those implicit trust relations depend on the kind of trust dependability that we allow
in our system. The dependability rules have to be taken into account when reducing the
trust graph for a given task. The dependency among tasks that we use in this paper is
inspired in the definitions of the syntax of the RT framework, a family of Role-based
Trust management languages for representing policies and credentials in distributed
authorization [14]. In this work the authors define four different types of relationships
among roles. If the relationships in the model are simple, these relationships can be
modelled by using a partial order. This is the case for our purpose in this paper, a model
of tasks, which are quite an objective concept. Next we will give some definitions.

Definition 1 (Trust Domain). A trust domain is a partially ordered set (T D,<,0)
where every finite subset of TD has a minimal element in the subset and 0 represents
the minimal element of T D.

Each entity in the system makes trust statements about the rest of the entities, regarding
the task considered for each case. Those trust statements are defined as follows,

Definition 2 (Trust Statement). A trust statement is an element (Trustor,Trustee,
Task,Value) in E × E × T × T D where, E is the set of all entities in the system; T
is a partially ordered set representing the possible tasks, where the order established
on tasks is 
; and TD is a Trust Domain.

Let G ⊂ E ×E ×T ×TD be a set of trust statements, and let x0 be a fixed task in T ,
then Gx0 is defined as the set of trust statements of G such that the corresponding task
is placed in an upper position in the task hierarchy, i.e.,

Gx0 = {(s,t,x0,v) ∈ E ×E ×T ×TD such that there exists x ∈ T such that (s, t,x,v)
∈ G and x0 
 x}

Let now s0 and t0 be two fixed entities, then we can filter G in order to obtain a new
set, Gs0,t0 , as the trust statements of G such that they are part of a path from s0 to t0.
We can combine the two filtering methods together to obtain a new set, Gs0,t0

x0 = Gs0,t0 ∩
Gx0 . We will see what these two sets are useful for in Section 3.

3 Trust Evaluations

If we want to establish trust between two entities in a system this trust should be mea-
sured somehow. A simple way to measure trust could be established by using a binary
discrete model where the trust values are set as a lot of trust, for a very trusted entity, or
very little trust if the trust placed in the entity measured is very low. More complicated
systems could use integer numbers (Advogato’s trust metric or FreeHaven [2]) or real
numbers ([3,15]).

A trust evaluation or trust metric is a function such that given a trust graph, G, and
two entities s and t, called the source and the target of trust respectively (trustor and
trustee are alternative names for those entities) returns the level of trust or confidence
that s places on t.

As the same entities can be trusted in different ways depending on the task to per-
form, this function also takes into account as a parameter the task we are referring to,
in case there is more than one.
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3.1 Trust Functions

Definition 3 (Trust Evaluation). A trust evaluation for a trust graph G is a function
FG : E ×E ×T −→ TD, where E, T and T D are the sets mentioned in Definition 2.

We say that a trust evaluation is local if for any tuple (s, t,x) ∈ E ×E ×T , FG(s, t,x) =
FGs,t

x
(s, t,x), i.e., only those trust statements in Gs,t

x are relevant for the evaluation.
In this work we focus on local trust evaluations, in particular on those trust evalua-

tions that can be decomposed in two elemental functions: the Sequential Trust Function
and the Parallel Trust Function. By decomposed functions we mean that the trust eval-
uation is computed by applying the Parallel Trust function to the results of applying the
Sequential Trust Function over all the paths connecting two given entities.

Definition 4 (Sequential Trust Function). A sequential trust function is a function,

f :
⋃∞

n=2

n︷ ︸︸ ︷
TD×·· ·×TD −→ T D, that calculates the trust level associated to a path or

chain of trust statements, such that f (v1, . . . ,vn) = 0 if, and only if, vi = 0 for any i ∈
{1, . . . ,n}, where vi ∈ T D and T D is a trust domain.

Each path of trust statements in G is represented as the chain, t1
v1−→ t2

v2−→ · · · vn−1−→
tn

vn−→ xn+1, where ti are entities in E and vi are respectively the trust values associated
to each statement.

The sequential trust function, f , may verify some of the following properties:

– Monotony (Parallel Monotony): f (v1, . . . ,vn) ≤ f (v′1, . . . ,v
′
n) if vi ≤ v′i for all i ∈

{1, . . . ,n}.
– Minimality: f (v1, . . . ,vn) ≤ min(v1, . . . ,vn)
– Sequential monotony: f (v1, . . . ,vn−1,vn) ≤ f (v1, . . . ,vn−1)
– Preference Preserving: f (v1, . . . ,vi, . . . ,v j, . . . ,vn) < f (v1, . . . ,v j, . . . ,vi, . . . ,vn) if

vi < v j.
– Recursion: f (v1, . . . ,vn) = f ( f (v1, . . . ,vn−1),vn)

When defining a recursive sequential function we have to take into account that it
is enough to define it over pairs of elements in TD, since by applying the recursion
property we could obtain the value of the function for any tuple.

We call generator sequential function or sequential operator to the function f re-
stricted over the domain T D×TD. We represent it by . Thus,

Definition 5 (Sequential Operator). A Sequential Operator or Generator Sequential
Function is defined as a function  : TD×TD −→ T D such that ab = 0 if and only
if a = 0 or b = 0. (a,b) or a b are used indistinctively for representing the same,
whatever is more convenient.

Given a recursive sequential function, f , the associated sequential operator  f , can be
defined as ab = f (a,b). Viceversa, given a sequential operator, the recursive inference
sequential function can be defined as f(z1, . . . ,zn−1,zn) = f(z1, . . . ,zn−1) zn.

Note that a recursive sequential function verifies the reference preserving property
only if the associated sequential operator,  f , is not commutative.

Moreover, if ab ≤ min(a,b), for any a and b, we could conclude that f verifies the
minimality property.
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Definition 6 (Parallel Trust Function). A parallel trust function is used to calculate
the trust level associated to a set of paths or chains of trust statements. It is defined as,

g :
⋃∞

n=2

n︷ ︸︸ ︷
T D×·· ·×TD −→ TD, where T D is a trust domain and

1. g(z1, . . . ,zi−1,zi,zi+1, . . . ,zn) = g(z1, . . . ,zi−1,zi+1, . . . ,zn) if zi = 0
2. g(z) = z

g may verify the following desirable properties:

– Idempotency, g(z,z, . . . ,z) = z.
– Monotony, g(z1,z2, . . . ,zn) ≤ g(z′1,z

′
2, . . . ,z

′
n) If zi ≤ z′i for alli ∈ N.

– Associativity, g(g(z1,z2),z3) = g(z1,z2,z3) = g(z1,g(z2,z3)).

The generator parallel function, or the parallel operator, ⊕ for the function g, is
defined analogously as the operator .

Definition 7 (Parallel Operator). A Parallel Operator or Generator Parallel Function
is defined as a function, ⊕ : T D×TD −→ T D, such that a⊕0 = 0⊕a = a

We say that the two operators ⊕ and  are distributive if (a⊕b)c = (ac)⊕ (bc).
In the case where there are no cycles in the trust graph, the set of paths connecting

two any given entities is finite. Then, given a sequential operator  and a commutative
parallel operator ⊕, i.e. a⊕b = b⊕a, the associated trust evaluation, F̂G, is defined as
follows,

Definition 8. Let Ss,t
x be the set of all paths of trust statements for task x starting in s and

ending in t. For each path p ∈ Ss,t
x represented as s

v1−→ · · · vn−→ t let zp be v1 ·· · vn,

then F̂G(s, t,x) is defined as
⊕

p∈Ss,t
x

zp.

Given a fixed sequential operator, for any parallel operator that verifies idempotency and
monotony properties then, z∗ = minp∈Ss,t

x
zp ≤

⊕
p∈Ss,t

x
zp ≤ maxp∈Ss,t

x
zp = z∗. Therefore,

the maximum and minimum possible trust values associated to a path from s to t are the
upper and lower bounds for the trust evaluation F̂G.

Fortunately, we do not need to compute the trust values of each path in order to
compute those bounds, i.e. z∗ and z∗ . In this case we can use an algorithm, adapted
from the Dijkstra algorithm [8], to find for example, the maximum trust path from a
fixed entity s to any other entity on the system. The minimum trust path can be computed
in an analogous way.

This is a particular case of a trust evaluation where we use the maximum function as
a parallel function. Unfortunately we can not generalize this kind of algorithms for other
combinations of parallel and sequential functions as it heavily relies on the properties
of the max and min functions.

3.2 Performing Trust Computations Using Matrices

Let us first assume the case where there are no cycles in the trust graph. We could model
the trust network as a matrix, A where each element ai j represents the trust level that
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node i places on node j. If we replace the scalar addition and multiplication in matrices
by the operators ⊕ and  respectively, then by iterating powers of the trust network we
can compute the node to node trust values of the network. Thus, the trust evaluation
could be defined through  and ⊕ applying the generalized matrix product algorithm.

It is then defined as A⊗B =
n⊕

k=1

(aik bk j).

The generalized product is associative from the left hand side, i.e., A ⊗ B ⊗C =

(A⊗B)⊗C. Therefore, we can define the generalized power of A as A(n) =
n⊗

k=1

A.

Last, we can define the operator ⊕ over matrices as A⊕B = (ai j ⊕ bi j), which can
be used as the summation of matrices. Then, given a matrix A of order n, the matrix Â

can be defined as Â =
n⊕

k=1

A(n).

These definitions become more relevant when the aforementioned functions are dis-
tributive and associative in the case of the parallel function, and recursive in the case
of the sequential function. However, they are still valid if these properties do not hold,
although they may not be that meaningful.

Next, we will show that under the conditions mentioned above, the element (i,k)
in the matrix Â is the value of the trust evaluation of all the trust paths from i to j.
In particular, the first row in this matrix will give us the distribution of trust in the
system.

First, we will show that the kth generalized power of the trust matrix A, A(k) contains
the trust through paths of length k. We will prove this by induction where the base case
holds by the definition of matrix A.

We assume that for k∈N (i, j) in A(k), a(k)
i j , represents the value of the trust evaluation

of all the trust paths of length k. We will then show that this is also the case for length
k + 1.

Let Ci j = {c1
i j, . . . ,c

mi j
i j } be the set of all the paths of trust values from all the paths

of length k from i to j. Then since A(k+1) = A(k) ⊗A, each element of the matrix can

be obtained by using the function g as ak+1
i j =

⊕n
l=1(a

(k)
il al j) = g(c1

i1a1 j, . . . ,c
mi1
i1 

a1 j, . . . ,c1
in an j, . . . ,c

min
in an j).

Let now c ≡ i
z1−→ c1

z2−→ · · ·cn
zk−→ l

zk+1−→ j be a k + 1 length path from i to j. This
path can also be expressed as the path c′ of length k from i to l linked with the path
from l to j, (l, j). Therefore, since the sequential function is recursive, any path of
length k+1 from i to j can be obtained adding a link to any path of length k. Thus, ak+1

i j
represents the value of the trust evaluation of all the paths of length k + 1 from i to j.
The number of elemental operations (sequential and parallel operations) for computing
Â is

n(n3 −2n2 −n + 2)
12

(1)

The important issue is that the order of operations is O(n4).
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3.3 The Problem with Cycles

If there are cycles in the trust graph the previous definitions and algorithm are not valid,
therefore we need and extra algorithm to compute the trust values for this case. In fact,
the new algorithm we are going to introduce is only needed when we are computing the
trust value of a node involved in a cycle.

The key aspect of this new algorithm is to remove redundant graphs from the trust
graph in such a way that the set of paths connecting two given entities remains finite.

Let i and j be two nodes in the system and m a natural number, then we can define
the set Sm

i j as the subset of the permutation group Sn containing all the cycles, σ , of
length m+ 1 such that σm(i) = j.

The cardinality of the set Sm
i j is | Sm

i j |=
(n−2)!

(n−m−1)! . Thus, the number of elements is of

the order O(nm−1).
The intuition behind the new algorithm is the same as for the previous one except by

the fact that we only modify the way we compute the elements of the matrices A(m). In
the case of nodes which are not involved in any cycle the two algorithms provide the
same result.

For the new algorithm a(1)
i j = ai j and a(m)

i j := ∑σ∈Sm
i j

ai,σ(i)·· ·aσ m−1(i) j.

The number of parallel operations performed by this algorithm is (n2) (n−2)!
(n−m−1)! . This

number is of the order of O(nm+1). As the length of the trust path is m, each of the
components in the previous operations need m− 1 sequential operations therefore the
total number of sequential operations is of the order of O((m−1)nm+1). Thus, adding
up these two number of operations, we can conclude that the total number of operations
is O(mnm+1) only for the matrix A(m). Therefore, if we compute all the trust paths for
all m ∈ N the amount of operations will grow enormously. If we compare this number
with the number of operations in Equation 1 we can conclude that this latter number is
much bigger for any m > 3.

As we can see by observing the number of operations for both algorithms, they are
higher for the new algorithm, therefore it will be convenient to avoid cycles, if pos-
sible. We might need to apply some techniques for this, for example, we can include
a timestamp in each trust statement and remove the problematic edges depending on
when they were created.

4 Examples of the Model

The properties of the system are going to be derived from the properties of the operators
 and ⊕. Depending on these properties we could classify or outline the systems.

As we will only consider recursive functions we will deal directly with operators in-
stead of functions. For simplicity and for showing the model purposes, we will consider
the initial trust domain to be the interval [0,1], where 0 stands for null trust and 1 for
full trust. However, other more complex, non-scalar domains can be used.

We only consider two possibilities for the sequential operator: Product and Mini-
mum; and for the parallel operators Maximum, Minimum and Mean. Regarding the
sequential operators, their definitions are straightforward. Both of them trivially verify
monotony, minimality and sequential monotony properties. The product also verifies
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what we could call “Strict Sequential Monotony”. This means that v1v2 < 1 if v2 < 1.
The preference preserving property does not hold for any of them.

Note that in order to be able to perform the computation of trust in a distributed
manner we need the operators to be distributive. Then the problem of defining a parallel
operator become harder as we have to make them compatible with the definition of the
sequential operators.

4.1 Completing the Model Instances

In this section we will concentrate on parallel operators.

Maximum and Minimum. The Maximum and Minimum are two examples of parallel
operators which verify the associativity property as well as idempotency and monotony
properties. The Minimum operator however does not verify the definition of parallel
operator strictly as the minimum of any set containing 0 will be 0. This problem can
be solved by erasing the 0s of such a sets before applying the function. The resulting
operator with this new domain is called ⊕min∗ .

v1 ⊕min∗ v2 :=

⎧⎪⎨
⎪⎩

min{v1,v2} if v1 �= 0 and v2 �= 0

v1 if v2 = 0

v2 if v1 = 0

Both operators, ⊕min∗ and ⊕max verify the distributivity property with respect to the
sequential operator minimum, i.e.,

1. (v1 ⊕max v2)min λ = (v1 min λ )⊕max (v2 min λ )
2. (v1 ⊕min∗ v2)min λ = (v1 min λ )⊕min∗ (v2 min λ )

and distributivity with respect to the sequential operator product, i.e.,

1. (v1 ⊕max v2)· λ = (v1 · λ )⊕max (v2 · λ )
2. (v2 ⊕min∗ v2)· λ = (v1 · λ )⊕min∗ (v2 · λ )

As we mentioned in Section 3.1 the maximum and minimum functions are the upper
and lower bounds of any parallel function that verifies the idempotency and monotony
properties. The difference between the highest trust and the lowest trust will be the
range of the variation of trust for any other election of the parallel operator. This range
of values will give us an average of the deviation of trust.

Mean. The mean verifies idempotency and monotony properties but, however, does
not verify the associativity property. We could solve this problem by using a different
trust domain T := [0,1]×N and defining the operator as follows,

⊕Mean∗ : ([0,1]×N)× ([0,1]×N)−→ ([0,1]×N)

((v1,n),(v2,m)) �−→

⎧⎪⎪⎨
⎪⎪⎩

(
v1 ·n + v2 ·m

n + m
,n + m

)
if v1 �=0 and v2 �=0

(v1,n) if v2 = 0

(v2,m) if v1 = 0

where ‘·’ is the usual product in R.
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With this definition the operator is associative and still verifies idempotency and
monotony properties. The distributivity property only holds for the sequential operator
product defined in the trust domain [0,1]×N as (v1,nv1) (v2,nv2) = (v1 ·v2,nv1 ·nv2).

The generalized product of matrices can be applied to the combination (,⊕Mean∗).
This will allow us to calculate the mean of the trust values of any entity by using the
matrix Â in the domain [0,1]×N. Note that the first component of a trust value in this
domain represents the actual trust level, whereas the second one represents the number
of paths considered for this computation.

4.2 Summary of the Examples

We have proposed the following combination of operators of our model based on the
operators defined along the paper.

1. (Min,Min∗). In this case the minimum is the sequential function, Min, and the
minimum of the non-null elements, Min∗, is the parallel function.

2. (Min,Max). The function minimum is the sequential function and the maximum,
Max is the parallel function.

3. (Product,Min∗). The function product is the sequential function and Min∗ is the
parallel function.

4. (Product,Max). The function product is the sequential function and Max is the
parallel function.

5. (Product,Mean∗). The product is the sequential function and the mean of the non-
null elements is the parallel function. The trust domain in this case is not the interval
[0,1] as in the other cases but [0,1]×N.

5 Conclusions and Future Work

We have introduced a general model of trust that splits the process of computing trust in
two sub-processes. In order to do this we have introduced the sequential and the parallel
operators, which will be the parameters used in our model, together with a trust domain
that can be any set used for defining trust values. Depending on those parameters, the
trust values computed by the model will vary.

We assume that trust between entities is directional and can be partial. By partial we
mean that it can be related to some specific task but not all of them, i.e. one can trust
someone else to perform a certain task in an honest manner but not for the other tasks.
Those tasks can be related, therefore it could be useful to order or classify them in a
hierarchical diagram, in a way that trusting some entity for a certain task will imply
trusting this entity for all the tasks that are lower in the hierarchy. How to order tasks
is out of the scope of this paper although we consider it is an important aspect of the
model that remains for future work.

We have defined the model by using a labelled trust graph where the label is of the
form (t,x0), where t is the value of trust and x0 is a task. When performing trust evalu-
ations, we set a fixed task in order to be able to remove this parameter from the labels.
The resulting weighted graph is then processed by using the sequential and parallel op-
erators. We have also presented some sample uses of our model with simple operators
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and a simple trust domain (the interval [0,1]) to show that the model is useful when
defining new trust evaluations.

In the future we intend to investigate the possibility of using different trust domains
other than [0,1]. We are particularly interested in investigating the trust domain that the
Subjective Logic by Jøsang uses [9]. Analysis of a trust network using subjective logic
have been already carried out [11]. Our intention is to analyze the operators defined
for it them according to the properties that we have defined and therefore, how our
model could be suitable for them. We also intend to define new operators and study the
properties that they may verify.
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Abstract. Access control is a fundamental aspect of security. There are many 
variations of the basic access control models and it is confusing for a software 
developer to select an appropriate model for her application. The result in prac-
tice is that only basic models are used and the power of more advanced models 
is thus lost. We try to clarify this panorama here through the use of patterns. In 
particular, we use pattern diagrams to navigate the pattern space. A pattern  
diagram shows relationships between patterns and we can see how different 
models relate to each other. A subproduct of our work is the analysis of which 
patterns are available for use and which need to be written. Pattern maps are 
also useful to perform semi-automatic model transformations as required for 
Model-Driven Development (MDD). The idea is to provide the designer of a 
secure system with a navigation tool that she can use to select an appropriate 
pattern from a catalog of security patterns. We also indicate how to compose 
new access control models by adding features to an existing pattern and how to 
define patterns by analogy. 

1   Introduction 

The development of secure systems requires that security be considered at all stages 
of design, so as to not only satisfy their functional specifications but also satisfy secu-
rity requirements. Several methodologies that apply security at all stages have been 
proposed [1], [2], [3].  Some of these methodologies start from use cases and from 
them a conceptual model is developed. Security constraints are then defined in the 
conceptual model. To do this we need high-level models that represent the security 
policies that constrain applications. One of the most fundamental aspects of security is 
access control. 

Although there are only a few basic access control models, many varieties of them 
have been proposed. It is confusing for a software developer to select an appropriate 
model for her application. Access control models generally represent a few types of 
security policies, e.g. “rights are assigned to roles”, and provide a formalization of 
these policies using some ad hoc notation. Four basic access control models are com-
monly used and they may be extended to include content and context-based access 
control, delegation of rights, hierarchical structuring of subjects (including roles), 
objects, or access types [4], temporal constraints, etc. Access control models can be 
defined for different architectural levels, including application, database systems, 
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operating systems, and firewalls [5]. Some of them apply to any type of systems while 
some are specialized, e.g. for distributed systems. 

Access control models fall into two basic categories: Mandatory Access Control 
(MAC), where users’ rights are defined by administrators and data may be labeled to 
indicate its sensitivity, and Discretionary Access Control (DAC), where users may 
administer the data items they create and own. In a MAC model, users and data are 
classified by administrators and the system applies a set of built-in rules that users 
cannot circumvent. In a DAC model, there is no clear separation of use and admini-
stration; users can be owners of the data they create and act as their administrators. 
Orthogonal to this classification, there are several models for access control to infor-
mation that differ on how they define and enforce their policies [6], [7]. The most 
common are:   

• The Multilevel model organizes the data using security levels. This model is usually 
implemented as a mandatory model where its entities are labeled indicating their 
levels. This model is able to reach a high degree of security, although it can be too 
rigid for some applications. Usually, it is not possible to structure the variety of enti-
ties involved in complex applications into strictly hierarchical structures. 

• The Access Matrix describes access by subjects (actors, entities) to protected ob-
jects (data/resources) in specific ways (access types) [8], [6], [7]. It is more flexi-
ble than the multilevel model and it can be made even more flexible and precise 
using predicates and other extensions. However, it is intrinsically a discretionary 
model in which users own the data objects and may grant access to other subjects. 
It is not clear who owns the medical or financial information and the discretionary 
property reduces security. This model is usually implemented using Access Con-
trol Lists (lists of the subjects that can access a given object) or Capabilities (tick-
ets that allow a process to access some objects).  

• Role-Based Access Control (RBAC), collects users into roles based on their tasks 
or functions and assigns rights to each role [9]. Some of these models, e.g. [10], 
[11], have their roles structured as hierarchies, which may simplify administration. 
RBAC has been extended and combined in many ways. 

• Attribute-Based Access Control (ABAC). This model controls access based on 
properties (attributes) of subjects or objects. It is used in environments where sub-
jects may not be pre-registered [12].  

While these basic models may be useful for specific domains or applications, they 
are not flexible enough for the full range of policies present in some of these applica-
tions [5], [4]. This is manifested in the large variety of ad hoc RBAC variations that 
have been proposed; most of which add specialized policies to a basic RBAC model. 
For example, some models have added content or context-dependent access [13], 
delegation [14], task-based access [15], and relationships between role entities [16]. 
All these models effectively incorporate a set of built-in access control policies and 
cannot handle situations not considered by these policies, which means that a complex 
system may need several of these models for specific users or divisions. 

All these models present a bewildering set of options to the designer, who has 
problems deciding which model to use. The result in practice is that only basic models 
are used and the power of more advanced models is thus lost. We try to clarify this 
panorama here through the use of patterns. In particular, we use pattern diagrams to 
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navigate the pattern space. A pattern diagram shows relationships between patterns 
(represented by rectangles with rounded corners). A subproduct of our work is the 
analysis of which patterns are available for use and which need to be written. Pattern 
maps are also useful to perform semi-automatic model transformations as required for 
Model-Driven Development (MDD). They can serve as metamodels of possible solu-
tions being added at each transformation. 

A pattern is an encapsulated solution to a recurrent problem in a given context. In 
particular, a security pattern describes a mechanism that is a solution to the problem 
of controlling a set of specific threats [17]. This solution is affected by some forces 
and can be expressed using UML class, sequence, state, and activity diagrams. A set 
of consequences indicate how well the forces were satisfied; in particular, how well 
the attacks can be handled by the pattern.  A study of the forces and consequences of 
a pattern is important before their final adoption; however, a good initial pattern se-
lection is fundamental to avoid a lengthy search through textual pattern descriptions. 
A requirement for a pattern is that the solution it describes has been used in at least 
three real systems [18], [19]. This is consistent with the idea of patterns as best prac-
tices. However, a pattern can also describe solutions that have not been used (or have 
been used only once) but appear general and useful for several situations. Because of 
this, we include here both types: good practices patterns and useful solutions patterns. 
In fact, as mentioned above, many models have never been used in practice.  

We do not attempt to be exhaustive because the quantity of models is too large, some 
are just simple variations of others, and some appear to have scarce practical value. 
How exhaustive the catalog needs to be depends on the variety of applications to be 
handled. The idea is to provide the designer of a secure system with a way to organize a 
navigation tool that she can use to select an appropriate pattern from a catalog of secu-
rity patterns. We also indicate how to compose new access control models by adding 
features to an existing pattern and how to define patterns by analogy. 

Section 2 presents the use of pattern diagrams to relate access control models. Sec-
tion 3 discusses how patterns can be defined at different levels of abstraction. Section 
4 considers how to grow new models from existing ones, while Section 5 shows how 
to obtain models by analogy. We end with some conclusions. 

2   Pattern Diagrams for Access Control Patterns 

Access control models have two aspects: a definition of a set of rules specifying the 
valid accesses (some of them may be implied by other rules), and an enforcement 
mechanism that intercepts access requests from users or processes and determines if 
the request is valid. The main difference between models is on the way they define 
their rules, so it makes sense to separate the patterns for enforcement mechanisms; 
that is, we should provide separate patterns for rules and for enforcement mecha-
nisms. Typically, there is much less variety in the enforcement mechanism: it inter-
cepts requests and makes a decision based on the rules. As an illustration of how 
pattern diagrams can put models in perspective, Figure 1 shows some variations of 
access control models. One of the first access control models was the access matrix. 
The basic access matrix [7] included the tuple {s,o,t}, where s indicates a subject or 
active entity, o is the protected object or resource, and t indicates the type of access 
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permitted. [8] proved security properties of this model using the so-called HRU (Har-
rison-Ruzzo-Ullman) model. In that model users are allowed to delegate their rights 
(discretionary property, delegatable authorization), implying a tuple {s,o,t,f}, where f 
is a Boolean copy flag indicating if the right is allowed to be delegated or not. A 
predicate was added later to the basic rule to allow content-based authorization [20], 
becoming {s,o,t,p,f}, where p is the predicate (the predicate could also include envi-
ronment variables). Patterns for the basic rule and for the one with tuple {s,o,t,p,f} 
were given in [21], [17]. The rule could also include the concept of Authorizer (a), 
becoming {a,s,o,t,p,f} [22] (Explicitly Granted Authorization). RBAC [9] can be 
considered a special interpretation of the basic authorization model, where subjects 
are roles instead of individual users. We presented two varieties of RBAC patterns in 
[21] and [17].  We combined it with sessions in [23] (The double-lined patterns of 
Figure 1). Several variations and extensions of these models have appeared. We pre-
sented a variation called Metadata-Based Access Control, which later we renamed 
Attribute-Based Access Control (ABAC) [12].  

Figure 1 assumed that we started from some known models. Figure 2 starts from the 
basic components of access control to provide a more general approach to developing 
access control models (we did not show the labels of the links for simplicity). This dia-
gram can be the starting point that allows a designer to select the type of access control 
he needs in his application. Once this abstract level is clear, we need to go to a software-
oriented level where we can choose more specific approaches. The center of this dia-
gram is Policy-Based Access Control (PABC) which indicates that the rules represent 
access policies, which are in turn defined by a Policy pattern. The Policy-Based Access 
Control pattern decides if a subject is authorized to access an object according to poli-
cies defined in a central policy repository. The enforcement of these policies is defined 
by a Reference Monitor pattern. Depending on its administration, PABC can be MAC 
or DAC. XACML is a type of PBAC oriented SOA [24], shown here as two patterns for 
its aspects of rule definition and evaluation. Policies can be implemented as Access 
Control Lists (ACLs) or Capabilities. The NIST pattern is a variety of RBAC discussed 
in Section 4. The reference Monitor may use a Policy Enforcement Point (PEP), a Pol-
icy Definition Point (PDP), and other patterns to describe the administrative structure of 
enforcement [24]. The Access Matrix can be extended with predicates or a copy flag 
and both can be used in another variation of this model. 
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3   Levels of Abstraction 

Models and their patterns may correspond to different abstraction levels; for example, 
the concept of session is a concept at a lower level than RBAC because it indicates an 
abstract mechanism to restrict the concurrent use of some rights (which may produce 
conflicts of interest). It is possible to make explicit in the pattern diagram the abstrac-
tion level of the patterns Figure 3 shows these levels explicitly, showing the Policy 
Model, Policy Rule,and reference Monitor at the highest level, while PBAC and the 
Session-Based Reference Monitor are more implementation-oriented. Many times we 
do not emphasize this separation; however, when we deal with different architectural 
levels this separation is important; for example, the implementation of access control 
at the file system level is quite different from authorization rules at the application 
level. Figure 3 also shows how some of the patterns of Figure 1 could have been 
found starting from the components of Figure 2:  We can define a Session-Based 
Reference Monitor that requires the concept of Access Session to delimit the rights of 
the user. This figure also emphasizes the separation of Policy Model and Policy 
Rules, not shown in Figure 2. 
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Fig. 2. A classification of access control patterns 

4    Using the Diagrams 

Let’s consider a financial application. The threats to this system have been identi-
fied and indicate that we need access control for classes Account, Transaction, and 
Customer. The designer refers to a diagram such as Figure 2 and starts by choosing 
PBAC because we need to apply banking policies to control access; for example, 
the owner of the account has the right to deposit and withdraw money from the 
account. The designer then chooses the Access Matrix model because access to 
accounts is given to individuals, not roles. As owners should only access their own 
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Fig. 3. Deriving specialized patterns from abstract models 

accounts, we need predicates in the Access Matrix.  Later, when the software archi-
tecture is defined, the designer decides to use web services, because ATMs and 
branch offices make this application highly distributed. Since any PBAC can be 
implemented using  XACML, the designer implements a Predicate Access Matrix 
using XACML.  

5   Growing New Models 

To apply this design approach we need good pattern catalogs. In this and the next 
section we see two approaches to develop catalogs. Each pattern can be augmented 
with new features to produce a new model with larger functionality. Figure 4 shows 
the basic RBAC pattern, where users are assigned to roles and roles are given 
rights. The National Institute of Standards and Technology (NIST) RBAC pattern 
follows the NIST standard [21] and allows access to resources based on the role of 
the subject and adds several functions to the basic model. The NIST standard also 
adds a linear role hierarchy. A subject may have several roles. Each role collects the 
rights that a user can activate at a given moment (execution context), while a ses-
sion controls the way of using roles and can enforce role exclusion at execution 
time. Strictly, the NIST standard allows only linear role hierarchies, while Figure 5 
shows recursive hierarchies (described by the Composite pattern [19]). Figure 5 
shows also object/resource recursive hierarchies. Similarly, we can separate admin-
istrative roles and rights and give roles to groups of users for example. The idea is 
that new functions require only adding more classes and their corresponding asso-
ciations. In fact, the pattern chains in the models of Figures 1 and 2 can be obtained 
in this way; for example, in Figure 2 we added a session to RBAC to obtain an 
NIST RBAC pattern. 

Combining this idea with architectural levels we can define different variations of 
these patterns intended for more specialized uses. For example, [25] shows an RBAC 
model where access to objects is performed through views. Specific views carry sets 
of rights as in the case of database systems. We can also formalize these models by 
adding OCL constraints in each pattern. The constraints may make functionality more  
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Fig. 4. Basic RBAC pattern 
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Fig. 5. Class model for RBAC with sessions and role/resource hierarchies 

specific, for example, by defining constraints among variables, or may define pre- 
or post-conditions for the pattern. As each model is derived from a simpler model, it 
is easy for the designer to see the differences and possibilities of each model. 

6   Finding Access Control Models by Analogy 

Analogy is another way to derive models from existing models [26].A model for 
medical records such as the one in Figure 6 represents typical policies used in HIPAA 
and other regulations. In particular, this model represents the policies: 

• A Patient role that has the rights to read his own record and authorize the use of 
this record.  

• A Doctor role showing that a given doctor may act as custodian for a patient re-
cord. 

• The Medical Record, that includes the constraint that any reading of a record by 
persons other than health providers, must be notified to the corresponding patient. 

• Specific medical records may be associated (linked) with other records to de-
scribe, for example, family relationships and physical contact, needed to trace ge-
netic or infectious diseases. 

 

Role ProtectionObject

Right

id
name

id
name

accessType

checkRights

* *
isAuthorizedFor

User

id
name

* *
MemberOf



 Patterns and Pattern Diagrams for Access Control 45 

<<role>>
Doctor

<<role>>
Patient

read
authorizeUse

MedicalRecord

read
modify

Custodian
InChargeOf

MedicalRelation

informPatient

* *
*

1..*1

1

Right

for own Record Inpatient

name
address
patient number

Patient

Outpatient

TreatmentHistory

medications
procedures

*

1

 
Fig. 6. A model for medical policies 
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Fig. 7. A pattern that includes some of the Sarbanes Oxley policies 

If we need a model for the Sarbanes/Oxley regulations, we can make the following 
analogies: Patient—Investor; Doctor—Broker; Hospital—Financial Institution; Medi-
cal Record—Financial Record. This leads to Figure 7, which is basically the same 
structure although the behavior semantics of some classes may be different.  

7   Conclusions 

We have tried to unify the many access control model varieties by using patterns. We 
believe that this perspective can help developers to align their needs with the selection 
of appropriate access control models. The selected access control pattern not only 
guides the conceptual security of the application but later it also guides the actual 
implementation of the model.  
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We can navigate the pattern diagram because (as shown in Section 4) patterns are 
composable with features, i.e. adding a feature (perhaps embodied by another pattern) 
produces a new pattern with extra features. If we have a pattern diagram we can navi-
gate in it to find an appropriate pattern 

Using this approach we can not only clarify the relationships of access control 
models but it has led us also to discover the need for new security patterns: Subject, 
Object, Labeled Security, DAC, MAC. Access control patterns give us also the possi-
bility of evaluating commercial products: we can see if the product contains the corre-
sponding pattern in its design. 
We are working on the necessary environment to use this approach, including: 

• A complete catalog of security patterns including many varieties of access 
control models to let designers find the required solution to each security 
situation 

• A classification of patterns according to their security concerns and architec-
tural level. We proposed such a classification in [27].  

• A tool incorporating pattern classifications and a catalog. Pattern maps would 
make use of pattern classifications to select which patterns to present to a de-
signer; for example, operating system-level patterns to a system designer.  

• A standard representation of security patterns. This is important for imple-
menting tools and for a more widespread use of security patterns. 
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Abstract. The traditional access control models, such as Role-Based Access
Control (RBAC) and Bell-LaPadula (BLP), are not suitable for pervasive comput-
ing applications which typically lack well-defined security perimeters and where
all the entities and interactions are not known in advance. We propose an access
control model that handles such dynamic applications and uses environmental
contexts to determine whether a user can get access to some resource. Our model
is based on RBAC because it simplifies role management and is the de facto
access control model for commercial organizations. However, unlike RBAC, it
uses information from the environmental contexts to determine access decisions.
The model also supports delegation which is important for dynamic applications
where a user is unavailable and permissions may have to be transferred temporar-
ily to another user/role in order to complete a specific task. This model can be
used for any application where spatial and temporal information of a user and an
object must be taken into account before granting access or temporarily transfer-
ring access to another user.

1 Introduction

With the increase in the growth of wireless networks and sensor and mobile devices,
we are moving towards an era of pervasive computing. The growth of this technology
will spawn applications such as, the Aware Home [6] and CMU’s Aura [7], that will
make life easier for people. However, before such applications can be widely deployed,
it is important to ensure that no authorized users can access the resources of the appli-
cation and cause security and privacy breaches. Traditional access control models, such
as, Bell-LaPadula (BLP) and Role-Based Access Control (RBAC), do not work well
for pervasive computing applications because they do not have well-defined security
perimeters and all the users and resources are not known in advance. Moreover, they do
not take into account environmental factors, such as, location and time, while making
access decisions. Consequently, new access control models are needed for pervasive
computing applications.

In pervasive computing applications, the access decisions cannot be based solely on
the attributes of users and resources. For instance, we may want access to a computer be
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enabled when a user enters a room and it to be disabled when he leaves the room. Such
types of access control can only be provided if we take environmental contexts, such
as, time and location, into account before making access decisions. Thus, the access
control model for pervasive computing applications must allow for the specification
and checking of environmental conditions.

Pervasive computing applications are dynamic in nature and the set of users and re-
sources are not known in advance. It is possible that a user/role for doing a specific task
is temporarily unavailable and another user/role must be granted access during this time
to complete it. This necessitates that the model be able to support delegation. Moreover,
different types of delegation needs to be supported because of the unpredictability of
the application.

Researchers have proposed various access control models for pervasive computing
applications. Several works exist that focus on how RBAC can be extended to make it
context aware [6,5,15]. Other extensions to RBAC include the Temporal Role-Based Ac-
cess Control Model (TRBAC) [2] and the Generalized Temporal Role Based Access Con-
trol Model (GTRBAC) [9]. Researchers have also extended RBAC to incorporate spatial
information [3,14]. Incorporating both time and location in RBAC is also addressed by
other researchers [1,4,12,16]. Location-based access control has been addressed in other
works not pertaining to RBAC [7,8,10,13,11,17]. However, none of these works focus
on delegation which is a necessity in pervasive computing applications.

In this paper, we propose a formal access control model for pervasive computing ap-
plications. The model extends the one proposed in our earlier work [12]. Since RBAC is
policy-neutral, simplifies access management, and widely used by commercial applica-
tions, we base our work on it.We showhow RBAC can be extended to incorporate environ-
mental contexts, such as time and location. We illustrate how each component of RBAC
is related with time and location and show how it is affected by them. We also show how
spatio-temporal information is used for making access decisions. We also describe the dif-
ferent types of delegation that are supported by our model. Some of these are constrained
by temporal and spatial conditions. The correct behavior of this model is formulated in
terms of constraints that must be satisfied by any application using this model.

2 Our Model

Representing Location
There are two types of locations: physical and logical. All users and objects are asso-
ciated with locations that correspond to the physical world. These are referred to as the
physical locations. A physical location PLoci is a non-empty set of points {pi, p j, . . . , pn}
where a point pk is represented by three co-ordinates. Physical locations are grouped into
symbolic representations that will be used by applications. We refer to these symbolic
representations as logical locations. Examples of logical locations are Fort Collins, Col-
orado etc. A logical location is an abstract notion for one or more physical locations. We
assume the existence of two translation functions, m and m′, that convert from logical
locations to physical locations and vice-versa.

Although different kinds of relationships may exist between a pair of locations, here
we focus only on containment relation. A physical location ploc j is said to be contained
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in another physical location plock, denoted as, ploc j ⊆ plock, if the following condition
holds: ∀pi ∈ ploc j, pi ∈ plock. The location ploc j is called the contained location and
plock is referred to as the containing or the enclosing location. A logical location llocm

is contained in llocn, denoted as, llocm ⊆ llocn, if and only if the physical location
corresponding to llocm is contained within that of llocm, that is m′(llocm) ⊆ m′(llocn).
We assume the existence of a logical location called universe that contains all other
locations. In the rest of the paper, we do not discuss physical locations any more. The
locations referred to are logical locations.

Representing Time
A time instant is one discrete point on the time line. The exact granularity of a time
instant will be application dependent. For instance, in some application a time instant
may be measured at the nanosecond level and in another one it may be specified at
the millisecond level. A time interval is a set of time instances. Example of an interval
is 9:00 a.m. to 3:00 p.m. on 25th December. Example of another interval is 9:00 a.m.
to 6:00 p.m. on Mondays to Fridays in the month of March. We use the notation ti ∈
d to mean that ti is a time instance in the time interval d. A special case of relation
between two time intervals that we use is referred to as containment. A time interval tvi

is contained in another interval tv j, denoted as tvi ⊆ tv j, if the set of time instances in
tvi is a subset of those in tv j. We introduce a special time interval, which we refer to as
always, that includes all other time intervals.

Relationship of Core-RBAC entities with Location and Time
We discuss how the different entities of core RBAC, namely, Users, Roles, Sessions,
Permissions, Objects and Operations, are associated with location and time.

Users
We assume that each valid user carries a locating device which is able to track his lo-
cation. The location of a user changes with time. The relation UserLocation(u, t) gives
the location of the user at any given time instant t. Since a user can be associated with
only one location at any given point of time, we have the following constraint:
UserLocation(u,t) = li ∧UserLocation(u,t) = l j ⇔ (li ⊆ l j)∨ (l j ⊆ li)
We define a similar function UserLocations(u,d) that gives the location of the user
during the time interval d. Note that, a single location can be associated with multiple
users at any given point of time.

Objects
Objects can be physical or logical. Example of a physical object is a computer. Files
are examples of logical objects. Physical objects have devices that transmit their lo-
cation information with the timestamp. Logical objects are stored in physical objects.
The location and timestamp of a logical object corresponds to the location and time of
the physical object containing the logical object. We assume that each object is asso-
ciated with one location at any given instant of time. Each location can be associated
with many objects. The function ObjLocation(o,t) takes as input an object o and a time
instance t and returns the location associated with the object at time t. Similarly, the
function ObjLocations(o,d) takes as input an object o and time interval d and returns
the location associated with the object.
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Roles
We have three types of relations with roles. These are user-role assignment, user-role
activation, and permission-role assignment. We begin by focusing on user-role assign-
ment. Often times, the assignment of user to roles is location and time dependent. For
instance, a person can be assigned the role of U.S. citizen only in certain designated
locations and at certain times only. To get the role of conference attendee, a person
must register at the conference location during specific time intervals. Thus, for a user
to be assigned a role, he must be in designated locations during specific time inter-
vals. In our model, a user must satisfy spatial and temporal constraints before roles can
be assigned. We capture this with the concept of role allocation. A role is said to be
allocated when it satisfies the temporal and spatial constraints needed for role assign-
ment. A role can be assigned once it has been allocated. RoleAllocLoc(r) gives the set
of locations where the role can be allocated. RoleAllocDur(r) gives the time interval
where the role can be allocated. Some role s can be allocated anywhere, in such cases
RoleAllocLoc(s) = universe. Similarly, if role p can be assigned at any time, we specify
RoleAllocDur(p) = always.

Some roles can be activated only if the user is in some specific locations. For in-
stance, the role of audience of a theater can be activated only if the user is in the theater
when the show is on. The role of conference attendee can be activated only if the user
is in the conference site while the conference is in session. In short, the user must
satisfy temporal and location constraints before a role can be activated. We borrow
the concept of role-enabling [2,9] to describe this. A role is said to be enabled if it
satisfies the temporal and location constraints needed to activate it. A role can be ac-
tivated only if it has been enabled. RoleEnableLoc(r) gives the location where role r
can be activated and RoleEnableDur(r) gives the time interval when the role can be
activated.

The predicate UserRoleAssign(u,r,d, l) states that the user u is assigned to role r
during the time interval d and location l. For this predicate to hold, the location of the
user when the role was assigned must be in one of the locations where the role allocation
can take place. Moreover, the time of role assignment must be in the interval when role
allocation can take place.
UserRoleAssign(u,r,d, l) ⇒

(UserLocation(u,d) = l)∧ (l ⊆ RoleAllocLoc(r))∧ (d ⊆ RoleAllocDur(r))

The predicate UserRoleActivate(u,r,d, l) is true if the user u activated role r for the
interval d at location l. This predicate implies that the location of the user during the
role activation must be a subset of the allowable locations for the activated role and all
times instances when the role remains activated must belong to the duration when the
role can be activated and the role can be activated only if it is assigned.
UserRoleActivate(u,r,d, l)⇒

(l ⊆ RoleEnableLoc(r)) ∧(d ⊆ RoleEnableDur(r))∧UserRoleAssign(u,r,d, l)
The additional constraints imposed upon the model necessitates changing the precondi-
tions of the functions AssignRole and ActivateRole. The permission role assignment is
discussed later.
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Sessions
In mobile computing or pervasive computing environments, we have different types
of sessions that can be initiated by the user. Some of these sessions can be location-
dependent, others not. Thus, sessions are classified into different types. Each instance
of a session is associated with some type of a session. The type of session instance s is
given by the function Type(s). The type of the session determines the allowable loca-
tion. The allowable location for a session type st is given by the function SessionLoc(st).
When a user u wants to create a session si, the location of the user for the entire dura-
tion of the session must be contained within the location associated with the session.
The predicate SessionUser(u,s,d) indicates that a user u has initiated a session s for
duration d.
SessionUser(u,s,d)⇒ (UserLocation(u,d)⊆ SessionLoc(Type(s)))
Since sessions are associated with locations, not all roles can be activated within some
session. The predicate SessionRole(u,r,s,d, l) states that user u initiates a session s and
activates a role for duration d and at location l.
SessionRole(u,r,s,d, l) ⇒UserRoleActivate(u,r,d, l)∧ l ⊆ SessionLoc(Type(s)))

Permissions
Our model also allows us to model real-world requirements where access decision is
contingent upon the time and location associated with the user and the object. For ex-
ample, a teller may access the bank confidential file if and only if he is in the bank
and the file location is the bank secure room and the access is granted only during the
working hours. Our model should be capable of expressing such requirements.

Permissions are associated with roles, objects, and operations. We associate three
additional entities with permission to deal with spatial and temporal constraints: user
location, object location, and time. We define three functions to retrieve the values of
these entities. PermRoleLoc(p,r) specifies the allowable locations that a user playing the
role r must be in for him to get permission p. PermOb jLoc(p,o) specifies the allowable
locations that the object o must be in so that the user has permission to operate on the
object o. PermDur(p) specifies the allowable time when the permission can be invoked.

We define another predicate which we term PermRoleAcquire(p,r,d,l). This predi-
cate is true if role r has permission p for duration d at location l. Note that, for this
predicate to be true, the time interval d must be contained in the duration where the
permission can be invoked and the role can be enabled. Similarly, the location l must
be contained in the places where the permission can be invoked and role can be enabled.
PermRoleAcquire p r d l

l PermRoleLoc p r RoleEnableLoc r d PermDur p RoleEnableDur p

The predicate PermUserAcquire(u,o, p,d, l) means that user u can acquire the permis-
sion p on object o for duration d at location l. This is possible only when the permission
p is assigned some role r which can be activated during d and at location l, the user loca-
tion and object location match those specified in the permission, the duration d matches
that specified in the permission.

PermRoleAcquire(p,r,d, l)∧UserRoleActivate(u,r,d, l)
∧(Ob jectLocation(o,d)⊆PermOb jectLoc(p,o))⇒PermUserAcquire(u,o, p,d, l)
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For lack of space, we do not discuss the impact of time and location on role-hierarchy
or separation of duty, but refer the interested reader to one of our earlier paper [12].

Impact of Time and Location on Delegation
Many situations require the temporary transfer of access rights to accomplish a given
task. For example, in a pervasive computing application, a doctor may give certain priv-
ilege to a trained nurse, when he is taking a short break. In such situations, the doctor
can give a subset of his permissions to the nurse for a given period of time. There are
a number of different types of delegation. The entity that transfers his privileges tem-
porarily to another entity is often referred to as the delegator. The entity who receives
the privilege is known as the delegatee. The delegator (delegatee) can be either an user
or a role. Thus, we may have four types of delegations: user to user (U2U), user to role
(U2R), role to role (R2R), and role to user (R2U). System administrators are responsi-
ble for overseeing delegation when the delegator is a role. Individual users administer
delegation when the delegator is an user. When a user is the delegator, he can delegate
a subset of permissions that he possesses by virtue of being assigned to different roles.
When a role is the delegator, he can delegate either a set of permissions or he can dele-
gate the entire role. We can therefore classify delegation on the basis of role delegation
or permission delegation. We identify the following types of delegation.

[U2U Unrestricted Permission Delegation]: In this type of delegation, the delegatee
can invoke the delegator’s permissions at any time and at any place where the delegator
could invoke those permissions. The illness of the company president caused him to
delegate his email reading privilege to his secretary.

Let DelegateU2U Pu(u,v,Perm) be the predicate that allows user u to delegate the
permissions in the set Perm to user v without any temporal or spatial constraints. This
will allow v to invoke the permissions at any time or at any place.
∀p ∈ Perm,DelegateU2U Pu(u,v,Perm)∧PermUserAcquire(u,o, p,d, l)⇒

PermUserAcquire(v,o, p,d, l)

[U2U Time Restricted Permission Delegation]: Here the delegator places time re-
strictions on when the delegatee can invoke the permissions. However, no special re-
strictions are placed with respect to location – the delegatee can invoke the permission
at any place that the delegator could do so. The professor can delegate his permission
to proctor an exam to the teaching assistant while he is on travel.

Let DelegateU2U Pt(u,v,Perm,d′) be the predicate that allows user u to delegate
the permissions in the set Perm to user v for the duration d′.
∀p ∈ Perm,DelegateU2U Pt(u,v,Perm,d′)∧PermUserAcquire(u,o, p,d, l) ∧(d′ ⊆ d)

⇒ PermUserAcquire(v,o, p,d′, l)

[U2U Location Restricted Permission Delegation]: A delegator can place spatial re-
strictions on when the delegatee can invoke the permissions. However, the only tempo-
ral restriction is that the delegatee can invoke the permissions during the period when
the original permission is valid. The teaching assistant can delegate the permission re-
garding lab supervision to the lab operator only in the Computer Lab.

Let DelegateU2U Pl(u,v,Perm, l′) be the predicate that allows user u to delegate the
permissions in the set Perm to user v in the location l′.
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∀p ∈ Perm,DelegateU2U Pl(u,v,Perm, l′)∧PermUserAcquire(u,o, p,d, l) ∧(l′ ⊆ l)
⇒ PermUserAcquire(v,o, p,d, l′)

[U2U Time Location Restricted Permission Delegation]: In this case, the delegator
imposes a limit on the time and the location where the delegatee can invoke the permis-
sion. A nurse can delegate his permission to oversee a patient while he is resting in his
room to a relative.

Let DelegateU2U Ptl(u,v,Perm,d′, l′) be the predicate that allows user u to delegate
the permissions in the set Perm to user v in the location l′ for the duration d′.
∀p ∈ Perm,DelegateU2U Ptl(u,v,Perm, t ′, l′)∧PermUserAcquire(u,o, p,d, l)

∧(d′ ⊆ d)∧ (l′ ⊆ l) ⇒ PermUserAcquire(v,o, p,d′, l′)

[U2U Unrestricted Role Delegation]: Here the delegator delegates a role to the dele-
gatee. The delegatee can activate the roles at any time and place where the delegator can
activate those roles. A manager before relocating can delegate his roles to his successor
in order to train him.

Let DelegateU2U Ru(u,v,r) be the predicate that allows user u to delegate his role
r to user v.
DelegateU2U Ru(u,v,r)∧UserRoleActivate(u,r,d, l)⇒UserRoleActivate(v,r,d, l)

[U2U Time Restricted Role Delegation]: In this case, the delegator delegates a role
to the delegatee but the role can be activated only for a more limited duration than the
original role. A user can delegate his role as a teacher to a responsible student while he
is in a conference.

Let DelegateU2U Rt(u,v,r,d′) be the predicate that allows user u to delegate his role
r to user v for the duration d′.
DelegateU2U Rt(u,v,r,d′)∧UserRoleActivate(u,r,d, l)∧

(d′ ⊆ RoleEnableDur(r)) ∧(d′ ⊆ d) ⇒UserRoleActivate(v,r,d′, l)

[U2U Location Restricted Role Delegation]: In this case, the delegator delegates a
role to the delegatee but the role can be activated in more limited locations than the
original role. A student can delegate his lab supervision role to another student in a
designated portion of the lab only.

Let DelegateU2U Rl(u,v,r, l′) be the predicate that allows user u to delegate his role
r to user v in the location l′.
Delegate Rl(u,v,r, l′)∧UserRoleActivate(u,r,d, l)∧

(l′ ⊆ RoleEnableLoc(r)) ∧(l′ ⊆ l) ⇒UserRoleActivate(v,r,d, l′)

[U2U Time Location Restricted Role Delegation]: The delegator delegates the role,
but the delegatee can activate the role for a limited duration in limited places. A student
can delegate his lab supervision role to another student only in the lab when he leaves
the lab for emergency reasons.

Let DelegateU2U Rtl(u,v,r,d′, l′) be the predicate that allows user u to delegate his
role r to user v in location l′ and time d′.
DelegateU2U Rtl(u,v,r,d′, l′)∧UserRoleActivate(u,r,d, l)∧(l′⊆ RoleEnableLoc(r))∧

(d′ ⊆ RoleEnableDur(r)) ∧(d′ ⊆ d)∧ (l′ ⊆ l) ⇒UserRoleActivate(v,r,d′, l′)
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[R2R Unrestricted Permission Delegation]: Here, all users assigned to the delegatee
role can invoke the delegator role’s permissions at any time and at any place where the
user of this delegator role could invoke those permissions. The Smart Home owner role
may delegate the permission to check the status of security sensors of the home to the
police officer role, so all police officers can detect the intruder at any time at any place.

Let DelegateR2R Pu(r1,r2,Perm) be the predicate that allows role r1 to delegate the
permissions in the set Perm to role r2 without any temporal or spatial constraints. This
will allow users in the role r2 to invoke the permissions at any time or at any place.
∀p ∈ Perm,DelegateR2R Pu(r1,r2,Perm)∧ PermRoleAcquire(p,r1,d, l)∧

(d ⊆ RoleEnableDur(r2)) ∧(l ⊆ RoleEnableLoc(r2))
⇒ PermRoleAcquire(p,r2,d, l)

[R2R Time Restricted Permission Delegation]: The delegator role can place tempo-
ral restrictions on when the users of the delegatee role can invoke the permissions. No
special restrictions are placed with respect to location i.e. the delegatee role’s users can
invoke the permissions at any place that the delegator role’s users could do so. CS599
teacher role can grant the permission to access course materials to CS599 student role
for the specific semester.

Let DelegateR2R Pt(r1,r2,Perm,d′) be the predicate that allows role r1 to delegate
the permissions in the set Perm to role r2 for the duration d′.
∀p ∈ Perm,DelegateR2R Pt(r1,r2,Perm,d′)∧ (d′ ⊆ d) PermRoleAcquire(p,r1,d, l) ∧

(l′ ⊆ l)∧ (d′ ⊆ RoleEnableDur(r2))∧ (l ⊆ RoleEnableLoc(r2))
⇒ PermRoleAcquire(p,r2,d′, l)

[R2R Location Restricted Permission Delegation]: Here, the delegator role places
spatial constraints on where the users of the delegatee role can invoke the permissions.
No special temporal constraints are placed, that is, the delegatee role’s users can invoke
the permissions at any time that the delegator role’s users could do so. The librarian
role may grant the permission to checkout the book to the student role only at the self-
checkout station.

Let DelegateR2R Pl(r1,r2,Perm, l′) be the predicate that allows role r1 to delegate
the permissions in the set Perm to role r2 in the location l′.
∀p ∈ Perm,DelegateR2R Pl(r1,r2,Perm, l′)∧ PermRoleAcquire(p,r1,d, l)∧

(d ⊆ RoleEnableDur(r2))∧ (l′ ⊆ RoleEnableLoc(r2))∧ (l′ ⊆ l)
⇒ PermRoleAcquire(p,r2,d, l′)

[R2R Time Location Restricted Permission Delegation]: Here the delegator role im-
poses a limit on the time and the location where the delegatee role’s users could invoke
the permissions. The daytime doctor role may delegate the permission to get his loca-
tion information to the nurse role only when he is in the hospital during the daytime.

Let DelegateR2R Ptl(r1,r2,Perm,d′, l′) be the predicate that allows role r1 to dele-
gate the permissions in the set Perm to role r2 in the location l′ for the duration d′.
∀p ∈ Perm,DelegateR2R Ptl(r1,r2,Perm,d′, l′)∧ PermRoleAcquire(p,r1,d, l)∧

(d′ ⊆ RoleEnableDur(r2))∧ (l′ ⊆ RoleEnableLoc(r2))∧ (d′ ⊆ d) ∧(l′ ⊆ l)
⇒ PermRoleAcquire(p,r2,d′, l′)
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[R2R Unrestricted Role Delegation]: Here all users assigned to the delegatee role can
activate the delegator role at any time and at any place where the user of this delegator
role could activate the role. In the case of company reorganization, the manager role
can be delegated to the manager successor role in order to train him.

Let DelegateR2R Ru(r1,r2) be the predicate that allows role r1 to be delegated to
role r2.
DelegateR2R Ru(r1,r2)∧UserRoleActivate(u,r2,d, l) ∧ (d ⊆ RoleEnableDur(r1))∧

(l ⊆ RoleEnableLoc(r1)) ⇒UserRoleActivate(u,r1,d, l)

[R2R Time Restricted Role Delegation]: Here, the delegator places temporal con-
straints on when the users of the delegatee role can activate the delegator role. No spe-
cial spatial constraints are placed i.e. the delegatee role’s users can activate the delegator
role at any place that the delegator role’s users could do so. The permanent staff role
can be delegated to the contract staff role during the contract period.

Let DelegateR2R Rt(r1,r2,d′) be the predicate that allows role r1 to be delegated to
role r2 for the duration d′.
DelegateR2R Rt(r1,r2,d′)∧UserRoleActivate(u,r2,d′, l)∧(d ⊆ RoleEnableDur(r1))∧

(l ⊆ RoleEnableLoc(r1)) ∧(d′ ⊆ d) ⇒UserRoleActivate(u,r1,d′, l)

[R2R Location Restricted Role Delegation]: The delegator role can place spatial re-
strictions on where the users of the delegatee role can activate the delegator role. No
special restrictions are placed with respect to time i.e. the delegatee role’s users can
activate the delegator role at any time that the delegator role’s users could do so. The
researcher role can be delegated to the lab assistant role at the specific area of the lab.

Let DelegateR2R Rl(r1,r2, l′) be the predicate that allows role r1 to be delegated to
role r2 in the location l′.
DelegateR2R Rl(r1,r2, l′)∧UserRoleActivate(u,r2,d, l′)∧(d⊆RoleEnableDur(r1))∧

(l ⊆ RoleEnableLoc(r1)) ∧(l′ ⊆ l) ⇒UserRoleActivate(u,r1,d, l′)

[R2R Time Location Restricted Role Delegation]: In this case, the delegator role im-
poses a limit on the time and the location where the delegatee role’s users could activate
the role. The full-time researcher role can be delegated to the part-time researcher role
only during the hiring period in the specific lab.

Let DelegateR2R Rtl(r1,r2,d′, l′) be the predicate that allows role r1 to be delegated
to role r2 in the location l′ for the duration d′.
DelegateR2R Rtl(r1,r2,d′, l′)∧UserRoleActivate(u,r2,d′, l′) ∧(d′ ⊆ d)∧ (l′ ⊆ l)∧

(d ⊆ RoleEnableDur(r1)) ∧(l ⊆ RoleEnableLoc(r1))∧ (d′ ⊆ d)∧ (l′ ⊆ l)
⇒UserRoleActivate(u,r1,d′, l′)

3 Conclusion and Future Work

Traditional access control models which do not take into account environmental factors
before making access decisions may not be suitable for pervasive computing
applications. Towards this end, we proposed a spatio-temporal role based access con-
trol model that supports delegation. The behavior of the model is formalized using
constraints.
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An important work that we plan to do is the analysis of the model. We have pro-
posed many different constraints. We are interested in finding conflicts and redundan-
cies among the constraint specification. Such analysis is needed before our model can
be used for real world applications. We plan to investigate how to automate this analy-
sis. We also plan to implement our model. We need to investigate how to store location
and temporal information and how to automatically detect role allocation and enabling
using triggers.
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Abstract. The current penetration, but also the huge potential, of Voice over IP 
(VoIP) telephony services in the market, boosts the competition among 
telecommunication service providers who promote new services through many 
different types of offers. However, this transition from the closed Public 
Switched Telephone Network (PSTN) architecture to the internet based VoIP 
services, has resulted in the introduction of several threats both intrinsic i.e. 
VoIP specific, and Internet oriented. In the framework of this paper, we are 
considering threats that may affect the accuracy and validity of the records of 
the billing system that the service provider is using for charging the users.  We 
are proposing a simple, practical and effective mechanism for protecting 
telecommunication service providers and end users from malicious activities 
originated from the end users and telecommunication service providers 
respectively. In both cases the malicious activity concerns fraud through the 
billing system. The proposed mechanism focuses on VoIP services that are 
based on the Session Initiation Protocol (SIP). However, it can be easily 
amended to cover other VoIP signaling protocols, as it takes advantage of the 
underlying AAA network infrastructure to deliver robust time stamping services 
to SIP network entities. 

Keywords: Session Initiation Protocol (SIP), Billing, Voice Over IP (VoIP). 

1   Introduction  

The advent of Voice over IP (VoIP) Telephony1 services offers to Telecommunication 
Service Providers (TSPs) new opportunities for providing advanced services, like 
conference rooms, click to dial, and multimedia delivery. In PSTN such services 
could not be realized at a large scale and at a relatively low cost. Furthermore, the 
potential of such services is highlighted by the estimation that up to the year 2012, 
VoIP users would reach the number of twelve million. Note, that currently the number 
VoIP users is not more that one million [1]. However, in order for TSPs to support 
such services, they should, among other things, provide accurate accounting services 
and particularly billing. This will boost the trustworthiness and popularity of VoIP 
services to potential consumers and will greatly increase IP telephony market share. 
                                                           
1 Hereafter the terms Voice over IP and IP Telephony services are considered equivalent. 
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Several researchers [2]-[4] have already identified various types of attacks that 
could be launched against VoIP services. Such attacks can severely affect not only the 
end-users but also the VoIP providers and the underlying infrastructure. Putting aside 
Quality of Service (QoS) issues, when end-users acquire VoIP services they are 
mostly worried about the accuracy and validity of their billing accounts. For example, 
the service provider could act maliciously and modify in an illegal way the Call Detail 
Records (CDRs) in order to overcharge the billing account of a given end-user. In the 
same way, an end-user could repudiate the calls included in his billing account in 
order to avoid the charges. It should be stressed that in such cases neither the end-user 
nor the TSP can prove the validity of the CDRs due to the lack of the appropriate non-
repudiation mechanisms in IP Telephony services.  

This paper proposes a simple, practical and effective mechanism for protecting, 
both end-users and TSPs, from billing frauds. While our mechanism focuses on VoIP 
services that are based on Session Initiation Protocol (SIP) [5], it can be easily 
amended to cover other VoIP signaling protocols as well. This is because our scheme 
takes advantage of the underlying AAA network infrastructure to deliver robust time 
stamping services to SIP network entities. 

The rest of the paper is organized as follows. Section 2 provides background 
information regarding billing services in VoIP. Section 3 presents various security 
incidents that affect the validity and accuracy of the billing service, while Section 4 
introduces and thoroughly analyzes the proposed scheme. Finally, Section 5 
concludes the paper giving directions for future work. 

2   Billing Services in IP Telephony 

VoIP attracts gradually more and more subscribers [1] and as already mentioned it is 
anticipated to gain a significant market share in the next few years. This growth is 
actually driven by two key factors: the low cost of VoIP service acquisition and the 
similar levels of QoS when compared to those of PSTN. TSPs do promote VoIP 
services through various offers, like free usage time, lower costs for prepaid cards and 
many more. In fact, all these offers are based on different billing methods that the 
TSPs must support. According to [6],[7] the billing methods that are available for 
services provided through the Internet architecture can be classified into the following 
categories: 

• Fixed Charge: The subscriber pays a fixed subscription fee for a specific period of 
time (e.g. monthly) irrespectively of the service usage. 

• Usage Charge: The subscriber pays a fee based on service usage (e.g. the volume 
of the data being transferred). For Internet oriented services two basic usage 
models are employed: (a) Service Time usage and (b) Transferred Media. Note that 
the latter model is not suitable for voice services.  

• Service Quality Charge: According to this model whenever the subscriber access 
the service, he pays a fee based on the provided QoS offered by the TSP as the case 
may be. 



 A Mechanism for Ensuring the Validity and Accuracy of the Billing Services 61 

Nowadays most TSPs employ mixed billing schemes, combining Fixed and Usage 
charging schemes, which rely either on prepaid or post billing services. However, in 
every case the employed billing scheme does not influence the general accounting 
method in use. To be more precise, by the term accounting method we refer to the 
process of collecting information about chargeable events, which will be later used as 
input to the billing service. Consequently, the billing process for IP telephony 
requires, among others, accurate tracing of “start” and “end” events for all the 
services acquired by a given subscriber in order to charge him appropriately. These 
events are known as Call Detail Records (CDRs). An example of such an event 
logging process sequence in a SIP based VoIP service, is presented in Table 1. 
Normally, CDRs are captured either by the Authentication, Authorization and 
Accounting (AAA) Server in charge, or the corresponding SIP proxy, depending on 
the service configuration parameters. 

Table 1. An Example of Call Detail Records 

Call-Id Caller Callee Type Msg Time-Date 
123@sip.gr dgen@sip.gr gkar@sip.gr INVITE 1/1/2008:11:00:00 
123@sip.gr dgen@sip.gr gkar@sip.gr 200 OK 1/1/2008:11:00:01 
123@sip.gr dgen@sip.gr gkar@sip.gr BYE 1/1/2008:11:05:04 

Let us consider a User A (caller) who wishes to establish a voice connection with a 
User B (callee), through some specific SIP based VoIP service. First of all, the caller 
generates a SIP INVITE message and sends it to the corresponding SIP proxy, which 
in turn forwards it to the callee. It is assumed that the caller must have been 
previously authenticated by the local AAA server which is responsible to authorize 
 

 

Fig. 1. Call Establishment procedure in SIP based IP Telephony Services 
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him (or not) to access the voice service. Other interactions are also possible in this 
stage, i.e. if the user is roaming to a foreign domain the local AAA server may contact 
the AAA server of the caller’s home domain in order to obtain the proper 
authentication and/or authorization credentials. However, for the sake of simplicity of 
the example, we assume that the caller uses a postpaid service. Provided that the 
callee is available, the session will be successfully established after the caller sends, 
through the SIP proxy, the final ACK message to the callee. Whenever any of the 
participants wishes to terminate the session, he issues a BYE message. Upon that, the 
SIP proxy is responsible to send to the AAA server (immediately or at a latter time) 
the corresponding CDRs that will be used as input to the billing service. The 
aforementioned procedure is depicted in Figure 1. 

3   Billing Attacks against IP Telephony 

Fraud attempts could be launched against any telecommunication system by 
employing several different methods and techniques. According to [8]there are 200 
types of known telecommunication frauds. However, the closed architecture of PSTN 
offers very few opportunities to malicious users for frauds through the manipulation 
of signaling data. A well known fraud incident in PSTN took place in early 1960’s, 
when common associated signaling was used by TSPs [9] This attack unfolds as 
follows: the aggressor sends a termination tone to the call center without hanging on 
his device. Although the call was terminated successfully, resources related with the 
previous connection remain allocated since the call center is waiting for the on hook 
condition. At the same time the malicious user could dial a new telephone number 
along with a start tone and establish a new connection without charging his account. 
Currently, the introduction of Common Channel Signaling (CCS), in conjunction with 
PSTN's closed architecture, makes such type of attacks impossible.  

On the contrary, the advent of VoIP which relies on the Internet, introduces several 
threats both intrinsic i.e. VoIP specific, and Internet oriented. For example, a 
malevolent user may try to evade charging, or even worse, charge another innocent 
legitimate user with calls that he has never performed. This is due to the fact that there 
are several methods that a malicious user could exploit in order to manipulate VoIP 
signaling data as demonstrated in [3]. Considering the call establishment procedure of 
Figure 1, a malicious caller instead of sending an ACK message after receiving the 
“200 OK” response from the callee, manipulates his telephone to suppress it. As a 
result, the SIP proxy assumes that the call has not been established, but the caller is 
actually able to communicate with the callee. In another scenario depicted in Figure 2, 
a malicious user may act as a Man In The Middle (MITM) in order to modify an 
INVITE message. That is, the INVITE’s message Contact header is set to the 
malicious user IP address and the To header to that of the person that the malicious 
user wishes to communicate with. The spoofed INVITE is then forwarded towards the 
corresponding proxy. The proxy sends the request towards the callee who, after 
accepting the call, generates a “200 OK” response message which is finally passed to 
the malicious user. Upon receiving it, the attacker replaces it with a “Busy” message 
and forwards it to the legitimate user who acknowledges the spoofed Busy response 
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Fig. 2. An Example of Man-In-The-Middle Attack during Call Establishment 

and terminates the session. Under this context, the conversation between the 
malicious user and the callee has been successfully established, while the malicious 
user wangled to debit a legitimate user’s account for a call that did not actually made. 

Similar techniques are used in billing attacks known as “Fake busy”, “Bye Delay” 
and “ByeDrop”, which are discussed in detail in [10]. The difference between the 
aforementioned scenario and the “Fake Busy” one is the existence of another 
malicious user acting on behalf of the callee. This second aggressor intercepts the SIP 
messages and generates a “200 OK” response in order to make his IP address 
available to his collaborator in the attack which is placed on the side of the caller. 
After that, a media session between the two attackers can be successfully established. 
In this case the (legitimate) callee is unaware of the incoming invitation. As far as the 
rest of the attack scenarios, i.e. Bye Delay and Bye-Drop, the MITM attacker captures 
the SIP BYE message that the legitimate user (caller or callee) sends to the Proxy and 
sends back to the (legitimate) user a spoofed “200 OK” response message. This fact 
gives the impression to the service provider that the session is still active, whereas the 
legitimate user thinks that the session has been successfully terminated. It should be 
stated that in all the above security incidents the malicious user attempts to debit the 
legitimate user for calls that he never made. 

4   The Proposed Mechanism 

Billing accuracy severely affects end-users’ trust to VoIP services. Thus, service 
providers should employ robust solutions and countermeasures against threats similar 
to those described in Section 3. Normally, TSPs start charging a caller as soon as the 
200 OK response message has been received by the corresponding SIP proxy. This is 
crucial in order to thwart clever attackers from establishing free calls. Even this 
countermeasure, however, is not an accurate indication that the session between the 
two ends has been established successfully. For example, referring to Figure 1, the 
caller’s network may become inoperable before the caller sends the final ACK 
(message #7). Even though this will interrupt the session in an abnormal way, the TSP 
will wrongly charge the caller for some service time. It is therefore clear that the 
employment of mechanisms for protecting both end-users and TSPs against billing 
frauds is necessary. 
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4.1   Architecture and General Description 

The objective is to introduce a lightweight, practical and effective solution for 
preserving non-repudiation and non-usurpation in SIP. Thus, the choice was not to 
use mechanisms that mandate Public Key Infrastructure (PKI), like [12]. For the same 
reason we have set aside recent solutions [13]that are more generic and require third 
network entities or additional components. The proposed scheme is fully compatible 
with the underlying network infrastructure and the protocols employed. Moreover, it 
can support roaming users and heterogeneous network realms towards 4G. Figure 3 
depicts the general architecture and the message flow of the proposed scheme. A 
detailed description of each step follows. 

1. At first, the SIP user authenticates himself to the network using a standard AAA 
protocol. Here, we select Diameter [14], but RADIUS [16] is also an option 
without any loss of generality. Note, that up to this point, the user authentication 
is performed by utilizing any sort of credentials that the user has, via standard 
EAP methods, like EAP-TLS [17], EAP-AKA [18], etc. 

2. Secondly, the user needs to register with the SIP registrar server in order to be 
able to receive and make calls. Here, a standard SIP authentication method, like 
the digest one [19] may be used. 

3. After that, when the user initiates a SIP call, the User Agent (UA) sends a 
standard Diameter accounting request to the local AAA server. It is worth noting 
that the Accounting-Record-Type Attribute Value Pair (AVP), i.e. AVP Code 
480, which contains the type of accounting record being sent, must set to 
EVENT_RECORD. This value indicates that a one-time event has occurred [14]. 

4. The AAA server sends a triplet of {Origin host || Session_ID || Timestamp} 
information to the local SIP proxy. It also keeps a signed, with his private key, 
copy of the triplet to a log file that could be used in case of dispute. The origin 
host field contains the IP address of the user’s device. The IP address of the local 
SIP proxy may be pre-configured to the AAA server. If not, there are at least two 
more ways to find it. Normally, the location information can be discovered 
dynamically, based on Dynamic Host Control Protocol (DHCP). The DHCP 
server shall inform the AAA with the domain name of the local SIP proxy and 
the address of a Domain Name Server (DNS) that is capable to resolve the Fully 
Qualified Name (FQDN) of the SIP proxy by using DHCP. A second option is to 
include the IP address of the local SIP proxy to the Diameter accounting request 
(see step 3).  

5. The proxy acknowledges the message, otherwise the AAA server may retransmit 
it after a given time interval, following SIP’s retransmission time settings for a 
Non-INVITE request [5]. It also stores the received triplet to the corresponding 
queue. As discussed in the next subsection, for some predetermined time interval 
the AAA server will ignore any similar requests that originate from the same UA 
and have the same session_ID. 

6. The AAA server responds back to the originating UA with a Diameter accounting 
response, which contains an Event-Timestamp AVP. As described in [14]a 
Timestamp AVP, records the time that the reported event occurred. The SIP 
INVITE procedure begins at this point and assuming that the callee accepts the 
call, a 200 OK message is returned to the caller. 
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7. At this point, the UA is ready to start the call by sending a SIP ACK message to 
the local SIP proxy. Before doing so, the UA concatenates the received 
timestamp with the SIP ACK message. Upon reception, the SIP proxy will check 
its queue for a match, i.e. a same {Origin host || Session_ID || Timestamp}. It is 
noted that the corresponding queue has a limited length. That is, a triplet should 
remain in the queue until the session exceeds as it is specified in the SIP’s Finite 
State Machine (FSM) [5]. If the matching procedure returns true, the proxy 
forwards the INVITE message to the caller, probably via other proxies, and logs 
the event along with the corresponding ACK message. The log files may be 
collected in batches at a later time by the underlying accounting service. 

The same procedure should be followed before the call is terminated, that is, before 
the corresponding SIP BYE message, to timestamp the event of call termination. 
Eventually, the start and stop instances of user charging are designated by the two 
timestamps acquired by the AAA server.  
 

 

Fig. 3. Generic architecture and scheme’s message flow 

4.2   Security Analysis 

In terms of security there are several aspects of the proposed scheme that must be 
carefully examined. The network authentication and the SIP register / authentication 
phases depend on the authentication methods and security policies employed. 
However, this is outside the scope of this paper. In fact, our security analysis 
concentrates on steps 3 to 7. As highlighted in [14] the Diameter protocol must not be 
used without any security mechanism (TLS or IPsec). Therefore, the communication 
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links between any Diameter nodes (Client, Agent or Server) are considered secure. 
Furthermore, when end-to-end security is required the End-to-End security extension, 
known as CMS Security Application [15], may be utilized. As a result, messages 3 & 
6 in Figure 3 are considered to be secure when in transit. Nevertheless, an attacker 
may exploit the Diameter accounting request message to trigger a Denial of Service 
(DoS) attack against the local AAA server. Such a scenario will possibly enable the 
attacker to flood the AAA server with Diameter accounting request messages. 
However, this attack cannot be mounted since, as already mentioned, the AAA server 
will drop all subsequent requests (arriving after the first one) that originate from the 
same UA and have the same Session_ID, for a predetermined time interval (see step 5 
in the previous subsection). Under these circumstances, the attacker will need a large 
number of zombies to launch such an attack, having each zombie sending a request 
every 30 seconds, a scenario that is considered highly improbable. IP spoofing by a 
limited number of machines is also out of question since all modern routers will easily 
detect such an attack.  Moreover, giving the fact that the {Origin host || Session_ID || 
Timestamp} queue holds only a limited number of records, overflow style DoS 
attacks are not feasible. 

Another scenario could be the eavesdropper to acquire a Diameter accounting 
response in order to use it for his own benefit or to just cause commotion to the 
accounting system. This is however infeasible since the communication between the 
UA and the AAA server is encrypted and also because the SIP server will match each 
INVITE SIP message with its own records. Furthermore, in order to protect the 
integrity and authenticity of SIP ACK and BYE messages, against MITM attacks, a 
mechanism like the Interity-Auth header proposed in [20] should be adopted. 

4.3   Resolution of Disputes 

Let us now consider a case where a legitimate user repudiates a specific call (or part 
of it) that has been included in his billing account. If that happens, the TSP will 
requests from the AAA server the log file of the signed timestamps that correspond to 
the sessions-calls made. Furthermore, the TSP locates in the SIP proxy logs, the SIP 
ACK and the corresponding SIP BYE message, designating the start and end of the 
specific call.  With the AAA signed triplet {Origin host || Session_ID || Timestamp} 
and the user’s SIP ACK and BYE messages, the TSP is able to prove that a call was 
indeed generated by the claimant. The TSP is also able to prove the exact duration of 
the call. Note that due to the employment of the Integrity-Auth scheme [20], only 
properly authenticated entities can establish or terminate calls by generating the 
corresponding SIP messages. This ensures that no legitimate user is able to put calls 
on behalf of another. The claimant may also contend that the TSP generated these 
messages by his own, relied on the fact that the Integrity-Auth scheme is based on a 
pre-shared password. However, this is not feasible since the AAA (which has the role 
of a trusted third party) issues timestamps only for requests received by end-users. So, 
even in cases where the TSP tries to illegally modify a timestamp, he will not be able 
to match it later with the original AAA’s signed timestamp. This means that the user 
would be able to prove that the corresponding accounting data were illegaly modified.   
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5   Conclusions and Future Work 

Billing mechanisms are of major importance for real-time services, like VoIP. This 
work elaborates on the accounting process, proposing a novel and robust billing 
system. The requirements of the proposed mechanism are defined and all the 
accounting scenarios that the system should cope with are examined. The proposed 
mechanism is generic and capitalizes on the existing AAA infrastructure, thus 
providing secure means to transfer and store sensitive billing data. More importantly, 
it can be easily incorporated into the TSP’s existing mechanisms regardless of the 
underlying network technology. At the same time its generic nature allows for 
interoperability between different network operators and service providers. The next 
steps of this work include the implementation and evaluation of a prototype system. 
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Abstract. The Internet gives people various possibilities to interact
with each other. Many interactions need trust that interactors behave
in a way one expects them to do. If people are able to build reputation
about their past behaviour this might help others to estimate their future
behaviour. Reputation systems were designed to store and manage these
reputations in a technically efficient way. Most reputation systems were
designed for the use in single Internet communities although there are
similarities between communities. In this paper we present a multilat-
eral secure reputation system that allows to collect and use reputation
in a set of communities interoperable with the reputation system. We
implemented our system for the community software phpBB1.

1 Introduction

Internet communities cover various fields of interest for many people, e.g. mar-
ketplaces like eBay2 or online games like Second Life3. Social networks like Face-
book4 contain various communities linked with each other on one platform.

When interacting with others in a community security requirements and trust
issues become important. An interactor first wants to know what to expect from
others and then wants to trust in the fulfilment of his expectations. Usually only
users who fulfil these expectations are seen as trustworthy in the future.

On the Internet users often only interact once with each other. To help new
interactors to estimate the others’ behaviour reputation systems have been de-
signed and established to collect the experiences former interactors made [11]. A
very-popular example of a reputation system is implemented by eBay. As mar-
ketplace it offers its members the possibility to sell and buy arbitrary objects.
The exchange of object and money usually is done by bank transfer and con-
ventional mail. Many of these exchanges are successful, but unfortunately some
are not. For this reason a reputation system collects the experiences sellers and
buyers make. After every exchange they may give comments or/and marks to
each other that are added to the members’ public reputation (usually together
with the annotator and the exchange considered as context information).

1 http://www.phpBB.com
2 http://www.ebay.com/
3 http://www.secondlife.com/
4 http://www.facebook.com/
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Many people are not only a member of one but of various communities, typi-
cally even of communities with the same topics. E.g., both eBay and Amazon5

are providers of marketplace communities and many people use both. For this
reason there is an interest in using reputation independent from the community.

At the latest with the integration of various communities into one reputation
system privacy becomes an important issue. Unfortunately reputation systems
as data bases that collect information about who interacted with whom in which
context will be a promising target for numerous data collectors. For this reason
such information should be protected by means of technical data protection to
ensure users’ right of informational self-determination [9].

Privacy-enhancing user-controlled identity management [3,4] like PRIME6 as-
sists users platform-independent in controlling their personal data in various ap-
plications and selecting pseudonyms appropriately depending on their wish for
pseudonymity and unlinkability of actions.

Reputation usually is assigned to a reputation object (e.g. a pseudonym). The
interoperability of a reputation system with a user-controlled privacy-enhancing
identity management needs a privacy-respecting design of reputation systems
while keeping the level of trust provided by the use of reputations. In this pa-
per we present such a reputation system that collects reputation from various
communities and makes it usable for their members. Especially we try to follow
the design options of a privacy-respecting reputation system for centralised In-
ternet communities [12]. In section 2 we give an overview of the scenario and
the requirements the reputation system should fulfil. Based on this analysis
in section 3 we describe our system developed including implementation and
evaluation.

2 Scenario

A community system offers its users the possibility to interact with each other.
The members of a community can be assisted by an identity management

system that helps them to decide which pseudonym to use in which community
and with which interactor. Unfortunately current identity management focuses
on the typical user-service-scenario and should be extended to be also of use in
communities [1] as planned for PrimeLife7.

The members of a community can be assisted by a reputation management to
select and decide with whom to interact. The reputation management covers sev-
eral communities as a reputation network. Users within the reputation network
can give ratings to each other based on interactions within the communities. It
collects these ratings independent from the community and aggregates them to
the respective member’s reputation in the reputation network.
5 http://www.amazon.com/
6 Privacy and Identity Management for Europe (http://www.prime-project.eu/),

funded by the European Union in the 6. Framework Program, 2004-2008.
7 Privacy and Identity Management in Europe for Life (http://www.primelife.eu/),

funded by the European Union in the 7th Framework Program, 2008-2011.

http://www.amazon.com/
http://www.prime-project.eu/
http://www.primelife.eu/
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In our work we focus on centralised implementations of community systems
currently common on the Onternet. But as common for user-controlled privacy-
enhancing identity management for the reason of informational self-determination
we want to give the single user the control over his reputation and assume the
reputation to be stored locally at the owner’s device. He has to be assisted by
a reputation provider to guarantee some security requirements that will be out-
lined in section 2.1. The reputation for this reason should be globally the same
for the user in a certain context. By the use of user-controlled privacy-enhancing
identity management he can separate pseudonyms and by interoperable reputa-
tion management respective reputation for distinct contexts.

2.1 Stand-Alone Centralised Community and Reputation Systems

In a centralised community system interactions between members take place via
a central community server where they are stored and globally available at. To
become a member of the community a user has to register with the community
server by declaring a pseudonym for use within the community. Possible examples
are web forums like phpBB. If a reputation system is in place the community
server also overtakes the role of a reputation server: Users have the opportunity
to give ratings to interactions and based on these ratings a global reputation for
every user is computed . Before an interaction members inform themselves about
each other to decide whether to interact and what to expect from an interaction.
According to [8] reputation systems have to provide the following protocols:

1. Centralised communication protocols that allow members to:
– provide ratings about other interactors,
– obtain reputation of potential interactors from the reputation server.

2. A reputation computation algorithm the reputation server uses to derive
members’ reputation based on received ratings, and possibly other informa-
tion.

If the system follows a multilateral secure approach [10], it respects the differ-
ent security requirements of all users involved. The requirements outlined in the
following are the generic security requirements for reputation systems we helped
to elaborate in [6] focused on our scenario.

Availability of reputation: Users of the reputation system want to access
reputations as functional requirement to select interactors.

Integrity of interactions and ratings: The reputation information needs to
be protected from unauthorised manipulation, in propagation and in storage.

Accountability of interactors and raters: Users want other interactors and
raters to be accountable for their actions and ratings.

Completeness of ratings and reputation: Users want ratings to be given
for all interactions a pseudonym participated in. The aggregated reputation
should consider all ratings given.

Pseudonymity of raters and interactors: Users want to rate and interact
under a pseudonym that is not necessarily linked to their real name.
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Unlinkability of ratings and actions: Users want their ratings and actions
to be unlinkable. Otherwise behaviour profiles of pseudonyms could be built.
If the pseudonym becomes linked to a real name, as it often does in a repu-
tation network, the profile becomes related to this real name as well.

Anonymity of users: Users want to inform themselves anonymously about
others’ reputation to prevent behaviour profiles of their possible interests.

Authorisability of interactions, ratings and reputation computation:
Interactions should only take place between authorised members. Ratings
should only be given by members if an interaction took place between them.

Confidentiality of interactions, ratings and reputations: Though a rep-
utation system’s functional requirement is to collect ratings, the aggregated
reputation should only be obtainable by members. Concrete users also might
want only a subset of other members to know their ratings and reputation.

There exist countless models to design possible ratings and the reputation
computation algorithm [8]. As outlined in [6] the following requirements hold:

Accuracy of the reputation computation algorithm: The reputation
computation algorithm has to consider all ratings given. This should also
consider long-term performance. Other aspects include soliciting ratings,
but also educing hidden one (e.g. lack of rating). It should be possible to
distinguish between newcomers and users with bad reputation.

Trustworthiness of the raters: Existing social networks, and weighting rec-
ommendations according to the trustworthiness of the raters should be used
to scale the reputation computation algorithm to the needs of the one who
wants to inform himself about others’ reputation.

Self-correction: If a user agrees not or no longer with certain ratings for a
certain reputation object, he should correct both the trust values for the
corresponding raters in the reputation computation algorithm and the rep-
utation of the reputation object.

These requirements show the need for individual reputation in contrast to the
common concept of global reputation. Due to the need of multilateral secucurity
we also favoured global repuation and had to neglect the last two requirements
above to reach anonymity and unlinkability of the uders involved.

2.2 Cross-Community Reputation Management

With the help of cross-community reputation a significant reputation can be
built up easily in short time even in very small communities.

The reputation system should be independent from the communities the rep-
utation it aggregates s used for. The reputation system provides the communi-
cation protocols necessary. But it might offer the communities the possibility to
define their own reputation computation algorithm that should be used by the
reputation system. In practice this will mean that the reputation visible in the
communities will differ. For this reason the ratings given should consist of



Multilateral Secure Cross-Community Reputation Systems 73

– the concrete mark given to the reputation object,
– the context the mark is given in,
– the community the interaction took place.

The communities have to agree on appropriate contexts they are willing to
exchange reputations for. The context might be the type of community and the
role the reputation object has/had (e.g. a seller in a marketplace).

The following requirements that are derived by multilateral security should
hold for the reputation system in addition to the scenario of one community:

Authorisability of cross-community reputation: Memberswithin the com-
munities have to agree on the communities their reputation is collected for.

Unlinkability of community pseudonyms: Users want to be members of
different communities without being linkable.

The latter requirement seems to be a contradiction to the functional require-
ment of cross-community reputation and the community noted in every rat-
ing but this reveals only in which communities a user collects ratings but the
pseudonyms he uses within these communities can still be unlinkable.

3 System Design

The system consists of three parts: the community server, which is realised
through phpBB, a user-controlled privacy-enhancing identity management like
PRIME and the reputation system, which is responsible for all the functions,
which are related to the handling of the reputations.

This system design tries to fulfil both the security requirements stated for stand-
alone community reputation systems as outlined in 2.1 and cross-community rep-
utation systems as outlined in 2.2 in the sense of multilateral security.

The system uses global reputations that are stored at the users’ device to give
him control over both his reputation and his privacy. Our design is independent
from concrete ratings and reputation computation algorithms.

We assume all communication to be secured by encryption to reach confiden-
tiality of all ratings and actions performed. All actions and ratings have to be
secured by digital signatures given under a pseudonym for integrity reasons. By
the use of an identity provider accountability of the pseudonym can be given.

For the identity management a user Alice registers a basic pseudonym with
an identity provider by declaration of her identity data (step 1 in Fig. 1). After
verifying the data the identity provider issues a basic credential (step 2 in Fig. 1).

When Alice wants to register in a reputation network within a certain context
she sends the reputation provider her basic credential (step 3 in Fig. 1). This
guarantees no user is able to build up reputation under multiple pseudonyms
within the same context and every user can be identified in the case of misbe-
haviour. The reputation provider creates a reputation pseudonym based on the
basic pseudonym and sends it back to Alice (step 4 in Fig. 1).

The reputation credential contains the pseudonym and its initial reputation.
The credential is a pseudonymous convertible credential [2] the user can convert
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Fig. 1. Registration process enabling unlinkability of a user and his pseudonyms

to another pseudonym within the reputation network whenever he wants to reach
unlinkability of actions. The credentials contain an attribute for the context,
l > 0 attributes for the last l ratings and an attribute for the expiration date.

After the conversion of the reputation credential to a community pseudonym
Alice can register this pseudonym with a community Ch by showing the converted
credential (step 5 in Fig. 1). Thereby she agrees that she will collect reputation
for her interactions in the community with the reputation network she regis-
tered with. Based on this she gets a community credential to her community
pseudonym and becomes a member of the community (step 6 in Fig. 1).

By the use of these distinct pseudonyms, unlinkability of the actions per-
formed under these pseudonyms is given initially. The only exception are Alice’s
reputation pseudonym and community pseudonym because Bob wants to assure
that he actually gave the rating to the pseudonym he interacted with.

3.1 Reputation System

In the following we outline the design of or reputation system.

Leave Rating To leave a rating an interaction must have taken place and been
finished between the respective two pseudonyms of Alice and Bob. After an
interaction (step 1 in Fig. 2) Bob receives a convertible credential from the
community that states that an interaction has been finished and Bob is allowed
to rate Alice’s pseudonym (step 2 in Fig. 2). Bob is able to convert this credential
from his community pseudonym to his reputation pseudonym (step 3 in Fig. 2).

For the rating (step 3 in Fig. 2) Bob sends this credential, Alice’s pseudonym
and the actual rating he wants to give to Alice to the reputation provider who
tests its validity and stores the rating until the update of Alice’s reputation.

Update of the reputation. After a fixed number k ≥ 1 of ratings have been
given to Alice’s pseudonym its reputation has to be updated by the reputation
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Fig. 2. System design

provider (step 5 in Fig. 2). We do not fix k = 1 here because according to the
game-theoretical analysis in [5] it might make sense economically not to update
a reputation after every rating but only after k > 1 ratings. This also increases
Alice’s unlinkability.

For the update Alice has to send her reputation credential to the reputation
system. This might be either initiated by Alice or by the reputation provider.
The attribute containing the reputation has to be updated in the reputation
credential and the new rating has to be added as attribute resp. substitute one
of the existing expired rating attributes. The reputation provider does not need
to know the reputation value. Only the relationship between the old and the new
credential must be guaranteed by the reputation provider. Therefore in principal
the calculation is possible on encrypted values if the reputation computation
algorithm is homomorphic regarding the encryption.

The reputation computation algorithm can be chosen arbitrarily by paying
attention to the fact that users are recognisable by their reputation even if they
use convertible credentials to reach unlinkability of their actions. For this reason
the sets of possible reputations and ratings have to be small enough to reach
large enough anonymity sets. Details about this idea are outlined in [12].

For the update the reputation provider sends the new reputation credential
to Alice (step 6 in Fig. 2). The old reputation credential would still be valid if
it did not contain the attribute for the expiration date.

Pseudonym change with reputation transfer. To increase the unlinkability be-
tween different interactions of a user, the change of pseudonyms with reputation
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transfer is possible as suggested in [12] (step 7 in Fig. 2). This is realised by
pseudonymous convertible credentials that allow a user to maintain his reputa-
tion but use a new pseudonym without trusting the reputation provider.

A pseudonym change only makes sense when a large number of users with
the same attributes (here the same reputation if no other attributes are known)
changes their pseudonym at the same time to guarantee an appropriate anonymi-
ty set. For this reason the sets of possible rating and reputation values are limited.

If Alice wants to change her pseudonym while a rating has been left at the
reputation provider for her credential, it cannot be guaranteed that the map-
ping between the new pseudonym and the rating could be made. Therefore the
reputation provider has to authorise the pseudonym change indirectly by issuing
credentials with new expiration dates. By this he helps to collect an anonymity
set of users willing to change their pseudonyms.

Evaluation of reputation. Before deciding on an interaction with a member of
the community Ch Claire can evaluate pseudonymously its reputation after the
member send her the reputation credential (step 8 in Fig. 2).

To augment the availability of the reputation a storing at the reputation server
or the community server should be possible with the chance for the user to
appoint authorisation to other members of the community to see the reputation.

Leaving a reputation network. Alice can always leave the community or rep-
utation network. If she then has a reputation less than the initial reputation
her identity should be revealed and banned by the identity provider to guaran-
tee that she does not get any new basic pseudonyms she could use for a new
registration in the reputation network or a community. This implements the
once-in-a-lifetime-credentials introduced in [7]

3.2 The Prototype

phpBB The software phpBB was originally developed as software for forums.
Therefore text-based interactions can be carried out with the help of phpBB. The
framework has a centralised architecture that must be installed on a web server
using PHP as script language. It supports various database schemes (MySQL,
etc.). The user uses the system only with the help of a web-based interface. The
basic phpBB implementation allows users to register with the community, to
start and answer a thread. For a reputation system like ours where users should
be rated based on interactions it is crucial that a mechanism exists, which proves
that the interaction has actually happened and was finalised. Such a mechanism
provides the MOD ”Geocator’s Feedback Ratings MOD”. Besides it includes a
whole reputation system in an eBay-like style we do not make use of.

Reputation system. The credentials and the required functions for handling them
were implemented using the idemix-Framework8, which is written in Java.

8 http://www.zurich.ibm.com/security/idemix/
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Fig. 3. Extended interface of phpBB

The reputation system is independent from the community server but can
be called over links integrated in the phpBB framework. These links lead to
PHP-based websites, offering different functions of the reputation system.

The websites request the users to fill in the necessary specifications like the
reputation credential or the rating value. If the inputs are valid after checking
by the reputation system, the PHP-scripts call a Java program implementing
the respective reputation functions. The programs are either dealing on the cre-
dentials (e.g. the update function) or on one of the databases also implemented
by the idemix framework (e.g. the rating function, where the rating remains in
the database till the reputation object updates his reputation credential). Also
the published reputation is in one of these databases. Functions to remove one’s
reputation and to search for other members’ reputation are also existent.

The prototype does not use PRIME yet but uses the authentication methods
of phpBB. Therefore the registration process takes place simultaneously in the
phpBB community and the reputation system. The phpBB community could
be used as usual, but the member can call the reputation functions within the
phpBB interface that have been extended for this reason as illustrated in Fig. 3.

Pseudonym change. The pseudonym change is implemented in an Java-program
which can be executed on the user’s system without knowledge of the reputation
provider, the community or other members.

3.3 Evaluation

The prototype was exemplary evaluated by a small testing group of 13 persons.
One questionnaire asked for general issues of reputation systems, communities
and privacy related concerns. The second questionnaire dealt with experiments
made with the prototype.

The first questionnaire showed that the users pay attention that their real
name is not published within communities. But users seem not to be aware of
how much information of their behaviour can be collected. Only the half of the
evaluators saw reputation as privacy-invasive information.

The prototype itself found general approval of the evaluators. The dealing with
the system was mastered by nearly all the evaluators. Only half of the evaluators
approved the concept of the pseudonym change or declared that they understood
the relevance of credentials. Maybe the benefit of this function and the uses of
the credentials in general have to be promoted more vigorously. The separation
of reputation system and community was found to be irritating while searching
for another user’s reputation. While keeping the separation of the systems for
the reason of unlinkability this should be invisible to the user.
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4 Conclusion

In this paper the basis and preconditions to design an interoperable reputation
system for Internet communities were introduced. This concept becomes more
and more important with the number of communities with similar topics growing.
Interoperability and the possible transfer of reputation lead to new possibilities
how to deal with newcomers in communities. Although we paid special attention
to the unlinkability of pseudonyms in different communities our solution still
needs trust in the provider. In future research we will concentrate on an easier
and more privacy-respecting handling of users’ various identities and reputations.
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Abstract. Trust Management is widely used to support users in making
decisions in open, distributed systems. If two sellers on e-Bay have sim-
ilar goods and service, similar marketing, they should also have similar
income and reputation. Such an expectation can be formulated as a hy-
pothesis: in realistic reputation (or trust management) systems, fairness
should be an emergent property. The notion of fairness can be precisely
defined and investigated based on the theory of equity. In this paper,
we investigate the Fairness Emergence hypothesis in reputation systems
and prove that in realistic circumstances, the hypothesis is valid. How-
ever, Fairness Emergence is not a universal phenomenon: in some circum-
stances it would be possible for one of two similar sellers to be better off.
We study the sensitivity of Fairness Emergence to various aspects of a
reputation systems.

1 Introduction

In distributed, open systems, where the behavior of autonomous agents is un-
certain and can affect other agents’ welfare, trust management is widely used.
Examples of practical use of trust management are (among others) reputation
systems in online auctions and Peer-to-Peer file sharing systems.

From the point of view of the agents who participate in transactions and
use a reputation system to cope with uncertainty or risk, the fairness of such
a system is particularly important. Consider the example of online auctions.
While the owner of the auction system might care only for an increase of the
transaction volume, the buyers or sellers expect that if they behave as fairly as
their competitors, they should have a similarly high reputation. In other words,
the users of a reputation system expect that the reputation system should treat
them as fairly as possible.

This intuitive reasoning leads to the formulation of a hypothesis: if a reputa-
tion system works better, then the utilities of similar users should become more
equal. This hypothesis could also be formulated differently: in successful repu-
tation (or trust management) systems, fairness should be an emergent property.
We shall refer to this hypothesis as the Fairness Emergence (FE) hypothesis. In
this paper, we verify the FE hypothesis.
� This research has been supported by the Polish Ministry of Science grant N N516
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The FE hypothesis is related to another question: should fairness be a goal of
trust management systems? If so, how can this goal be achieved in practice? In
order to consider fairness, it becomes necessary to define it precisely. In this work,
fairness is defined based on a strong theoretical foundation: the theory of equity.
The concept of fairness in trust management systems and the theory of equity
are discussed in the next section. Section 3 describes a simulation approach for
verifying the FE hypothesis, based on the fairness criteria introduced in section 2.
Section 4 describes the simulation results and the sensitivity of fairness emergence
to various aspects of a reputation system. Section 5 concludes the paper.

2 Considering Fairness in Trust Management Systems

Reputation systems have usually been studied and evaluated using the utilitarian
paradigm that originates from research on the Prisoner’s Dilemma. Following the
work of Axelrod [1], a large body of research has considered the emergence of
cooperation. The introduction of reputation has been demonstrated as helpful
to the emergence of cooperation1. In the Prisoner’s Dilemma, the sum of payoffs
of two agents is highest when both agents cooperate. This fact makes it possible
to use the sum of payoffs as a measure of cooperation in the iterated Prisoner’s
Dilemma. This method is an utilitarian approach to the evaluation of reputation
systems [2][3][4]. In most research, a reputation system is therefore considered
successful when the sum of utilities of all agents in the distributed system is
highest. Note that the utilitarian paradigm is used even if the simulation uses a
more complex model of agent interaction than the Prisoner’s Dilemma.

The use of Prisoner’s Dilemma allows for an implicit consideration of agent
fairness, while the sum of utilities is considered explicitly. Yet, in a more realistic
setting, the assumptions of the Prisoner’s Dilemma may not be satisfied, and it is
possible to point out cases when the utilitarian approach fails to ensure fairness:
in an online auction system, a minority of agents can be constantly cheated, while
the sum of utilities remains high. A notable example of explicit consideration
for fairness of reputation systems is the work of Dellarocas [3]. An attempt to
demonstrate that explicit consideration of fairness leads to different results in
the design and evaluation of reputation systems has been made in [5].

2.1 Theory of Equity

In this work, the concept of system fairness is identified with distributive fairness,
a sense narrower than social justice [6]. The understanding of the concept of fair-
ness in this paper is based on the theory of equity. The Lorenz curve is obtained
by taking the outcomes of all agents that participate in a distribution and order-
ing them from worst to best. Let us denote this operation by a vector function
(y) = [θ1(y), ..., θn(y)] of the outcome vector y (the outcomes can be utilities of
1 However, note that the existence of reputation information is a modification of the

original Prisoner’s Dilemma. Axelrod has explicitly ruled out the existence of repu-
tation information in his definition of the game.
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agents in a distributed system). Then, the cumulative sums of agents’ utilities are
calculated: starting from the utility of the worst agent ( θ1), then the sum of utili-
ties of the worst and the second worst ( θ2), and so on, until the sum of all agents’
utilities. Let us denote it as θn. The equal distribution line is simply a straight
line connecting the points (1, θ1) and (n, θn). The area between the two curves,
denoted by S, can be seen as a measure of inequality of the agent’s utilities. The
objective of distributive fairness is to minimize this inequality, making the Lorenz
curve as close to the equal distribution line as possible.

The area between the Lorenz curve and the equal distribution line can be
simply calculated and used as a computable measure of inequality. It can be
shown that minimizing this measure leads to fair distributions [7]. The Gini
coefficient (frequently used in economics) is the area S normalized by θn: Gini =

S
2θn

. Note that minimizing the Gini coefficient to obtain fair distributions can
lead to worse total outcomes (sums of all agent’s utilities) - this drawback can
be overcome by using a different fairness measure: the area under the Lorenz
curve (also equal to nθn

2 − S ).
Using the theory of equity, the Fairness Emergence hypothesis can be reformu-

lated as follows: in successful trust management systems, the distribution of sim-
ilar agents’ utilities should become more equitable. The fairness criteria described
in this section can be used to check whether the distribution is more equitable.

2.2 Laboratory Evaluation of Trust Management Systems

In a real-world setting, users of trust management systems would be expected to
have quite varied levels of utility (perhaps even incomparable ones). How, then,
do we expect a trust management system to realize a goal of fairness? And how
can the Fairness Emergence hypothesis be true?

This concern is based on a frequent misconception that mistakes equality
for fairness. If a trader in an Internet auction house has better goods, provides
better services and has better marketing than other traders, it is perfectly fair
that he should have a larger transaction volume and a larger revenue. On the
other hand, if we have two honest traders that have comparable goods, services,
and marketing, yet they have very unequal reputation and transaction volumes,
surely something is wrong in the way the trust management system works.

Therefore, when all other factors can be excluded (equivalent to the ceteris
paribus assumption from economics), fairness can be identified with distribu-
tional fairness. In a laboratory setting, such conditions can be satisfied and we
can design trust management systems that realize the goal of fairness, even in
the presence of adversaries.

3 Verifying the Fairness Emergence Hypothesis by
Simulation

To verify the Fairness Emergence hypothesis, we have used a simulation exper-
iment. The FE hypothesis would hold if we could establish that the reputation



82 A. Wierzbicki and R. Nielek

system causes an increase of the equity of the distribution of utilities. In partic-
ular, we will be interested to study the impact of the quality of the reputation
system on the equity of utility distributions.

The simulator is based on the Repast 3.1 platform [12] and resembles an
Internet auction system. In the design of the simulator, we had to make a decision
about a sufficiently realistic, yet not too complex model of the auction system, of
user behavior, and of the reputation system. We chose to simulate the reputation
system and the behavior of user almost totally faithfully (the only simplification
is that we use only positive and negative feedbacks).

The auction system, on the other hand, has been simplified. We simulate the se-
lection of users using random choice of a set of potential sellers. The choosing user
(the buyer) selects one of the sellers that has the highest reputation in the set (and
then checks if the selected one has a reputation that is higher than a threshold).

3.1 Agent Behavior

In our simulator, a number of agents interact with each other. There are two
types of agents in the system: honest and dishonest agents. Dishonest agents
model adversaries. To test the FE hypothesis, we shall be interested in the fair-
ness of utility distributions of honest agents. The payoffs of honest and dishonest
agents will also be compared.

When an agent carries out a transaction, it must make three decisions. The first
decision concerns the choice of a transaction partner (seller) and whether or not to
engage in the transaction. The agent chooses his partner from a randomly selected
set of k other agents (in the simulations presented here, k has been equal to 3 or
1). From this set, the agent with the highest reputation is chosen. However, if the
highest reputation is lower than a threshold pchoice

min (honest agents choose partners
with reputation at least 0.45, and dishonest agents: 0.3) , then the choosing agent
will not engage in any transaction. If the best agent’s reputation is sufficiently
high, the choosing agent will engage in the transaction with a certain probability
p (in the simulations presented here, this probability was 1).

The second decision concerns the agent’s behavior in the transaction. This
decision can be based on a game strategy that can take into consideration the
agent’s own reputation as well as the reputation of his partner, the transaction
history and other information. We decided to use the famous Tit-for-tat strategy
developed by Rapaport but extended with using a reputation threshold: if two
agents meet for the first time and the second agents’ reputation is below pgame

min ,
the first agent defects. The strategy used in the simulations presented here has
also been based on the threshold pcheat

min . In the case when the partner’s reputation
is higher than pcheat

min , the agent would act fairly; otherwise, it would cheat with
a certain probability c. In the simulations presented here, honest agents had a
cheating probability of 0, while dishonest agents had a cheating probability of
0.2 and a reputation threshold of 0 - meaning that dishonest agents cheated
randomly with a probability of 0.2.

The third decision of the agent concerns the sending of reports. For positive
and negative reports, an agent has separate probabilities of sending the report. In
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the simulations presented here, the probability of sending a positive report, p+
rep

was 1.0, while the probability of sending a negative report p−rep varied from 0 to
1. This choice is based on the fact that in commonly used reputation systems [4],
the frequency of positive reports is usually much higher than of negative reports.
In the simulation it is also possible to specify a number of agents that never send
reports. This behavior is independent of the honesty or dishonesty of agents.

3.2 Simulation Experiments

In all simulations, there was a total of 1500 agents, out of which 1050 where hon-
est and 450 were dishonest. While the proportion of dishonest agents is high, they
cheat randomly and at a low probability - so a dishonest agent is really a ”not to-
tally honest agent”. Also, considering that frauds in Internet auctions are among
the most frequent digital crimes today, and considering that cheating in an auc-
tion may be more frequent than fraud - it may be sending goods that are of worse
quality than advertised - this proportion of dishonest agents seems realistic.

The simulator can compute reputations using all available feedbacks. The re-
sults of the simulation include: the reputations of individual agents and the total
utilities (payoffs from all transactions) of every agent. In the simulations pre-
sented here, an agent’s reputation is computed as the proportion of the number
of positive reports about the agent to the number of all reports.

All simulations were made using pseudo-random numbers, therefore the Monte
Carlo method is used to validate statistical significance. For each setting of the
simulation parameters, 50 repeated runs were made, and the presented results
are the averages and 95% confidence intervals for every calculated criterion. The
confidence intervals were calculated using the t-Student distribution.

We decided to use transaction attempts instead of the number of successful
transaction as a stop condition because we believe that an agent would consider
each transaction attempt as an expense, and the reputation system would have
to work well after as few transaction attempts as possible. In most presented
simulations for each turn, 500 transaction attempts have been made.

For each simulation, the first 20 turns have been used to warm-up the reputa-
tion system. It means that the payoffs are not recorded but an agents’ reputation
is modified by positive and negative reports. This method has been used to model
the behavior of a real reputation system, where the system has available a long
history of transactions. Simulating the reputation system without a warm-up
stage would therefore be unrealistic.

4 Simulation Results

To verify the Fairness Emergence hypothesis, we have been interested to in-
vestigate the impact of a reputation system on the equity of the agent utility
distribution. Equity of utility distributions has been measured using fairness cri-
teria based on the theory of equity; however, other criteria such as the sum of
agent utilities are considered as well. The simulations revealed that the Fairness
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Emergence hypothesis holds in several cases, but not universally; therefore, we
have investigated the sensitivity of fairness emergence to various factors that
influence the quality of the reputation system.

4.1 Fairness Emergence in the Long Term

The first studied effect has been the emergence of fairness in the long term. In
the simulation experiment, we have measured the Gini coefficient and have run
the simulation until the Gini coefficient stabilized. This experiment has been
repeated using three scenarios: in the first one, the agents did not use any rep-
utation system, but selected partners for transactions randomly. In the second
experiment, the reputation system was used, but agents submitted negative re-
ports with the probability of 0.2. In the third experiment, negative reports have
always been submitted.

The results of the three experiments are shown on Figure 1. The Figure plots
the average Gini coefficient of honest agents from 50 simulation runs against
the number of turns of the simulation. It can be seen that when agents do
not use the reputation system, the Gini coefficient stabilizes for a value that is
almost twice larger than the value of Gini that is obtained when reputation is
used. Furthermore, there is a clear effect of increasing the frequency of negative
feedbacks: the Gini coefficient decreases faster and stabilizes at a lower value
when p−rep = 1 . The initial growth of the Gini coefficient from 0 is due to the
fact that at the beginning of the simulation, the distribution of honest agent
utilities is equal (during the warm-up stage, utilities of agents are not recorded.
All agents start with a zero utility after warm-up completes.)

The result of this experiment seems to be a confirmation of the FE hypothesis.
The distributions of honest agents’ utilities have a lower Gini coefficient (and
a higher total sum of utilities) when the reputation system is used. Yet, the
problem here is that in realistic auction systems, most agents only have a small

Fig. 1. Fairness Emergence in the long term
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number of successful transactions, because they use the system infrequently.
In our simulation, new agents did not join the system (although the number of
agents was large). The average number of successful transactions of an agent has
been about 270, which is much lower than the number of agents; this means that
as in a real auction system, the chance of repeated encounters was low. However,
this number is still large. The simulations were continued until a stable state was
reached; in practical reputation systems, such a situation would not be likely to
occur because of the influx of new agents and the inactivity of old ones. For that
reason, we have decided to investigate the FE hypothesis in the short term, or
in unstable system states.

4.2 Fairness Emergence in the Short Term

The simulation experiments studied in the rest of this paper have been about 8
times shorter than the long-term experiments. For these experiments, the number
of successful transactions of an average agent was about 60. Figure 2 shows the
Gini coefficient of the distributions of honest agents’ utilities. On the x axis, the
frequency of sending negative reports by honest agents is shown (dishonest agents
always sent negative reports). The results show that for low negative report
frequencies fairness emerges more slowly. Increasing the quality of a reputation
system reduces the time needed for fairness emergence. This effect is apparent
very quickly, even after 50 turns of simulation. From now on, fairness emergence
in the short term is studied more closely to verify whether the improvement of
reputation system quality will cause fairness emergence. In other words, until
now we considered fairness emergence with time, and now we shall consider
the effect of the reputation system’s quality on fairness emergence. All further
experiments have been made in the short term, outside of the stable state of the
system.

4.3 Effect of Better Usage of Reputation

The usage of reputation by agents had a particularly strong influence on the
emergence of fairness. In our simulations, agents chose a seller with the highest

Fig. 2. Fairness Emergence in the short term
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Fig. 3. Effect of increased choice on Gini coefficient

reputation. If k=1, then the transaction partner was chosen at random and only
the threshold p(min)(game) was used to consider reputation. If k=3, it was less
likely that an agent with lower reputation would be chosen as a transaction
partner. These two scenarios correspond to the real life situation of buyers who
are able to select sellers from a larger set, based on their reputation; on the other
hand, it could be possible that the choice is low, because only one seller has the
required goods or services.

We have considered the two scenarios while investigating the impact of the
frequency of feedbacks on the reputation system. It turns out that increasing the
choice of agents is necessary for the emergence of fairness. Figure 3 shows the
effect of increasing the frequency of negative feedback on the Gini coefficient of
honest agents. The figure shows two lines that correspond to the scenarios of k=1
and k=3. It can be seen that if the choice of agents on the basis of reputation is
possible, then the increase in the number of feedbacks leads to a decrease of the
Gini coefficient.

Figure 4 shows the effect of increased choice and varying negative feedback
frequency on the sum of honest agents’ utilities. It can be seen that once again,
enabling the choice of partners based on reputation has a positive effect on the

Fig. 4. Effect of increased choice on sum of utilities
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Fig. 5. Effect of increased feedback on sum of utilities of all agents

Fig. 6. Effect of increased feedback on honest and dishonest agents’ utilities

welfare of honest agents. For k=3, honest agents overall had a higher sum of
utilities than for k=1, and this sum increased when the frequency of negative
reports increased. This also explains why the Gini coefficient of honest agents
for k=1 was lower than for k=3. Since the sum of utilities was lower for k=1,
the Gini coefficient could also be lower, although this does not mean that the
distribution of utilities for k=1 was more equitable than for k=3.

4.4 Effect of Better Feedback

Better feedback is a prerequisite for increasing the quality of a reputation system.
For that reason, we have chosen to investigate the effect of increased feedback
on the emergence of fairness. As has been explained previously, the frequency of
negative feedback has been varied from 0 to 1.

Figure 5 shows the effect of increasing negative feedback on the sum of utili-
ties of all agents. It turns out that the total sum was not affected by the increase.
This seems to be a paradox, since we are using the iterated Prisoner’s Dilemma
as a model of our auction system. In the Prisoner’s Dilemma, increased fairness of
agents results in an increased sum of all utilities. And increasingnegative feedbacks
from 0 to 1 should result in decreasing the ability of dishonest agents to cheat.

This experiment also shows that even assuming the use of a Prisoner’s Dilemma
as a model of a transaction, the use of the sum of all agents’ utilities (the utilitarian
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Fig. 7. Effect of increased feedback on Gini coefficient

paradigm)would leadtoawrongconclusion thatthesystembehavior isnotaffected.
From the utilitarian point of view, the reputation system works equally well when
the frequency of negative reports is 0, as when it is equal to 1.

Figure 6 shows that this is not the case. The sum of utilities of honest agents
increases, as negative feedbacks are sent more frequently. On the other hand,
the sum of utilities of dishonest agents drops.

Figure 7 shows effect of increased negative feedback frequency on the Gini
coefficient. Note that the effect is statistically significant for the variation of
from 0 to 1 (also from 0.4 to 1). Note that these simulations have been made
in the short term and that together with the results about the sum of utilities,
they prove the FE hypothesis: increasing the quality of the reputation system
does indeed lead to more equitable distribution of honest agents’ utilities, as the
hypothesis suggested.

5 Conclusion

The Fairness Emergence hypothesis may be viewed as a theoretical concept that
is similar to the well-known ”evolution of cooperation”. On the other hand, it
has an inherent practical value. First, if the FE hypothesis would not be true,
then a reputation (or trust management) system would allow the existence of
a degree of unfairness between similar agents. Such a situation would be highly
undesirable from the point of view of users of trust management systems, leading
to a disincentive of their usage. Second, if the FE hypothesis holds, then the
problem of ensuring fairness in an open, distributed system without centralized
control may have found a practical solution: it would suffice to use a good trust
management system in order to provide fairness.

We have shown that the Fairness Emergence hypothesis applies in realistic
conditions: in the presence of adversaries and in an unstable state of the system.
Yet, this work also shows that the FE hypothesis does not apply universally.
In particular, fairness emergence does not occur (or is very weak) if very few
negative feedbacks are received by the reputation system, and also if the users
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of a reputation system do not have enough choice of transaction partners with a
good enough reputation (this implies that if dishonest agents would be a large
fraction of the population, fairness could not emerge).

From these results we can draw the following conclusions:

1. Trust Management systems should explicitly consider fairness in their eval-
uation

2. Special Trust Management systems need to be designed in order to guarantee
fairness emergence.

In particular, increasing the frequency of negative feedbacks and the choice
of transaction partners had the highest impact on fairness in our research.

Further research is necessary to establish the sensitivity of the FE hypothe-
sis to various attacks on reputation systems, particularly to discrimination and
whitewashing attacks. It is also necessary to investigate Fairness Emergence
under other reputation algorithms. Furthermore, it would be desirable to inves-
tigate the emergence of fairness in more general trust management systems, for
example in systems that make use of risk in decision support.
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Abstract. Services offered and provided through the Web have varying quality,
and it is often difficult to assess the quality of a services before accessing and
using it. Trust and reputation systems can be used in order to assist users in pre-
dicting and selecting the best quality services. This paper describes how Bayesian
reputation systems can be combined with trust modeling based on subjective logic
to provide an integrated method for assessing the quality of online services. This
will not only assist the user’s decision making, but will also provide an incentive
for service providers to maintain high quality, and can be used as a sanctioning
mechanism to discourage deceptive and low quality services.

1 Introduction

Online trust and reputation systems are emerging as important decision support tools
for selecting online services and for assessing the risk of accessing them. We have pre-
viously proposed and studied Bayesian reputation systems [6,7,8,12] and trust models
based on subjective logic [4,5,10]. Binomial Bayesian reputation systems normally take
ratings expressed in a discrete binary form as either positive (e.g. good) or negative (e.g.
bad). Multinomial Bayesian reputation systems allow the possibility of providing rat-
ings with discrete graded levels such as e.g. mediocre - bad - average - good - excellent
[8]. It is also possible to use continuous ratings in both binomial and multinomial repu-
tation systems [9]. Multinomial models have the advantage that scores can distinguish
between the case of polarised ratings (e.g. a combination of strictly good and bad rat-
ings) and the case of only average ratings.

Trust models based on subjective logic are directly compatible with Bayesian rep-
utation systems because a bijective mapping exists between their respective trust and
reputation representations. This provides a powerful basis for combining trust and rep-
utation systems for assessing the quality of online services.

A general characteristic of reputation systems is that they provide global reputation
scores, meaning that all the members in a community will see the same reputation
score for a particular agent. On the other hand, trust systems can in general be used to
derive local and subjective measures of trust, meaning that different agents can derive
different trust in the same entity. Another characteristic of trust systems is that they
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Table 1. Possible combinations of local/global scores and transitivity/no transitivity

Private Scores Public Scores
Transitivity Trust systems, e.g. Rummble.com Public trust systems, e.g. PageRank
No Transitivity Private reputation systems, e.g. cus-

tomer feedback analysis
Reputation systems, e.g. eBay.com

can analyse multiple hops of trust transitivity Reputation systems on the other hand
normally compute scores based on direct input from members in the community which
is not based on transitivity. Still there are systems that have characteristics of being
both a reputation system and a trust system. The matrix below shows examples of the
possible combinations of local and global scores, and trust transitivity or not.

In this paper we describe a framework for combining these forms of trust and repu-
tation systems. Because Bayesian reputation systems are directly compatible with trust
systems based on subjective logic, they can be seamlessly integrated. This provides a
powerful and flexible basis for online trust and reputation management.

2 The Dirichlet Reputation System

Reputation systems collect ratings about users or service providers from members in a
community. The reputation centre is then able to compute and publish reputation scores
about those users and services. Fig.1 illustrates a reputation centre where the dotted
arrow indicate ratings and the solid arrows indicate reputation scores about the users.

Multinomial Bayesian systems are based on computing reputation scores by statistical
updating of Dirichlet Probability Density Functions (PDF), which therefore are called
Dirichlet reputation systems [8,9]. The a posteriori (i.e. the updated) reputation score is
computed by combining the a priori (i.e. previous) reputation score with new ratings.

In Dirichlet reputation systems agents are allowed to rate others agents or services
with any level from a set of predefined rating levels, and the reputation scores are not
static but will gradually change with time as a function of the received ratings. Initially,
each agent’s reputation is defined by the base rate reputation which is the same for all
agents. After ratings about a particular agent have been received, that agent’s reputation
will change accordingly.

Let there be k different discrete rating levels. This translates into having a state space
of cardinality k for the Dirichlet distribution. Let the rating level be indexed by i. The
aggregate ratings for a particular agent are stored as a cumulative vector, expressed as:

�R = (�R(Li) | i = 1 . . . k) . (1)

Fig. 1. Simple reputation system
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This vector can be computed recursively and can take factors such as longevity and
community base rate into account [8]. The most direct form of representing a reputation
score is simply the aggregate rating vector �Ry which represents all relevant previous
ratings. The aggregate rating of a particular level i for agent y is denoted by �Ry(Li).

For visualisation of reputation scores, the most natural is to define the reputation
score as a function of the probability expectation values of each rating level. Before
any ratings about a particular agent y have been received, its reputation is defined by
the common base rate �a. As ratings about a particular agent are collected, the aggre-
gate ratings can be computed recursively [8,9] and the derived reputation scores will
change accordingly. Let �R represent a target agent’s aggregate ratings. Then the vector
�S defined by:

�Sy :

(
�Sy(Li) =

�Ry(Li) + C�a(Li)

C +
∑k

j=1
�Ry(Lj)

; | i = 1 . . . k

)
. (2)

is the corresponding multinomial probability reputation score. The parameter C repre-
sents the non-informative prior weight where C = 2 is the value of choice, but larger
value for the constant C can be chosen if a reduced influence of new evidence over the
base rate is required.

The reputation score �S can be interpreted like a multinomial probability measure as
an indication of how a particular agent is expected to behave in future transactions. It
can easily be verified that

k∑
i=1

�S(Li) = 1 . (3)

While informative, the multinomial probability representation can require consider-
able space on a computer screen because multiple values must be visualised. A more
compact form can be to express the reputation score as a single value in some prede-
fined interval. This can be done by assigning a point value ν to each rating level Li, and
computing the normalised weighted point estimate score σ.

Assume e.g. k different rating levels with point values ν(Li) evenly distributed in
the range [0,1] according to ν(Li) = i−1

k−1 . The point estimate reputation score of a

reputation �R is then:

σ =
k∑

i=1

ν(Li)�S(Li) . (4)

A point estimate in the range [0,1] can be mapped to any range, such as 1-5 stars, a
percentage or a probability.

Bootstrapping a reputation system to a stable and conservative state is important. In
the framework described above, the base rate distribution �a will define initial default
reputation for all agents. The base rate can for example be evenly distributed over all
rating levels, or biased towards either negative or a positive rating levels. This must be
defined when setting up the reputation system in a specific market or community.
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Fig. 2. Scores and point estimate during a sequence of varying ratings

As an example we consider five discrete rating levels, and the following sequence of
ratings:
Periods 1 - 10: L1 Mediocre
Periods 11 - 20: L2 Bad
Periods 21 - 30: L3 Average
Periods 31 - 40: L4 Good
Periods 41 - 50: L5 Excellent

The longevity factor is λ = 0.9, and the base rate is dynamic [8,9]. The evolution of
the scores of each level as well as the point estimate are illustrated in Fig.2.

In Fig.2 the multinomial reputation scores change abruptly between each sequence
of 10 periods. The point estimate first drops as the score for L1 increases during the
first 10 periods. After that the point estimate increases relatively smoothly during the
subsequent 40 periods. Assuming a dynamic base rate and an indefinite series of L5
(Excellent) ratings, the point estimate will eventually converge to 1.

3 Trust Models Based on Subjective Logic

Subjective logic[1,2,3] is a type of probabilistic logic that explicitly takes uncertainty
and belief ownership into account. Arguments in subjective logic are subjective opin-
ions about states in a state space. A binomial opinion applies to a single proposition, and
can be represented as a Beta distribution. A multinomial opinion applies to a collection
of propositions, and can be represented as a Dirichlet distribution.

Subjective logic defines a trust metric called opinion denoted by ωA
X = (�b, u,�a),

which expresses the relying party A’s belief over a state space X . Here �b represents
belief masses over the states of X , and u represent uncertainty mass where�b, u ∈ [0, 1]
and

∑�b + u = 1. The vector �a ∈ [0, 1] represents the base rates over X , and is used



94 A. Jøsang et al.

for computing the probability expectation value of a state x as E(x) = �b(x) + �a(x)u,
meaning that �a determines how uncertainty contributes to E(x). Binomial opinions are
expressed as ωA

x = (b, d, u, a) where d denotes disbelief in x. When the statement x
for example says “David is honest and reliable”, then the opinion can be interpreted
as reliability trust in David. As an example, let us assume that Alice needs to get her
car serviced, and that she asks Bob to recommend a good car mechanic. When Bob
recommends David, Alice would like to get a second opinion, so she asks Claire for her
opinion about David. This situation is illustrated in fig. 3 below where the indexes on
arrows indicates the order in which they are formed.
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Fig. 3. Deriving trust from parallel transitive chains

When trust and referrals are expressed as subjective opinions, each transitive trust
path Alice→Bob→David, and Alice→Claire→David can be computed with the transi-
tivity operator1, where the idea is that the referrals from Bob and Claire are discounted
as a function Alice’s trust in Bob and Claire respectively. Finally the two paths can be
combined using the cumulative or averaging fusion operator. These operators form part
of Subjective Logic [2,3], and semantic constraints must be satisfied in order for the
transitive trust derivation to be meaningful [10]. Opinions can be uniquely mapped to
beta PDFs, and in this sense the fusion operator is equivalent to Bayesian updating. This
model is thus both belief-based and Bayesian.

A trust relationship between A and B is denoted as [A:B]. The transitivity of two
arcs is denoted as “:” and the fusion of two parallel paths is denoted as “�”. The trust
network of Fig.3 can then be expressed as:

[A, D] = ([A, B] : [B, D]) � ([A, C] : [C, D]) (5)

The corresponding transitivity operator for opinions denoted as “⊗” and the cor-
responding fusion operator as “⊕”. The mathematical expression for combining the
opinions about the trust relationships of Fig.3 is then:

ωA
D = (ωA

B ⊗ ωB
D) ⊕ (ωA

C ⊗ ωC
D) (6)

Arbitrarily complex trust networks can be analysed with TNA-SL which consists of
a network exploration method combined with trust analysis based on subjective logic

1 Also called the discounting operator.
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[4,5]. The method is based on simplifying complex trust networks into a directed series-
parallel graph (DSPG) before applying subjective logic calculus.

4 Combining Trust and Reputation

A bijective mapping can be defined between multinomial reputation scores and opin-
ions, which makes it possible to interpret these two mathematical representations as
equivalent. The mapping can symbolically be expressed as:

ω ←→ �R (7)

This equivalence which is presented with proof in [3] is expressed as:

Theorem 1. Equivalence Between Opinions and Reputations
Let ω = (�b, u,�a) be an opinion, and �R be a reputation, both over the same state space
X so that the base rate �a also applies to the reputation. Then the following equivalence
holds [3]:

For u �= 0: ⎧⎪⎪⎨
⎪⎪⎩

�b(xi) =
�R(xi)

C +
∑k

i=1
�R(xi)

u = C

C +
∑k

i=1
�R(xi)

⇔

⎧⎪⎪⎨
⎪⎪⎩

�R(xi) = C�b(xi)
u

u +
k∑

i=1

�b(xi) = 1
(8)

For u = 0:

⎧⎨
⎩

�b(xi) = η(xi)

u = 0
⇔

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�R(xi) = η(xi)
k∑

i=1

�R(xi) = η(xi)∞

k∑
i=1

m(xi) = 1

(9)

The case u = 0 reflects an infinite amount of aggregate ratings, in which case the
parameter η determines the relative proportion of infinite ratings among the rating lev-
els. In case u = 0 and η(xi) = 1 for a particular rating level xi, then �R(xi) = ∞ and
all the other rating parameters are finite. In case η(xi) = 1/k for all i = 1 . . . k, then
all the rating parameters are equally infinite. As already indicated, the non-informative
prior weight is normally set to C = 2.

Multinomial aggregate ratings can be used to derive binomial trust in the form of
an opinion. This is done by first converting the multinomial ratings to binomial ratings
according to Eq.(10) below, and then to apply Theorem 1.

Let the multinomial reputation model have k rating levels xi; i = 1, . . . k, where
�R(xi) represents the ratings on each level xi, and let σ represent the point estimate rep-
utation score from Eq.(4). Let the binomial reputation model have positive and negative
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ratings r and s respectively. The derived converted binomial rating parameters (r, s) are
given by: ⎧⎨

⎩
r = σ

∑k
i=1

�Ry(xi)

s =
∑k

i=1
�Ry(xi) − r

(10)

With the equivalence of Theorem 1 it is possible to analyse trust networks based on
both trust relationships and reputation scores. Fig.4 illustrates a scenario where agent
A needs to derive a measure of trust in agent F .

Fig. 4. Combining trust and reputation

Agent B has reputation score �RRC
B (arrow 1), and agent A has trust ωA

RC in the
Reputation Centre (arrow 2), so that A can derive a measure of trust in B (arrow 3).
Agent B’s trust in F (arrow 4) can be recommended to A so that A can derive a measure
of trust in F (arrow 5). Mathematically this can be expressed as:

ωA
F = ωA

RC ⊗ �RRC
B ⊗ ωB

F (11)

The compatibility between Bayesian reputation systems and subjective logic makes
this a very flexible framework for analysing trust in a network consisting of both repu-
tation scores and private trust values.

5 Trust Derivation Based on Trust Comparisons

It is possible that different agents have different trust in the same entity, which intu-
itively could affect the mutual trust between the two agents. Fig.5 illustrates a scenario
where A’s trust ωA

B (arrow 1) conflicts with B’s reputation score �RRC
B (arrow 2).

As a result A will derive a reduced trust value in the Reputation Centre (arrow 3).
Assume that A needs to derive a trust value in E, then the reduced trust value must
be taken into account when using RC’s reputation score for computing trust in E. The
operator for deriving trust based on trust conflict produces a binomial opinion over the
binary state space {x, x}, where x is a proposition that can be interpreted as x: “RC
provides reliable reputation scores”, and x is its complement. Binomial opinions have
the special notation ωx = (b, d, u, a) where d represents disbelief in proposition x.
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Fig. 5. Deriving trust from conflicting trust

What represents difference in trust values depends on the semantics of the state
space. Assume that the state space consists of five rating levels, then Fig.6.a repre-
sents a case of polarised ratings, whereas Fig.6.b represents a case of average ratings.
Interestingly they have the same point estimate of 0.5 when computed with Eq.(4).

(a) Reputation score from polarized ratings (b) Reputation score from average ratings

Fig. 6. Comparison of polarized and average reputation scores

We will define an operator which derives trust based on point estimates as defined
by Eq.(4). Two agents having similar point estimates about the same agent or propo-
sition should induce mutual trust, and dissimilar point estimates should induce mutual
distrust.

Definition 1 (Trust Derivation Based on Trust Comparison)
Let ωA

B and ωRC
B be two opinions on the same state space B with a set rating levels.

A’s trust in RC based on the similarity between their opinions is defined as:

ωA
RC = ωA

B ↓ ωRC
B where

⎧⎨
⎩

dA
RC = |σ(�RA

B) − σ(�RRC
B )|

uA
RC = Max[uA

B, uRC
B ]

bA
RC = 1 − bA

RC − uA
RC

(12)

The interpretation of this operator is that disbelief in RC is proportional to the great-
est difference in point estimates between the two opinions. Also, the uncertainty is equal
to the greatest uncertainty of the two opinions.

With the trust comparison trust derivation operator, A is able to derive trust in RC
(arrow 3). With the above described trust and reputation measures, A is able to derive
trust in E expressed as:

ωA
E = ωA

RC ⊗ ωRC
E (13)
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This provides a method for making trust derivation more robust against unreliable or
deceptive reputation scores and trust recommendations.

6 Numerical Example

By considering the scenario of Fig.5, assume that RC has received 5 mediocre and 5 ex-
cellent ratings about B as in Fig.6.a, and that A has had 10 average private experiences
with B, as in Fig.6.b. Then σ(�RRC

B ) = σ(�RA
B) = 0.5, so that dA

RC = 0. According to
Eq.(8) we get uRC

B = uA
B = 1/6, so that uA

RC = 1/6, and according to Eq.(12) we get
bA
RC = 5/6. With aA

RC = 0.9 the derived binomial opinion is ωA
RC = (5/6, 0, 1/6, 0.9),

which indicates a relatively strong, but somewhat uncertain trust.
Assume further the aggregate ratings �RRC

E = (0, 4, 2, 2, 0), i.e. reflecting 0 mediocre,
4 bad, 2 average, 2 good and 0 excellent ratings about E. The base rate vector is set to
�a = (0.1, 0.2, 0, 2, 0.4, 0.1) and the non-informative prior weight C = 2. Using Eq.(2),
the multinomial reputation score is �SE = (0.02, 0.44, 0.24, 0.28, 0.02). The point
values for each level from mediocre to excellent are: 0.00, 0.25, 0.50, 0.75 and 1.00.
Using Eq.(4) the point estimate reputation is σ = 0.46.

Using Eq.(10) and the fact that
∑k

i=1
�RRC

E (xi) = 8, the reputation parameters can
be converted to the binomial (r, s) = (3.68, 4.32). Using Eq.(8) RC’s trust in E in the
form of a binomial opinion can be computed as ωRC

E = (0.368, 0.432, 0.200, 0.500)
where the base rate trust has been set to aRC

E = 0.5.
The transitivity operator can now be used to derive A’s trust in E. The base rate

sensitive operator from [11] will be used, which for this example is expressed as:⎧⎪⎪⎨
⎪⎪⎩

bA:RC
E = (bA

RC + aA
RCuA

RC)bRC
E

dA:RC
E = (bA

RC + aA
RCuA

RC)dRC
E

uA:RC
E = 1 − bA:RC

E − dA:RC
E

aA:RC
E = aRC

E

(14)

A’s trust in E can then be computed as the opinion ωA
E = (0.362, 0.425, 0.213, 0.500),

which in terms of probability expectation value is E(ωA
E) = 0.4686. This rather weak

trust was to be expected from the relatively negative ratings about E.

7 Conclusion

Trust and reputation management represents an important approach for stabilising and
moderating online markets and communities. Integration of different systems would be
problematic with incompatible trust and reputation systems. We have described how it
is possible to elegantly integrate Bayesian reputation systems and trust analysis based
on subjective logic. This provides a flexible and powerful framework for online trust
and reputation management.
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Abstract. We propose a language for expressing fine-grained security policies
for controlling orchestrated business processes modelled as a BPEL workflow.
Our policies are expressed as a process algebra that permits a BPEL activity,
denies it or force-terminates it. The outcome is evaluates with compensation con-
texts. Finally, we give an example of these policies in a distributed map process-
ing scenario such that the policies constrain service interactions in the workflow
according to the security requirements of each entity participating in the work-
flow.

Keywords: Business Processes, Fine-grained Security Policies, Workflow Mon-
itoring.

1 Introduction

In the last few years, service oriented architectures are gaining a momentum. The auto-
mated composition of basic Web Services is one of the most promising ideas. Services
composition can be made, on the one hand, by a single peer service, which could interact
with different systems at different times, preserving their compositionality (Orchestra-
tion), and on the other hand, it is fundamental to guarantee overall systems functionali-
ties (Choreography).

Security is a very important matter in the composition of Web Services. Indeed,
services are provided by different entities in the network that could implement differ-
ent security mechanisms and apply different security policies. The overall interaction
of these policies could not allow the correct service workflow execution due to unex-
pected conflicts among policies. Indeed, services are composed for adhering to a busi-
ness workflow and access and usage control mechanisms must take into account this
view.

In this paper, we mainly focus on fine-grained control of service workflow. In partic-
ular, we propose a framework for monitoring the execution of service workflows based
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on policies derived from process description languages similar to those used for defin-
ing workflows themselves. These kinds of policy languages are based on a limited set
of operators that allow to express basic facts on security relevant actions as well as
complex execution patterns. There are operators for describing the sequence of secu-
rity relevant actions allowed, predicates on the current status of the computation, and
the composition of different policies (both conjunction and disjunction). As a matter of
fact, by using a process-like policy languages we are able to naturally model history
dependent access and usage policies.

To explain more the details of the approach, let us consider that network services are
combined by an orchestrator process that, by managing them, satisfies a certain user
requirement. Here we define a language that can be used to express fine-grain usage
control policies for BPEL-based workflows. In particular it controls access rights and
the right to perform any actions in the workflow in general, with particular attention to
the BPEL basic activity.

The framework we are going to propose is very general, although here we mainly
advocate it for orchestration. In this case, all services are agnostic with respect to the
behavior of the other services and the only communication is between the service and
the orchestrator. Hence this is a central point of control (and possible failure) of the
system and allows for the storage of system relevant information in a natural way. For
that reason, we define policies on the orchestrator in order to control essentially its
activities and thus the resulting activities of the composed service.

It is also possible to consider that each orchestrated service has a local policy that
has to be enforced. In this case each service has a usage control policy defined on it.

The rest of the paper is structured as follows. Section 2 introduces BPEL in an abstract
syntax and defines its labeled transition semantics. Section 3describes our view of the us-
agecontrol framework fororchestratedservices,defines thepolicy languagesandpresents
the formal semantics of the interaction between the policy and the controlled BPEL work-
flow. Section 4 shows an example of the applicability of our policies to the domain of
distributed map processing. Finally, Section 5 compares our work with related work.

2 BPEL Overview

The Business Execution Language for Web Services (BPEL4WS, simply called here
BPEL) [3,4] is a standard specification language for expressing Web service workflows
that was adopted by the Organization for the Advancement of Structured Information
Standards (OASIS1). BPEL resulted from the merge of two earlier workflow languages:
XLANG, which is a block structured language designed by Microsoft, and WSFL,
which is a graph-based language designed by IBM, and in fact, it adopted their ap-
proach in using Web-based interfaces (WSDL, SOAP) as its external communication
mechanism while using XML as its specification language. BPEL supports both cases
of service composition: service orchestration and service choreography. In the former
case, a central process coordinates the execution of a workflow by calling individual
services. The services themselves are agnostic to the existence of the workflow. There-
fore, the central process acts as the orchestrator of the workflow. In the latter, there is

1 www.oasis-open.org
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Fig. 1. The BPEL Metamodel

no central coordinator and each service knows its own share of the workflow, in other
words, it knows the exact operations it is meant to execute and which other services it
should invoke. In this sense, services here are locked in a choreography.

The concept of executable process allows for services to be orchestrated in BPEL. On
the other hand, the concept of abstract business protocol allows for the description of
public communication messages without describing the internal details of the workflow
process and hence facilitating the choreography of services. In the rest of the paper,
we concentrate on the orchestration paradigm since it is more natural to BPEL. There
are extensions of BPEL, such as BPEL4Chor [11], that promote the use of BPEL as a
choreography language.

Figure 1 depicts the BPEL metamodel. Based to this model, the lifecycle of a BPEL-
based executable workflow process is described intuitively as follows. The process rep-
resenting the workflow is invoked by another external process (usually called the client)
in which case the workflow process is started within its execution environment, typically
a BPEL execution engine. The workflow process contains a description of activities that
it must perform during the workflow. These activities may be either basic, such as the in-
vocation of Web services, receiving invocations from other services/processes, replying
to invocations etc., or structured, which describe the flow of control of basic activities,
for example, the sequential composition, parallel composition or the conditional com-
position of activities. In each basic activity, the name of the port type, the name of the
partner link offering that port type and the name of the operation on the port type are
specified. Additionally, parter links may be grouped as one partner and they may have
partner roles. A process may also have a correlation set, which is a set of properties
shared by all messages in a group of operations offered by a service. A process is di-
vided into scopes, each of which contains an activity, a fault handler, a compensation
handler and an event handler (we shall ignore event handlers from now on). Fault han-
dlers catch faults and may sometimes re-throw them, whereas compensation handlers
of successfully completed activities are used to reverse the effect of those activities
(rollback) whenever a fault is caught in the workflow later on.
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B ::= activity
A basic activity

| skip do nothing
| throw fault
| sequence(B1,B2) sequential composition
| flow(B1,B2) parallel composition
| switch(〈case b1 : B1〉, . . . ,〈case bn : Bn〉,〈otherwise B〉) conditional composition
| scope n : (B,C,F) named scope

C,F ::= compensation, fault handler
compensate compensate-all

| B activity
P ::= {|B,F |} business process

Fig. 2. Abstract Syntax of the BPEL Language

2.1 BPEL Abstract Syntax

We adopt here an abstract syntax for the BPEL language as defined by [18] and shown
in Figure 2.

The syntax defines a BPEL business process as a pair, {|B, F |}, consisting of a activ-
ity, B, and a fault handler, F . The activity may be composed of several other activities.
These could be either a basic activity, A, a do-nothing activity, skip or a fault throw
activity, throw. Examples of basic activities are the communication activities, such as:

– Service invocations in the form of invoke(ptlink, op, ptype), in which the opera-
tion, op, is invoked belonging to a partner link, ptlink, and the operation is invoked
on a port type, ptype.

– Receiving a request in the form of receive : (ptlink, op, ptype), where a service
receives a request for an operation op on some port type ptype by some client
ptlink.

– Replying to a request, reply : (ptlink, op, ptype), which generates a reply by call-
ing an operation op over a port type ptype belonging to a partner link ptlink.

For simplicity, in the abstract syntax of Figure 2 we have abstracted away all these basic
activities and represented them by a simple activity, A, without loss of generality.

An activity may also be a structured activity. We consider the following structured
activities:

– sequence(B1, B2): this is a structured activity and it represents the sequential com-
position of two activities, B1 and B2. For B2 to start executing, B1 must have
already terminated.

– flow(B1, B2): this is a structured activity and it represents the parallel composition
of two activities, B1 and B2. We do not assume anything here about the concur-
rency mode of these two activities (whether it is interleaving or non-interleaving).

– switch(〈case b1 : B1〉, . . . , 〈case bn : Bn〉, 〈otherwise B〉): this activity represents
the conditional case-based statement, where an activity Bi is chosen if its logical
condition, bi, is true. If there are more than one logical conditions that are true, then
one of these is chosen non-deterministically. Otherwise, the default B is executed if
none of the logical conditions is satisfied. Conditions b are assumed to be expressed
in some form of first order logic.
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– scope n : (B, C, F ): this is a scope named n, which has a default activity, B,
a compensation handler, C and a fault handler F . The scope usually runs as the
default activity, B. If this executes successfully, the compensation handler, C, is
installed in the context. Otherwise, the fault handler, F , is executed.

Fault and compensation handlers have the same definition as activities except that they
can perform compensation-all calls. For simplicity, we do not consider named compen-
sations, since these are a special case of compensation-all that require special operations
to search for the name of the compensation scope belonging to past finished activities.

2.2 Example: Distributed Map Processing

We consider here a simple example of a distributed map processing application inspired
by one of the application scenarios of project GridTrust [13]. The workflow represent-
ing interactions among the different components of the application are illustrated in
Figure 3.

The application consists of a main orchestrator process, which is the server farm,
that interacts with a couple of services, the processing centre and the storage resources
services, whenever the server farm receives a request from the client. The workflow
proceeds as follows:

– A client cartographer submits a request to the server farm process, which adver-
tises a map processing service that can create new maps. The request contains any
relevant information related to the old and new maps requested by the client. As an
example, we consider that the compensation for receiving the client’s request is to
request back to the client to send the map job again.

– The server farm process invokes a local or a network-based resource storage service
and stores on that service data related to the job submitted by the client. We consider
that this invocation will be compensated by deleting the job data from the storage
service.

– The server farm process next submits a map processing request to a processing
centre service requesting, which then retrieves information relevant to the new map
and then sends the results back to the server farm.

– Once the processing centre has ensured that the server farm is authorized to modify
the map, the processing centre processes the job request and sends the results back
to the server farm. These results contain the new map. We consider here that if the
server farm is unable to receive the results of the map processing, then it will ask
for a compensation of the finished previous activities.

– After having received the results from the processing centre, the server farm carries
on final customisation processing on the new map and once finished, sends back
the result to the client cartographer.

– The client cartographer now is expected to make a payment to (possibly as a result
of an off-line invoice it received) the server farm process. This payment is received
and checked by the server farm process. If ok, the client is acknowledged.

The basic BPEL definition of the main server farm process is shown in Figure 4,
where we have used the syntactic sugar sequence(B1, . . . , Bn) instead of sequence(B1,
sequence(. . . , Bn)).
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Fig. 3. Workflow for the Distributed Map Processing Application

ServerFarm = {|sequence(
scope req : (receive(Client,mapBuild,Map Build Port),Creq, throw),
scope str : (invoke(Storage Resources,storeJobData,Resource Port),Cstr, throw),
scope prcinv : (invoke(Processing centre,processMap,Process Port),skip, throw),
scope prcrec : (receive(Processing centre, inputProcessingResults,Process Results Port),

skip,compensate),
scope res : (reply(Client,mapResults,Map Results Port),skip, throw),
scope pay : (receive(Client,makePayment,Payment Port),skip, throw),
scope ack : (invoke(Client,allOK,Payment),skip, throw)),
compensate|}

where,
Creq = sequence(invoke(Client,resendMap,

Map Build Port),receive(Client,mapBuild,Map Build Port))
and,
Cstr = invoke(Storage Resources,deleteJobData,Resource Port)

Fig. 4. The Server Farm Process

3 Fine-Grained Policies for Orchestration

In this section we propose our architecture for controlling the right to perform BPEL
basic activities in the workflow. As a matter of fact, we consider a network of services
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and a user’s request input of an orchestrator process that guarantees that the request is
satisfied by managing the given set of services.

We focus our attention on fine-grained control of services workflow. Indeed, in the
next section, we will define a language that can be used to express fine-grain usage
control policies for BPEL-based workflow.

We suppose that all services are agnostic with respect to the behavior of the other ser-
vices and the only communication is between each service and the orchestrator. Hence
the orchestrator is a central point of control of the system and it allows for the storage
of system relevant information in a natural way. In [14] we proposed a semantics defin-
ition for describing a possible behavior of an orchestrator process by modeling the web
services scenario by process algebra. Here we consider to already have the specification
of the orchestrator process and we provide a method to control the workflow. For that
reason, we define usage control policies for the orchestrator process in such a way it is
possible to control essentially its basic activities.

We also consider that each orchestrated service has a local policy that has to be
enforced, for instance, it could be possible that a service requires to interact only with
a specified orchestrator and it decides to ignore other external requests. Moreover it is
possible to consider each service as an active part of the architecture, for instance, in the
receive/response activity, when the service responds to an orchestrator invocation it acts
as a subject. The architecture we propose is represented in Figure 5. The Orchestrator
receives a request from the user and interacts with services by invoking them through
the invoke basic activity, and by receiving the results through the receive basic activity.

The Orchestrator Controller (OC) is integrated in the orchestrator. In this way, the
OC is able of intercepting every basic activity of orchestrator, before that they are ac-
tually performed. The OC suspends the intercepted activity and it checks whether it is
allowed by the security policy in the current state. Each service has a Usage Control

......

Client Request

Sn

S1

UC

UC

Invoke

Invoke

Receive
Receive Orchestrator

(OC)

UC

Fig. 5. Architecture with localized controllers



Controlling Usage in Business Process Workflows 107

component (UC), that at leat includes a Policy Decision Point (PDP), that is the compo-
nent that performs the decision activity, plus other components for service/contextual
information or attributes management. If the activity is allowed by the PDP, the OC
resumes it, otherwise the activity is skipped. It is worthwhile noticing that with or-
chestrators that mediates all the service invocations, the UC is able to gain information
from the UC of the services. Being this already a point of centralization of the service
architecture, eventual synchronizations among different UC (e.g., for the exchange of
credentials).woudl not create additional architectural dependencies.

3.1 The Policy Specification Language

The policy specification language that we propose here to express fine-grained security
policies for BPEL-based business processes is based on the POLicy-based Process Al-
gebra (POLPA) introduced in [1]. Being obtained from a formal language for describing
concurrent processes, POLPA is able to naturally describe correct workflow executions
in a simple way. For instance we may naturally describe allowed sequence of actions
as well as temporal dependencies from set of actions. We have also a simply rule for
composing policies that must hold in parallel.

Figure 6 illustrates the abstract syntax of our POLPA language. The syntax is de-
scribed informally as follows:

– Policies, Pol: These consist of the deny-all policy, ⊥, which prohibits any BPEL
activities from taking place and the allow-all policy, �, which allows any BPEL
activities to take place. The A.Pol policy permits a basic BPEL activity, A, then
continues as Pol. φ.Pol continues as Pol if the predicate φ is equivalent to true.
Finally, Pol1 or Pol2 is the non-deterministic choice between Pol1 and Pol2, and
Pol1 par Pol2 represents the parallel composition between Pol1 and Pol2.

– Predicates, φ: These are logical operators on usage patterns that are evaluated on
the current local states of the business process orchestrator and any of the services
involved in the business workflow. Such local states could include the authorization
control state (such as ACLs) and history of all the activities run so far (successfully
or unsuccessfully) and the time of their execution. Examples of usage patterns in-
clude:

◦ Authorization: These predicates determine whether a subject (the entity execut-
ing the business process or the service) will be authorized to perform an activity

Pol ::= policy
⊥ deny-all

| � allow-all
| A.Pol action sequential composition
| φ.Pol predicate sequential composition
| Pol1 or Pol2 non-deterministic choice
| Pol1 par Pol2 parallel composition

Fig. 6. The POLPA Policy Specification Language
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or not. The model of authorization could be that of Role-Based Access Control
(RBAC) [19], which can be modeled as the following pair of predicates:

isAssigned : Sbj × Role → B (1)

canPerform : Role × B → B (2)

The first predicate denotes that a subject, Sbj, is assigned to a role, Role whereas
the second predicate denotes that a role, Role, can perform an activity, B. Sim-
ilar predicates might be used for Role-based Trust Management (RTML) ex-
tended with weights for quantitative notions of trust as done in [9].

◦ Reputation: This predicate collects the reputation of a subject (the entity exe-
cuting the business process or the service). The reputation is a number ranging
from 0 (un-trusted user) to 1 (trusted user).

Rep : Sbj → [0, 1] (3)

We now define a transition semantics for the policy language in terms of a labeled
reduction relation,

µ−→, as shown in Figure 7, where μ ∈ {A, τ}, and τ is a silent
transition. The first rule, (POL1), says that a policy A.P guarded by an action A can
perform a transition to remove that guard and continue as the residue P . We consider
here actions to be the same as the BPEL basic activities (As in Figure 2). The transition
will emit A to an external observer. Rule (POL2) states that a true predicate can allow
a policy guarded by that predicate to continue as the residue emitting the silent action
τ . Rules (POL3) and (POL4) deal with the case of non-deterministic choice between
two policies whereas rules (POL5)–(POL7) deal with the case of parallel composition
of policies.

For example, given that A1 and A2 represent basic activities and φ1 and φ2 are pred-
icates, the following policy:

φ1.A1.φ2.A2

allows first the execution of the activity A1, if the conditions represented by the pred-
icate φ1 are satisfied, followed by the activity A2, if the conditions represented by the
predicate φ2 are satisfied.

(POL1) A.Pol
A−→ Pol

(POL2) φis True ⇒ φ.Pol
τ−→ Pol

(POL3) Pol1
μ−→ Pol′1 ⇒ Pol1 or Pol2

μ−→ Pol′1
(POL4) Pol2

μ−→ Pol′2 ⇒ Pol1 or Pol2
μ−→ Pol′2

(POL5) Pol1
μ−→ Pol′1 ⇒ Pol1 par Pol2

μ−→ Pol′1 par Pol2
(POL6) Pol2

μ−→ Pol′2 ⇒ Pol1 par Pol2
μ−→ Pol1 par Pol′2

(POL7) Pol1
μ−→ Pol′1, Pol2

μ−→ Pol′2 ⇒ Pol1 par Pol2
μ−→ Pol′1 par Pol′2

Fig. 7. Labelled Transition Semantics for POLPA
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Predicates can express conditions on the parameters of the activity or on the current
state. For example, the following policy:

(Rep(Processing Centre)≥ 0.7).
invoke(Processing Centre,processMap,Process Port)

allows the execution of the activity invoke(Processing Centre, processMap, Process
Port) only if the reputation of the service Processing Centre is greater than 0.7.

3.2 POLPA-Controlled Semantics for BPEL

In this section, we show how POLPA policies can be used to control the behaviour
of BPEL business processes. First, we define the concept of a decision that a policy
enforces on activities. This decision, in general, is represented by the box symbol, �,
which could stand for any of the following decisions:

– � : the security policy decides to permit the activity to execute and succeed.
– � : the security policy decides to deny the permission to execute the activity.
– � : the activity was forced to terminate prematurely (perhaps by the security policy

enforcement point or the BPEL engine).

Our policy decisions are specializations of the termination points (successful, failed and
forced) as introduced by [18].

Our semantics is defined using a big-step transition relation in the form of:

Pol ! B, α −→ �, β (4)

which states that an activity B running with the compensation context α under the
security policy Pol will be allowed to terminate (either by permitting, denying or force-
terminating it) resulting in the compensation context β.

Compensation contexts are ranged over by α, β, γ, and these are defined as sequences
of compensation closures. A compensation closure, (n : C : α), denotes that the com-
pensation handler activity C was installed in a scope named n and if run, it will do so in
the compensation context, α. Appendix A presents the full description of the POLPA-
controlled semantics rules for BPEL language.

4 Example Revisited

In what follows, we define POLPA policies for the main server farm process as well as
for the client, the processing centre service and the storage resources service. We start
with the policy for the server farm process shown in Figure 8.

Each line corresponds to one of the activities that the server farm is expected to per-
form in the distributed map processing workflow. The activities are clearly all allowed
by the policy, which then terminates with a deny-all residue, ⊥. The interesting parts of
the policy are the different predicates accompanying each activity. These are described
as follows. After receiving the client’s request, the policy checks whether the client is in
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PolSF = receive(Client, mapBuild, Map Build Port).
(isAssigned(Client, Cartographer) ∧
canPerform(Cartographer, Server Farm, mapBuild, Map Build Port)).
(securityLevel(Job Data) ≤ securityLevel(Storage Resource)).
invoke(Storage Resources, storeJobData, Resource Port).
(Rep(ProcessingCentre) ≥ 0.7).
invoke(Processing Centre, processMap, Process Port).
receive(Processing Centre, inputProcessingResults, Process Results Port).
(age(Processing Data) ≤ 12 Days).
(Current System Date And Time ≤ Deadline Date And Time).
invoke(Client, mapResults, Map Results Port).
receive(Client, makePayment, Payment Port).
(Client Payment = Expected Payment).
invoke(Client, allOK, Payment).⊥

Fig. 8. The POLPA policy for the Server Farm process

PolPC = receive(Server Farm, processMap, Process Port).
(isAssigned(Server Farm, Authorised Reader) ∧
canPerform(Authorised Reader, Processing centre, processMap, Process Port)).
(securityLevel(TxData(Processing centre)) ≤ securityLevel(Server Farm)).
reply(Server Farm, inputProcessingResults, Process Results Port).⊥

Fig. 9. The POLPA policy for the Processing Centre Service

fact assigned a cartographer’s role and whether that role is permitted to invoke the map-
Build operation on port Map Build Port. If this is the case, the policy continues to the
next activity. Here, the policy checks whether the security level of the received job data
is lower or equal to the security level of the resources storage service the server farm
is planning to store the data on. If so, the policy allows the storage to occur and con-
tinues to the next activity. Here, a predicate on the processing centre’s reputation being
a minimum of 0.7 is checked. If true, the processing centre’s processMap operation is
permitted. Then the policy allows for the results of the map processing to received, after
which the freshness of the new map is checked. This is necessary since information on
the map, such as locations of petrol stations, restaurants and even the topography of
roads may have changed if the map is older than 12 days.

Once the results are ready to be sent to the client, the policy makes sure that the
current time and date are within the deadline for the map job request agreed with the
client. This then allows for the results to be sent back to the client. The policy then
permits the receipt of the payment for the job after which it checks with a predicate
whether the payment was the expected amount. If so, the policy allows for an extra
activity which invokes the allOK on the client. Once this is done, the policy leaves a
residue of a deny-all policy, ⊥.

The POLPA policy for the processing centre is shown in Figure 9. In this policy,
the processing centre is permitted to receive a request for a map analysis job from the
server farm. Once this request is received, the policy checks whether the server farm is
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assigned the role of an authorised reader and whether an authorised reader is permitted
to invoke the processMap operation. If this is the case, the policy then checks a predicate
on the security level of the data that will be transmitted to back to the server farm and
whether this security level is lower or equal to the server farms’s level. If this is the case,
it will permit a reply to the server farm with the new map data and ends in a deny-all
policy.

Next, we define the POLPA policy for the storage resources service as shown in
Figure 10.

PolSR = receive(Server Farm, storeJobData, Resource Port).
¬(dataSize(Job Data) ≤ 1 GB).⊥

Fig. 10. The POLPA policy for the Storage Resources Service

This policy is simple; it basically ensures that any data written to the resources must
not exceed the size of 1 GB per job. Finally, we define the POLPA policy for the client as
in Figure 11. The policy for the client ensures that the reputation level of the server farm
is indeed higher than the minimum of 0.9 required by the client. After that, the client
expects to receive the results of its map processing job. These results are checked for
their minimum quality as indicated by a set of quality criteria, QualityCriteria. Finally,
the client makes a payment according to some invoice bill it received offline from the
server farm and then expects to receive the payment acknowledgement from the server
farm. Once this is done, the policy then moves to the deny-all policy.

Polcl = (Rep(Server Farm) ≥ 0.9).
invoke(Server Farm, mapBuild, Map Build Port)).
receive(Server Farm, mapResults, Map Results Port).
(Quality(Map Results) ⊆ QualityCriteria).
(Client Payment = Invoice Amount).
invoke(Server Farm, makePayment, Payment Port).
receive(Server Farm, paymentAck, Payment Port).⊥

Fig. 11. The POLPA policy for the Client

5 Related Work

In literature there are several works [12,16,20,8] about usage control or access control
applied to GRID/web services in order to guarantee secure access to those services.
Most of these are concerned with the so-called coarse grain service level, especially for
GRIDs. Less work has been performed on fine-grain authorization and access control
at workflow level as we are advocating here.

For instance, [1] proposes the adoption of a fine-grained authorization system to
enhance the security of Grid Computational Services. As a matter of fact, Grid Compu-
tational Services are shared in the Grid environment and execute unknown applications
on behalf of potentially unknown users. In this framework an application executed on
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the Grid Computational Service on behalf of a remote grid user is not viewed as an
atomic entity, as in standard authorization systems that, once the right of executing the
application has been granted does not perform any further control on what the appli-
cation does. Instead, the proposed framework takes into account the behavior of the
application, and it monitors all the actions that the application tries to perform on the
underlying resource and enforces a fine-grained policy that defines the allowed behav-
iors for the applications. The application was written in Java while here we focus on
BPEL specifications (thus we describe the business logic of the services).

[2] describes an inline approach to monitor the services. The authors presented an
approach to specify monitoring directives, and weave dynamically into the process they
belong to and a proxy-based solution to support the dynamic selection and execution
of monitoring rules at run-time. Moreover it presents a user-oriented language to inte-
grate data acquisition and analysis into monitoring rules. Our approach permits us to
control all the workflow activities by monitoring, on one side, the orchestrator process,
i.e., by monitoring, for instance, the invoke actions, and, on the other side, the ser-
vices by checking, for instance, receive/response activities. As a matter of fact we are
able to enforce global policies on the orchestrator process and local policies on the
service side.

In [21] the authors proposed a usage control (UCON) based authorization frame-
work for collaborative application. They described their theory in particular for het-
erogeneous distribution of resources and the various modes of collaborations that exist
between users, virtual organizations, and resource providers. In our paper we propose
how fine-grained usage control can be used also in the field of web services. As a matter
of fact we use fine-grained access control to protect both services and orchestrator in
order to have a secure workflow.

[15] concerns with the access control for BPEL based processes. In particular the au-
thors presents an approach to integrate Role-Based Access Control (RBAC) and BPEL
on the meta-model level. They describe a mapping of BPEL to RBAC elements and
extracts them from BPEL. In particular they presents a XSLT script which transforms
BPEL processes to RBAC models in an XML format. On the contrary [5] presents two
languages, RBAC-WS-BPEL and BPCL in order to be able to specify authorization
information associating users with activities in the business process and authorization
constraints on the execution of activities. The focus is mainly on RBAC models al-
though with the introduction of BPCL, the authors recognize the need for languages for
expressing constraints on activities. BPCL seems able to model sequences, but it seems
difficult to model more complex patterns. Instead, POLPA language was exactly de-
rived from process description languages able to naturally express a significant variety
of patterns.

In [10], the author presents an analysis of the satisfiability of task-based workflows.
The model of workflows adopted is enriched with entailment constraints that can be
used for expressing cardinality and separation of duties requirements. Given such and
other authorization constraints, the analysis then answers questions related to whether
the workflow can or cannot be achieved and whether an enforcement point can or cannot
be designed based on all instances of the workflow. Our work is much more focussed
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on the enforcement of usage control rather than performing analysis that is actually part
of our future work.

In [7], the author shows how basic features of XCAML may be encoded in the CSP
process algebra. Our POLPA language inherits some features from such process algebra
and thus we think also POLPA is able to encode XCAML policies (at least in a model
theoretic point of view). The author also notices as policies for workflows should be
based on process description languages rather than simply RBAC ones. We share this
view.

[17] presents a general discussion on the authorization and usage control frameworks
for SOA. The treatment is very general and several concepts are recalled. They describe
several possible architectures for controlling usage of service and our could be consid-
ered as an instance. However, their work does not discuss policy languages or BPEL
semantics and thus our could be seen as instantiation.

Finally, [6] proposes an algebra for composing access control policies in a modular
manner. Their framework yields an implementation in based on logic programming
and partial evaluation techniques. However, their application domain is general and
does not tie with any particular paradigm, such as our workflow-based business process
paradigm.

Acknowledgments. We would like to thank the anonymous reviewers for their helpful
comments.
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A Semantics Rules for POLPA-Controlled

The interested reader can find here a detailed semantics definition even if it is not de-
terminant to understand the paper.

We sometimes use the syntactic sugar box, �, to mean either � or �, and � to mean
either � or �. Additionally, we define the operator, ⊗, as follows:

⊗ � � �
� � � �
� � � �
� � � �

This last operator shows that the success of permitting an activity is empowered by
the forced termination decision and the latter is empowered by the complete denial for
executing the activity. The ⊗ operator is needed to expresses policy decisions regarding
activities composed in parallel, where the denial of one activity forces the termination
of all the other activities in parallel with it, as will be explained later in the semantics.

As we have already said, our semantics is defined using a big-step transition relation
in the form of:

Pol ! B, α −→ �, β (5)

Since POLPA has a small-step semantics and the controlled semantics of BPEL
is big-step, we need to define the concept of a residual policy defined as a relation,
res(Pol,B,�), which is defined as the residue of P at the time the activity B has reached
the � termination status. This is formally defined as:

res(Pol,B,�) = Pol′ such that (∃μ1, . . . ,μn : Pol
μ1−→ . . .

μn−→Pol′) ⇔ (Pol ! B,α −→�,β )

(6)
This means that by the time the B activity has reached �, the POLPA policy will have
performed basic-activity transitions A1 . . . An. If n = 0, this implies that Pol = Pol′,
in other words, the activity terminated without the need for the policy to make any tran-
sitions (as the semantics will demonstrate, this could be due to the activity containing
only skip).

Now, we define the rules for the transition relation −→ as in Figure 12.
Informally, Rule (BPEL1) assumes that a skip activity is always permitted by any

policy. Rule (BPEL2) assumes that a fault throw resembles the situation where the
security policy has denied the execution of the current activity encompassing throw.
This is true for any security policy. Rules (BPEL3) and (BPEL4) state that a basic
activity is permitted (resp. denied) execution by the policy enforcement point if the
policy can (resp. cannot) make a transition labeled with that basic activity. The same
outcome also can be reached if the policy is the allow-all (resp. deny-all) policy. Rules
(BPEL5) and (BPEL6) deal with the case of sequential composition of activities.
Rule (BPEL5) states that if the first activity in the composition is permitted by the
policy to execute and succeed, then the outcome of the composition is the outcome
of the second activity as decided by whatever policy remains from the first activity.
Rule (BPEL6) states that if the first activity is denied execution or force-terminated,
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(BPEL1) Pol ! skip,α −→�,α
(BPEL2) Pol ! throw,α −→�,α

(BPEL3) (∃Pol′ : Pol A−→Pol′) ∨ (Pol = �) ⇒ Pol ! A,α −→�,α
(BPEL4) ¬(∃Pol′ : Pol A−→Pol′) ∨ (Pol = ⊥) ⇒ Pol ! A,α −→�,α

(BPEL5) Pol ! B1,α −→�,γ ∧ res(Pol,B1,�) ! B2,γ −→�,β ⇒
Pol ! sequence(B1,B2),α −→�,β where � ∈ {�,�,�}

(BPEL6) Pol ! B1,α −→�,γ ⇒ Pol ! sequence(B1,B2),α −→�,γ where � ∈ {�,�}

(BPEL7) ∃i ∈ {1, . . . ,n} : bi = true ∧ Pol ! Bi,α −→�,γ ⇒
Pol ! switch(〈case b1 : B1〉, . . . ,〈case bn : Bn〉,〈otherwise B〉),α −→�,γ

(BPEL8) ∀i ∈ {1, . . . ,n} : bi = false ∧ Pol ! B,α −→�,γ ⇒
Pol ! switch(〈case b1 : B1〉, . . . ,〈case bn : Bn〉,〈otherwise B〉),α −→�,γ

(BPEL9) Pol ! B,〈〉−→�,γ ⇒ Pol ! scope n : (B,C,F),α −→�,(n : C : γ).α
(BPEL10) Pol ! B,〈〉−→�,γ ∧ res(Pol,B,�) ! F,γ −→�,β ⇒

Pol ! scope n : (B,C,F),α −→�,α where � ∈ {�,�} and � ∈ {�,�}

(BPEL11) Pol ! compensate,〈〉−→�,〈〉
(BPEL12) Pol !C,β −→�,γ ∧ res(Pol,C,�) ! compensate,α −→�,〈〉 ⇒

Pol ! compensate,(n : C : β ).α −→�,〈〉 where � ∈ {�,�}
(BPEL13) Pol !C,β −→�,γ ⇒ Pol ! compensate,(n : C : β ).α −→�,〈〉
(BPEL14) Pol1 ! compensate,α1 −→�,β1 ∧ Pol2 ! compensate,α2 −→�,β2 ∧

res((Pol1 ‖ Pol2),(α1 ‖C α2),�) ! compensate,α −→�,β ⇒
(Pol1 ‖ Pol2) ! compensate,((α1 ‖C α2).α)−→�,〈〉 where � ∈ {�,�}

(BPEL15) Pol1 ! compensate,α1 −→�,β1 ∨ Pol2 ! compensate,α2 −→�,β2 ⇒
(Pol1 ‖ Pol2) ! compensate,((α1 ‖C α2).α)−→�,〈〉

(BPEL16) Pol1 ! B1,α −→�1,(γ )̂ (α) ∧ Pol2 ! B2,α −→�2,(β )̂ (α) ⇒
(Pol1 ‖ Pol2) ! flow(B1,B2),α −→ (�1 ⊗�2),((γ ‖C β ).α)

(BPEL17) Pol ! B,〈〉−→�,α ⇒ Pol ! {|B,F |},〈〉−→�,〈〉
(BPEL18) Pol1 ! B,〈〉−→�,α ∧ res(Pol,B,�) ! F,α −→�,β ⇒

Pol ! {|B,F |},〈〉−→�,〈〉 where � ∈ {�,�}

Fig. 12. Labelled Transition Semantics for BPEL

then regardless of what the status of the second activity is going to be, the sequential
composition will also be denied execution or force-terminated.

The next pair of rules, (BPEL7)–(BPEL8), considers the case of the conditional
composition where the final state of the switch activity will depend on the status of the
selected activity and whether the latter is permitted, denied or force-terminated. The se-
lection of the particular activity is by case and depends on the truth value of its logical
guard. Rules (BPEL9) and (BPEL10) deal with scopes. Let 〈 〉 the empty compensa-
tion context, Rule (BPEL9) states that if the default activity in a scope is permitted to
execute and succeed, then the compensation handler corresponding to it is installed in
the compensation context ((n : C : γ).α). In this case, the outcome of the scope is the
same as that of the default activity. Rule (BPEL10) states that if the main activity in
the scope is denied execution or is force-terminated (by the policy enforcement point or
the BPEL engine) then the fault handler activity takes over execution and the outcome of
the scope is that of the fault handler’s activity. Note that we assume that the fault handler
is never force-terminated, and so it is always either permitted or denied execution.
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Rules (BPEL11)–(BPEL15) deal with the case of compensations. Rule
(BPEL11) states that a compensate call in an empty compensation context will al-
ways succeed regardless of the security policy (therefore its semantics resemble the
semantics of skip). Rule (BPEL12) states that if the execution of the head of a com-
pensation context is allowed, then the outcome of a compensation call depends on the
outcome of the execution of the tail of the context. Rule (BPEL13) states that if the
execution of the head of a compensation context is denied by the policy, then so will be
the execution of the overall compensation context. The next two rules deal with the case
of parallelism in compensation contexts resulting from paralleling in BPEL activities.
Rule (BPEL14) states that if two compensation contexts are allowed to run under their
respective policies, then the outcome of the overall compensation context will depend
on the outcome of its tail. Conversely, rule (BPEL15) states that if one of the two
compensation contexts are denied execution, then both acting as the head of a larger
compensation context will cause the latter to be denied as well. Both the last two rules
use the parallel composition of compensation contexts operator, ‖C , which is described
in the next rule.

Letˆbe the symbol for the concatenation of compensation context, Rule (BPEL16)
deals with the parallel composition of activities using the flow activity. There are a cou-
ple of interesting notes on this rule. First, the special operation ⊗ is used to propagate
the outcome (permission, denial or force-termination) of one activity to another in par-
allel with it.

This operator then determines the outcome of the overall composition. The second
point is related to the fact that any new compensation contexts generated by the parallel
activities must be treated as being in parallel as well. Therefore, these are composed
using a special syntactic operator, ‖C , to indicate that these must be dealt with in parallel
and each under its own security policy.

Finally, we can define now the meaning of a business process, {|B, F |}, under the
control of a policy, Pol. This meaning is defined in rules (BPEL17) and (BPEL18).
Rule (BPEL17) states that if the main activity B of the business process is permitted
by the security policy, then the business process is also permitted by the policy to exe-
cute. Rule (BPEL18), on the other hand, states that if activity is denied at any stage,
then the fault handler of the business process takes over, under control from the residue
of the policy at the point the business process was denied execution. The outcome of
the business process will be the same as the fault handler’s outcome. Again, there is an
assumption here that a fault handler is never force-terminated.
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Abstract. Security of a computer system frequently considers location
and time of requesting an access as important factors for granting or
denying the request. The security policy specified for such systems should
include formalism for representing spatial and temporal facts. Existing
security policy specifications already consider useful temporal facts like
Monday, Weekends, College hours, etc. We have taken a new approach
for representing real world spatial objects in security policy. The pro-
posed representation uses six policy connectives at, inside, neighbor,
is, crosses, overlapping for expressing useful relations existing between
practical spatial entities like office, department, roads, etc. The expres-
siveness of the connectives has been discussed and a formalism for com-
bined spatiotemporal interaction has also been proposed in this paper.

Keywords: Spatiotemporal event, Policy connectives, Location hierar-
chy, RBAC.

1 Introduction

Access control decision of the currently available security systems depends on
context factors of both subject and object involved in a particular access request.
The context information includes user location, object location, access time, etc.
Some examples of security requirements that the current security systems are
supposed to handle are as follows:

– Students are allowed to download bulk data from the Internet only at night.
– Students can access resources only from laboratory computers.
– During weekends, any professor can access resources from his home.

For the above security requirements, we need a security policy which conve-
niently represents both real world locations and time. Capturing occurrence of
event in a particular place and at a particular time, has recently drawn interest
of information security researchers. A formalism for combined space and time
representation is thus considered to be important and useful. Spatiotemporal
interaction has also been found relevant in various disciplines including spatial
and temporal databases as well as different GIS services.
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Several attempts have been made to formally specify time and space [1]. The
different approaches by different parties have already raised the inter operability
issue. Standard bodies have been formed so that all can work together for a
common format [2]. Nonetheless, till now the aspect of representation of space
and time interacting with each other has got less attention in existing security
policy literature. On the other hand, we believe that occurrence of an event is
what is fundamentally relevant to any access control system. Any event normally
takes place at precise time and space points. So a formalism for space and time is
necessary. Abstract representation of space and time in mathematics (especially
in Geometry) is well known. However, a similar abstract representation makes
the job of writing spatiotemporal events quite difficult. So what we need is a
representation which uses natural language keywords for representing these two
interrelated dimensions. At the same time, we should be careful that such a
representation does not leave any ambiguity that occurs frequently in the use of
natural language. In this paper we present an approach for formalizing space time
interaction using spatiotemporal connectives evolved from natural phenomena.
In doing so we have modeled spatial objects hierarchically related to each other.

We discuss related work done in this area in the next section. Then we explain
the notion of space time interaction in Section 3. In Section 4, we put our space
time formalism in place. Section 5 presents the proposed policy connectives in
detail. Some examples of requirements in access control have been expressed
using our specification in Section 6 and we conclude in Section 7.

2 Related Work

Niezette and Stevenne [1] pointed out that storing and handling of temporal
information has been a topic of interest in database technology for many years.
The earlier models could not handle the infinite nature of time properly. Without
prior knowledge of upper and lower bounds, storing information in a database
which repeats, say every month, was difficult or it used to consume a large
amount of space. The concept of generalized database by Kabanza et al. [3]
first proposed linear repeating point for finite representation of infinite temporal
data. A generalized tuple represents a possibly infinite set of classical tuples. The
symbolic representation of periodic time was proposed by Niezette and Stevenne
[1]. This representation uses a natural calender for expressing periodic time and
was found to be very useful in the context of expressing access requirements.
Based on this symbolism, Bertino et al. [4] proposed a temporal authorization
system for databases. The same symbolism was subsequently found suitable for
expressing temporal constraints for Role Based Access Control model [5].

For formalizing spatial entities, there is an open standard group of body called
Open Geospatial Consortium (OGC) [2]. OGC recognizes features as the core
component for capturing geographic objects of interest [6]. There is another set
of documents related to implementation of OGC features which is based on
the abstract specification. Such a standard body formalizes the representation
of spatial objects. On the other hand, the recent access control models already
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consider user location for deciding access request. Ray et al. proposed and formal-
ized Role Based Access Control model where access permission is location aware
[7]. The model considers an abstract view of the location objects and includes the
set based intersection and membership operations only. Another access control
model called GEO-RBAC was proposed by Damiani et al. [8] based on the OGC
feature specification. Ray and Toahchoodee very recently proposed a protection
model called STRBAC [9] for access control in spatiotemporal domain. We have
recently proposed a model called STARBAC [10], which extends classical RBAC
based on spatiotemporal constraints.

3 Relating Space and Time

Any representation of space and time symbolizes a set of space-time points.
We start with an arbitrary representation of space and time ß. Let us consider
two expressions e1, e2 ∈ ß representing Bank ABC during Monday and Bank
Manager’s Office during Banking hours. In this example, the use of daily space
time facts is considered purposefully to emphasize natural viewpoint of our ob-
servation. Once again, in natural language, the common space-time points
of e1 and e2 basically represent Manager’s Office in Bank ABC during Bank-
ing hours on Monday. The result expression is obtained by considering common
space points and common time points, i.e., the concept of commonality has been
applied to space and time zones independently. In general, in any relevant com-
position ô between e1 and e2 which gives rise to e3 ∈ ß, the space and time
points interact independently.

One interesting observation in this context is that the space points relate
to space points naturally, e.g., nearest road of Bank ABC might imply CDE
Road. The time points and space points do not relate to each other unless an
’event’ occurs. The occurrence of the event is the fact where space and time
points converge and thus can be related. E.g., to find out at what time of the
day heavy traffic congestion occurs on Road CDE results in time points
representing 9.00 am - 10.30 am and 5.30 pm - 7.00 pm. Here traffic congestion
on road CDE is the event which relates a set of time points with space points.

The observation above leads to certain natural rules which are important for
our formalism:

– There is an expression of time where time points relate to time points through
use of natural operations. The examples could be before, after, days of month,
first day of year, etc.

– There is an expression of space where space points relate to space points
through use of natural operations. The examples could be nearest, adjacent,
crosses, etc.

– There is an expression which starts with time points (space points) on a
defined measurable event and results in space points (time points). Ex-
ample is Which are the crossings that get heavy traffic congestion between
7.00 am - 9.00 am?
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– The semantics of composition in space time expressions may be applied to
the spatial and temporal components orthogonally.

4 Space Time Representation

The discussion above gives a new direction for representing space and time. The
formalism we present here is orthogonal in space and time. Another important
aspect of the representation is listing possible spatial and temporal relations
among themselves. So we start by separately stating the symbolism for Time
and then for Space. At the same time, we derive a number of natural spatial
connectives relating time-time and space-space. Then we frame a number of
security policy statements useful in spatiotemporal authorization domain based
on the proposed representation.

4.1 Representation of Periodic Interval

The representation of time is based on the formalism proposed by Niezette and
Stevenne [1] using the notion of natural calendars e.g., ”every day”, ”every
week”, etc. A calendar C is a sub calendar of another calendar D if each in-
terval in D can be covered by some integer number of intervals of C and it is
written as: C # D. Bertino et al [4] refined the previous work and proposed sym-
bolic representation for expressing periodic time intervals. The periodic intervals
are ”Mondays”, ”the 3rd week of every year”, etc.

Periodic Expression: [1] Given calendars, a periodic expression is defined as:
P =

∑n
i=1 Oi.Ci 
 r.Cd, where O1 = all, Oi ∈ 2N ∪ all, Ci # Ci−1 for i =

2, 3, ...., n, Cd # Cn and r ∈ N. The symbol 
 separates the first part of
the periodic expression, identifying the set of starting points of the interval it
represents, from the specification of the duration of the interval in terms of
calendar Cd. For example, all.Years + [5,12] .Months 
 10.Days represents the
set of intervals starting at the same instant as the starting point of the months
May and December every year and having a duration of ten days. The scope of
P is represented by the bounds begin and end which is a pair of date expressions
of the form mm/dd/yyyy : hh where end value can as well be infinity (∞). The
periodic time expression looks like < [begin, end], P > or < I, P >.

4.2 Representation of Space

We build the formal representation of spatial entities on top of the standard ab-
stract specifications published by OGC [2]. This representation assumes feature
as the central point for capturing and relating real world spatial entities. Here
we describe the core ideas of our formalism.

Logical Location set (F). We treat the logical location elements as instances
of feature [6]. Let us consider an academic institute campus map as shown in
Figure 4.2. We show only the portion of the campus corresponding to the com-
plex where four academic departments are situated in two separate buildings.
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(a) Academic Complex Map (b) Complex Hierarchy

CSE department, ECE department, Building A and Complex are some exam-
ples of logical locations in the campus. There are both spatial and nonspatial
characteristics associated with a logical location. But only the spatial attributes
of a logical location (the so called geospatial extent of a feature) bear relevance
to us here. It is evident that the set of all logical location elements is application
dependent and is referred to as F . Any organization is naturally divided into
some logical zones.

Location Type set (Ω). The logical location elements in F can always be
attributed to a particular location type. A location type is analogous to a feature
type [6]. The feature types express the commonality among elements in F . The
set of all defined location types is Ω. Depending on the need of an organization,
user defined elements can be added further to Ω. We assume that each logical
location element contains an attribute ft FeatureType which is the corresponding
location type.

Location in presence of Hierarchy. The types of location we model usually
show geometric relation with each other. Before stating the relationship detail
we assume that each spatial location is abstracted as a two dimensional object
(a reasonable assumption from the point of view of a map). So the objects like
roads and buildings in F are also considered to be two dimensional in nature.
The locations in our model maintain hierarchical relationship based on the well
defined subset superset operation. Figure 4.2 represents the location hierarchy
corresponding to the campus map in Figure 1. When we look down the hierarchy
we traverse the path: IT department → Building A → Complex. When we drill
down, we move in the other direction. It is perfectly possible that two locations
in F are not hierarchically related at all.

5 Policy Connectives

Each element in F we consider has got a geospatial extent. We assume that the
geospatial extent is specified using feature with geometry [6]. In the proposed
representation, the attribute FT FeatureExtent of a logical location returns
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the spatial extent of that feature. The geometry model we use is the Simple Fea-
ture Geometry specified in OGC implementation specification document [11].
The base Geometry class has subclasses for Point, Curve, Surface and Geom-
etryCollection. The geometric objects are associated with a Spatial Reference
System, which describes the coordinate space in which the geometric object is
defined. The interesting part about this implementation specification is that, it
has provided methods for testing useful spatial relations existing between geo-
metric objects. The relations are Equals, Disjoint, Intersects, Touches, Crosses,
Within, Contains, Overlaps, Relate, LocateAlong, LocateBetween. Once again
we focus on relationships between two dimensional objects only. These methods
behave like boolean predicates and return binary answer when invoked with ap-
propriate input parameters. The semantics of the methods are according to the
standard specification [11].

5.1 Definitions

Based on these specified methods we define a set of six policy connectives be-
tween the elements of F and Ω. The proposed connectives relate one subset of
locations to another subset of locations. Five out of the six connectives have one
strict version and a weak version. The strict version specifies a more restrictive
relation than the weak version, whereas the weak version subsumes the result
of corresponding strict variation. The actual semantics of the connectives are
described in many sorted first order logic (FOL) formula. In all the definitions
below, L represents a subset of location set F and lt stands for an element of
location type set Ω.

CONNECTIVE at. This connective searches for a particular location type
within a specified boundary. It is a narrowing down search. The strict version
ats returns the set of locations of a particular location type (specified as right
operand) contained inside each of the locations specified in the left operand set.
The connective is defined as: L ats lt = {f |f ∈ F ∧ f.ft FeatureType =
lt ∧ ∀l ∈ L Contains(l.f t FeatureExtent, f.ft FeatureExtent)}.

The weak version atw returns the set of locations of a particular location type
(specified as right operand) contained inside either of the locations specified in
the left operand set. The connective is defined as: L atw lt = {f |f ∈ F ∧
f.ft FeatureType = lt ∧ ∃l ∈ L Contains(l.f t FeatureExtent, f.ft Feature
Extent)}.

CONNECTIVE inside. The inside connective is semantically opposite to
at connective and searches by looking up in the location hierarchy. The strict
version insides returns the set of locations of a particular location type (specified
as right operand) containing each of the locations specified in the left operand
set i.e., each element returned is a container of all the operand locations. The
connective is defined as: L insides lt = {f |f ∈ F ∧ f.ft FeatureType =
lt ∧ ∀l ∈ L Within(l.f t FeatureExtent, f.ft FeatureExtent)}.

The weak version insidew returns the set of locations of a particular location
type (specified as right operand) containing either of the locations specified in
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the left operand set i.e., each element returned is a container of at least one
operand location. The connective is defined as: L insidew lt = {f |f ∈ F ∧
f.ft FeatureType = lt ∧ ∃l ∈ L Within(l.f t FeatureExtent, f.ft Feature
Extent)}.

CONNECTIVE neighbor. This connective is for relating neighbor locations
which are adjacent to each other but do not overlap. The strict version neighbors

returns the set of common adjacent locations of all the operand locations. The
connective is defined as: neighbors L = {f |f ∈ F ∧ ∀ l ∈ L Touches(l.f t Feat
ureExtent, f.ft FeatureExtent)}.

The weak version neighborw returns each of the adjacent locations correspond-
ing to at least one operand location. The connective is defined as: neighborw

L = {f |f ∈ F ∧ ∃ l ∈ L Touches(l.f t FeatureExtent, f.ft FeatureExtent)}.

CONNECTIVE is. This is for location type searching. It returns the subset
of location set specified as left operand which are of location type as mentioned
in the right operand. The connective is defined as follows L is lt = {f |f ∈
F ∧ f.ft FeatureType = lt}.

CONNECTIVE overlapping. This connective is meant for relating the over-
lapping locations. Though we are mainly concerned with the hierarchy based
relationships, this connective arises as a natural extension of set intersection.
The strict version overlappings relates the set of locations of a particular type
(specified as right operand) spatially overlapping with all of the locations spec-
ified in the left operand set i.e., each element returned intersects with all of the
operand locations. The connective is defined as: L overlappings lt = {f |f ∈ F ∧
f.ft FeatureType = lt ∧ ∀l ∈ L Overlaps(l.f t FeatureExtent, f.ft Feature
Extent)}.

The weak version overlappingw relates the set of locations of a particular
type (specified as right operand) spatially overlapping with either of the locations
specified in the left operand set i.e., each element returned intersects with at least
one of the operand locations. The connective is defined as: L overlappingw lt =
{f |f ∈ F ∧ f.ft FeatureType = lt ∧ ∃l ∈ L Overlaps(l.f t FeatureExtent,
f.ft FeatureExtent)}.

CONNECTIVE crosses. This connective is for relating locations having
linear geometry. Location of type Road, Street, River have got these special
relation with each other. The strict variation crossess relates the set of loca-
tions of a particular type (specified as right operand) spatially crossing each
of the specified locations mentioned in the left operand set. The connective is
defined as: L crossess lt = {f |f ∈ F ∧ f.ft FeatureType = lt ∧ ∀l ∈
L Crosses(l.f t FeatureExtent, f.ft FeatureExtent)}.

The weak variation crossesw relates the set of locations of a particular type
(specified as right operand) spatially crossing at least one of the linear locations
specified in the left operand set. The connective is defined as: L crossesw lt =
{f |f ∈ F ∧ f.ft FeatureType = lt ∧ ∃l ∈ L Crosses(l.f t FeatureExtent,
f.ft FeatureExtent)}.
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5.2 Expressiveness

The above mentioned fundamental policy connectives can be composed mean-
ingfully to unambiguously relate one space with another. The composition is
shown to be powerful enough to express useful hierarchical relations existing be-
tween real world spatial entities. The composition evaluation is done carefully to
avoid any scoping ambiguity. As is evident, the unary connective is high in the
precedence relation than the binary connective. Here we provide a few examples
of composed policy connectives.

Example 1. Let us assume that there are feature types defined for complex,
building, entry point. The complex contains buildings and each building has
different entry points. If we want to specify all the entry points in all of the
buildings in PQR Complex, we can do so by the following composition.

((PQR Complex ats building) atw entrypoint)

Example 2. Let us assume that the system security officer of the town GHF is
interested in finding out all the main roads which meet either of the Highways
passing by GHF. He can do so by writing a policy statement like

((GHF town ats Highway) crossesw road)

5.3 Connective Properties

It may be noted that except the neighbor connective, every other connective is
binary. The connectives are of the form: 2F Connective Ω = 2F . Starting from
a set of locations, it reaches another set spatially related to the previous set. It is
observed that at and inside connectives are semantically opposite. The relation
is formally expressed by the following equivalence equation.

x ∈ (l insidew ltx) ⇔ l ∈ (x atw ltl), where ltx, ltl are location types of l and
x respectively.

The at and inside connectives are applicable to location hierarchy. Thus the
two connectives also show transitivity in their application. The complexity
of the policy evaluation depends on the underlying mechanism used to solve
the connectives. In our case we intend to use the standard GIS implementa-
tion. In general, the connectives like at and inside are bounded by O(|L|.|F|)
steps.

5.4 Combined Space Time Condition

Finally, we define spatiotemporal zone as a doublet in the form: < S, T >
where S is a spatial expression and T is periodic time interval.

Example 3. < ScholarsRoad crosses road, 5.00 pm − 7.00 pm on weekdays >
The S and T components in spatiotemporal zone are pure spatial and temporal
expressions. These components do not mingle with each other and they take part
in any meaningful composition without affecting each other.
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6 Framing Security Policy Using Spatiotemporal
Connectives

In a typical resource protection environment where both subject and object
can be mobile in nature, access control over space and time is a necessity. The
authorization domain in such a system spans over the whole spatiotemporal
zone. The formalism stated here can help in writing spatiotemporal authorization
policies.

fixed space periodic time security policy: Here the space we have considered is
a fixed space, whereas the time interval is periodic in nature. The spatiotemporal
zone defined in Sub-section 5.4 helps in policy specification.

Example 4. Let us assume one such application where the Access Control Man-
ager in the organization ABC wants to specify a policy for enabling the employee
role (say empABC ) only inside the company building and also during the office
hours. The office hour is defined as 8.00am - 5.00pm, Monday to Friday. A spa-
tiotemporal policy statement which specifies such a requirement is of the form
shown below

enable empABC < ABCOffice, OfficeHours >
where Office Hours = all.Weeks + [2..6].Days + 9.Hours 
 9.Hours.

inside at place fixed time security policy: This can be used for specifying event
based security policy at a given space time. Based on the occurrence of a certain
event at a given place, an authorization restriction is triggered at particular (at
places) points in homogeneous locations for some amount of time.

Example 5. Let us assume that an unauthorized access (event e) occurs in a
lab of ECE department (Figure 1). The institute security policy bars the server
access permission in all the departments of the same building (here Building
B) for next 8 Hours till the intrusion analysis is resolved. The following policy
statement specifies the required authorization.

e =⇒ Restrict Server Access (( ECE department insidew building) atw
department) for next 8 Hours.

7 Conclusion

We have shown that the proposed spatial connectives along with the periodic
time formalism is capable of expressing various useful spatiotemporal authoriza-
tion policy statements. The next step would be to use it in building a spatiotem-
poral security model and its complete analysis. Another point to be noted here
is that, during formalization of space, the location objects are flattened into two
dimensions. In reality, we need to incorporate spatial entities of complex geomet-
ric extent where this assumption may not remain valid. There are useful spatial
relations like above and below for three dimensional objects which could be
important for location aware security. We intend to strengthen the model in this
respect also in future.
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Abstract. The complexity of modern organisations’ IT landscapes has grown 
dramatically over the last decades. Many enterprises initiate role projects in or-
der to reorganise their access structures based on an organisation-wide Identity 
Management Infrastructure (IdMI). This paper surveys role models and related 
literature and identifies different role properties. It shows that current role mod-
els are not feasible for their usage in IdMIs. By implementing one single type of 
role they fail to take business requirements and different role perceptions into 
account. This paper improves the current situation by developing busiROLE, a 
role model that integrates various types of roles, fulfilling business- as well as 
IT requirements, and is hence usable in IdMIs.  

Keywords: Identity Management, Business Roles, Compliance, IT security.  

1   Introduction and Motivation 

Large companies have to manage complex organisational structures and a large num-
ber of identities within their IT systems. As a result of incorrect account management 
users accumulate a number of excessive rights over time, violating the principle of the 
least privilege [1]. This situation results in a so called identity chaos. Implementation 
projects like [2] and studies [3] show that major security problems arise because of 
employees gaining unauthorized access to resources. National and international regu-
lations like Basel II [4], the Sarbanes-Oxley Act [5], and the EU Directive 95/46 [6] 
together with internal guidelines and policies force enterprises to audit the actions 
within their systems. Roles are seen as means to meet compliance demands in general. 
Yet, implementing a technical IdMI as presented in [7] is only the starting point for 
getting compliant. IdM is not able to take business needs into consideration on a 
purely technical level. Organisational IdM integrates business requirements into 
global user management processes. Its understanding of roles is shifted from a rights-
based towards a task- and organisation-oriented role concept [8]. Nevertheless, com-
panies and IdM vendors mainly implement a basic role model [9] which defines one 
single type of role only. The main problem is that various types of roles, e.g. Business 
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Roles, Organisational Roles, Basic Roles, or IT Roles exist within the company with-
out any model that defines and standardises the relations between them. However, as 
IdM has the goal to essentially connect the technical IT layer with the business per-
spective, it needs to be able to integrate these different kinds of roles. Bertino et al. 
[10] likewise mention that Enterprise Security Management tools like IdM solutions 
don’t conform to basic Role-Based Access Control (RBAC) even though they are 
generally considered to be among the most important RBAC applications. The goal of 
this paper is to improve that situation by introducing busiROLE, a role model which 
integrates the different types of roles needed in IdMIs. BusiROLE is also currently 
used as the underlying formal model during the process of role development and the 
whole lifecycle of a role system as presented in [11].  

This paper is structured as follows. In section 2, related work is presented. A  
survey of existing role models and properties in section 3 gives an overview and a 
classification of well-known properties of classic role models. Section 4 subsequently 
introduces busiROLE explaining the different components, showing their peculiarities 
and relationships. Finally, conclusions and future work are given in section 5. 

2   Related Work 

2.1   In-House Identity Management  

Over the last few years in-house IdM, i.e. Identity Management within the IT infra-
structure of companies, has established itself as a core component of Enterprise Secu-
rity Management. It deals with the storage, administration, and usage of digital identi-
ties during their lifecycle. The aforementioned identity chaos needs to be faced by 
implementing a centralised IdMI as shown in [7]. Its main building blocks are a Di-
rectory Service, User Management, Access Management, and an Auditing Module. 
Directory Services provide synchronised identity information that is facilitated by the 
other components. User Management e.g. deals with the provisioning of users, grant-
ing and revoking access to resources. When users logon to certain applications, Ac-
cess Management controls the access to the requested resource while users’ as well as 
administrators’ activities are logged within the Auditing Module. IdM duties cover 
rather simple tasks like automatic allocation and revocation of user resources. How-
ever, they also include sophisticated tasks like role management.  

2.2   RBAC and Role Types 

Role-Based Access Control is a widely used access control paradigm. In its original 
sense users are assigned to roles and roles are associated with permissions that deter-
mine what operations a user can perform on information objects acting as a role 
member. Besides a more secure and efficient user- and resource management, manual 
administration efforts are minimised and compliance issues addressed by the usage of 
roles [12]. Numerous role models have evolved as a result of special industry needs. 
Additionally, the difference between IT- and business- related roles has been dis-
cussed intensively [1]. Roles on the IT layer are essentially bundles of permissions 
within an application. Business related roles are defined on work patterns, tasks, and  
 

the position of employees within the organisation. Both concepts can be connected by  
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Table 1. Role characteristics according to application layer 

Criterion Business layer IT layer 
Role concept  Organisation-, task-, competence-oriented  Rights-based  
Application area Business processes, workflows, task bundles Local application, IT system 
Responsibilities Business manager, process owner   IT administrator  

defining the permissions that are needed to perform the various tasks. Table 1 gives a 
short overview over their main characteristics according to their application level. 

Adjacent research areas, e.g. company-wide authorisation models and role engi-
neering approaches work with a business-related perception. The Stanford Model [13] 
for instance integrates tasks and functions of employees in its architecture. Even 
though this model attempts to manage the relationships between components in a 
structured way, its complexity makes the adoption in an IdMI hardly manageable. 
Wortmann [14] introduces the concept of person, process-role, and tasks in his ap-
proach. Still, coming from a process-oriented background, he focuses on the opera-
tional structuring and omits organisational structures. Yet, this integration is of major 
importance for organisational IdM. Some role engineering approaches like [15] or 
[16] also work with a business-related definition of the term role. Epstein [15] intro-
duces entities like job or workpattern but does not relate them to business needs.  

 

Fig. 1. Role properties and their classification. The IT layer represents the system resources. 
The Role layer acts as intermediary between IT- and organisational aspects. Role layer proper-
ties can be closer to business or IT aspects or even appear on all layers. The Business layer 
represent both the static (organisational structure) and dynamic aspects (operational structure) 
of organisations and their interdependencies known from organisational theory [17]. 

3   Role Properties – Overview, Classification, and Survey 

In order to define a generic role model in terms of organisational IdM we start by 
analysing role properties. Each role model implements a subset of those properties, 
interpreting the term role in its own notion. We use a classification splitting the or-
ganisation into a Business-, a Role-, and an IT layer (Fig. 1). Note that properties are 
classified according to their usage in the according role models. Privacy or Trust, e.g., 
can be regarded as business- related but are used in a technical manner in the sur-
veyed models. Hence they are located at the IT layer. In general this framework firstly 
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relates role properties to the corresponding layer and secondly differentiates between 
core- and extensional properties. This way we are able show whether a role model is 
rather resource- or business- oriented. Analysing 17 major role models we were able 
to identify 15 different role properties. Role, User, Permission, and Object are the 
core components of every surveyed model. Additional properties surround these cen-
tral components leading to a functional extension of a role model. Hence they are 
classified as extensional properties. In the following we are going to shortly present 
the properties known from the RBAC literature in tables 2 – 4.  

Table 2. IT layer Properties 

Property Description 
Object 
(OBJ) 

Represents a system resource. The collectivity of all objects represents the set of all resources of an IT 
system operations can be performed on. 

Permission 
(PRMS) 

Represents the right to perform an operation on an OBJ. We represent a permission as a pair (am, o)
where am is an access mode, identifying a particular operation that can be performed on the object o.

Session 
(SESSION) 

Sessions are necessary to enable and document user and role activities. Once a role is activated, a 
session has to be started.  

Trust levels 
(TRUST)

Trust levels help to differentiate between security levels. Objects as well as roles can have different 
trust levels. Trust levels of objects must be determined whereas role trust levels can e.g. be earned by 
trustworthy behaviour. Trust levels can be modelled as attributes, for instance.  

Privacy 
(PRIV) 

Privacy refers to the security of personal data. Models with a privacy property refer to the protection 
of personal related data. Similar to TRUST, modelling of PRIV can be done using attributes. 

 

Table 3. Role layer Properties 

Property Description 
Role
(ROLE)

From an IT-related point of view, a role can be a bundle of permissions to operate on certain IT- or 
systemic objects. From an organisational perspective, however, a role is a link from an organisational 
property to an employee who for example has to fulfill a certain task within a team or a context.  

User
(USER)

A person who is assigned to a certain role. From a more systemic point of view a user needn’t 
necessarily be human and can even be part of an IT process that is assigned to a role.  

Hierarchies 
(HIER)

Among roles, there can be hierarchical relations. Permissions can be inherited from one role by 
another. Additionally work can be delegated using a role hierarchy.  

Constraints
(CONSTR) 

Refer to the relations among different role properties. They can appear in every layer. With them, 
limitations and rules are formed. Other properties, e.g. contexts, can be modeled by constraints. 

Context
(CTXT)

Represents the circumstances in which roles are activated. An example could be an emergency case 
where the activation of a number of special roles with clearly defined permissions is necessary. 

 

Model Survey and Overview 
We are now going to present an abstract of our role model survey. Due to space limi-
tations, we are focusing on the discovered role properties and their usage in existing 
role models. For the same reason we are additionally not referencing every single 
model separately in the references section. Many of them can be found in [1]. 
Throughout the survey, every considered role model has been visualised using 
thethree-layer classification introduced at the beginning of this section. Figure 2 sums 
up the classification results. The tableau shows for instance that TrustBAC [19] im-
plements Role Hierarchies, Constraints, Sessions, and extends basic RBAC function-
ality using system-specific Trust Levels. Moreover it points out that none of the busi-
ness properties are realised in TrustBAC. We are aware that this tableau only 
gives a qualitative impression as there is no standardised definition used among all 
models for the single role properties. Nevertheless it points out the core properties 
that are implemented by all role models. One can also see that most role models are  
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Table 4. Business layer Properties 

Property Description 
Organisation 
(ORG) 

An organisation can be divided into organisational- and operational structure. The latter includes 
dynamic aspects like TASK, WFL, and partially even TEAM structures. Organisational structures 
represent the different hierarchy types and their entities within the organisation.  

Task
(TASK) 

Represents a certain job or duty that has to be fulfilled with regards to a specified outcome. A task can 
consist of several partial tasks or subtasks. Tasks also can be pooled and then form task groups.   

Workflow
(WFL) 

A subtask consists of workflow units. Ultimately, a workflow has to result in a certain outcome, 
which makes it similar to tasks. Unlike tasks, the focus lies on the sequence of steps to be performed. 

Team 
(TEAM)

A very narrow definition of this property could be a user pool. Teams are task- and goal-oriented [18].
The component can be seen as in-between of organisational and operational structures.  

Delegation
(DELEG) 

The term delegation has a two-sided meaning: First, it can be total when e.g. whole roles are 
delegated from one user to another Second, the delegation can also be partial and be only valid for 
single tasks. Delegation is closely connected to the role hierarchies from table 3. 

 

IT-oriented. Even though some of them are implementing business properties, e.g. 
ORBAC [20], none of the models is really business-focused and therefore feasible for 
role-based IdM deployments. The most powerful model concerning the representation 
of business properties is the SRBAC model, [21] as it is capable of modelling organ-
isational structure and functional units. It has, however, a limited definition of 
hierarchies. The central outcome of our analysis is that the models each define only 
one single type of roles. The basic RBAC family [9], even though it is used in most 
IdM deployments, can also not meet the requirement of multiple role types. This  
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Fig. 2. Survey of existing role models. The first vertical column lists the role properties while 
the horizontal axis represents the various role models. Grey colouring indicates that an accord-
ing property is realised in a certain role model. Unavailable functionalities remain white. 
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Fig. 3. BusiROLE. The business properties form the organisational basis. Their relationships 
represent the hierarchical dependencies and an increasing granularity level, from Organisational 
Hierarchies and Positions towards Task Bundles and singular Tasks. 

result complies with and underlines Bertino et al.’s finding [10] that the RBAC family 
is not feasible for usage in Enterprise Security Management Infrastructures.  

4   BusiROLE – Integrating Business Role Types into IdM 

In the following we define the properties and the types of roles needed for successful 
role deployment in Identity Management solutions. We argue that the integration of 
more than one role type is necessary to take business structures and requirements into 
account. In busiROLE every employee has a number of different roles that stem from 
his position in various Organisational Hierarchies and his assigned Task Bundles. Fig-
ure 3 shows the busiROLE core entities and role types derived: On the Business layer 
we integrate different types of Organisational Hierarchies (Basic Roles), Positions 
(Organisational Roles), Task Bundles (Functional Roles), and Tasks. The Business Roles 
entity is the core component of our model. It represents the collectivity of an em-
ployee’s roles. Note that we also could have modelled each role type separately and 
connected it with the corresponding business entity. However, for clarity reasons the 
Business Roles entity bundles all the different role types seen in figure 4. We further-
more introduce an Employee entity and an according Global Identity that links to all 
application-specific user accounts (Local Identity). On the IT layer we use Permission 
Bundles which can be expressed e.g. using local IT Roles. This feature is needed to 
connect local systems with different permission handling mechanisms to a global IdMI. 
However, we are not going into detail about the IT layer elements as we adopt the well-
known resource-oriented RBAC-approach [9] on this layer.  
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Fig. 4. Organisational goal, Sub-goals, and Task Bundles. As long as a goal is too complex for 
the assignment to an employee we speak of goals and sub-goals. Sub-goals are split into Task 
Bundles that are assigned to certain positions. 

4.1   Business Layer Properties 

According to organisational theory a firm’s global goal is split up into sub-goals and 
assigned to single organisational units (see figure 4). Employees' responsibilities are 
defined by what they do, who they report to, and who reports to them. These defini-
tions are assigned to positions rather than to specific individuals. The positions are in 
turn assigned to predefined work packages. Scientific publications in the business 
administration area and in the area of organisational behaviour contain a profound 
theoretical insight into relevant facts and relations within an organisation [17], [22]. 
Our survey in section 3 has shown that up to now no suitable role model for IdMIs 
exists, mostly because of missing a differentiation between role types and hence busi-
ness layer properties. We argue that organisational structure, rather than operational 
structure, is the main pillar of a role model in IdMIs. Operational structures, i.e. proc-
ess-, workflow-, and single task definitions are not feasible within IdMIs. On the one 
hand it is not possible to keep a complete process- and workflow database up-to-date 
within an organisation. On the other hand existing IdMIs already are closely related to 
the line organisation making it easily extensible.  

Employee  
BusiROLE needs to be capable of assigning existing Positions and Task Bundles to 
the according persons based on different hierarchy types within the enterprise. We 
hence extend and split the User concept known from the original classification in 
figure 1: The business property Employee is introduced as the counterpart of a Global 
Identity representing the core user account within the IdMI on the Role layer. Local 
Identities are the user accounts of employees on the IT layer. This structuring is al-
ready well known from the implementation in most IdM solutions. 

Organisational Hierarchies (Basic Roles)  
As mentioned beforehand, IdM solutions are already closely aligned to the organ-
isational structure of an enterprise. Organisational Hierarchies can be used to repre-
sent the Basic Roles of employees, i.e. permissions that every employee in a certain 
organisational unit is granted. The Organisation property from our original classifi-
cation, however, has to be extended in order to be able to represent any kind of 
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hierarchical structure. Besides the line organisation IdM solutions have to be able to 
integrate e.g. a financial- or a reporting hierarchy. A team can also be regarded as a 
(temporary) organisational unit. We hence omit teams as a separate busiROLE 
entity. Two employees could e.g. have the same position in the line organisation 
and consecutively the same Functional Roles derived from that position, however, 
one of them might have a special Task Bundle related to a team where he is member 
of. This is represented using a different Organisational Hierarchy type which con-
tains existing team structures and related positions as well as Task Bundles.  

Position (Organisational Role)  
Positions are needed to represent functional entities within organisational hierarchy 
elements. They are regarded as Organisational Roles and abstract descriptions of a 
collection of Task Bundles assigned to certain employees. An example would be a 
Windows Developer within the Development department. SRBAC [21], e.g., is al-
ready working with so called functional units which are able to represent IdM re-
quirements regarding job positions. Note that there is a relationship between the Or-
ganisational Roles and the Basic Roles.  

Task Bundle (Functional Role) and Task  
Taking a closer look at the Task property from the classification in section 3 one 
can see that existing definitions are not able to model Task Bundles, i.e. hierarchical 
structures within n available tasks. Task Bundles are essentially the Functional 
Roles of employees. Task Bundles are defined by business representatives accord-
ing to the sub-goal of an organisational unit and the qualification and workload of 
an employee. Note that they are only assigned to a position if their complexity al-
lows treatment by a single employee. If no Task Bundles are defined for a certain 
Position, the Position itself is representing the complete Task Bundle of an em-
ployee (see figure 4). Note that Task Bundles also might not necessarily be con-
nected with a Position but directly related to an Organisational Hierarchy element. 
For example, a manager might assign a special duty to one employee independent 
from his position within the organisation. Another conceivable scenario could be 
delegated Functional Roles.  

4.2   IdM Layer Properties 

After having presented the required business properties we are going to examine the IdM 
layer properties of busiROLE. Note that the definition of the Role layer from our survey 
differs to the understanding of our IdM Layer: Many of the role models define the Role 
layer as the Access Control layer on top of the permissions within an application. In our 
context, the IdM layer is comprised of the Business Roles and their properties managed 
within the organisation-wide IdMI. Local IT Roles or permission bundles as they are used 
in the existing models are a part of the IT layer in our approach. 

Global Identity  
As mentioned beforehand we introduce a global identifier for each employee. Every 
single application-specific user account is mapped to exactly one global ID in order to 
be able to activate and deactivate it automatically via resource provisioning processes 
of the IdM. This feature is well known from available IdM solutions. 
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Business Roles  
We define the Business Roles entity as the IdM representation of an employee’s Ba-
sic-, Organisational-, and Functional Roles. Business Roles essentially connect the 
task-oriented business view with the resource-oriented IT layer, integrating the differ-
ent types of roles needed within an IdMI. Additionally, they are able to include tech-
nical measures like Trust or Privacy as we know them from our original classification. 
For usability and management reasons we argue that the granularity level for a direct 
connection of Business Roles with Tasks is too high as a single Task does not repre-
sent an independent role within the enterprise. Hence Business Roles only represent 
Task Bundles, Positions, and Organisational Hierarchy elements in form of the differ-
ent role types. BusiROLE directly relates Task Bundles and Business Roles, neverthe-
less if a company has not defined fine grained Functional Roles (i.e. Task Bundles), 
Positions are essentially representing the Task Bundle of an employee (see figure 4). 
However, note that such a situation limits the usability and the flexibility of busi-
ROLE: Delegation could only be conducted on position (i.e. Organisational Role) 
level and additionally the different permutations of Task Bundles assigned to a Posi-
tion could not be modelled accurately. Redundancy issues within the role definitions 
would complicate the role management.  

4.3   Global and Extensional Properties  

In the following, we are going to introduce two global properties and four extensional, 
hence not mandatory properties of busiROLE. They are not modelled as entities but 
as attributes of core entities. 

Constraints and Context  
Constraints and context are global properties that influence all entities and their rela-
tionships. Using the definition given in section 3, constraints can be viewed as condi-
tions imposed on the relationships, assignments, and entities. An Employee acting in 
the Organisational Role of a financial manager may not be allowed to act as a finan-
cial auditor at the same time (separation of duty). We are expressing them in terms of 
system-, entity-, or relationship policies. Using a context, we can model certain ex-
ceptional circumstances in which a particular role can be activated.  

Workflow, Delegation, Trust, and Privacy  
Those four properties from figure 1 are handled as extensional properties. Delegation 
functionality can be implemented as an attribute of a Position. Organisational policy 
defines which employees can be appointed as representative of another employee 
under exceptional circumstances. Workflows known from various role models like 
[23] and [24] are not originally integrated within IdMIs. Within bigger companies it is 
impossible to maintain a workflow base which represents all existing workflows in 
combination with the needed permissions at a certain point of time. As aforemen-
tioned this is an aspect where our model differs from existing operational-based ap-
proaches (like [14]).  

5   Conclusions and Future Work 

This paper has shown that widely used basic RBAC models are not feasible for their 
usage in modern IdM because each only implements one single type of role. On basis 
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of a short survey we hence presented busiROLE, a role model able to integrate role 
types needed in organisational IdMIs, namely Basic Roles, Organisational Roles, 
Functional Roles, and IT Roles. Its biggest advantage compared to existing models is 
the usability in organisation-wide and application-independent IdMIs. On the basis of 
busiROLE, modern IdM vendors as well as big enterprises operating an IdMI are able 
to closely connect business objectives and technical user management. BusiROLE 
provides the capability to represent business structures within the company-wide 
IdMI. Hence it fosters the business-oriented development, management, and mainte-
nance of roles. It is furthermore independent from local Access Control Mechanisms, 
making it easy to integrate several different target systems. It is currently used as the 
core model of our hybrid role development approach. Future work includes the intro-
duction of customisable position types in order to provide reusable single position 
patterns. We furthermore are going to investigate the hierarchical relations among the 
different role types. Besides such theoretical extensions and improvements busiROLE 
is going to be tested within different Identity Management Infrastructures. This way 
the advantages of different role types within one IdMI can be made visible.  
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Abstract. It is a common issue that an Intrusion Detection System
(IDS) might generate thousand of alerts per day. The problem has got
worse by the fact that IT infrastructure have become larger and more
complicated, the number of generated alarms that need to be reviewed
can escalate rapidly, making the task very difficult to manage. Moreover,
a significant problem facing current IDS technology now is the high level
of false alarms. The main purpose of this paper is to investigate the extent
of false alarms problem in Snort, using the 1999 DARPA IDS evaluation
dataset. A thorough investigation has been carried out to assess the
accuracy of alerts generated by Snort IDS. Significantly, this experiment
has revealed an unexpected result; with 69% of total generated alerts are
considered to be false alarms.

Keywords: Intrusion Detection System, False positive, True positive,
DARPA dataset, Snort.

1 Introduction

The issue of false positives has become the major limiting factor for the perfor-
mance of an IDS [5]. The generation of erroneous alerts is the Archilles’ heel of
IDS technology, which could render the IDS inefficient in detecting attacks. It is
also estimated that a traditional IDS could possibly trigger 99% of fake alarms
from total alerts generated [10]. Recognising the real alarms from the large vol-
ume of false alarms can be a complicated and time-consuming task. Therefore,
prior to addressing the issue of false alarm, a quantitative evaluation is required
to assess the extent of the false positive problem faced by current IDS.

A number of research or efforts have been conducted to evaluate the perfor-
mance of IDS in terms of its detection rate and false positive rate. One of the
most well-known and determined IDS assessments to date was undertaken by
Defense Advanced Research Projects Agency (DARPA) IDS evaluation [12]. This
quantitative evaluation was performed by building a small network (test bed),
which aimed to generate live background traffic similar to that on a government
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site connected to the Internet. The generated data set, which included a num-
ber of injected attacks at well defined points, were presented as tcpdump data,
Basic Security Model (BSM), Windows NT audit data, process and file system
information. The data were then used to evaluate the detection performance of
signature-based as well as anomaly-based IDSs [14].

Although this data set appears to be one of the most preferred evaluation
data sets used in IDS research and had addressed some of the concerns raised
in the IDS research community, it received in-depth criticisms on how this data
had been collected. The degree to which the stimulated background traffic is
representative of real traffic is questionable, especially when it deals with the
reservation about the value of the assessment made to explore the problem of
the false alarm rate in real network traffic [16]. Significantly, Mahoney and Chan
[15] also critically discuss how this data can be further used to evaluate the
performance of network anomaly detector. Although the DARPA IDS evalua-
tion dataset can help to evaluate the detection (true positive) performance on a
network, it is doubtful whether it can be used to evaluate false positive perfor-
mance. In fact, the time span between the dataset creation and its application
to the current research has resulted in another reservation about the degree to
which the data is representative of modern traffic. However, despite all of these
criticisms, the dataset still remains of interest and appears to be the largest pub-
licly available benchmark for IDS researchers [16]. Moreover, it is also significant
that an assessment of the DARPA dataset is carried out to further investigate
the potential false alarms generated from this synthetic network traffic. It is ex-
pected that the result of this analysis could describe or provide a general picture
of the false alert issue faced by the existing IDSs.

The main objective of the experiment described in this paper is to explore
the issue of false alarm generation on the synthesized 1999 DARPA evaluation
dataset. An investigation is also conducted to critically scrutinize the impact of
false alarms on the IDS detection rate. Section 2 presents a number of related
studies carried out to evaluate the performance of IDS. Section 3 discusses the
methodology of the experiment. The findings are presented in section 4 and
lastly, followed by conclusions in section 5.

2 Related Works

As for IDS performance, a study has also been conducted to further assess the
effectiveness of Snort’s detection against 1998 DARPA dataset evaluation [8].
Snort is an open source and signature-based IDS [9]. It is a lightweight IDS
which can be easily deployed and configured by system administrators who need
to implement a specific security solution in a short amount of time [17]. In
other words, Snort is a flexible programming tool which enables the users to
write their own detection rules rather than a static IDS tool. The evaluation
was performed to appraise the usefulness of DARPA as IDS evaluation dataset
and the effectiveness of the Snort ruleset against the dataset. Surprisingly, the
result showed that Snort’s detection performance was very low and the system
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produced an unacceptably high rate of false positives, which rose above the
50% ROC’s guess line rate. Unfortunately, no further explanation was given to
describe the nature of false alarms.

Interestingly, a paper by Kayacik and Zincir-Heywood [11] discussed the bene-
fit of implementing intrusion detection systems working together with a firewall.
The paper had demonstrated a benchmark evaluation of three security manage-
ment tools (Snort, Pakemon and Cisco IOS firewall). Significantly, the result
showed that none of the tools could detect all the attacks. In fact, Snort IDS
was found to have produced 99% of false alarm rate, the highest rate compared
to the other IDS (Pakemon). The result had also revealed that Cisco IOS had
performed well and raised only 68% of false alarm rate. This has suggested the
implementation of a firewall-based detection, which in turn decreases the attack
traffic being passed to the IDSs.

Apart from the two studies above, which focused upon Snort performance,
there are a large number of studies that have used the 1998 and 1999 DARPA
dataset to evaluate the performance of IDSs. One of those studies is that of
Lippmann et al [13], which managed to demonstrate the need for developing
techniques to find new attacks instead of extending existing rule-based approach.
The result of the evaluation demonstrated that current research systems can re-
liably detect many existing attacks with low false alarm rate as long as examples
of these attacks are available for training. In actual fact, the research systems
missed many dangerous new attacks when the attack mechanisms differ from the
old attacks. Interestingly, a similar paper had also been written by Lippmann et
al [14], focusing upon the performance of different IDS types, such as host-based,
anomaly-based and forensic-based in detecting novel and stealthy attacks. The
result of this analysis had proposed a number of practical approaches applied to
improve the performance of the existing systems.

Alharby and Imai [2] had also utilised 1999 DARPA dataset to evaluate the
performance of their proposed alarm reduction system. In order to obtain the
normal alarm model, alarm sequence is collected by processing the alerts gen-
erated by Snort from the first and third weeks (free-attacks traffic) of DARPA
1999 dataset. From these alarm sequences, the sequential patterns are then ex-
tracted to filter and reduce the false alarms. The same dataset (using the first
and third weeks of the 1999 DARPA dataset) had also been applied by Bolzoni
and Etalle [7] to train and evaluate the performance of the proposed false pos-
itive reduction system. Similarly, Alshammari et al [3] had also used such data
to experiment their neural network based alarm reduction system with the dif-
ferent background knowledge set. The final result has proved that the proposed
technique has significantly reduced the number of false alarms without requiring
much background knowledge sets.

Unlike other papers discussed above, our experiment focuses specifically upon
the issue of false alarms, rather than the performance of IDS (true alarms) in
general. In this study, we propose to investigate in a more detailed manner some
of the shortcomings that caused the generation of false alarms.
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3 Experiment Description

Given that the 1999 DARPA dataset is deemed to be the largest publicly avail-
able benchmark, our experiment was designed to utilize such data as the source
of our investigation. The experiment was run under Linux Fedora 7, and Snort
version 2.6 was chosen as the main detector. The reason for utilising Snort was
due to its openness and public availability. The Snort ruleset deployed in this
evaluation is VRT Certified Rules for Snort v2.6 registered user release (released
on 14 May 2007). In order to facilitate the analysis of IDS alerts, a front-end
tool Basic Analysis and Security Engine (BASE) was utilized as the intrusion
analyst console [6].

The primary data source of this evaluation was collected from DARPA evalua-
tion dataset 1999. Without training the Snort IDS with the three weeks training
data provided for DARPA off-line evaluation beforehand, two weeks testing data
(fourth and fifth week of test data) were downloaded and tested. Snort ran in
its default configuration, with all signatures enabled.

The first stage of the experiment was to run Snort in NIDS mode against
the DARPA dataset. The manual validation and analysis of alerts produced by
Snort were undertaken by matching against the Detection and Identification
Scoring Truth. The Detection Scoring Truth is comprised of a list of all attack
instances in the 1999 test data, while Identification Scoring Truth consists of
alert entries of all attack instances in the test data [12]. A match is identified
as same source or destination IP address, port numbers and their protocol type.
In this case, timestamp does not really help identifying the true alerts since
the attacks were labeled by the time the malicious activities set off while Snort
spotted them when malevolent packets occurred. This might render the system
missing numerous matches. Hence, by recognizing the matches for those attack
instances, the number of false positives alarms will then be identified.

Once the alerts were manually verified and the false positives were isolated,
the results were presented in several diagrams to give a clear picture on the issue
of false alarms. Individual Snort rules were examined to further analyse the false
alarms issue and the impact of false alarms on IDS detection rate.

4 Results

Our earlier evaluation [21], which was conducted to focus on the issue of false
alarms in real network traffic, asserted that the problem remains critical for
current detection systems. Hence, this experiment was carried out to endorse
our previous findings by highlighting the issue of the false alarm rate on the
DARPA dataset.

Snort has generated a total of 91,671 alerts, triggered by 115 signature rules, in
this experiment. Of the alerts generated from this dataset, around 63,000 (69%)
were false positives. Significantly, this experiment had revealed a similar result to
that yielded in our previous evaluation as well as Kayacik and Zincir-Heywood
[11]. The false alarms have significantly outnumbered the true alarms.
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To obtain a more in-depth understanding of the nature of Snort’s alert gen-
eration, Figure 1 portrays a ROC plot [4] for the overall result, which illustrates
the overall alert generation of Snort’s signature rule. Since most plots have the
value of X-axis and Y-axis less than 2000, Figure 2 depicts a clearer picture by
focusing upon the area in coordinate 0 to 2000. The number of false positives
generated is presented per signature for the X-scale, while the true positive is
portrayed for the Y-scale. This diagram also describes the random guess line
(non-discriminatory line), which gives a point along a diagonal line from the left
bottom (0, 0) to the top right corner (10, 10). This diagonal line divides the
space into two domains; namely good and bad figures. Ideally, a good detection
system should generate a zero value for the X-scale; meaning no false positive
has been generated by a particular signature rule. The area below the line rep-
resents a higher number of false positives than true positives. Thus, the more
plots scattered on this area, the poorer the IDS is.

As the plot diagram can only give an overview of IDS alert generation, Figure
3 provides the exact figures of Snort’s signatures generating the false and true
positive alerts in a Venn diagram [18]. Surprisingly, 73 signatures had raised
the false positive alarms; of which 26 of them had triggered both true and false
positives. It is also worth noticing that of those 26 rules, 14 signatures had
false positives outnumbering the true positives. This seems to be a very critical
issue faced by contemporary IDSs. The following subsections discuss this issue
in greater detail.

4.1 True Positive

Given that the objective of this experiment is to investigate the issue of IDS false
alarms, evaluating Snort’s detection performance on DARPA dataset is beyond
the scope of this study. In this paper, therefore, we will not further evaluate
the extent of Snort’s detection performance on a particular attack in a greater

Fig. 1. Overall Alert Generation per Signature
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Fig. 2. Alert Generation per Signature within Cartesian Coordinate (2000, 2000)

detail. However, this subsection presents a brief overview of the Snort detection
performance on 4 attack categories, namely probe, Denial of Services (DoS),
Remote to Local (R2L) and User to Root (U2R).

In this experiment, 42 of the total 115 signatures had generated pure true
positives. Approximately only 31% (27,982 alerts) of total alerts generated by
68 signatures were asserted as true positives. Interestingly, about 72% of them
were generated due to the probing activities.

Generally, Snort fares well in detecting probe attacks, which largely generate
noisy connections. In this study, we found that Snort has a very low threshold
for detecting probing activity; for example in detecting ICMP connections. This
had made up of 40% (37,322 alerts) of the total alerts. In spite of its sensitivity,
Snort had generated a small number of true ICMP alarms in this experiment,
which accounted for only 13% of those 37,322 alerts. This significantly highlights
the underlying flaw of Snort IDS alarms.

In term of the DoS attacks, Snort did not perform well. Only one attack,
named Back [12], was detected without generating any false positives. This had
contributed to 20% of total true alarms. As for remote to local (R2L) attacks,
about 16 out of 20 types of attacks had been detected. This, however, only

Fig. 3. Snort IDS Alarms - True and False Positives
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made up of 2% of true alarms. Although Snort fares well in this category, it had
critically missed numerous attack instances, such as “ppmacro” attack [12].

The last attack category, user to root (U2R), is the most challenging attack
for Snort IDS. Since U2R attack typically occurs on a local machine, which
attempts to elevate administrator’s privileges, it relies solely on a system log or
computer’s filesystem. As such, Snort, a network-based IDS that merely depends
on network connections, does not work well in detecting such attacks. Indeed,
only a small proportion of true alerts (less than 1%) were generated owing to
this category.

Overall, the experiment has yielded a similar result as the one revealed by
Brugger and Chow [8]. Snort’s performance does not look particularly impressive.
Although there were quite a significant number of true alarms (27,982 alerts),
only 32 from 54 types of attacks were detected. In fact, not all instances from
those 32 attacks were perfectly detected by Snort. This emphasises the fact that
Snort was not designed to detect all types of attacks, but rather to work in
conjunction with other IDSs to achieve the best detection performance.

4.2 False Positive

Approximately, 69% of total alarms are affirmed to be false positives. Figure
4 shows the top 5 false alarms raised by Snort. Interestingly, 48% of the total
false alarms were made up of ICMP alerts. Logging every connection associated
with probing, for example all ping activities, will only generate a huge number
of false positives. In fact, all detected ICMP traffic did not surely imply the
occurrence of probing actions, but it was merely an informational event, which
possibly indicates the occurrence of network outage.

In term of the alert categories, 39% (24,835 alerts) of the total false alerts were
triggered due to a policy violation. Significantly, these types of alerts are more
related to irrelevant positives than false positives. Irrelevant positives refer to
the alerts generated from unsuccessful attempts or unrelated vulnerability, which
do not require immediate actions from the administrators. However, as those
informational alerts were not related to any suspicious activity from DARPA
attack database and in order to make it simpler, they will be referred to as false
positives.

The highest number of false alarms in this experiment was triggered by INFO
web bug 1x1 gif attempt signature. This signature rule was raised when the
privacy policy violation was detected [20]. Theoretically, the web bug is a graphic
on the web page and email message, which is used to monitor users’ behaviours.
This is often invisible (typically only 1x1 pixel in size) and hidden to conceal
the fact that the surveillance is taking place [19]. In fact, it is also possible to
place web bug in a Word document as it allows html in a document or images
to be downloaded from the external server. This is particularly useful if the
document is supposed to be kept private, and web bug provides the information
if the document had leaked by finding out how many IP addresses had looked
at it [1]. Since none of these web bug alerts related to any attack instances,
our study reveals that no true alarms associated with this signature had been
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generated. Therefore, 22,559 alerts from this signature were entirely asserted as
false positives. This contributed to 35% of the total false alarms raised by the
system. Although both ICMP and web-bug alerts can be easily filtered by the
administrator through disabling or altering the signature rules, simply tuning
the Snort signatures could increase the risk of missing real attacks.

Another similar policy-related alarm logged in this experiment is CHAT IRC
alerts. These alerts accounted for 3.6% (2,276 alerts) of the total false alarms.
Snort generates these IRC alerts because the network chat clients have been
detected. In common with the previous “web bug” signature, IRC alerts were
not truly false positives. Principally, Snort, given the correct rule, fares well
in detecting policy violation. Indeed, through the investigation of the DARPA
packet payload, it was noticeable that the chat activity did take place on a certain
time. However, since these alerts did not contribute to any attack instances in
the attack list, we would assume these as false positives. These CHAT IRC alerts
were triggered by 3 signature rules; namely CHAT IRC message, CHAT IRC nick
change and CHAT IRC channel join.

Apart from those top 5 false alarms signatures shown in Figure 4, there were
68 other signatures that generated false alarms. Of the total 115 signatures, 47
of them had triggered one hundred per cent false positives. All these alerts are
known as pure false positive alarms since they are not in common with any
true alarms. Significantly, 25 of those 47 signatures were web-related signatures.
Although port 80 was one of the most vulnerable ports for DARPA attacks,
these signatures did not correspond to any attack instances listed in the attack
database. The effectiveness of Snort rules in detecting web-related attacks largely
hinges on the effectiveness of keyword spotting. Most of the rules looking for
web-related attacks are loosely written and merely checked on the presence of a
particular string in the packet payload. This renders the system prone generating
a superfluous number of false alerts. Aside from the web-related alerts, other
22 signatures, involving ICMP informational rule, policy, preprocessors, exploit
attempt and SQL rules, had also generated a significant number of false positives,
which accounted for 44% (28340 alerts) of total false alarms raised by the system.

Fig. 4. Top 5 False Alarms
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Despite the informational and policy-related alerts, the pure false positives
could also be generated due to the loosely written rules of Snort IDS. For exam-
ple, the vulnerability of Snort in relying on the keyword spotting is intolerable.
This has been further discussed in Tjhai et al [21].

As described earlier, exact 14 signatures has produced more false positives
than true positives. This highlights the critical issue of false alarms in the real
world. The process of identifying the real attacks could be undermined if the
false positives per signature highly outnumbered the true positives. In addition,
this could render the administrator apathetic; thus tending to conclude that any
such alerts as false positives. As a consequence, this problem could seriously
inhibit IDS detection performance in a real environment.

While Snort could detect 32 types of attacks, it had produced a large volume
of unnecessary alerts; in term of its alerts’ quality. One of the good examples
can be taken from this experiment is the alerts triggered due to the detection of
“Back” DoS attack, by WEB-MISC apache directory disclosure attempt signa-
ture. Only 7 instances from this attack were included into the DARPA dataset,
but surprisingly Snort detected all 7 instances by triggering 5,628 alerts from
single signature. Obviously, Snort has generated a huge number of redundant
alerts in this case. Indeed, this often leaves the administrator with the difficulty
of verifying every single alert.

In term of the false positives, the experiment revealed a slightly different
result as generated by Brugger and Chow [8]. A smaller number of false alarms,
accounted for 11% of total alerts, had been estimated by Brugger and Chow,
compared to our result (69% of total alerts). The insignificant number of false
alarms was presumably due to the removal of “web-bugs” rule that had generated
a very significant number of false alarms. This signature was believed to not
provide any true positives, and could potentially prevent an objective evaluation
of false positives produced by an IDS. As for Snort rules, only 36 signatures
were triggered in their study. However, the “ICMP Destination Unreachable
Port Unreachable” signature had produced the second highest number of false
alarms, similar to our result.

The experiment result has shown that Snort has produced an unacceptable
number of false alarms. However, the evaluation of 18 IDSs on 1999 DARPA
dataset, had yielded a remarkable result, indicating that most systems had false
alarm rates which were low and well below 10 false alarms per day [14]. This
might be due to their ability to tune the systems to reduce the false alarms on
three weeks of training data prior to running the two weeks of test data.

5 Conclusions

Given the time span between the creation of DARPA dataset and the Snort rules,
we initially thought that Snort could fare well in detecting DARPA attacks.
What we found instead was that the detection performance was low; only 32
attacks were detected, and Snort has produced a large volume of false positives.
Indeed, not all instances of those 32 attacks have been perfectly detected by
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Snort. From this experiment, it is obvious that the issue of false alarm has
become very critical. The false positives outnumbered the true positive by a
ratio of 2:1. In fact, more than half of the signatures producing both true and
false positives in this evaluation have triggered more false positive than true
positive alarms. This issue would critically reduce IDS detection performance;
not only in this simulated network environment but also in a real environment.

Regarding the quality of alerts generated, Snort generated a huge number of
redundant alerts, which critically highlighted the performance issue of the Snort
alert reporting system. This often leaves the administrator with overwhelming
alerts, which renders alert validation difficult to manage. Importantly, this issue
has also driven the need to have an improved or better alarm reporting system
through the implementation of alarm suppression and correlation methods.

Apart from total 39,849 false alerts triggered by 12 signatures generating both
false and true alarms, Snort has also produced 28,340 pure false positive alarms,
which can be arguably expected to happen in a real-network environment. In-
terestingly, this has accounted for 31% of alarms. However, in this experiment,
we have not had a chance to individually track the cause of these alerts. Having
said that, we believe that this might be caused by the nature of Snort IDS, which
relies on keyword spotting (i.e. matching the packet content to signature rule) to
detect malicious activity. Significantly, this finding underlines another weakness
of Snort IDS, which could render the system prone to produce excessive alerts.

Overall, our study has confirmed the criticality of the IDS false alarm issue.
Given the findings in this evaluation, endorsed by our previous experimental
results, it is clear that false alarm is a never-ending issue faced by current IDS.
The sensitivity of Snort rules in detecting probing activities can generate a large
volume of false positives.

The ideal solutions to this problem is either to tune the IDS signature rules;
this should be done by a skillful administrator who has the knowledge of security
and knows well the environment of the protected network, or alternatively to
focus upon the alarm correlation, which aims to improve the quality of the
alerts generated. The idea of reducing false alarm in alarm correlation system
has become the main subject of current IDS research. However, apart from the
false alarm reduction, the alert management or alert correlation should also be
aimed at the presentation of the IDS alerts itself to the system administrator.
This might include the reduction of the redundant alerts and the aggregation of
the related alerts (i.e. various alerts generated by a single attack).
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Abstract. Intrusion Detection has a central role in every organization’s
IT Security. However, limitations and problems prevent the commercial
spread of Intrusion Detection Systems. This paper presents an attempt
to improve Intrusion Detection benefits with the use of Game Theory.
A generic intrusion detection game model that reveals the way an IDS
interacts with a user is described and examined thoroughly. Moreover, a
specific scenario with an internal attacker and an IDS is presented in a
normal form game to validate the functioning of the proposed model. So-
lutions for this game are given as a one shot game as well as an infinitely
repeated game.

Keywords: Intrusion Detection, noncooperative Game Theory, internal
attacker.

1 Introduction

Peter Denning argues that Computer Science is being always expanding, when-
ever it forms a new relation with another field, generating a new field [1]. As an
example, Intrusion Detection has incorporated a large variety of different tools,
methods, and techniques until today. However, the same problems torture this
highly demanded field without significant progress. Therefore, it is necessary to
redirect research to new fields of science with potential to give solutions.

The area of Intrusion Detection includes the meanings of monitoring and
decision. Intrusion Detection is the monitoring of a system’s events and the
decision whether an event is normal or abnormal. The word normal defines
every event that is consistent with the security policy applied to the system,
and the word abnormal defines any event that threatens the security status of
the system. Besides, as IT is a human-computer interactive situation, Intrusion
Detection in IT security is also an interactive situation.

”Game Theory is that branch of decision theory which deals with the case in
which decision problems interact” [2]. Many disciplines have incorporated game
theoretic techniques, including Economics, Law, Biology, Psychology and Politi-
cal Philosophy. The similarities between the two fields of Intrusion Detection and
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Game Theory, deserve further study and research. Therefore, the application of
Game Theory to Intrusion Detection will show how much this new approach
might improve Intrusion Detection’s real positive outcomes.

In this paper, we present a generic Intrusion Detection game model between
a user and an IDS in extensive form. The description of this model reveals its
elements, how it is played, and how it could be integrated as a mechanism in an
IDS. Because it is a repeated game, the iterated parts of it are separated in order
to define its structure. Following this, a two-player noncooperative game between
an internal attacker and an IDS is constructed, discussed, and solved to illustrate
the model’s functionality and implementation feasibility. Because the model is
generic, its flexibility allows the implementation of several different cases and
the construction of an entire game-based Intrusion Detection mechanism to be
incorporated in an IDS.

The remainder of this paper is organized as follows. Section 2, discusses re-
lated work in this field. Consequently, Intrusion Detection is represented in a
generic game model in Sect. 3, by identifying players, specifying their actions
and preferences over them. Then, in Sect. 4, a strategic form game between an
IDS and an internal attacker is modeled and solved as a static and as a repeated
game too. Finally, we review the results of our work and highlight future steps
for the continuation of our research, in Sect. 5.

2 Related Work

Interesting attempts, to formulate Intrusion Detection as a game, have been
recently appear in the literature. Remarkable conclusions for the motivation of
using game theory in Intrusion Detection are presented in [3]. Cavusoglou et. al.
use game theory to configure the result derived from a classical IDS [4]. Similarly,
Alpcan et. al. present an incomplete information game for the verification of the
IDS’s output in [5] and [6]. These approaches aim at using game theory over the
output of an IDS, rather than for detection. In other words, they assume that
an IDS first detects using classical techniques and approaches, and subsequently
their approach operates at a second stage to assist detection and optimize its
results.

A general-sum stochastic game between an attacker and the administrator of
a Target System has been constructed in [7], so that, this approach too does
not use Game Theory for a straightforward detection. A similar problem, the
problem of detecting an intruding packet in a communication network has been
considered in [8]. The described game theoretic framework has been formulated
in such a way, that the intruder picks paths to minimize chances of detection,
whereas the network operator chooses a sampling strategy - among the developed
sampling schemes - to maximize the chances of detection. In these approaches,
the games are constructed between a person (administrator, network operator)
and a user, not between an IDS and a user.

In [9] and [10] Intrusion Detection is modeled as an incomplete information
game, a basic signaling game, for mobile ad hoc networks. This work is very close
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to [5] and [6]. Finally, Agah et. al. describe a repeated game for preventing DoS
attacks in wireless sensor networks by proposing a protocol between an intrusion
detector and the nodes of a sensor network [11].

Our approach addresses problems in the area of Intrusion Detection, and
presents a generic intrusion detection game model, to identify the interactions
between a user and an IDS. In particular, we determine how a user will interact
in the future, and how an IDS will react to protect the Target System it monitors.
Unlike the described related work, our model is generic with an open well defined
structure that allows its application to many real life cases.

3 A Generic Game Model between a User and an IDS

Because of the dynamic nature in the interactions between a user and an IDS
and because game theory models dynamic interactions using the extensive form
representation [12], we present the generic game model of intrusion detection as
an extensive form game.

3.1 Players

To formulate an extensive form game between an Intrusion Detection System
(IDS) and a user who is intending to use a Target System (TS) that is behind
this IDS, five elements must be specified: the players, their possible actions,
what the players know when they act, a specification of how the players’ actions
lead to outcomes, and a specification of the players’ preferences over outcomes.
This game has two players, an IDS called I and a user called U. The player U
might be a normal user or an attacker and even if he is a normal user he might
unintentionally harm the TS. Therefore, the player U is considered as a general
user and no further categorization is needed before he acts.

3.2 Actions/Moves

Each player has a number of possible actions to perform. Player I, examining
player’s U actions, allow player U to continue using the TS by choosing C, if
player I comes to the conclusion that player U acts legitimately. Conversely,
player I chooses P to prevent additional damage to the TS, if it decides that
player U is doing illegal actions. In short, in this game player I has two choices;
choice C to allow player U to continue using the TS and choice P to prevent
player U to attack or to further damage the TS. In real cases, this binary ap-
proach reflects that player U requests a service or a resource from the TS, and
player I either accepts to fulfil the request (choice C ) or refuses it (choice P).
Although other approaches might appear to include more than two choices (see
Sect.4), the interpretation is the same.

Similarly, player U has three possible actions; L when acting legitimately, A
when acting illegally generating attacks, and E when he decides to exit the TS
and so he logs out. Comparing to player’s I actions, player U has one more
action to choose, that is, he has three actions.
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3.3 Sequential and Simultaneous Moves

Next, the key question to be answered for this game is how this game is being
played, with simultaneous or with sequential moves. The crucial criterion to an-
swer this question is to take into account first, that using a TS and requesting a
service from it, the user waits for a response although most of the times he does
not even realize it, and afterwards, the user makes another request to which the TS
replies too, and so on. Thus, the kind of interaction formulated here is a sequential-
move interaction, like the one taking place between two players in a chess game.

However, when the TS is protected by an IDS, the user is interacting with the
TS but he is also interacting with the IDS. In the last kind of interaction, the
user is acting and at the same time the IDS collects data related to this action,
filters it and decides to counteract in the case of an attack. The IDS performs a
counteraction ignoring the user’s action at that instant.

Elaborating the described interaction into the game theoretical approach [13],
in Intrusion Detection an attacker plans his moves before he acts and calculates
the future consequences. Up to this point the game is a sequential-move game, but
when the attacker starts applying this plan and confronts the existence of an IDS
protecting the TS of his attack, then he is trying to discover what this IDS is going
to do right now. The last reveals that the game includes also simultaneous moves.

On the contrary, an IDS has been designed and implemented incorporating one
or more ID techniques which lead to a predefined plan of its moves, calculating
the future consequences to the TS that protects. Up to this point again the game
is for a second time a sequential-move game, but when a user enters the system,
the IDS observes his moves to decide whether he is an attacker or not, and
according to its design, to figure out what the attacker is going to do right now.
The conclusion once more is that the game includes also simultaneous moves.
Consequently, Intrusion Detection in IT Security is a game that combines both
sequential and simultaneous moves.

3.4 General Formal Description of the Game

Consider the extensive form of the Intrusion Detection game depicted in Fig. 1.
A user (player U ) attempts to enter a TS protected by an IDS (player I ). The
user might successfully login to the TS or not (e.g. typing in a wrong password).
Even if he gains access to the TS he might be already member of a black list.
Therefore, player I moves first at the initial node (the root) of this game denoted
by an open circle, when player U attempts to enter the TS. Then, examining
this attempt, player I has two choices; to allow user continuing (choice C ) or
to prevent user from using the TS (choice P) which ends the game. In the
latter case, it is assumed that player I has achieved to detect a real potential
attacker and has not caused a false alarm. Hence, the outcome at this end of the
game is the vector (detection, attempt of an attack) for player I and player U
respectively.

If choice C has been selected by player I, then player U has three choices; to
perform legal actions (choice L), to attack the TS (choice A), or to exit from the
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TS (choice E ). If player U exits the TS, then the game ends with outcomes (no
detection, attempt of an attack). The reason for these payoffs is first that the
user has achieved to enter the TS and the IDS did not detect an attack even
if he was a masquerade, so this is counted as penetration, and second that the
user did not attack the TS although he might got the keys (the pair username
and password) and checked them against the TS, to attack it another time in
the future.

The game continues with player U selecting a legal action over the TS or
attacking the TS. In both instances, player I analyzes afterwards the opponent’s
move, and decides whether he is acting legally or not. If player I chooses P, then
the payoffs of the game totally diverge. In particular, if player U has committed
an attack (choice A) then the payoffs are (detection, successful attack), otherwise
(choice L), the payoffs are (detection, no attack) which constitutes a false alarm.

Alternatively, when player I allows player U continuing working with the TS
(choice C ), while player U is acting legally, then player U might either proceed
with legal actions (choice L), or with an attack (choice A), or he decides to exit
the TS (choice E ) terminating the game. This outcome of the game results in the
payoffs (no detection, no attack). The described stage of the game surrounded
by a dashed line rectangle as shown in Fig. 1, is a repeated division of the game
which leads to the end of the game when player U chooses E.

Exploring further the extensive form of the ID game for repeated divisions,
we locate two parts; the one is related to legal actions and the other one to
attacks. Figure 2 represents the extensive form game explained in detail above,
displaying two separate divisions and their iterations. Although the form of the
ID game looks as never ending, each of the repeated divisions definitely has a
branch where the game ends, and thus the game under study is a finite game.

3.5 Checking the Extensive Form

Extensive form games should give a picture of a tree. There are two rules which
ensure this form [12]; first, the number of arrows pointing out from a node must
be at least one, and the number of arrows pointing at a node must be at most
one, and second, retracing the tree in a backward fashion from a node towards
the initial node, the starting node should not be reached again drawing a cycle,
but actually the initial node should be the end of this backtracking.

The first rule implies that a player has at least one action to perform when it
is his turn to play, and that after an action of a player, either another player is
next, or the game ends to a payoff vector of a specific outcome. The second rule
aims at solving games in extensive form using backward induction, since they
have the form of a tree.

The Intrusion Detection game described above has been modeled in the form
of a tree. Checking the game against the first rule, it is apparent that the number
of arrows pointing in any node, as well as the number of arrows pointing out from
any node, satisfy this rule. Similarly, examining the plausibility of backtracking
from any node towards the initial node of the game, no circle would be drawn
and the initial node would be reached.
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4 Playing the Game with an Internal Attacker

To validate the game model presented in Sect. 3, we constructed a game to be
played between an IDS and a user of the TS behind this IDS. In addition, we
assumed that the user is an internal attacker too, also called an insider. It is
hard to detect insiders because of their privileges that partially protect them
from being caught. Such an endeavor generates a great number of false positive
alarms, with an analogous number of false negative alarms.

The game has two players, the internal attacker U and the IDS I. Although for
purposes of simplicity and appearance, the generic game model implies a black
and white representation, one of the things we examined was the action set of
each player. It seems that, an internal attacker of an organization acts normally
according to his commitments and duties, occasionally he makes mistakes, he
also acts methodologically to prepare attacks, and finally he executes attacks as
planned. The IDS follows a direction towards cooperation and decides among
four alternatives. First, it allows the user to continue if nothing suspicious has
been noticed, second it makes a recommendation whenever slight deviations are
encountered, third it raises a warning to remind the user to be consistent with
their agreement on the regulations of using the TS, and fourth it stops the user
when a violation is detected.

Summarizing, the player U has four strategies, N ormal, M istake, Pre-Attack,
Attack, and the player IDS has another set of four strategies, Continue,
Recommend, W arning, S top. Obviously, for the player U the first strategy N
corresponds to a legal action while the rest of strategies are equivalent to an
illegal action. Likewise, for the playerI the first three strategies correspond to a
permission to continue, whereas the latter one, the S is equivalent to prevent.
Transferring this game from the extensive form of the game model to a strategic
form, we get the following 4x4 matrix, as presented in Table 1. The row player
is the user (U ) and the column player the IDS (I ).

The outcomes of the game have been quantified, by first specifying prefer-
ences over outcomes, and then by using the von Neumann-Morgenstern utility
function.

In particular, ranking user’s preferences over strategies, from the least prefer-
able (PS) to the most preferable one (AC), we get the following:

PSU ≺ MSU ∼ PWU ≺ PRU ∼ MWU ≺ MRU ∼ ARU ≺ AWU ∼ NSU ≺
ASU ∼ NWU ≺ NRU ≺ MCU ≺ PCU ≺ NCU ≺ ACU

Next, we assigned numbers to reflect these preferences, by defining the von
Neumann-Morgenstern utility function for player user. We set 0 to strategy
PS and 1 to strategy AC. Using rational numbers we assigned a value to ev-
ery strategy according to the above ranking. Then we got the values free of
fractions, after multiplying with their least common factor. The user’s pay-
offs are given as the first number in each pair of outcomes, as displayed in
Table 1.
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Table 1. A game between an internal attacker and an IDS in normal form

I D S

C R W S

N (13,17) (9,5) (8,4) (7,2)

U M (10,3) (6,6) (5,7) (4,14)

P (12,1) (5,8) (4,9) (3,15)

A (19,0) (6,10) (7,11) (8,16)

Following the same steps to rank the IDS’s preferences, we establish the
following:

ACIDS ≺ PCIDS ≺ NSIDS ≺ MCIDS ≺ NWIDS ≺ NRIDS ≺ MRIDS ≺
MWIDS ≺ PRIDS ≺ PWIDS ≺ ARIDS ≺ AWIDS ≺ MSIDS ≺ PSIDS ≺
ASIDS ≺ NCIDS

Finally, assigning numbers to quantify the relations between IDS’s preferences,
we resulted in the payoffs also shown in Table 1 as the second number in each
pair of outcomes.

4.1 Solving the Game

Having described Intrusion Detection as a 2-player noncooperative game, we
proceed to solve it using equilibrium analysis. An equilibrium in a game is a set of
players’ decisions that results in an outcome, such that, no player has any reason
to deviate from his choices, given that all the players do the same. John Nash
proved that every noncooperative game has at least one Nash equilibrium (NE).
The notion of NE is the most commonly used solution concept in noncooperative
game theory [2].

We located the solution of this game by examining players’ best responses.
There is a unique Nash Equilibrium (NE) which corresponds to the strategy
profile (combination) AS with payoffs (8,16). Moreover, we used the Gambit
tool [14] to verify our solution and it calculated the same result. It is a perfect
NE that reveals the intention of the internal attacker to attack the system and
the reaction of the IDS to stop him doing so.

Interestingly, there is another pair of strategies, the NC strategy profile, with
payoffs (13,17) which are both greater than the corresponding of the NE. Besides,
payoffs (13,17) are absolutely the highest each player can get in this game. In fact,
strategy NC Pareto dominates1 the NE, and because the corresponding payoffs
are the highest, the NC strategy is Pareto efficient2. In other words, any player
between the two can increase his outcome by deviating from the equilibrium path,
that is the strategy AS, and choose the Pareto efficient dominant strategy NC.
1 A strategy Pareto dominates another strategy if the outcome of the first is higher than

the outcome of the latter one (Vilfredo Pareto, 1848-1923).
2 A strategy is Pareto efficient if no other strategy yields all players higher payoffs [15].
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In a one shot game as this has been presented in the normal form, real cir-
cumstances cannot be depicted nor examined in depth, to find realistic solutions.
Indeed, especially in this game, the players play the game repeatedly infinite
number of times. The reason is that, the user is not a random attacker, but an
internal user of the system, who spends a long time every day in front of it. In
the generic game model described in Sect. 3, parts of repeated divisions have
already been located.

To solve this game as a repeated game we followed D. K. Levine’s step-by-
step procedure, as described in [16]. First, we decided to use the average present
value method to aggregate payoffs obtained among different periods. Alterna-
tives would have been to add payoffs together, to average them, or to take the
present value. Second, we clarified that this game can be repeated infinite num-
ber of times, as mentioned in the previous paragraph. Finally, regarding the
discount factor δ that shows how much impatient a player is, we defined a com-
mon discount factor for both players. The discount factor δ varies between zero
and one, with zero to match an impatient player and one a patient one. In our
case, the internal attacker is a patient player, because he has plenty of time
to organize and execute an attack. In addition, the IDS is inherently a patient
player, because it plays infinitely with a user of the TS, although it does not
know that he is an internal attacker.

One of the things we examined is the grim strategies equilibria. Considering
a case where the internal attacker plays a certain strategy at every period, we
examined the circumstances under which he would deviate from this equilibrium
path, and he would decide to play another strategy. But the IDS should react
by choosing a ’punishment’ strategy against such a deviation, known as grim
strategy. We looked specifically at the following scenario:

Case 1. The internal attacker starts playing the game acting legitimately, by
choosing strategy N. The IDS corresponds by playing strategy C. This goes on
at every period as long as NC strategies are being played. But then, under which
circumstances the internal attacker will commit an attack, i.e. deviate from this
equilibrium path? We are looking for the discount factor δ that will motivate
the internal attacker to do so because his benefit will be higher.

Solution: We calculate the average present value (APV) for each player on the
equilibrium path using the following formula and the related identity,

(1 − δ) ·
(
u1 + δu2 + δ2u3 + δ3u4 + . . .

)
. (1)

where ui, i = 1, 2, 3..., is the payoff a player receives at period i and δ is the
common discount factor.

1 + δ + δ2 + δ3 + . . . =
1

1 − δ
(2)

We found APVU = 13 and APVI = 17 respectively as expected, because
same strategies are being played at every period. Following this, we examined
players’ best responses when the opponent follows the selected equilibrium path.
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When the internal attacker follows the strategy N, then the IDS’s best response is
strategy C. But when the IDS follows the strategy C, then the internal attacker’s
best response is strategy A because his highest payoff is 19. Next, we calculated
the APV for each player if each follows the equilibrium path at the first period
but then they both deviate and continue playing the static NE as calculated.
The results are APVI = 17 − δ and APVU = 19 − 11 · δ.

Finally, we compared the average present value to remaining on the equilib-
rium path with that to deviating. In other words, we determined the discount
factor δ for which a player will stick with his first choice and will not change
afterwards by attacking the TS. The δ discount factor must be greater or equal
to 6

11 which is reasonable for this type of attacker. The fact is that, the internal
attacker behaves as a patient player when he takes his time to complete an attack
but he is impatient enough when time pushes him to finish with his illegal ac-
tivities. The result can be verified by calculating the limit of the derived average
present values when δ is close to 1, that is to say, when players are patient.

lim
δ→1

(17 − δ) = 16 (3)

lim
δ→1

(19 − 11 · δ) = 8 (4)

Apparently from (3) and (4), the derived formulas for the average present
values for both players, give the payoffs of the static NE, when δ is close to 1.

5 Conclusions

A generic game model for the area of Intrusion Detection in IT security has been
constructed, presented, and examined thoroughly. The game has been illustrated
in an extensive form, and parts of repeated divisions have been located. It con-
sists of both sequential and simultaneous moves, and follows the rules that ensure
the extensive form of a game, and guarantees a solution of it. Subsequently, a
snapshot of this generic game model has been isolated and a game between an
internal attacker and an IDS is demonstrated and explained. We solved the game
as a static game first and as an infinitely repeated game afterwards. The results
show the potential of the implementation of such a framework within which an
IDS and a user will safely interact preserving their own interests. In the future,
a simulation of the proposed model should be set up to facilitate optimization of
the described model and extension of the proposed approach to cover as many
instances as possible.
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Abstract. In a Dining Cryptographers network, the anonymity level
raises with the number of participating users. This paper studies strategic
behavior based on game theory. Strategic user behavior can cause sud-
den changes to the number of system participants and, in consequence,
degrade anonymity. This is caused by system parameters that influence
strategic behavior. Additionally, conflicting goals of participants result in
dilemma games. Properties of message coding, e.g. collision robustness
and disrupter identification, change the game outcome by preventing
dilemmas and, therefore, enhance anonymity. Properties of anonymity
metrics are proposed that allow for strategic user behavior.

1 Introduction

Anonymity systems protect the identities of communicating subjects disclosed.
Beyond this coarse characterization, anonymity is seen as continuum – often re-
lated to a specified attacker model, e.g. an observer of network communications.
Another definition of anonymity of a subject says, that the attacker cannot ’suf-
ficiently’ identify the subject within a set of subjects, the anonymity set [1]. The
anonymity measure can be quantified as probability that the attacker correctly
identifies a subject.

Because anonymity techniques are costly, users consider cost and benefit of
anonymous communication, before they participate. In consequence, the design
of anonymity systems must consider economically acting users. The benefit of
participation in an anonymity system scales with the level of anonymity received.
This paper identifies properties of anonymity measures necessary for strategic
acting. Another open question is adjustment of design parameters for operating
an anonymity system. The designer faces the dilemma, whether to maximize
anonymity against powerful adversaries or minimize the cost of operation. The
cost of countermeasures has an effect on the number of participating subjects,
i.e. size of the anonymity set, which influences the level of anonymity.
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Game theory is a branch of applied mathematics. It attempts mathematical
modeling of strategic behavior. The objective of an iterative game is to max-
imize the average payoff per round. Nash Equilibria define game outcomes, in
which none of the player can further increase its payoff. They are computed
deterministically. Many participants in anonymity systems act strategically to
enhance anonymity. In a DC-net, coding schemes enable identification of irra-
tional adversaries (cf. Section 5). Therefore behavior of DC-net participants can
be modeled using utility functions. These games can be studied using game the-
ory. In practice, user preferences and aims of the adversary are unknown. Games
with incomplete knowledge respect unknown strategies of other players.

This study evaluates behavior in a Dining Cryptographers network using a
game theoretic model. The model considers properties of the coding schemes such
as collision robustness and disrupter identification, and the anonymity preference
of a user. The designer can apply an efficient and a collision robust design, the
user participate or leave, and the adversary can disrupt or conform. We evaluate
the Nash Equilibria and identify design parameters, where the level of anonymity
is sufficiently high, users participate because of reasonable cost, and an adversary
has low incentive to disrupt.

The paper is structured as follows: Section 2 outlines related work. Section 3
describes the system model attackers, and anonymity estimation. Section 4 dis-
cusses system parameters, game theory concepts and the modeling paradigm.
Section 5 evaluates adversary, designer, and user strategies in DC-nets. Then
we analyze anonymity metrics according to their underlying assumptions in Sec-
tion 6. Finally, the paper is concluded in Section 7.

2 Related Work

The effectiveness of anonymity techniques is measures using anonymity met-
rics. Such measures refer to the probability that a powerful adversary becomes
able to identify subjects of an anonymous communication. The measures make
strong assumptions on available data, e.g. the a posteriori knowledge of an ad-
versary [2] and involve the number of (honest and dishonest) users. Dı́az, et. al
examine probabilistic attacks, where an attacker weakens anonymity by conclud-
ing statements like ’with probability p, subject s is the sender of the message’.
Their measure aggregates probabilistic information using information entropy
[3]. Tóth, Hornák and Vajda stress the diverse anonymity levels of system par-
ticipants. They define a metric of local anonymity, which refers to messages of a
specific user. Therefore their prediction is more fine-grained than the anonymity
computed in average for the whole system. Their paper shows the relevance of
user-specific anonymity measures [4].

Other research studies the economic dimension of anonymity systems. Fulfill-
ing security goals often relies on correct behavior of multiple parties, e.g. users.
Dingledine and Mathewson review the influence of participants’ habits on the
anonymity received [5]. Acquisti, Dingledine, and Syverson explore privacy pref-
erences in an anonymity system using game theory. E.g. volunteering as a mix
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node enhances the level of anonymity. If operating a mix is too costly, the ano-
nymity system can be used as proxy. Cost has an impact on the participant
behavior and, in consequence, on the size of the anonymity set. The duality be-
tween secure anonymity and communication reliability is introduced [6]. While
they consider the impact of strategic users to the anonymity system, it is left
open how design parameters facilitate sufficient anonymity to the users.

3 Modeling Dining Cryptographer Networks

The Dining Cryptographers (DC) protocol provides anonymity of the sender
[7]. In each communication round, each participant either sends a message or
contributes an empty frame. The coding scheme superimposes the message con-
tent with additional data. For this reason, the DC protocol establishes pairwise
one-time pads (OTP). Each receiver of the broadcast decodes the superimposed
message, that is assembled from all messages sent in this communication round.
At that stage, the message sender is indistinguishable among the DC-net par-
ticipants.

Attacker Models. Anonymity is threatened by several kinds of attack rendered
against the DC protocol. We assume that any attacker prevents being identified
as adversary, e.g. conceals its activity. A global passive adversary (GPA) is able
to observe all communications. If all other participants of the anonymity set
collude (n − 1 attack), sender anonymity is broken. If an anonymous sender is
linkable in multiple observations, the intersection attack narrows down the set
of possible candidates. For this reason, the anonymity set must not be available
to system participants.

Strategic User Behavior. In our experiments, a user decides strategically
whether to join the DC-net or not. The cost of participation is additional traffic,
both for contributing cover traffic broadcasts and for subscribing to the broad-
cast. If bandwidth usage had not been subject to economical considerations, a
multitude of cover traffic sources would establish network anonymity on the In-
ternet. Any user of an anonymity system considers the following questions: How
much traffic will be received during participation in the DC-net? What level of
sender anonymity will the user gain?

An adversary can also abuse the economical considerations of a user. The dis-
rupter attack raises the cost of participation. If the message coding is not robust
to collisions and a slot carries multiple messages at a time, message decoding
fails. The disrupter attack provokes random collisions. This increases delay and
requires retransmissions, which increases bandwidth consumption. Thus, an ad-
versary can control cost of participation and cause users to leave the DC-net.
This degrades sender anonymity of the remaining participants as the anonymity
set size decreases.

Estimate Anonymity. The GPA is able to compute the anonymity set using
the transitive closure using the relation of observed traffic. Anonymity metrics
measure the knowledge of an adversary, e.g. the probability distribution within
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the candidate set of subjects. Without further knowledge, a uniform probability
distribution is given: pi = (|anonymity set|)−1. This probability estimates the
level of sender anonymity. Because of the lack of identification, distributed esti-
mation of the anonymity set cannot be protected against malicious tampering.
In general, users are not able to determine the anonymity currently received (cf.
Section 6). The DC broadcast messages allow for anonymity estimation, because
all participants contribute cover traffic. DC-nets hereby fulfill the necessary re-
quirement for strategic behavior of users.

4 Strategic DC-Net Design

The anonymity of a Dining Cryptographers network results from the behavior
of three players: designer, user, and adversary. An earlier study showed that
varying cost together with individual anonymity preferences has an effect on the
participant number [6] and, in consequence, also has an impact on the anonymity
level. The players in the design game of an anonymity system have individual
goals and therefore differing utility functions.

Design Dilemma. In our model, users aim for anonymity at a reasonable cost.
According to the individual threshold, a user leaves the system if the cost of par-
ticipation exceeds its benefit of sender anonymity. The designer wants to estab-
lish a high anonymity level for the system users. Sender anonymity is enhanced
if the system attracts many users, i.e. has low cost of participation. Therefore,
we expect that facilitating algorithms with low bandwidth usage result in a raise
of participants. On the other hand, such coding schemes are vulnerable to at-
tacks. Our study evaluates possible strategies, since no trivial solution exists.
The objective of the adversary is to hinder anonymous communications or raise
the cost of participation. An malicious participant can disrupt communications
by generating collisions.

How should the designer set system parameters? The strategic behavior of all
participants aims to enhance utility. Nash equilibria (NE) defines a set of game out-
comes, where none of the players is able to improve its utility by changing its own
strategy. Strategic behavior always results in a NE, if one exists. The utility func-
tions correspond to anonymity set size (designer), sender anonymity at reasonable
cost (user), and disrupting communications without being identified (adversary).
Unfortunately, these optimization goals conflict with each other. In games con-
taining such a dilemma, strategic behavior of all participants leads to utility loss.
This is similar to the prisoner’s dilemma, where lack of cooperation degrades util-
ity of all participants. Earlier studies characterized utility functions that cause
dilemmas in non-cooperative games [8]. The coding scheme used in the DC-net
and anonymity preference of the user influence the utility functions and, possi-
bly, neutralize the dilemma. Our study computes NE of non-cooperative games,
where players know the utility functions of each other and consider strategies
for maximum utility. Access to the utility functions is commonly assumed in
game theoretic studies of cooperative systems, e.g. [9]. The analysis concludes
parameter settings that avoid dilemma games. Then we relate the results to
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sequential games, where incomplete knowledge requires players to act defen-
sively. Sequential games provide better models of anonymity systems because
users and adversaries have perfect information about the design parameters.

Game theoretic modeling. Game theory studies the results of game strategies.
Each player i chooses a strategy si ∈ Σi from its strategy set, e.g. a user can
either participate in the DC protocol or leave. A game with three players is
defined as a tuple G = ((Σi)i=1..3, E, (ui)i=1..3) with the strategy set Σi, the
outcome set E = Σ1×Σ2×Σ3, and the utility function ui := E → R. Interaction
between players influences the outcome e ∈ E of a game. If NE are not unique,
as in our study, the choice of strategy has no effect to the payoff.

In an iterated game, strategic behavior considers information about recent
behavior of other players. The objective in iterated games is to maximize the
average utility. This behavior is different to one-shot games, where strategies
maximizes utility of a single round. The corresponding notion is the mixed strat-
egy x = (x1, . . . , xn) with

∑
i=1..n xi = 1 and n pure strategies. It executes each

pure strategy si with a given probability xi ≥ 0.

Anonymity Design Parameters. The strategy sets Σi of designer, user, and
adversary are listed in Table 1. A major design question is the choice of the
algorithm, i.e. how messages are encoded for broadcast. The first parameter, α,
defines collision robustness. Parameter β controls the ability to identify a dis-
rupter. The third parameter, γ, defines the user anonymity preference. Chaum’s
XOR-based coding [7] consumes little bandwidth, but is highly vulnerable to
collisions. For α = 0 our simulation uses XOR coding. Between honest partici-
pants collisions can be avoided using slot reservation. After a collision, senders
wait for a random time before they retry. Disrupter attacks can maliciously hin-
der any communication. Novel coding schemes have come up. Collisions in DC
broadcasts can be recognized using bilinear maps [10]. The DC protocol be-
comes non-interactive with this coding (α = 1, β = 0), as multiple senders can
concurrently transmit messages. An alternative coding identifies disrupters, who
repeatedly interfere with ongoing communications [11]. As an adversary hides
from identification, the design parameters α = 1, β = 1 counter disruptions from
strategic adversaries. Another parameter models the anonymity preference of a

Table 1. Overview of players, their strategy sets and system parameters

Player Property Description

Designer Objective Provide high level of anonymity
Σ1 Efficient (s1 = 0) vs. adversary-robust (s1 = 1)
α Preference for defense rather than attractiveness to users
β Capability to identify malicious disrupters

User Objective Communicate anonymously with low cost
Σ2 Participate (s2 = 0) vs. leave (s2 = 1)
γ Demand for sender anonymity

Adversary Objective Disrupt DC communications, but remain unidentified
Σ3 Conforming (s3 = 0) vs. disrupt (s3 = 1)
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Fig. 1. Comparison of designer strategies by collision robustness with γ = 1

specific user, i.e. what effort is considered reasonable to sender anonymity (large
effort γ = 1, no effort γ = 0).

5 Evaluation

For the study of anonymity design parameters, utility functions are derived from
the prisoner’s dilemma (T = 5, R = 3, P = 1, S = 0) and involve the design pa-
rameters described in Table 1. Strategic players in non-cooperative games maxi-
mize their own utility, considering the behavior of other players. Our analysis is
based on Nash Equilibria (NE) of the corresponding game, which define mixed
strategies with maximum utility for each player. In sequential games, a defensive
strategy minimizes utility loss (max-min algorithm). The system should be pa-
rameterized using α, β so that many users contribute to sender anonymity and
strategically behaving adversaries do not disrupt anonymous communications.

Design Parameters. The first design choice is between cost-efficient anonymity
or robustness against collisions. The study evaluates maximum utility strategies
under a disrupter attack s3 = 1. The designer’s strategy s1 resulting from the
Nash Equilibria in non-cooperative games with (β > 0) and without (β = 0)
disrupter identification and the sequential game strategy are shown in Figure 1.

The major trend is that sender anonymity benefits from attack countermea-
sures, unless there is a strong preference for low-bandwidth utilization. This
preference together with disrupter identification is best answered by a 1 : 2 mix-
ture of efficient coded rounds and collision-robust rounds. A mixed strategy NE
is a typical result in dilemma games. When comparing a non-cooperative and a
sequential game, the designer’s strategy deviates for 0.2 ≤ α < 0.5. This origi-
nates in the lack of feedback from user and adversary. In the sequential game, the
designer benefits from low preference 0 < α < 0.15, which results in good ano-
nymity, as many users join. In a non-cooperative game, the designer considers
strategies of the other players. An adversary can impact communication effi-
ciency by disrupting and wasting bandwidth. Therefore, in the non-cooperative
game, an attacker-robust coding scheme is more beneficial.

The capability of disrupter identification indeed influences the adversary’s
strategy. The best adversary’s strategy corresponding to disrupter identification
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(a) α = γ = 0.5 (b) α = 1, γ = 0

Fig. 2. Impact of a disrupter-identifying algorithm β

β is shown in Figure 2(a). Here, the designer balances robustness and effi-
ciency α = 0.5. If the adversary does not fear identification β < 0.42, it will
disrupt communications. The strategy of the sequential game differs from the
non-cooperative game NE for 0.42 < β < 0.6. The adversary will omit dis-
ruption when it considers the designer’s strategy, due to the enabled disrupter
identification.

Does a collision-robust coding scheme make disrupter identification obsolete?
Figure 2(b) shows the NE with varied disrupter identification. The adversary’s
strategy in a non-cooperative game adapts to a broad set of mixed strategies, 50%
attacks for both β = 0.5 and β = 1.0 and no attacks for β = 0.825. This re-
sults from negotiation with the low-anonymity demand user strategies γ = 0.
The underlying dilemma becomes also visible in the sequential game. The adver-
sary achieves best utility by alternating disrupting and conforming behavior for
β > 0.3. These results indicate that disrupter identification is necessary, as it in-
fluences the adversary to throttle its attack rate. The adversary exploits the coun-
termeasure, which requires multiple collisions for correct disrupter identification.

Summarizing, control of the parameters α, β limits malicious disruptions. The
overall design recommendations for equivalent utility functions are α > 0.5 and
0.825 < β < 0.9.Using this parameter set the designer can cut down the additional
workload for the robust coding scheme. The mixed strategy of the adversary indi-
cates the probability to randomly interfere with communications. The disrupter’s
defense against being identified is to attack from multiple DC-net participants. In
this case, a low setting of β may fail to maintain communications.

Our results show how to resolve the game-theoretic dilemma. If the anonymity
system is designed accordingly, strategic behavior increases utility (at least for de-
signer and user). This facilitates that strategic behavior enhances a player’s payoff.
Then, strategic behaving participants have positive impact on the anonymity.

User Strategies for Anonymity. How do users behave if the design parame-
ter mismatches their anonymity preference? This is the case for low-anonymity
users with cost intensive disrupter identification β = 0, γ = 1 and users with high
anonymity preference without disrupter identification β = 1, γ = 0. For the next
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(a) User Strategy (b) Adversary Strategy

Fig. 3. Impact of user anonymity demand γ and disrupter identification 1−β (α ≥ 0.5)

Table 2. Categories of anonymity measures

Category Trust Prediction Example

Assured Anonymity N N mix queue state with cover traffic
Policy-enforced Anonymity Y N number-triggered pool mix
Reported Anonymity N Y state externally aggregated
Perceived Anonymity Y Y broadcast networks

experiment we choose β := 1 − γ and examine resulting NE in Figure 3. User
and adversary form a dilemma in the non-cooperative game for γ = 0, β = 1,
where the user leaves the system and the adversary disrupts. The user partici-
pates for γ > 0.45, β < 0.55, but the adversary disrupts with high probability. In
the sequential game, the user participates if a robust coding is used. Figure 3(a)
displays the adversaries strategy in non-cooperative and sequential games. The
adversary clearly benefits from negotiation of strategies, while pre-established
strategies hinder attacks for γ = 1 − β < 0.85. This is an encouraging result,
as the designer is able to mitigate attacks by choosing system parameters ac-
cordingly. Furthermore, the sequential game indicates that users benefit from
participation, unless they do not value sender anonymity at all – γ > 0.

6 Requirements for Strategic User Behavior

A strategic user decision considers cost and benefit of participating in the ano-
nymity system. While the cost is determined through design parameters, the
anonymity level results from participation of other users. We propose four cate-
gories of anonymity measures shown in Table 2.

Perceived anonymity provides a prediction based on own experience in the
past, i.e. the user has acquired knowledge directly. Externally provided informa-
tion is not involved. DC-net participants receive all broadcasts and can compute
the anonymity set of that round. Sender anonymity only fails if an adversary
pools enough keys to reveal a DC message. Because a sender shares OTP keys
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with all other participants, changes to the anonymity set are actively distributed;
otherwise the broadcasts cannot be decoded.

A superior choice is a policy-enforced anonymity mechanism, where the sug-
gested level of anonymity is reached or messages will not be delivered. This
requires trust into a third party, who has to enforce the policy. E.g. amount-
triggered pool mixes queue incoming messages until a certain message count is
reached. This weakens the adversary’s knowledge if the mix is under observation.

Reported anonymity assumes trust into the reported anonymity set, which
refers to a past system state. The anonymity prediction only holds if the sys-
tem does not change many before the resulting strategy is executed. Reported
anonymity is applied in large anonymity systems, where the anonymity set is ex-
pected to change only marginally over time. An example is the AN.ON system,
which reports the number of participating users [12].

From an analytical viewpoint, only a non-predictive level of anonymity, whose
evaluation does not rely on trusted third parties enables strategic reasoning.
Assured anonymity determines the anonymity level of a message to be sent in
the future. The evaluation must be independent from external influences. If cover
traffic is contributed from multiple, non-colluding participants, a pool mix is able
to determine assured anonymity. In peer-to-peer anonymity systems, each node
acts as mixer [13]. The number of queue messages defines the lower bound of the
anonymity set.

Concluding, the actual user behavior depends on design parameters, but also
the user’s ability to determine the anonymity level that the system provides. If
an anonymity system participant cannot determine the anonymity level, it may
prefer to leave the system. The ability to determine the anonymity level of future
messages is suggested as future work.

7 Conclusions

If a user considers sender anonymity as a large advantage, he will accept the cost
of participation. Dining Cryptographer networks rely on the willingness of many
users in order to establish a good level of sender anonymity. Our work consid-
ers design parameters and analyzes the impact of participant strategies on the
anonymity level. Parameters in the design of DC-nets contain dilemmas, where
strategic behavior does not enhance anonymity. Our approach tunes system pa-
rameters to resolve strategic dilemmas and enhance anonymity. We classify mea-
sures that predict and guarantee a certain anonymity level and explicitly model
trust relationships. Strategic behavior of participants must take these criteria
into account in order to determine utility. In non-cooperative games, strategic
players predict the behavior of other participants to evaluate their maximum
benefit. In sequential games, the knowledge about adversaries is incomplete and
their strategy cannot be predicted. Our simulation compares strategies of non-
cooperative games with strategies in sequential games. We identify system pa-
rameters, which allow for dilemma-free games in DC-nets and, therefore, allow
that strategic behavior enhances anonymity.
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Abstract. In this paper we present a novel architecture for extending the tradi-
tional notion of access control to privacy-related data toward a holistic privacy
management system. The key elements used are obligations. They constitute a
means for controlling the use of private data even after the data was disclosed
to some third-party. Today’s laws mostly are regulating the conduct of business
between an individual and some enterprise. They mainly focus on long-lived and
static relationships between a user and a service provider. However, due to the
dynamic nature of pervasive computing environments, rather more sophisticated
mechanisms than a simple offer/accept-based privacy negotiation are required.
Thus, we introduce a privacy architecture which allows a user not only to nego-
tiate the level of privacy needed in a rather automated way but also to track and
monitor the whole life-cycle of data once it has been disclosed.

1 Introduction

Over the last few years privacy topics have attracted the attention of many researches
working in the field of Pervasive Computing. The existing common understanding is:
the envisioned age of invisible computing is only feasible if people have control over
the circumstances under which their personal data is disclosed and how it is processed
thereafter. The demand is clear: we should design pervasive computing environments
aware of their users’ privacy preferences. So far, most efforts are centered around pri-
vacy control for enterprises, like E-P3P [1] and EPAL [2]. However, we argue that
pervasive computing settings demand an additional level of personal privacy comple-
menting enterprise privacy in important aspects. Personal privacy is concerned with
maintaining a user’s privacy preferences. In our opinion, for guaranteeing an individ-
ual’s right for privacy, it is necessary to empower a user to decide on the exchange of
personal data on a much finer-grained level than possible today. Apart from such mech-
anisms that provide access control for commercial use, and more recently obligations
management [3], users should have their own personalized context-aware privacy ac-
cess control, and additionally the possibility of monitoring the post-disclosure life-cycle
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of the data transmitted. The goal is to enable users to monitor the access, use and dele-
tion of data, also after the data was disclosed. Today, this is only possible to the extent
that an enterprise “promises” to respect a user’s privacy preferences.

We enable post-disclosure monitoring by introducing obligations as an independent
entity within our User-centric Privacy Framework (UCPF) [4]. Wikipedia defines an
obligation as “a requirement to take some course of action”. In our work presented
here, we leverage this notion of an obligation as a required description of regulation on
the processing of personal data when being disclosed to third-parties. In this paper, we
describe how we add specialized layers for privacy management in order to realize a
holistic privacy control, able to fulfill a user’s privacy preferences. The key idea is to
combine personal and enterprise privacy in an appropriate way. For us it is clear that
personal privacy demands differ substantially from those assumed by enterprises, since
personal privacy is a much more intimate concern than an enterprise’s requirement to
meet existing legislations.

This paper is structured as follows: Section 2 compares the requirements for personal
privacy protection with those for enterprises. Section 3 then introduces our own privacy
framework. Section 4 and 5 are dedicated to our approach for a holistic privacy man-
agement based on obligations. The following Sections 6 and 7 are summarizing related
work and conclude this paper also indicating directions for future work.

2 Personal and Enterprise Privacy in Pervasive Computing

Pervasive computing scenarios entail the deployment of a large number of Context-
aware Mobile Services (CAMS) and along with them a “pervasive sensing” of context
information related to a person at any time and any place. Therefore, individuals will
require automatic mechanisms to control when context is revealed without the need to
set their privacy preferences each time and for each service separately. Even the large
number of services alone will make a manual per-use authorization of access to personal
data (as required by law) an impossible task. Furthermore, individuals will want mech-
anisms to monitor that enterprises use disclosed data only for fulfilling the requested
purpose and nothing else. The challenge here is to meet the individual’s expected level
of privacy while at the same time dynamic information is revealed in mobile, inherently
changing and distributed settings.

Today, enterprises and organizations offer mainly privacy protection mechanisms
oriented toward the long-term use of services. They consume personal data, which is
classified as static in [5], e.g. account number or address. In contrast to the dynamic
and short-lived relations typically found in pervasive and mobile settings, where data
usually is provided and used only once in a single request. In the latter setting, obviously
it is no longer possible to spend the time and effort to define or acknowledge privacy
preferences at the moment of use, which is normal for Internet services or company
applications. An “offline” solution is needed where a user can define the privacy policy
with which a newly discovered service is used; beforehand of actually being in the
situation of using it. Our proposal is to add specialized layers of privacy management
to give a user a maximum control over the specification and enforcement of his privacy.
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Fig. 1. Privacy Architectures

Figure 1 compares two different situations, on the left hand side the current use of
obligations by enterprises, situation applicable to the long-lived service bindings. And
on the right hand side our approach of a holistic privacy control scheme integrating
access control and obligation tracking on the user side.

In order to address named challenges for privacy in pervasive computing, we have
developed a novel privacy architecture consisting of three layers, namely: 1) Personal
context-aware privacy access control, 2) Enterprise access control and obligation man-
agement, and 3) Personal obligation tracking. These layers are complementary and de-
pend on each other to guarantee a holistic privacy protection. For instance, personal
privacy alone cannot protect data once it was transmitted and must rely on enterprise
privacy mechanisms. For the rest of the paper we assume that a privacy protection mid-
dleware on the enterprise side is in place, capable of handling and enforcing obligations.

The first privacy layer is provided by our privacy framework called UCPF (cf. Sec-
tion 3). It acts as a personal access filter to delimit when, what, how and who gets
permission to access a user’s personal data. In pervasive computing scenarios mostly
this is related to disclosing context information, e.g. location or activity. Obviously, for
users it is desirable to automate such frequent decisions as much as possible and also
to have their current context taken into account. For instance, in the example: “Bob al-
lows the disclosure of his location to his employer when his activity state is working”,
the activity of Bob must be checked to decide whether his location is disclosed or not.
Therefore, the UCPF’s policy system (SenTry) has as design requirement to be context-
aware [6], in the sense that the evaluation process of a policy might involve consulting a
user’s context or peer context (e.g. requester) against the applicable policy constraints.
We argue that leaving the enforcement of such constraints to a third-party (e.g. enter-
prise access control system) would not be advisable since it entails the disclosure of
sensitive information during the policy evaluation (Bob’s activity). Nevertheless, this
privacy layer can only address situations where information is disclosed for the present
use. But it does not cover cases where information may be stored for future use in a
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potentially different context. So, the user has to trust the service to adhere to the legal
regulations for enterprises. Here is where the second and third privacy layers are intro-
duced to make users aware of the whole life-cycle of information once it was disclosed.

The second privacy layer is the enterprise privacy access control and obligation man-
agement depicted in Figure 1, right hand side. Once data was transmitted, after follow-
ing the evaluation and enforcement process of the appropriate user’s privacy policy in
the UCPF, the enterprise service takes over the task of protecting the data. Enterprises
are obliged by law to control all accesses to the data gathered from their users. In or-
der to comply with current legislation, enterprise guidelines [7] and individual privacy
preferences, enterprise service providers not only should apply traditional access con-
trol but also actively accept and enforce privacy obligations from the users. This notion
of privacy enforcement is in accordance with the work of Hewlett Packard [3] as part
of the European Union project PRIME [8]. Obligations impose conditions for the fu-
ture that the enterprise is bound to fulfill [9], e.g “My data must be deleted within one
month” or “Send a notification when Bob requests Alice location more than N times”.
This is of vital importance since an enterprise is the only entity in an interaction chain,
see Figure 2, able to deal with future situations.

The idea of an enterprise privacy middleware able to enforce obligations based on
a user’s privacy preferences has been inspired by the work of HP in its Obligation
Management System (OMS) [10]. In the OMS framework users can explicitly define
their privacy preferences at disclosure time or at any subsequent point of time, e.g.,
through a web portal. Such privacy preferences are automatically translated into privacy
obligations based on a predefined set of templates. As mentioned before this approach
is valid for services with long-lived bindings but due to the dynamic nature of CAMS a
different solution is needed to automate the exchange of data and privacy preferences.
To do so, we impose privacy on enterprises by employing an automatic negotiation
protocol over a set of obligations, which contain a user’s privacy preferences related
with the service used.

The third privacy layer realizes the requirement to empower users of being aware
of the “life-cycle” of data after being transmitted. Here, we have developed a set of
strategies to reach a trust relationship based on a notification protocol on the agree-
ments stored, at the time of the disclosure between a UCPF and some enterprise service.
Agreements include the set of obligations defined by a user in his privacy policy, more
details can be found in Section 4.

3 User-Centric Privacy Framework

A first prototype of the UCPF [4] has been developed to be tested on the residential
gateway for the Siemens Smart Home Lab. The residential gateway provides access to
home-based services from inside and outside the home environment. The incorporation
of the UCPF adds privacy control and context brokering as separate functionalities and
lets inhabitants interact with outside CAMS. Part of the implementation of the UCPF
was incorporated into the privacy framework of the IST project CONNECT [11] as well.

As shown in Figure 2, the UCPF consists of six main functional elements, the Sen-
Try or policy system, the Obligation Manager (OM), the Sentry Registry, the Context



Obligations: Building a Bridge between Personal and Enterprise Privacy 177

Fig. 2. UCPF overview

Handler (CH), the SenTry Manager Interface (SMI), and the Noise Module (NM). The
SenTry is the major architecture building block. It was developed in JAVA on top of the
Java Expert System Shell, called Jess. A SenTry instance manages the context disclo-
sure of a user to third parties, based on a set of personal privacy policies defined with
the SeT policy language [6]. We benchmarked the performance of the SenTry together
with the policy language by using a repository of 500 rules grouped into 6 policies. In
average a request took less than 50ms to be evaluated on a standard PC, which seems
to be a reasonable performance for the application scenarios considered.

The Obligation Manager, see next Section, negotiates agreements and tracks the obli-
gations agreed on by third parties. The SenTry Registry is the only component that is
not co-located with the rest of the elements on the gateway. This component is shared
among sentries instances and located in the Internet. It tracks the availability of peo-
ple’s context and provides the pointer to the appropriate SenTry service instance, see
Figure 2 right hand side. The interface between SenTry and Service Registry is facili-
tated by the Context Handler (CH). It supports the identification of external sources of
context e.g. for the evaluation of Foreign Constraints [12]. Furthermore, the CH acts
as a mediator between SenTry and externals context providers. The interaction of end-
users with the UCPF is made possible through the Sentry Manager Interface (SMI). It
is implemented as an API used to generate, upgrade or delete privacy policies, receive
information about the current applicable policies, or getting feedback on potential pri-
vacy risks and obligations state. The Noise Module (NM) is a modular component that
incorporates additional tools to the policy matching mechanism, e.g. obfuscation and
white lies [13].

4 Building a Bridge toward Holistic Privacy

In Section 2 the idea of a holistic privacy protection was introduced together with its de-
pendency on the collaboration between a personal privacy framework (the UCPF) and
an enterprise privacy system. The question we address now is: How can this collabo-
ration be established?, The main problem obviously is that users still have to trust to
some degree in enterprises’ “promises”. Obligations are used to create automatic bind-
ings between both parts, and ensure that data protection requirements are adhered to.
However, in cases where those bindings cannot be monitored, checking the compliance
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Fig. 3. Agreement Negotiation

with the obligation is almost impossible. The concept of Non-observable Obligations
is described in the work of Hilty et al. [9], they suggest that a possible solution is the
use of nontechnical means, such as audits or legal means. We propose instead the idea
of employing observable bindings between personal and enterprise frameworks. This
is realized by introducing an agreement negotiation protocol together with a trusted
notification mechanism, both detailed below.

The agreement negotiation protocol, cf. Fig. 3, starts after the evaluation of a service
request within a SenTry instance. If the rule effect compiled contains obligations, the
Policy Enforcement Point (PEP) queries the OM for an agreement over the pending
obligations, step 3 in Figure 3, and the OM launches the negotiation, steps 4 to 9.

This protocol enables per-service and per-user resource agreements negotiations that
are guaranteed to terminate after at most three negotiation rounds. The Obligation Man-
ager makes a first proposal in the “Negotiating Optimum” stage. The enterprise side
cannot make any counter-proposal at this stage, since the user should not be involved
during the negotiation. Therefore, it is limited to check the list of obligations attached
and to reject or bind them. If the agreement is denied by the enterprise, which means that
one or more obligations are rejected, the OM issues the second proposal: “Negotiating
Acceptable” stage. It includes a new set of obligations where the rejected obligations
of the first set are replaced by their acceptable equivalents. The enterprise service may
accept the second proposal, or start the third and last round: “Negotiating Minimum”
stage, in which a new set of obligations classified as minimum replaces those rejected.
The goals of this negotiation strategy are: i) to allow more than “take or leave” situa-
tions, ii) to enable an automatic setup of user’s privacy preferences, and iii) to execute
the obligation binding process transparent to the user.

In a situation where an enterprise does not accept the third and last proposal, no
agreement is reached and the priority of the rejected agreement is taken into account by
the OM. Each agreement is labeled with a priority value, one, two or three. Priority one
means that the service (enterprise) MUST accept the agreement otherwise permission
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Fig. 4. Notification Schemes

will be denied (step 10). Priority two means that the service SHOULD accept the agree-
ment otherwise data quality will decrease in accuracy. A priority of three means that the
service MIGHT accept the agreement and entails the disclosure of the requested data
anyway but the user will be notified that no agreement was reached. A user may modify
his privacy settings based on the obligations rejected.

Our approach to establish a trusted relationship between an enterprise service and
the UCPF is based on the possibility to subscribe to notifications about the use of dis-
closed data. We introduce two complementary notification types as shown in Fig. 4.
The notification template shown on the left hand side is used for notifying the UCPF
(as subscriber) about the fulfillment or violation of an obligation by the service provider.
We have defined seven notifications types, namely: DELETION, ACCESS, LEAKING,
REPOSITORY, REQUEST, DISCLOSURE and POLICY. Depending on the notifica-
tion type used, further parameters need to be provided. E.g. a DELETION notification
does not have any parameter, on the other hand, a DISCLOSURE notification should
include at least the Subject or Service, recipient of the data, and the Purpose of such
disclosure. The use of notifications allows for monitoring the status of the active obli-
gations and to define actions (penalties) in case of a violation. We introduced the tag if
Violated (cf. Fig. 3) for this case. It describes the sanctions to be carried out once the
OM observes such a violation.

The template on the right hand side of Fig. 4 is the notification scheme used by
the UCPF to request a report on the state of or a list of the operations on a particular
resource. In summary, notifications are leveraged for: i) enabling monitoring of active
obligations, ii) auditing the enterprise service, iii) getting access to personal data in the
service’s repository (with REPOSITORY notification), iv) knowing when the service’s
obligation policy changes in order to re-negotiate agreements, and v) controlling when
an active obligation is violated.

4.1 Model of Privacy Obligations in the UCPF

In collaboration with the IST project CONNECT, we created a set of 16 obligations as
shown in Figure 5. They represent the privacy constraints that a user may impose on
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Data accessACCESSSend NotificationNotify change on purpose16

UCPF NotificationSend Data LogSend data log when requested by UCPF15

UCPF NotificationSend Data StateSend data state when requested by UCPF14

Data disclosureDISCLOSURESend NotificationSend notification when number disclosures 
same subject equals specified value

13

Data accessACCESSSend NotificationSend notification when number accesses 
equals specified value

12

Policy changedPOLICYSend NotificationNotify any change of the Obligation Policy11

Data deletionDELETIONSend NotificationSend notification when data is removed 
from repository

10

Data storageREPOSITORYSend NotificationSend notification with URL to the stored 
data (in service repository)

9

Session finishedDelete DataDo not store data in any repository8

TimeoutDelete DataDelete data after specified timeout7

Data accessACCESSSend NotificationNotify the purpose of data access6

Data storageEncryptionData in repositories must be encrypted5

Data transmissionEncryptionCommunication must be secured4

Data requestREQUESTSend NotificationRequest permission before any disclosure 
to a Subject

3

Data disclosureDISCLOSURESend NotificationSend notification each time data is 
disclosed to a subject

2

Leaking of dataLEAKINGSend NotificationData MUST not be disclosed to any third-
party service

1

SystemEventNotificationActionDescription
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Fig. 5. Obligations defined within the UCPF

an enterprise service when data is disclosed. In our definition, an obligation has two
aspects; First, it is a second-class entity subject to the enforcement of a rule by the Sen-
Try component and embedded as part of the rule effect (see Fig. 6, tag hasEffect) and
to be compiled during the evaluation of a service request. And second, when an evalu-
ation reaches the PEP and it contains obligations, it activates the agreement negotiation
protocol as described on Fig. 3. Then, obligations are first-class entities used to convey
personal privacy preferences.

In the representation of obligations basically we follow the scheme adopted by the
HP framework to facilitate collaboration with the enterprise privacy system. Thus, obli-
gations are XML documents with Event, Action and Metadata elements. Some tags

Fig. 6. Obligation’s Example
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were left out in our definition (e.g. Target), which only can be used together with HP’s
OMS. In Figure 6 a simple rule example is depicted to show how an XML obliga-
tion instance is created to be included in the agreement negotiation protocol (ANP). In
this example Bob is allowing his employer to access his location based on the activity,
but to delete his coordinates latest after 30 days. The rule is specified using our pol-
icy language SeT [6]. The instance of the rule effect (BobPOP) specifies that the result
evaluates to “grant” but only if the service agrees on the obligation with id “BB555”.
Fig. 6, right hand side, shows the XML document referred by the named rule effect.

The table in Fig. 5 shows five special obligations marked as system. Those are
mandatory obligations (deducted from current legislation), which are by default estab-
lished independently of a user’s preferences and beforehand of any commercial transac-
tion with a service. The rest marked ANP mean that user might include them as a result
of the evaluation of a rule and that they will be subject of the negotiation protocol. There
are two more obligations highlighted that are obligations that allow the UCPF to audit
the enterprise service.

5 Obligation Management from the User Perspective

Due to space restrictions we cannot really go into the details of obligation manage-
ment. But still we want to give a short introduction to our ongoing work in this area.
The question remaining at this point obviously is: How can a user setup his obliga-
tion policies regarding optimal, acceptable, and minimum agreement?. Figure 7 shows
a screenshot of our current application prototype for managing sets of obligations. A
user can specify a new rule for being added to his privacy policy and subsequently can
allocate a set of obligations to it. A set always consists of the three mandatory obliga-
tion types “Optimum”, “Acceptable”, and “Minimum”. These can be predefined and be
re-used, obviously, and do not have to be defined separately each time. Implicitly they
are always indirectly referenced by id and not by name or privacy rule. For example, in
Fig. 6 the id of the obligation chosen is “BB555” which, for the sake of simplicity, is
only a single obligation. In our real application the same id would refer to a set of three
obligations corresponding to the three mandatory categories.

Fig. 7. GUI prototype



182 S. Alcalde Bagüés et al.

In later implementations we hope to use the experiences gathered in field trials to
improve the management for the use within different user groups. However, for the
time being this has to be considered future work.

6 Related Work

The use of obligations in computer systems by itself is not a new topic. It has been
largely used to specify actions that must be performed by some entity. In daily sit-
uations where people interact, individuals are held responsible for their own actions;
they may be punished if they fail to do what they have promised. In 1996 Van the Riet
et al. translated this concept to the “cyberspace”. In [14] they conclude that although
software entities cannot take real responsibility, their specification still should take into
account what such entities must do and what happens if they do not fulfill what has
been specified. For instance, within Ponder [15] obligations are event-triggered policies
that carry-out management tasks on a set of target objects or on the subject itself, e.g.
when a print error event occurs a policy management agent will notify all operators of
the error and log the event internally based on an obligation.

In traditional access control systems obligations are coupled tightly to access control
policies. An obligation is considered as an action that shall be performed by the system’s
Policy Enforcement Point (PEP) together with the enforcement of an access control
decision. This is the approach followed by EPAL [2], where obligations are entities
subordinated to access control. Similarly to EPAL, XACML [16] specifies the syntax
and format of access control policies and related obligations. Within this popular access
control language obligations are a set of operations associated with an XACML policy
that must be executed by the PEP together with an authorization decision. In the work
of Park and Sandhu [17] obligations are requirements that have to be fulfilled by a
subject at the time of the request for allowing access to a resource. E.g., a user must
give his name and email address to download a company’s white paper. However, the
mentioned approaches do not cover the main requirement of obligations in the context
of post-disclosure life-cycle control. Here, obligations should be a binding agreement
between two parts, the requesting service and the user, specifying actions to be carried
out by the service’s PEP after getting the data, at some point in the future. The main
goal of these types of privacy obligations is not to constrain the access to the user data
but to inform a remote requester of a user’s privacy preferences, which should involve
an agreement and its posterior tracking.

In Rei [18], an obligation describes an action that must be performed on an object
by a distributed entity. An example of an obligation in Rei is “All members of a team
are obliged to send weekly reports to the team leader”. Rei uses obligations in a similar
way to our work and introduces some common and important aspects, such as promises
for the future and sanctions in case of violation. However, the Rei framework does
not provide an enforcement model. Rei assumes that obligation management is done
outside the policy engine although it is not clear how obligations are agreed upon or
denied by a third party.

The work presented in [19] describes an approach to archive digital signed com-
mitments on obligations between distributed parties. They introduced the Obligation
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of Trust (OoT) protocol, which executes two consecutive steps: Notification of Obliga-
tion and Signed Acceptance of Obligation. The OoT is built upon the XACML standard
following its Web Services Profile (WS-XACML). The disadvantages of this approach
are that it does not cater for the enforcement and monitoring of such obligations, on
the one hand, and that it seems to be rather complicated for a common user to manage
obligations following this protocol, on the other hand.

We propose a novel privacy architecture in which obligations can be managed by
common users. Our framework provides privacy-aware access control, an agreement
negotiation protocol over a set of obligations and its posterior tracking. In order to
avoid the misuse of private data, once it was disclosed, we rely on the idea of an enter-
prise privacy middleware able to enforce obligations remotely. This notion of privacy
obligations enforcement is in accordance with the work of Hewlett Packard [3] within
PRIME [8], as already mentioned in Section 2.

7 Conclusions and Outlook

In this paper we present a novel architecture that extends privacy control in a substan-
tial matter toward holistic privacy management. We introduced the notion of a binding
obligation for each privacy-related resource. Such an obligation has to be accepted by
a service whenever it requests access to private data. Obligations describe the rights
and requirements for processing, storing or deleting data by the service. To avoid sit-
uations where obligations are not acceptable by a service and would lead to simple
denial of service, we also defined a well-defined negotiation protocol for trying to find
an agreement based on different classes of information- or service provided. However,
we considered even this to be not far-reaching enough and introduced a third layer of
privacy-related functionality: the personal obligation tracking, enabling post-disclosure
life-cycle awareness. Obligations additionally can describe which information the client
(user) wants to receive in order to track the usage of disclosed data after releasing it. We
showed that this is an easy but effective way to enable trust between the client and the
service. On the other hand, we are aware that we have to gather more experience with
these mechanisms. Therefore, we currently are improving the client applications which
allow users to maintain and manage their privacy-related settings. This is partly done
in the context of the CONNECT project which serves as ’testbed’ for the concepts and
also provides input for realistic scenarios from different domains.
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Abstract. This paper presents and evaluates an improved anonymity
revocation protocol. This protocol can be used to strengthen anonymity
revocation capability in a privacy-enhancing identity management sys-
tem. This protocol is user-centric, abuse-resistant, and it provides en-
forceable conditions fulfillment. We assume the existence of 1 honest
referee out of t designated referees (t > 1) chosen by users, and no col-
lusion between users and referees. The security and performance of this
protocol are evaluated.

Keywords: privacy, user-centric identity, anonymity revocation.

1 Introduction

Anonymity revocation capability can be the weakest link in a privacy-enhanced
environment, such as in a medical field. Failure to safeguard such a capability will
render the overall privacy protection useless. Existing privacy-enhancing cryp-
tographic schemes [1, 2] provide cryptographically-secure privacy protections.
However, not enough safeguards are provided in the anonymity revocation ca-
pability to prevent abuse. This problem can be attributed to a non user-centric
approach. In a user-centric system, users - who are the owner of their informa-
tion - should be in control of how their information is used [3]. The existing
schemes [1, 2] allow a user’s identity (which is escrowed to an anonymity revo-
cation manager (ARM)) to be revealed without the user’s knowledge. There is
technically nothing, except trust, to prevent the ARM from doing so. Neverthe-
less, to prevent abuse of an anonymity revocation capability, it is essential that
users should know if their anonymity has been revoked to allow them to take
immediate actions if such revocations have been misused. Although anonymity
revocation can be linked to a set of conditions (for example, when a user has
been diagnosed with a notifiable disease) which have to be fulfilled prior to the
revocation [1,2], too much trust is placed on the ARM’s honesty and ability to
assess if such conditions are fulfilled.

Therefore, we argue that a protocol that enhances existing anonymity revoca-
tion schemes to provide the user-centric property, while decreasing the reliance
on ‘trust’ in ARM . The contributions of this paper are: (1) identify the secu-
rity requirements and the threat model for a user-centric anonymity revocation
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protocol (UC-ARP), and (2) the specification of UC-ARP based on the private
credential system [1] and the custodian-hiding verifiable encryption scheme [4]
which reduces the ‘trust’ requirement to only 1 out of t designated referees,
and (3) its security and performance analysis. We henceforth call this protocol
1Rh

-UC-ARP. While key escrow forms a part of 1Rh
-UC-ARP, a user-centric ap-

proach is used (existing key-escrow proposals - such as [5]- are not user-centric).
This paper is organized as follows, section 2 describes the security require-

ments and the threat model for a user-centric anonymity revocation protocol.
Section 3 provides some background information on the existing cryptographic
schemes that are used in 1Rh

-UC-ARP. Section 4 provides the details of 1Rh
-

UC-ARP. Section 5 briefly discusses how 1Rh
-UC-ARP has achieved the security

requirements detailed in section 2, as well as the performance of 1Rh
-UC-ARP.

2 Security Requirements and Threats

The players in 1Rh
-UC-ARP are: Users (U) - entities whose anonymity is to be

protected by this protocol, Providers (P )- entities that provide services which
U consume, Referees (R) - entities that assess if a user’s anonymity should be
revoked, and the Anonymity Revocation Manager (ARM) - a designated referee
who has been chosen by users as the entity who can finally, once a threshold is
reached, revoke a user’s anonymity.

Security Requirements. To our knowledge, no security properties specifically
for anonymity revocation protocols have been proposed before. In [6], properties
for a user-centric system are proposed, however, they are not specific enough
for anonymity revocation purposes. Therefore, in this section, we extend [6] to
document the specific properties for an anonymity revocation protocol.

Firstly, an anonymity revocation protocol has to be user-centric. To achieve
this property, the protocol has to provide user-knowledge and user-participation
properties. By user-knowledge, a user should know that his anonymity is to
be revoked before it happens. This property is crucial in a user-centric system
because it enables users to be in control of their anonymity and to take cor-
rective actions if such revocation has been abused. User-participation can be
non-essential where anonymity revocation is not dependent on the user partici-
pation, or essential where the revocation is dependent on the user participation.
The non-essential user participation property is suitable for e-commerce where
a user’s anonymity can be revoked legitimately without his explicit participation
as a malicious user may refuse to participate. The essential user-participation
property is suitable in an environment involving highly sensitive personal in-
formation, such as health records where a user should give his explicit consent
through participation in the protocol before his data can be accessed.

We also require an enforceable conditions fulfillment property, which can
be direct or indirect: Direct Enforcement of Conditions means that anonymity
revocation is dependent on actions which are directly related to conditions ful-
fillment. For example, in e-cash applications, action by a user who uses a coin
twice results in the availability of enough data to revoke that user’s anonymity.
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Indirect Enforcement of Conditions means that fulfillment of a condition is de-
termined by non-technical activities, however, once a referee is satisfied, actions
can be performed (such as decrypting a ciphertext) that result in anonymity
revocation. In other words, anonymity revocation is dependent on actions which
are indirectly related to conditions fulfillment.

An anonymity revocation protocol should be abuse resistant: ARMs must
not be able to revoke a user’s anonymity without a user-knowledge and with-
out leaving detectable traces. This property is important because if anonymity
revocation capability is vulnerable to abuse, all of the other underlying privacy
protections are rendered ineffective. Forcing ARMs to make a user ‘aware’ of
such a revocation, and making them leave detectable traces will deter them from
abusing such a capability.

Additionally, we also require an authenticated user property: while a user
is anonymous prior to the revocation, the result of an anonymity revocation
should correctly identify the intended user. A malicious user must not be able
to masquerade as another user.

Finally, anonymity revocation requires an events linkability property once
a user’s anonymity is revoked. This property can either be unlinkable events
where ARM and P must not be able to link the revoked identity with a set
of anonymous past or future events conducted by the same user, or linkable
events where ARM and P are able to link the revoked identity with a set of
past events conducted by the same user. While linkable events may be more
practical, unlinkable events provides a stronger privacy protection.

Threat Model. We assume the following threats for 1Rh
-UC-ARP protocol:

– Dishonest P who attempts to revoke users’ anonymity whenever he can.
– Honest users U with a subset of dishonest users Udh ⊂ U who will attempt to

masquerade as other users, and/or not cooperate in the revocation protocol.
– Dishonest ARM who will try to revoke users’ anonymity without their

knowledge as long as it does not leave ‘traces’ of its misbehavior. The ARM
may provide a false identity of a user to P . If P intends to have the identity
of a user ua revoked, an ARM may provide the identity of ub �= ua.

– Mostly honest referees (Rh ⊂ R) with a small subset of dishonest referees
(Rdh ⊂ R, Rh ∪ Rdh = R, Rh ∩ Rdh = ∅) who can collude to revoke a
user’s anonymity without the user’s knowledge. Referees want to protect
their reputations, and decisions on conditions fulfillments are publicly known.

Collusion is possible between P , ARM , and R. Collusion between U and P ,
ARM , or R is unlikely due to their conflicting interests (U will want to remain
anonymous, while P , ARM , R will want to revoke the users’ anonymity).

3 Background Cryptographic Schemes

1Rh
-UC-ARP builds on the private credential framework proposed in [1] and the

universal custodian-hiding verifiable encryption scheme (UCHVE) [4]. In this
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section, these schemes are explained at a high level to allow non-cryptography-
specialist readers to understand the properties that they provide. Further details
(algorithms, key requirements, proofs) can be obtained from the original papers.3

Notation: ma, mb...mj are plain text data items.
Cipherscheme−mi = Encscheme(mi; Ki

pubscheme
) is an encryption of a data item

mi using the Encscheme encryption scheme under i’s public encryption key. The
plain text can only be recovered by i who has the corresponding private key as
input to decryption algorithm: mi = Decscheme(Cipherscheme−mi ; Ki

privscheme
).

Cipherscheme−mi,j,k
is a short form to refer to three separate encryptions, each

containing encryption of data item mi, mj , and mk respectively. A signature Smi

over a message mi can only be produced using i’s private signing key: Smi =
Sign(mi; Ki

sign). Anybody can verify the signature using the public verification
key of i: V erifySign(Smi; mi; Ki

verify) = 1 (valid) or 0 (invalid).
A commitment cmi of a data item mi is generated using a Commit algo-

rithm, along with a random value r: cmi = Commit(mi, r). A commitment is
hiding: it does not show any computational information on mi, and binding: it
is computationally impossible to find another m

′

i and r
′

as inputs to the same
Commit algorithm that gives a value c′mi

= cmi . A hidden signature over a
secret message mi can be generated by knowing its corresponding commitment
only: Smi = HiddenSign(cmi; Ki

sign).
PK{(ma): F (ma, mb...mi) = 1} refers to a zero knowledge proof interactive

protocol (PK). PK is executed between a Prover and a Verifier. The data on the
left of the colon ma is the data item that a Prover needs to prove the knowledge
of such that the statements on the right side of the colon, F (ma, mb...mi) = 1, is
correct. A verifier will not learn the data on the left hand side of the colon, while
other parameters are known. The actual protocol involves one or more message
exchange(s). At the end of the protocol, a verifier will be convinced (or not) that
the prover has the knowledge of ma without the verifier learning it.

Private Credential System: The private credential system (PCS) proposed
in [1,2] is built upon several cryptographic schemes: the SRSA-CL (Strong RSA)
signature scheme [7], Camenisch and Shoup verifiable encryption scheme [8] and
BM-CL (Bilinear Mapping) signature scheme [9]. PCS provides many useful
privacy-enhancing services, however, for the purpose of this paper, only the con-
ditional anonymity revocation capability of this PCS is elaborated.

In PCS, unlike the ‘usual’ certificate (such as X509 certificate), a certificate
Cert1 issued to a user ua is a signature of CertificateIssuer1 over a collection
of data items using either the SRSA-CL or BM-CL signature scheme: Cert1 =
Sign(ida, mb, ...mi; K

CertificateIssuer1
sign ). A user ua should keep Cert1 private.

In this paper, we assume that the data item ida in Cert1 is the explicit ID of
a user ua, while mb, ...mi contain other personal information (such as address,
date of birth, etc). The anonymity revocation is accomplished as follows: ida is
blinded using a commitment scheme: cida = Commit(ida, r). Then, the value ida,
hidden in cida , is encrypted using the verifiable encryption scheme (VE) [8] under
the ARM public encryption key, along with a set of pre-determined Conditions:
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CipherV E−ida = EncV E(ida; Conditions; KARM
public−V E). Then, a PK is executed

to prove that cida is the commitment for ida contained in Cert1 issued by
CertificateIssuer1 (this is achieved by using the proof of knowledge of a signa-
ture on committed messages technique based on either the SRSA-CL or BM-CL
signature scheme, depending on which signature scheme Cert1 is generated -
see [7, 9] for details). This PK also proves that CipherV E−ida is an encryption
of ida hidden in cida , under the ARM public key:

PK{(Cert1, ida) : cida = Commit(ida, r) ∧
V erifySign(ida, mb, .., mi; K

CertificateIssuer1
verify ) = 1 ∧

C ipherV E−ida = EncV E(ida; Conditions; KARM
public−V E)}(1)

Protocol (1) allows a user to provide a verifiable encryption of ida without
the verifier learning its value and still be convinced that CipherV E−ida contains
ida.1 However, CipherV E−ida can be trivially decrypted by ARM without the
user’s knowledge, and there is no enforcement of Conditions fulfillment. Our
UC-ARP protocol seeks to reduce the trust placed in the ARM .

Universal Custodian Hiding Verifiable Encryption (UCHVE): The
UCHVE scheme [4] is used in 1Rh

-UC-ARP. Consider a discrete log relation:
y = gx (y and g are known to verifier, but the discrete log value of x is private to
a prover). For a group R of n referee members, the UCHVE encryption scheme
allows a user to verifiably encrypt x to some designated t members from a subset
group T ⊂ R with any k out of these t members required to work jointly to re-
cover x (1 ≤ k ≤ t ≤ n). T can be formed spontaneously and members of T can
be different from session to session. The identities of the members of T are hid-
den. A verifier can only verify if the ciphertext received from a prover correctly
encrypts x, in relation to the known value of y and g, and that any k members of
T have to work together to recover x without learning the identity of the mem-
bers of T , or the value of x. This encryption is denoted as EncUCHV E(k,t,n).
If k = t, that is, EncUCHV E(t,t,n), then only when all t members of T work
together can the encrypted message be recovered.

For members of T , t well-formed ciphertext pieces will be generated, each en-
cryptedusing thecorrespondingmemberofT ’spublickeys.FormembersofRnot in
T , n− t random values are chosen from specific domains such that they are indistin-
guishable fromthewell-formedones.Regardless, therewillbea total ofn ciphertext
pieces (well-formed + random). Intuitively, UCHVE scheme takes up substantial
resources to perform, and therefore its use should be kept to a minimum.

To recover x (assuming that k = t), all members of R have to firstly verify that
he/she is member of T by applying validation checking to the given ciphertext
pieces (details in [4]). For members of R in T , such checking will be successful,
and thus they can decrypt the given ciphertext and produce a share. For members
of R not in T , such checking will be unsuccessful, thus output reject and stop.
Once these t shares are collected, they are used as input to a particular function
1 This protocol applies to any number of personal data items, not restricted to

only ida.
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which will eventually output x. Any t − 1 or less shares are not sufficient to
recover x (see [4] for further details).

4 A New 1-Honest Referee UC-ARP (1Rh
-UC-ARP)

The 1Rh
-UC-ARP detailed in this section satisfies the user-knowledge, non-

essential user-participation, abuse-resistant, indirect enforcement of conditions
fulfillment, authenticated user, and unlinkable events properties. A user is anony-
mous as long as ida remains unrevealed (therefore, anonymity revocation only
requires the revelation of one data item: ida). Nevertheless, 1Rh

-UC-ARP can
also be extended to protect a set of d data items (d ≥ 1). 1Rh

-UC-ARP is divided
into the Setup, Identity Escrow, Key Escrow, and Revocation stages.

Assumptions: 1Rh
-UC-ARP assumes that there is one honest referee out of

t designated referees, and no collusion between users and referees. There is an
existing public key infrastructure (PKI) that can be used. The details of the
PKI infrastructure are out of the scope of this paper. The key-size, the en-
cryption/signing algorithms and other parameters used are of sufficient length
and strength to prevent reasonable adversaries from breaking the cryptographic
schemes. A secure communication channel can be used as required.

Setup: U and R are grouped into one multicast group M . A user should obtain
the necessary certificates from CertificateIssuer1 as per the private credential
system explained in section 3. For the purpose of this paper, consider that a user
ua has Cert1 which P accepts as a source of the user’s personal information.
Cert1 is verified using the verification key KCertifcateIssuer1

verify . Cert1 contains
ida, mb, ...mj , with ida as the explicit ID of ua.

For i = 1...n, all referees form a group R of n members, and each has a set
of publicly known encryption key Ki

pubUCHV E
and the corresponding private key

Ki
privUCHV E

. It is assumed that ua and P have agreed on a set of Conditions
before starting the protocol. The Conditions should include a one-time unique
value so that each set of Conditions is unique.

Identity Escrow: This stage is similar to the one proposed in [1, 2], with the
exception that the user encrypts ida using a one-time key, instead of the public
key of ARM - see Figure 1.

1. The user ua:
(a) Generates a random number r, commit ida: cida = Commit(ida, r)
(b) Generates a one-time key pair for VE scheme [8]: (Ku

pubV E
, Ku

privV E
)

(c) Encrypts ida: CipherV E−ida = EncV E(ida; Conditions; Ku
publicV E

)
(d) Sends Ku

pubV E
and CipherV E−ida to P

2. ua and P engage in PK to verify that cida is a commitment of ida from
Cert1, and CipherV E−ida is an encryption of ida under Ku

pubV E
(cida will be

made available to P as part of this PK)
3. ua appoints a referee as the ARM , and sends CipherV E−ida , Ku

pubV E
, and

Conditions to the ARM .
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Identity Escrow:

Ua P ARM

Ku
pubV E

, CipherV E−ida−−−−−−−−−−−−−−−−→
Execute PK with P: PK{(Cert1, ida) : cida = Commit(ida, r) ∧
V erifySign(ida, mb, ..., mi; K

CertificateIssuer1
verify ∧

CipherV E−ida = EncV E(ida; Conditions; Ku
publicV E

)

CipherV E−ida , Ku
pubV E

, Conditions
−−−−−−−−−−−−−−−−→

Key Escrow:

Ua ARM P

Cipher1...n
UCHV E−x1,2,3−−−−−−−−−−−−−−−−→

Execute PK with ARM: PK{(x1, x2, x3) : y1 = gx1 , y2 = gx2 , y3 = gx3 ∧
Cipher1...n

UCHV E−x1,2,3 = EncUCHV E(x1−n
1,2,3; Conditions; Krefereei

public−UCHV E)
SCipherV E−ida ,Conds, SReceipt, Receipt

←−−−−−−−−−−−−−−−− Sends
SCipherV E−ida ,Conds, SReceipt, Receipt

−−−−−−−−−−−−−−−−→

Fig. 1. 1Rh -UC-ARP - Identity and Key Escrow

4. Optionally, P can perform hidden signature on cida :
Sida = HiddenSign(cida; KP

sign), and link Sida with CipherV E−ida

The ARM now has a verified ciphertext of ida which it cannot decrypt for it
does not have the private key Ku

privV E
. This key is escrowed in the next stage.

Key Escrow: As per the key specifications of the VE scheme [8], Ku
privV E

is
composed of three components: x1, x2, x3, each one of them is related to the
public keys in a discrete log relationship: y1 = gx1 , y2 = gx2 , y3 = gx3 (g,
x1,2,3 and several other public key components are chosen according to the key
generation algorithm detailed in [8]). Each x1, x2,, and x3 is verifiably encrypted
to the designated members of T ⊂ R using the EncUCHV E(t,t,n) scheme.

1. ua spontaneously forms T with t members (t > 1) out of n referees in R.
2. ua encrypts x1, x2, x3 for members of T using UCHVE (t, t, n) scheme - un-

der the same Conditions as the ones used in the identity escrow stage. For
i ∈ T , well-formed ciphertext pieces are generated:
Cipheri

UCHV E(t,t,n)−x1,2,3
=

EncUCHV E(t,t,n)(xi
1,2,3; Conditions; Krefereei

publicUCHV E
).

For i ∈ [1, n]\T , random values chosen accordingly so that they are indistin-
guishable from the well-formed ones, giving a total of n ciphertext pieces.

3. ua sends Cipher1...n
UCHV E−x1,2,3

to ARM
4. ua and ARM engage in a PK protocol to prove that the collection of

Cipher1...n
UCHV E−x1,2,3

encrypt x1, x2, and x3 under the same Conditions,
and that all referees in T have to jointly recover each of these components
without learning the identities of the members of T . This is straight forward
as x1, x2, x3 are the discrete log values of the publicly known y1, y2, y3.
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5. The ARM stores Cipher1...n
UCHV E−x1,2,3

, and links this to CipherV E−ida

and Conditions. Then ARM signs:
– SCipherV E−ida ,Conditions = Sign(CipherV E−ida , Conditions; KARM

sign )
– SReceipt = Sign(Receipt;KARM

sign ) (Receipt = statement that the en-
crypted ida, conditions, and encrypted private key are received)

6. ARM sends SCipherV E−ida ,Conditions, SReceipt and Receipt to P and ua.
7. ua and P verify SCipherV E−ida ,Conditions and SReceipt to ensure that ARM

has the correct encrypted ida and Conditions.

EncUCHV E(t,t,n) scheme is chosen because it provides a verifiable encryption
of discrete log values and it hides the identity of members of T (this property
is exploited in the Revocation stage). In section 5, a discussion will be provided
on how the number of referees in T and how T is formed by ua are crucial in
determining the security of this protocol.

It may be possible to use EncUCHV E(t,t,n), instead of the VE scheme [8], in
the identity escrow stage, and remove the key escrow stage. However, while this
is doable when we only need to encrypt one data item ida, it becomes unscalable
once we encrypt many data items. If d > 1, the UCHVE scheme will result
in dn ciphertexts (d refers to the number of data items to be encrypted, n for
the number of referees in R). The value of d can be greater than 1 due to the
following: (1) The UCHVE scheme restricts the length of a data item that is to
be encrypted to be smaller than a certain length l, thus, if the length of ida (or
any data items) is greater than l, then ida has to be split into several data items,
hence d > 1, and (2) we may need to escrow several of ua’s personal information,
in addition to ida.

With key escrow, there will always be at most 3n resulting ciphertexts en-
crypted using UCHVE scheme (3 for the three secret keys x1,2,3), irrespective
of the value of d. To increase the efficiency further, it may possible to escrow
only x1, (x2 and x3 can be given to the ARM at later point without the escrow
process as possession of x2 and x3 is insufficient to decrypt CipherV E−ida).
Therefore, we can have only n escrowed-key ciphertext pieces, regardless of d.
The above key escrow protocol escrows all three private key components.

Revocation: The anonymity revocation procedure is as follows:

1. P asks ARM to revoke ua’s anonymity by sending SCipherV E−ida ,Conditions

to ARM
2. The ARM multicasts mesg = SCipherV E−ida ,Conditions + Conditions to the

multicast group M (M = U + R) to indicate that ua’s anonymity is about
to be revoked. Each user and referee should verify if mesg is sent through
the multicast address for M . If not, ARM must have misbehaved. Stops.

3. Each users checks if they have the same SCipherV E−ida ,Conditions value stored.
The user ua must have the same value stored from the key escrow stage.
Therefore, ua knows that his/her anonymity is being revoked.
– The user ua sends the identities of the referees in T (id − referee1...t)

to ARM . The ARM sends Cipherj
UCHV E−x1,2,3

to each refereej ∈ T

(j = 1...t).
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– However, ua can also refuse to send id− referee1...t to ARM . If so, the
ARM sends Cipherj

UCHV E−x1,2,3
to all refereej ∈ R (j = 1...n)

4. Each refereej verifies Conditions received from step 2 are satisfied (methods
vary and are out of the scope of the protocol). If so, applies check to the given
Cipherj

UCHV E−x1,2,3
to verify if he/she is member of T . For refereej ∈ T ,

such checking will be successful, thus the referee can proceed to decrypt
Cipherj

UCHV E−x1,2,3
using its private key under the same Conditions, re-

sulting in valid shares P j
1,2,3. Sends P j

x1,2,3
to ARM. For refereej /∈ T , such

checking will fail, thus stops.
5. If ARM receives all shares P 1...t

x1,2,3
, it can recover x1, x2, x3 (Ku

privV E
), decrypt

CipherV E−ida to get ida, and send ida to P . P can optionally generate S′
ida

,
and verify S′

ida
= Sida (generated at identity escrow stage).

6. If ARM does not get all of the required P1...t, anonymity revocation fails.
As we assume there is one honest referee rh ∈ T , revocation will fail unless
Conditions are fulfilled and mesg is sent through the multicast address.

An ARM will skip step 2 if it wants to revoke ua’s anonymity without the user
knowledge for ua will not obtain mesg if it is not sent through the multicast ad-
dress. As T is formed spontaneously by ua during the key escrow stage, the mem-
bers of T vary from session to session. Therefore, the ARM will be compelled
to send the mesg in step 2 because it needs to know id− referee1...t from ua so
that it can optimize performance by only sending t ciphertext pieces to members
of T . Granted, ua may refuse to reveal id− referee1...t. However, if Conditions
are fulfilled, ida will eventually be revealed and it is better for the user ua to
cooperate earlier to avoid being ‘black-listed’ for being non-cooperative.

5 Discussion

The proposed 1Rh
-UC-ARP achieves the security properties as detailed in

section 2 provided that there is at least one honest referee rh ∈ T and that
the underlying cryptographic schemes are secure and correct. Specifically, the
1Rh

-UC-ARP satisfies the following properties: user-knowledge, non-essential
user-participation, abuse-resistant, indirect enforcement of conditions fulfillment,
authenticated user, and unlinkable events. Please refer to the extended version of
our paper at [10] for the detailed discussion on how these properties are achieved.

Performance. The performance of the 1Rh
-UC-ARP is analyzed based on the

number of modular exponentiation (modEx) required. Table 1 provides the
number of additional modEx operation required (as compared to the existing
approach in [1, 2]) for both the maximum (escrowing x1, x2, x3 without user
cooperation) and optimum (escrowing only x1 with user cooperation during re-
vocation) cases. The details of how we obtain such figures are provided in [10].

Clearly, the bottleneck is at the ARM due to the significant number of modEx
operations required in PK-UCHVE [4]. As mentioned in section 4, the perfor-
mance of 1Rh

-UC-ARP depends on the value of t (we assume n to be constant).
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Table 1. Additional online modular exponentiation required for 1Rh -UC-ARP

User ARM n referees Provider Total

Maximum 6t + 6n + 2 3t + 39n + 2 6n + 6t 2 15t + 51n + 6

Optimum 2t + 2n + 2 t + 13n + 2 4t 2 7t + 15n + 6

In step 1 of the key escrow stage, a large t chosen by user means more modEx re-
quired, lowering performance. 1Rh

-UC-ARP reaches its worst performance when
t = n, however, it is also when the protocol is most secure as we now only re-
quire 1 honest referee out of n referees. Such trade-offs between performance and
security are inevitable.

Furture work includes increasing the efficiency of 1Rh
-UC-ARP, strengthening

the protocol to be secure even when users and referees collude, and research into
how to achieve the Direct Enforcement of Conditions property.
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Hübner, S., Rannenberg, K., Yngström, L., Lindskog, S. (eds.) SEC. IFIP, vol. 201,
pp. 25–37. Springer, Heidelberg (2006)

3. Brands, S.: Identity: Setting the larger context, achieving the right outcomes. In:
7th Annual Privacy and Security Workshop & 15th CACR Information Security
Workshop (November 2006)

4. Liu, J.K., Tsang, P.P., Wong, D.S., Zhu, R.W.: Universal custodian-hiding verifi-
able encryption for discrete logarithms. In: Won, D.H., Kim, S. (eds.) ICISC 2005.
LNCS, vol. 3935, pp. 389–409. Springer, Heidelberg (2006)

5. Bellare, M., Goldwasser, S.: Verifiable partial key escrow. In: 4th ACM CCS, pp.
78–91. ACM, New York (1997)

6. Bhargav-Spantzel, A., Camenisch, J., Gross, T., Sommer, D.: User centricity: a
taxonomy and open issues. In: Juels, A., Winslett, M., Goto, A. (eds.) DIM, pp.
1–10. ACM, New York (2006)

7. Camenisch, J., Lysyanskaya, A.: A signature scheme with efficient protocols. In:
Cimato, S., Galdi, C., Persiano, G. (eds.) SCN 2002. LNCS, vol. 2576, pp. 268–289.
Springer, Heidelberg (2003)

8. Camenisch, J., Shoup, V.: Practical verifiable encryption and decryption of discrete
logarithms. In: Boneh, D. (ed.) CRYPTO 2003. LNCS, vol. 2729, pp. 126–144.
Springer, Heidelberg (2003)

9. Camenisch, J., Lysyanskaya, A.: Signature schemes and anonymous credentials
from bilinear maps. In: Franklin, M.K. (ed.) CRYPTO 2004. LNCS, vol. 3152, pp.
56–72. Springer, Heidelberg (2004)

10. Suriadi, S., Foo, E., Smith, J.: A user-centric protocol for conditional anonymity
revocation. Technical Report 13123, Queensland University of Technology (March
2008), http://eprints.qut.edu.au/archive/00013123/

http://eprints.qut.edu.au/archive/00013123/


Preservation of Privacy in Thwarting the Ballot

Stuffing Scheme
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Abstract. Users of an online trading system rely on Reputation Sys-
tems to better judge whom should be trusted and to what degree. This
is achieved through users building up reputations in the system. In these
types of environments, it has been shown that users with good repu-
tations do more business than users with bad reputations. The ballot
stuffing scheme exploits this and has fraudulent users placing a number
of false bids in an attempt to better the reputation of a single user.

Though previous research has dealt with thwarting the one man bal-
lot stuffing scheme, the issue of privacy was neglected. The solution pro-
posed relied on looking up the coordinates of a user who is a cellular
phone holder. Upon placing a bid, the user’s geographical coordinates
are compared to the coordinates of other users involved in the transac-
tion. If the users were within a predefined distance to one another, the
transaction was marked as suspicious. This mechanism relies on storing
the coordinates of a user over time and, from a privacy perspective, is
unacceptable.

The intention of this paper is to propose several solutions that at-
tempt to safeguard the privacy of all users involved when calculating
the distance between two cellular phone holders, i.e., thwarting the one
man ballot stuffing scheme. We discuss solutions that cater for service
providers who may be willing or unwilling to participate in safeguarding
the privacy of their users. These techniques include Secure Multi-party
Computation, polynomial interpolation and the addition of untrusted
third parties.

1 Introduction

In the absence of the normal social interactions one associates with doing busi-
ness face to face, online trading systems must rely on other mechanisms to assist
users in mitigating the risk that may come from trading with unknown enti-
ties. Reputation systems [14] have been shown to be an effective mechanism to
achieve exactly this purpose. With a reputation system in place, users of an on-
line trading system have more information at hand to assist in deciding whom
to trust and to what degree.

Users with a strong reputation stand a better chance of conducting more
business than users with a weak reputation [15]. It is upon this premise that
incentive for the ballot stuffing scheme is born. Users wishing to strengthen their
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reputation may collude with multiple buyers in a number of fake transactions.
Upon completion of each transaction the colluding buyers will rate the seller in
a manner that increases his reputation.

Previous research [1] dealt with the one man ballot stuffing scheme and a
means for thwarting this scheme using cell phones. Cell phones were introduced
to the system and were a prerequisite to making a bid. Upon placing a bid,
the coordinates of the associated cell phone were looked up and compared to
that of previous buyers. If the phone was within a predetermined distance from
any of the other bidders, or the seller, then the bid was marked as suspicious
(the assumption being that it was highly unlikely for bidders in a global trading
system to be geographically close to one another).

A downfall of this framework is the issue of privacy. Gorlach et al [8] point out
that revealing the location of individuals can be a serious threat to their privacy.
Scenarios are discussed where AIDS patients could be identified by the offices
of the doctors that they visit or religious groups by the churches they frequent.
Storing the geographical coordinates of all users placing bids in a trading system,
albeit an approach to preventing ballot stuffing, has similar privacy implications.

In this paper we address these privacy concerns. Specifically, we discuss six
techniques that allow the distance between two parties to be measured (or at
least compared) in a privacy-preserving manner. Each of the techniques proposed
has a different set of assumptions. These assumptions draw from a variety of
areas which include collaborating service providers, accuracy of results, trusted
third parties and communication overheads.

This paper is structured as follows: section 2 discusses related work in the
fields of Secure Multi-party Computation and privacy preserving distance mea-
surement. In section 3 we discuss the motivation behind this research. Section 4
then provides three solutions to preserving privacy when thwarting the one man
ballot stuffing scheme. This section assumes that the service providers involved
are willing to collaborate with one another. Section 5 discusses another three
solutions but assumes that the service providers are not willing to collaborate
with another. In section 6 we conclude this paper.

2 Background

Yao [19,20] introduces the notion of Secure Multi-Party Computation with a
discussion of the Millionaires Problem. Two millionaires decide that they want
to know who is the richer of the two. The problem is that neither of them wishes
to tell the other how much money they have. The protocol proposed by Yao
makes some assumptions: (1) the two millionaires agree on what the upper and
lower bound of their wealth is and (2) both millionaires employ the usage of
public key infrastructure.

Goldreich et al [7] generalise the problem of Secure Multi-party Computation
(SMC) and employ circuit evaluation gates to prove that there exists a method
to calculate any f(x1, .., xi) for i parties in a private and secure fashion. Addi-
tional general solutions to the SMC problem are proposed in [3,13]. With a simple
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enough function, these general solutions can be practical. In most cases though,
as the number of participants involved in the computation grows and as the com-
plexity of the function to be computed increases, the general solutions become
impractical [6]. As a result, optimised SMC solutions to a number of problems
in varying domains are of interest and have received attention [10,16,9,18].

Du [5] and Vaidya [17] discuss an approach to SMC that has a significant
impact on the performance of the calculations performed. Du argues that an
ideal approach to security is not always necessary. It may be the case that people
won’t mind sacrificing some security (just how much security is adjustable) if the
gain in performance is substantial, i.e., if the trade off makes SMC a practical
alternative. Vadya’s approach is similar and has a security trade off in the form
of a participating and untrusted third party.

Of particular interest in this paper are SMC solutions that have been devel-
oped to support computational geometry. This is a relatively new field and has
received initial attention from Du and Atallah [4] in their approach to the fol-
lowing geometric problems: point inclusion, intersection, closest pair and convex
hulls.

Recently, Yonglong et al [12] and Li et al [11] studied the problem of calcu-
lating the distance between two points within the domain of SMC. The solution
proposed by Li incorporates the 1-out-of-m Oblivious Transfer protocol [2]: as-
suming party B has m inputs X1, X2, ..., Xm, the 1-out-of-m protocol allows
party A to choose a single Xi where 1 ≤ i ≤ m. Party B does not know which
input was chosen (he does not know i).

3 Motivation

A responsible trading system must respect the fact that storage of a patron’s
geographical coordinates is private and confidential. Even in the case where the
system has the consent of the individual to store the details, the trading system
must employ whatever means possible to safeguard his/her privacy.

The framework proposed to thwart ballot stuffing is designed to operate as
follows:

1. A bidder makes a bid in a transaction. The framework already knows the
cellular number of the bidder (through registration) and has his permission
to look up his location (the location of the device).
2. The location of the cell phone is looked up (via the appropriate service
provider) and stored in the trading system database.
3. This location is then compared to the locations of recent bidders related to
the current transaction/seller. If the distances between the bidders is within
a certain range, the transaction is tagged accordingly

The distance between bidders was initially thought to be imperative to the
framework in the sense that the framework needed to know the actual value.
What previous research omitted though, is that with the help of the cellular
service providers, the trading system may not need to know the geographical
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coordinates or the actual distances between the bidders at all. Cooperation from
the service providers is imperative in this case.

The rest of this paper is structured on the following two scenarios:

Collaborating service providers - in this scenario cellular service providers
are willing to collaborate with one another in addition to the trading system.
It is their responsibility to safeguard the privacy of each of their patrons.
As a result the geographical coordinates of each patron must be protected
from other service providers; this includes third parties the likes of a trading
system.
Uncooperative service providers - it may be the case that cellular service
providers are not interested in the overhead incurred when collaborating
with other parties. They will provide the geographical coordinates of their
users (provided that each user has given consent) and the onus will then fall
upon the trading system to safeguard the privacy of the user.

4 Collaborating Service Providers

The problem being dealt with in this paper can be summarised as follows: there
are three parties involved of which two are cellular service providers and one is
a trading system. The trading system simply wants to determine the distance
between two cellular phones (where each phone belongs to one of the service
providers). How does the trading system determine the distance between the
phones by not infringing on the privacy of the phone holder?

In this section we discuss solutions that safeguard the privacy of the cell
phone holders through collaborating service providers. By collaborating with
one another, the trading system (and any other party for that matter) is able to
perform its necessary calculations without exposing the coordinates of any user
at any time.

4.1 Solution I - Calculating Distance

The ideal solution to this problem has the coordinates of a user protected not
only from the trading system but from collaborating service providers as well.
In solving the problem, neither of the parties involved must be able to infer any
of the coordinates held by either service provider.

Using the SMC distance measurement technique proposed by Li and Dai
[11], at least one of the service providers will know the distance between the
two patrons. In following this protocol, neither of the two service providers will
know anything other than the geographical coordinates of their patron and the
computed distance to the other service provider’s coordinates.

Two problems are immediately apparent: (1) what can be inferred by knowing
the distance in addition to knowing only one of the coordinates and (2) how does
each service provider refer to the geographical coordinates of a different service
provider’s coordinates over a period of time?



Preservation of Privacy in Thwarting the Ballot Stuffing Scheme 199

The latter problem applies to the trading system and is more of an imple-
mentation issue. Fortunately, it is easily solved in the form of a ticketing system.
Details handed out by the service provider may include the coordinates in addi-
tion to a unique identifier (the ticket) that may be used to look up the associated
coordinate at a later stage, for example, the coordinates for the cell phone u1

may be released by the service provider in the form (x, y, t1). At a later stage
the (x, y) coordinates may be retrieved using only the ticket t1.

The former problem has the potential to be far more serious. In calculating
the distance from a patron of Service Provider 1 (SP1) to a patron of Service
Provider 2 (SP2), the service provider now has a basis from which to start
inferring exactly where the patron of SP2 might be.

Initially, there may be too many possibilities from which to draw a meaningful
conclusion, i.e., the cell phone holder could be located on any point on the
circumference of a circle with a radius of n kilometers. However, if SP1 applies the
knowledge of its patron’s coordinates in addition to domain specific knowledge
it may have regarding SP2 it may be in a position to make far better decisions
as to where SP2 might be.

4.2 Solution II - Comparing Distance

In the previous section we discuss the implications of privately calculating the
distance from one service provider’s patron to another. Unfortunately, knowing
the distance to another service provider’s coordinates in addition to one’s own
coordinates can be used to launch a privacy attack.

Fortunately, the privacy-preserving distance measurement protocol developed
by Yonglong et al [12] allows two parties to compute the distance from two points
without either of the parties actually knowing what the distance is. Essentially,
the two parties are left with a result that can be used to compare the distance to
something else. The authors discuss a point inclusion problem which is closely
related to the problem discussed in this paper.

Alice and Bob want to determine if Alice’s point p(x0, y0) falls within Bob’s
circle C : (x − a)2 + (y − b)2 = r2. As is always the case in these examples,
Alice and Bob do not want to share their data with one another. In protocol 4 of
their paper (point-inclusion), Yonglong et al describe a technique whereby Bob
and Alice collaborate with one another to determine if Alice’s point falls within
Bob’s circle.

The process consists of two steps. In the first step they use the technique
developed in protocol 3 (two dimensional Euclidean distance measure protocol)
which leaves Alice with s = n + v where n is the actual distance from the center
of Bob’s circle to Alice’s point and v is a random variable known only to Bob.
The two parties then use the millionaire protocol to compare variants of s in
order to establish whether or not Alice’s point is within Bob’s circle.

This example is important because no coordinates were shared between the
two parties. In addition to this, the distance between the two points (n) was com-
pared to r using a protocol where neither party knew n and only one party knew
r. By extending the problem discussed in this paper from a distance problem to
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a point inclusion problem we can preserve the privacy of all parties concerned
and prevent attacks of the nature described in the previous section.

Changing the problem to that of a point-inclusion problem is trivial: the
trading system simply wants to determine if the distance between SP1 (Bob’s
C) and SP2 (Alice’s p) is within a predefined distance r (specified by the trading
system).

Note that although the point-inclusion protocol is proposed as an efficient way
to calculate distance in a privacy preserving fashion there is still a significant
overhead in its computation.

4.3 Solution III - An Untrusted Third Party

A simpler solution with less overhead involves the addition of an untrusted third
party. The trading system is untrusted in so far as neither of the service providers
trust it enough to provide it with the coordinates of its patrons. It is also the
reason why the computations are being performed at all. By association, the
trading system is therefore a perfect candidate for an untrusted third party.

As an untrusted third party, the service providers will provide a skewed version
of their coordinates in a manner that has the trading system computing the real
distance between the coordinates but not being able to infer the coordinates
themselves. The solution proposed relies on minimal collaboration between the
service providers and an arbitrary computation from the trading system’s point
of view.

Before hand, the service providers collaborate amongst themselves to decide
on a random x0 and y0 that will be used to skew their coordinates. Both service
providers then skew their coordinates (x + x0, y + y0) before sending them off
to the trading system. The obvious impact of this operation is that the points
have been equally displaced in a manner that retains the distance between them.
Since the trading system will never know x0 or y0 the service providers are safe
from an inference attack.

This approach can be generalized to any distance preserving affine transfor-
mation of the coordinate system, i.e., a combination of rotation by angle θ,
translation by vector (x0,y0) and reflection given by σ which can take the values
of +1 and −1. (

x′

y′

)
=

(
cos θ sin θ
− sin θ cos θ

) (
σx − x0

y − y0

)
(1)

The transformation parameters could even be made to depend on the identi-
ties of the pair of users. To enable this, the trading system would have to include
the identity of the bidder of which it wants the coordinates and a hash of the
identity of the other bidder in the request. The service providers would need
to agree beforehand on a function to derive the parameters of the coordinate
transformation from the bidder identities.

This approach assumes that the trading system (or any of the users) is not
colluding with either of the service providers. If the trading system is colluding
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with one of the service providers then an attack is trivial since the x0 and y0

values will be known.

5 Uncooperative Service Providers

In this section we discuss solutions whereby the service providers are assumed to
be uncooperative, i.e., they are not willing to collaborate with any third party
(this includes other service providers and the trading system) in order to preserve
the privacy of their users. Essentially, the role of preserving the privacy of the
users is shifted to the third party (in our case this is the trading system) upon
receiving the coordinates of users (with their consent) from the service provider.

Of course, shifting the preservation of privacy to the trading system is some-
what of a problem. The previous section dealt with protecting the privacy of a
user by not allowing anyone other than the originating service provider to know
his coordinates. Surely by discussing solutions where these coordinates are sent
to the trading system we are contradicting ourselves? If the trading system is
not a trusted third party then this is certainly the case. No untrusted third party
can be privy to private information through which the coordinates of a person
are revealed over some period of time.

With this problem in mind, we define a specific notion of a privacy violation
in this section: the privacy of a user is said to have been violated if any party
(other than those who have been given explicit consent) is able to accurately
retrieve/infer the user’s coordinates.

Though the trading system may be viewed upon as a trusted third party, the
preservation of a user’s privacy is by no means trivial. Users’ coordinates could
be stored in a database maintained by the trading system but in the event of it
being compromised, the trading system is then responsible for a massive privacy
violation.

In this section we will discuss several solutions that look at mechanisms the
trading system could employ to safeguard a user’s privacy in addition to pro-
tecting its own interests in the event of being compromised.

5.1 Solution IV - Probable Privacy

The concept behind this solution is that of data loss. Upon receiving coordinates
(x1, y1), the trading system uses them until the point where it wishes to per-
sist them. Only a downgraded version of the coordinates will be stored. In our
case, the y coordinate is thrown away (lost) and only the x coordinate is saved.
More generally a projection Π of the coordinates on any one-dimensional linear
subspace can be used.

In the event of the trading system being compromised, the only data that an
attacker will have to work with is that of x coordinates. On the other hand, as
much as the attacker has to deal with x coordinates, the trading system must
somehow deal with them as well.
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Remember that the trading system does not need to know the actual distance
between two cell phones. Rather, it needs to know if the distance between two
cell phones is less than a certain threshold. In comparing a new (x, y) coordinate
to a set of old x coordinates the trading system can employ simple mathemat-
ics to discard x coordinates that are obviously not candidates for what it is
looking for.

x coordinates which have not been discarded now need to be assessed in so
far as what the probability is that the lost y coordinate was within a region that
makes the distance between the coordinates fit within a predetermined threshold.
Though this seems impractical when one considers a coordinate system the size
of planet earth and a distance threshold of a few hundred meters, this may be
viable if the technique discussed to attack solution I is adopted, i.e., that of
applying additional knowledge to the system. This could include attaching meta
data to x coordinates, for example, the service provider of x3 only operates
within y coordinates a to b.

5.2 Solution V - Polynomial Interpolation

In this section we extend the data loss principle discussed in solution IV. This
is achieved in the form of data recovery using a polynomial function. We know
that given n points in the form of (xi, yi) coordinates, there exists a polynomial
p to the n − 1 degree such that p(xi) = yi (assuming every xi is unique).

This is applied to the trading system by generating a new p each time a new
coordinate is received. Since all the x coordinates are stored already, p will be
used to generate all the y coordinates. The new coordinates will then be included
when generating the new p. Once this has been completed, all y coordinates are
then discarded. If the trading system then stores the polynomial p in addition
to the x coordinates then the y coordinates of a user will be recoverable when
necessary.

Obviously, having p and xi accessible by the trading system at any time is
only changing the nature of the problem slightly. Ideally, p and xi should not
be held by the same entity. If p were given to a trusted third party (trusted
by the trading system) then yi would only be accessible when both parties are
collaborating.

An alternative to a third party involves the service provider. The service
provider is already being used to provide coordinates of a user at some point
in time. The trading system could exploit this service and encrypt p with a key
that only the service provider would have, i.e., one of the coordinates of the user
(remember that the trading system loses all y coordinates). When the trading
system needs to access p then it would ask for the key from the service provider,
for example, by sending a request for the nth coordinate of a particular user.

Note that in the beginning of this section we pointed out that all xi coordinates
must be unique. If this solution is to be considered at all then there can be no
duplicate xi coordinates. This is easily addressed in the form of a trade off, i.e.,
shifting duplicate xi coordinates by one or two units.
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5.3 Solution VI - Data Partitioning

The solution proposed in this section is a combination of the previous two solu-
tions and includes the following:

Data Massaging - before the y coordinate is lost we construct an interval
of adjustable length denoting where the y coordinate may have been, for
example, if y was 17 we may store the following: [15,21].
Partitioning - The y interval is then stored with a trusted third party.

Solution IV is effective in so far as discarding irrelevant x coordinates. How-
ever, when processing x coordinates that may be relevant, the overheads of ap-
plying additional knowledge to the probability calculations in order to determine
y may be substantial. With this in mind, Solution V makes y available through
a polynomial that may be encrypted or stored with a third party, y is therefore
made available when it is required and as a result both coordinates are available
at some point in time.

From a privacy perspective this may be a problem. Although the coordinates
are not revealed all of the time, they are available some of the time. By massaging
the y coordinate into an interval rather than an explicit value in addition to
partitioning the data, the trading system may be able to make more accurate
judgements with less overheads in a more privacy centric fashion.

6 Conclusion

This paper has presented six solutions to calculate (or compare) the distance
between two coordinates over time in a privacy-preserving fashion. These solu-
tions offer to protect the privacy of a user’s coordinates from a third party the
likes of a trading system in addition to other service providers.

Choosing the best solution depends on the type of environment in which it
will be implemented. The solutions proposed in this paper have been offered
in an attempt to provide a range of choices when safeguarding the privacy of
individuals in a trading system. Note that although the context of this paper
is within the realm of a trading system and two service providers, the solutions
themselves need not be limited to this environment alone.
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