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Abstract. One of the main benefits of component-based architectures is their
support for reuse. The port and interface definitions of architectural components
facilitate the construction of complex functionality by composition of existing
components. For such a composition means for a sufficient verification either by
testing or formal verification are necessary. However, the overwhelming com-
plexity of the interaction of distributed real-time components usually excludes
that testing alone can provide the required coverage when integrating a legacy
component. In this paper we present a scheme on how embedded legacy com-
ponents can be tackled. For the embedded legacy components initially a behav-
ioral model is derived from the interface description of the architectural model.
This is in the subsequent steps enriched by an incremental synthesis using for-
mal verification techniques for the systematic generation of component tests. The
proposed scheme results in an effective combination of testing and formal verifi-
cation. While verification is employed to tackle the inherently subtle interaction
of the distributed real-time components which could not be covered by testing,
local testing of the components guided by the verification results is employed
to derive refined behavioral models. The approach further has two outstanding
benefits. It can pin-point real failures without false negatives right from the be-
ginning. It can also prove the correctness of the integration without learning the
whole legacy component (using the restrictions of the integration context).

1 Introduction

The main benefits of the component-based architectures are their support for informa-
tion hiding and reuse. The interface of a component is well defined by structural ele-
ments and collaboration protocols (cf. [7]). The dependencies between components are
reduced to the knowledge of the known interfaces or ports. Thereby, a component can
be exchanged if the specified port remains fulfilled. The port and interface definitions of
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architectural components therefore facilitate the construction of complex functionality
by composition of existing components.

Especially in domains like automotive software where the development of new func-
tions is an exception rather than the regular case (cf. [48]) component-based develop-
ment can result in dramatic improvements. However, as long as an open and flexible
software architecture which facilitate reuse is missing, many functions are nearly built
from scratch for each new version (cf. [25]). Today, initiatives such as AUTOSAR1 are
a first step towards open and flexible software architectures for automotive systems.
The definition of standard interfaces and an infrastructure for the software components
ensures that components from different suppliers and vendors can technically interop-
erate. However, also a correct integration at the application level is needed.

In general, the proper composition of independently developed components in the
software architecture of embedded real-time systems requires means for a sufficient
verification of the integration step either by testing or formal verification. However,
the overwhelming complexity of the interaction of distributed real-time components
usually excludes that testing alone can provide the required coverage when integrating
a legacy component.

Today, often a model-based development approach is employed to plan the decompo-
sition of complex systems into components which are developed by different suppliers.
The MECHATRONIC UML approach is one approach which permits to plan the decom-
position of complex real-time systems upfront. It supports the description and compo-
sitional verification of the real-time coordination by means of components and patterns
[24] and the integrated description and modular verification of discrete behavior and
continuous control with components [9,21]. While it also supports for the generation
of code for hard real-time processing [8,10] from further refined models in practice,
seldom the whole system will be generated from the models. Besides the automatically
derived components also either manually programmed or already existing components
which fit more or less to the MECHATRONIC UML models will be employed. Thus
an approach is required which permits to integrate these legacy components not only
syntactically but also provide the required verification guarantees.

The overwhelming complexity of the interaction of distributed real-time components
usually excludes that testing alone can provide the required coverage when integrat-
ing a legacy component. Thus formal verification techniques seem to be a valuable
alternative. However, the required verification of the resulting system often becomes
intractable as no abstract model of the reused components which can serve the verifi-
cation purpose is available. A number of techniques which either use a black-box ap-
proach and automata learning [32] or a white-box approach which extracts the models
from the code [39,15,31] exists. However none of them exploits the knowledge about
the context and a component-based view to provide an approach which could in princi-
ple scale even for larger systems and which can help excluding besides false positives
also false negatives after a feasible number of learning steps.

In this paper we present a scheme how embedded legacy components in a MECHA-
TRONIC UML architecture can be tackled based on our approach presented in [29].
For the embedded legacy components initially a behavioral model is derived from the

1 www.autosar.org
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existing interface description which is a safe abstraction. This abstraction is then in sub-
sequent steps enriched by an incremental synthesis procedure. This procedure uses the
counterexample of a formal verification step to improve the accuracy of the behavioral
model of the legacy component. We extend our previous work by supporting a (safe)
over approximation and a rigorous formalization of the approach.

The formal verification step based on [21,24] is employed to cover the inherently
subtle interaction of the distributed real-time components completely which could not
be achieved by testing. Local testing of the legacy components using our model-based
testing approach [23] and our approach for deterministic replay [22] guided by the veri-
fication results in the form of counterexamples is employed to derive refined behavioral
models for the legacy component.

The approach therefore extends our former work [21,22,23,24,29] and has the bene-
fit that it could pin-point real failures in the test step which are no false negatives right
from the beginning. In addition, it can also prove the correctness of the integration for
an abstract behavioral model of the legacy component without learning the whole legacy
component by only checking possible integration problems for the explicit given context.

Application Example
As a concrete example for a complex mechatronic product, we use a simplified version
of the software for the RailCab research project2. The vision of the RailCab project is a
mechatronic rail system where autonomous shuttles apply the linear drive technology,
used in the Transrapid, but travel on the existing passive track system of the standard
railway. One particular problem, which has been previously described in [24], is to re-
duce the energy consumption due to air resistance by coordinating the autonomously
operating shuttles in such a way that they form convoys whenever possible. Such con-
voys are created on-demand and require small distances between the shuttles in order to
achieve significant energy savings. Coordination between the speed control units of the
shuttles becomes a safety-critical aspect and results in a number of hard real-time con-
straints, which have to be addressed when building the control software of the shuttles.
In [24] it has been solved for a simplified version of this shuttle coordination problem.
In this example convoys consist of at most 2 shuttles.

The main requirement of the shuttle controller software is to ensure that no rear-
end collision happens when the first shuttle has to brake suddenly e.g., in case of an
emergency. If the shuttle is the head of a convoy it may brake only with reduced force,
because another shuttle drives behind it with a reduced, minimal distance and therefore
reacts with delay. Therefore the controlling software needs to ensure that the following
situation will never occur: The rear shuttle is in convoy mode and therefore reduces the
distance and the front shuttle is in mode no-convoy and brake with full strength in case
of an emergency.

Modeling
Within our modeling and verification approach for the software of complex real-time
systems [24], modeling is divided into modeling the interaction between components
of the system by reusable coordination patterns and modeling the detailed behavior of
the components by relating to the behavior of the applied patterns.

2 http://www-nbp.upb.de/en/index.html
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A pattern describes communication and therefore consists of multiple communica-
tion partners, called roles. Roles interact through ports which are linked by a connector.
The communication behavior of a role is specified by a real-time statechart (RTSC)
and is restricted by an invariant. The behavior of the connector is described by another
real-time statechart that is used to model channel delay and reliability, which are of
crucial importance for real-time systems. The overall behavior of a pattern is restricted
by a pattern constraint, whereas the behavior of a role can be restricted by a role invari-
ant. Altogether, we call the constraints, invariants, and known communication partners
context information

Within the shuttle example, distance coordination between two shuttles is modeled
as a pattern. This DistanceCoordination pattern consists of two roles, the frontRole and
the rearRole and one connector that models the wireless radio link between the two
shuttles. The pattern specifies the behavior needed to coordinate two successive shut-
tles. The main requirement of the pattern is to ensure that no rear-end collision happens
when the first shuttle has to brake suddenly, e.g. in case of an emergency. If the shuttle
is the head of a convoy, it is allowed to brake only with reduced force, to ensure that
it cannot collide with the shuttle which drives behind it with a reduced, minimal dis-
tance. Otherwise, as the follower shuttle will react with a certain delay, a collision might
happen. We thus require that the front shuttle must not brake with full power if it is in
convoy mode. For the rear shuttle, we require that it does brake with full power. These
two requirements are called role invariants. On the other hand, the overall pattern con-
straint forbids the rear role to be in mode convoy while frontRole is in mode noConvoy.
The pattern constraint and role invariants can be annotated to the pattern respectively
its roles using timed ACTL3 formulas. The pattern with its annotated constraint and
invariants is depicted in Figure 1.

DistanceCoordination

<<Component>>

Shuttle3

frontRole rearRole

<<Component>>

Shuttle2

A[] not (myRearRole.convoy and myFrontRole.convoy)
A[] not deadlock

A[] not (rearRole.convoy and frontRole.noConvoy)
A[] not deadlock

unsafe

true

Fig. 1. The DistanceCoordination pattern

After the patterns have been specified, the concrete software components can be
built. Components are designed by coordinating and refining each role RTSC of the
involved patterns. The refinement has to respect the role RTSC (i.e. not add additional
behavior or block guaranteed behavior) and additionally has to respect the guaranteed
behavior of the roles in the form of their invariants. An additional internal RTSC for co-
ordination is used to describe the required coordination of the refined roles. We further
refer to the refined roles as component ports or ports in short.

3 Timed ACTL is the subset of timed computation tree logic [13] which only contains always
path operators.
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In our example, the shuttle component must conform to the DistanceCoordination
pattern and has to operate as both a rearRole and a frontRole as it may be follow, or be
followed by, another shuttle as well as itself can follow another shuttle.

To complete the presented approach the outlined modeling capabilities are further
extended by model checking and code generation. We prove that the given constraints
hold for the system by using a model checker. Code generation on the other hand en-
sures that the constraints still hold for the code. However, in practice frequently not
the whole system will be generated from the models. Instead several independent de-
veloped or already existing components that have been not automatically derived from
MECHATRONIC UML models have to be integrated (cf. Figure 2).

Approach
Given a MECHATRONIC UML architecture which embeds a legacy component and
behavioral models for all other components building the context of the legacy com-
ponent, the basic question of correct legacy component integration is whether for the
composition of the legacy component and its context all anomalies such as deadlocks
are excluded or all additionally required properties hold. However, it is usually very
expensive and risky to reverse-engineer an abstract model of the legacy component to
verify whether the integration will work.

To overcome this problem we suggest employing some learning strategy via test-
ing to derive a series of more detailed abstract models for the legacy component. The
specific feature of our approach will be that we exploit the present abstract model of
the context to only test relevant parts of the legacy component behavior. The approach
depends only to a minimal extent on reverse engineering results.

We start with synthesizing a model of the legacy component behavior based on
known structural interface description and a reverse engineered upper bound on the
state size. Then, we check whether the context plus the model of legacy behavior ex-
hibit any undesired behavior taking generic correctness criteria or additional required
properties into account. If not, we use the resulting counterexample trace to test the
legacy component. If the trace can be realized with the legacy component, a real er-
ror has been found. If not, we first enrich the trace with additional information using
deterministic replay and then merge the enriched trace into the model of the legacy
component behavior. We repeat the checks until either a real error has been found or all
relevant cases have been covered.

Figure 2 illustrates our process with a summary of the overall approach. 1) Initially,
we synthesize an initial behavior model for the legacy component based on known
structural interface description and derive a behavioral model of the context from the
existing MECHATRONIC UML models. 2) We check the combination of the two be-
havioral models and either get a) a counterexample or b) the checked properties are
guaranteed. In the latter case we are done. 3) If we have a counterexample, we use this
as test input for the legacy component. Deterministic replay enables us to enrich the
observable behavior with state information by monitoring. If the tested faulty run is
confirmed, we have found a real counterexample. If not, we can use the new observed
behavior to refine the previously employed behavior model of the legacy component.
We repeat steps 2) to 4) until one of the described exits occurs.
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Fig. 2. Sketch of the approach

Overview
We first define in the next Section the prerequisite of our approach. We will introduce
incomplete automata and chaotic automata which are required for learning the behavior.
In Section 3 we describe the initial behavior synthesis and in Section 4 we describe the
iterative process for behavioral synthesis. Based on the counterexamples from Section
4, we describe in Section 5 our testing approach. Section 6 compares our work to similar
approaches and Section 7 presents the conclusion and future work.

2 Prerequisites

To provide a formal ground for our later employed MECHATRONIC UML concepts, we
present a formal definition for the employed notion of automata, parallel composition,
and refinement as well as the employed compositionality results for this formal model.
The RTSC employed in MECHATRONIC UML are mapped to a finite state transition
system in the form of extended Kripke structures (called I/O-interval structures [44]).
We present here only a rather simplified version of this finite state transition model
where discrete time is mapped to single states and transitions. This automata model is
sufficient to permit the understanding of the underlying behavior model and to prove
that the compositional verification combined with the testing and monitoring is correct.
The simplification is justified by the following assumption which are valid for the con-
sidered domain: (1) the usual clock synchronization assumption which is common to
many systems and means that time is progressing equally fast in any system compo-
nent, and (2) a discrete time model suffices to model all time depending constraints,
because the underlying infrastructure (hardware and possibly a real-time operating sys-
tems) does not react infinitely fast.

The simplified real-time automaton model and its real-time processing which corre-
sponds to our employed notion of RTSC are defined as follows:

Definition 1. An automaton is a 5-tuple M = (S, I, O, T, Q) with a finite set S of
states, input signals I , output signals O, a set of transitions T ⊆ S × ℘(I)× ℘(O)× S
where ℘(X) denotes the power-set of X , and the initial state set Q.

The behavior is characterized by execution sequences called runs.



254 H. Giese, S. Henkler, and M. Hirsch

Definition 2. A regular run is a sequence of states and I/O π = s1, A1/B1, s2, . . . ,
where for each i ≥ 1 exists (si, Ai, Bi, si+1) ∈ T . We in addition have deadlock runs
which are a sequence of states and I/O π = s1, A1/B1, s2, . . . sn, An/Bn, where for
each 1 ≤ i ≤ n exists (si, Ai, Bi, si+1) ∈ T and � ∃sn+1(sn, An, Bn, sn+1) ∈ T . We
write [M ] for the set of all regular and deadlock runs and use π|I/O to restrict a run to
an observable trace and π|S to denote the related state sequence.4

The time semantics of an automaton is simply that each transition takes exactly one
time unit.

For convenience we use in the following Si, Ii, Oi, Ti, and Qi to denote the corre-
sponding elements of Mi. Two automata M and M ′ with distinct input and output sets
(I ∩ I ′ = ∅ and O ∩ O′ = ∅) are further called composable. If also I ∩ O′ = ∅ and
O ∩ I ′ = ∅ holds, they are even orthogonal to each other.

2.1 Property Specification

Properties which should hold for a specific model are specified by using clocked CTL
(CCTL) constraints (φ) and invariants (ψ). These formulas will be build using a shared
set of atomic propositions P . An automaton Mi and any of its states s ∈ Si is annotated
with all propositions in Pi ⊆ P which they fulfill using a labeling function Li : S →
℘(Pi). Thus an automaton Mi = (Si, Ii, Oi, Ti, Qi) is accordingly extended to a 6-
tuple Mi = (Si, Ii, Oi, Ti, Li, Qi). The label set L(Mi) denotes the set of all by the
labeling considered propositions Pi. L(φ) and L(ψ) denote the subsets of the basic
proposition set P that is employed within the formulas.

Finally, for sake of simplification of the following formal definitions, we omit any
syntactical details of CTL and CCTL and write M |= φ when an automaton M fulfills
a constraint or invariant φ. The special symbol δ is used to denote that a deadlock (a
state without any outgoing transition) can be reached. M |= ¬δ thus denotes that M
does not contain any deadlocks.

2.2 Parallel Composition

In our application domain the composition of multiple components requires their paral-
lel execution. As we model time explicitly and in a discrete manner, the required notion
of parallel composition must result in the synchronous execution [13] of all systems
running in parallel.

The communication is formalized by synchronous communication such that send-
ing and receiving happens within the same time step. Consequently, the asynchronous
event semantics of statecharts is modeled by explicitly defined event queues (channels)
given in the form of additional automata. These explicit models of the event queues are
required anyway to take the QoS characteristics of each connection into account.

To combine two composed automata we simply connect their input and output sig-
nals and consider their parallel execution.

4 The concepts outlined here have some similarities with process algebra concepts. While reg-
ular runs reduced to the observable events are traces in CSP [30] or other process algebras,
deadlock runs are related to ideas of failures in CSP or refusals. In contrast to the presented
proposal, process algebra approaches abstract from states.
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Definition 3. For two automata M = (S, I, O, T, L, Q) and M ′ =
(S′, I ′, O′, T ′, L′, Q′) which are composable to each other (I ∩ I ′ = ∅ and
O ∩ O′ = ∅), we define their parallel composition denoted by M‖M ′ as the automaton
(S′′, I ′′, O′′, T ′′, L′′, Q′′) with S′′ = S ×S′, I ′′ = I ∪I ′, O′′ = O∪O′, Q′′ = Q×Q′,
and ((s1, s

′
1), A

′′, B′′, (s2, s
′
2)) ∈ T ′′ iff (s1, A, B, s2) ∈ T and (s′1, A

′, B′, s′2) ∈ T ′

exist with A′′ = A ∪ A′ and B′′ = B ∪ B′. Additionally, (A ∩ O′) = B′ and
(A′ ∩ O) = B must hold. S′′ and T ′′ are further adjusted to exclude all non reachable
state combinations and transitions. The labelling L′′ for (s, s′) ∈ S′′ is easily derived
as L′′((s, s′)) = L(s) ∪ L′(s′).

Informally, a transition in T ′′ is a combination of two transitions in each automaton iff
all required local inputs by the other side are matching ((A∩O′) = B′ and (A′ ∩O) =
B) and the non local input and output signals are simply the union of both automata.

2.3 Automata Refinement

Our restricted notion of components means that they are derived by refining the role
protocols from all the patterns they are participating in. Thus, we require an appropriate
notion for refinement which is essentially a restricted version of simulation which ad-
ditionally preserves reactivity. For two given automata we can define whether the first
is a refinement of the second as follows.

Definition 4. An automaton M = (S, I, O, T, L, Q) is a refinement of automaton
M ′ = (S′, I ′, O′, T ′, L′, Q′) (M  M ′) iff hold:

∀π = . . . s ∈ [M ]∃π′ = . . . s′ ∈ [M ′] : π|I/O = π′|I′/O′ ∧ L(s) = L′(s′) (1)

∀π = . . . s, A/B ∈ [M ]∃π = . . . s′, A/B ∈ [M ′] : π|I/O = π′|I′/O′ (2)

For each path in the refinement M equation 1 further ensures that a related path in
M ′ exists. Equation 2 further ensures that every deadlock path of M is also a possible
deadlock path for M ′. Therefore,  implies simulation (�).

2.4 Compositional Constraints

For our approach the interesting class of constraints is the constraints, which are pre-
served under refinement and composition with disjoint labeling.

Definition 5. A constraint φ is compositional iff for any automaton M1, M ′
1, and M2

with L(M2) ∩ L(φ) = ∅ holds

(M1 |= φ) ⇒ ((M1‖M2 |= φ) ∨ (M1‖M2 |= δ)) and (3)
((M1  M ′

1) ∧ (M ′
1 |= φ)) ⇒ (M1 |= φ) (4)

CTL formulas are preserved by the bisimulation equivalence relation, while ACTL for-
mulas are preserved by the simulation preorder (�) [13]. The presented refinement im-
plies simulation and thus preserves ACTL formulas also, but in contrast it additionally
preserves deadlock freedom:
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Lemma 1. For automaton M and M ′ with M  M ′ holds M ′ |= ¬δ ⇒ M |= ¬δ.

Proof. (sketch) Condition 1 ensures that for any s ∈ S at least one related s′ ∈ S′

exists with (s, s′) ∈ Ω. From M ′ deadlock free follows that s′ will have at least one
outgoing transition and due to condition 2 s also. Therefore, M is also deadlock free.

Invariants, upper and lower time-bounds, and ACTL formulas in general are constraints
which refer only to all possible paths. Thus using the fact that a refinement or com-
position with disjoint labeling sets only reduces the possible sequences of states with
identical labeling, they are compositional. That deadlock freedom is also compositional
follows by construction for condition 3 and Lemma 1 for condition 4.

Compositionality can thus be established for the properties required so far during
our studies such as deadlock freedom, upper bounds for the maximal delays of message
transports, lower bounds for the minimal delays of message transports, and invariants.
For example, the according CCTL formula with only A path quantifiers for a maximal
delay is for d the maximal delay, p1 the trigger condition, and p2 the required condition:
AG(¬p1 ∨ (AF [1,d] p2)). In contrast, temporal logic formulas that demand explicitly
that a specific state is eventually reached (abstracting from possible effects of non-
determinism) are not preserved.

2.5 Parallel Composition and Refinement

We also require that parallel composition preserves refinement.

Lemma 2. For any automaton M1 and an automaton M2 refining automaton M ′
2

(M2  M ′
2) holds M2  M ′

2 ⇒ (M1‖M2  M1‖M ′
2).

Proof. (sketch) For M1‖M ′
2 we can form the construction of the parallel composition

conclude that only path and deadlock path result which are also present in M1‖M2.
Therefore condition 1 and 2 must be fulfilled for M1‖M2 and M1‖M ′

2.

For a substitution of a restricted refinement that only adds disjoint I/O signals we further
have to prove that compositional constraints and deadlock freedom are preserved.

Lemma 3. For automaton M1, M2, and M ′
2 with M2 

I/O
M ′

2, I1 ∩ (O2 − O′
2) = ∅,

O1 ∩ (I2 − I ′2) = ∅, and L(M1) ∩ (L(M2) − L(M ′
2)) = ∅ and any compositional

constraint φ holds

(M1‖M ′
2 |= φ ∧ ¬δ) ⇒ (M1‖M2 |= φ ∧ ¬δ) (5)

Proof. Due to φ and ¬δ being compositional and Definition 5 we can for M ′′
2 =

M2|I′
2/O′

2/L(M ′
2) conclude that M1‖M ′′

2 |= φ ∧ ¬δ or M1‖M ′′
2 |= δ. Due to Lemma 1

and 2 we even have M1‖M ′′
2 |= φ∧¬δ. From I1∩(O2−O′

2) = ∅ and O1∩(I2−I ′2) = ∅
follows that M2 adds to M ′′

2 only I/O that does not interfere with M1 and thus M1‖M2
has the same reachable state set and transitions and thus M1‖M2 |= ¬δ. As φ is only
interpreted over states and the labeling is identical for L(φ) ⊆ L(M ′

2), φ must also
hold and thus condition 5 is proven.
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2.6 Incomplete Automata

When incrementally improving the accuracy of a behavioral model with respect to some
original, we can use the concept of a incomplete automaton.

Definition 6. An incomplete automaton is a 6-tuple M = (S, I, O, T, T , Q) with M =
(S, I, O, T, Q) an automaton and T ⊆ S × ℘(I) × ℘(O) denoting the known not
supported interactions. To ensure that T and T are consistent we require that

¬(∃s, A, B, s′ : (s, A, B, s′) ∈ T ∧ (s, A, B) ∈ T ).

The behavior is characterized by execution sequences called runs.

Definition 7. A regular run of an incomplete automaton is a sequence of states and
I/O π = s1, A1/B1, s2, . . . , where for each i ≥ 1 exists (si, Ai, Bi, si+1) ∈ T .
We in addition have deadlock runs which are a sequence of states and I/O π =
s1, A1/B1, s2, . . . sn, An/Bn, where for each 1 ≤ i ≤ n exists (si, Ai, Bi, si+1) ∈ T
and (sn, An, Bn) ∈ T . We write [M ] for the set of all regular and deadlock runs and
use π|I/O to restrict a run to an observable trace and π|S to denote the related state
sequence.

The definition of the runs highlights the fact that in an incomplete automaton deadlock
runs are only assumed when explicitly defined by T and not implicitly if no transition
is present in T .

A concrete automaton is deterministic if for any s, A, and B holds that
|{(s, A, B, s′) ∈ T }| ≤ 1. An incomplete automaton is deterministic if for any s,
A, and B holds that |{(s, A, B, s′) ∈ T } ∪ {(s, A, B) ∈ T}| ≤ 1.

Given an incomplete automaton, we can then describe a completion step as any ex-
tension of S, T or T which again results in an incomplete automaton. In a final step
an incomplete automata becomes complete, when for each possible interaction is either
forbidden by T or present in T :

∀s ∈ S, A ∈ ℘(I), B ∈ ℘(O) : (∃s′ ∈ S : (s, A, B, s′) ∈ T xor (s, A, B) ∈ T ).

2.7 Chaotic Automata and Closure

Taking the refinement notion of Definition 4, we can identify a maximal behavior (named
chaotic automaton) which is an abstraction of every possible behavior as it might accept
any sequence of inputs but may also deadlock for every possible interaction.

Definition 8. For given input and output sets I and O, the chaotic automaton Mc =
(Sc, I, O, Tc, Qc) is build as follows: The state set Sc = {sδ, s∀} contains two
distinct state, the transition set Tc = {(s∀, A, B, s∀)|A ∈ ℘(I), B ∈ ℘(O)} ∪
{(s∀, A, B, sδ)|A ∈ ℘(I), B ∈ ℘(O)}, and Qc = {sδ, s∀}.

The chaotic automaton specified in Definition 8 is depicted in Figure 35. We can see
that both state s∀ and sδ are possible initial states and that while sδ will block any

5 Note, we write in all figures and listings s all and s delta and not s∀ and sδ as the mathematical
notation is not supported by the used tool.
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s_delta

s_all *
*

Fig. 3. Maximal chaotic behavior: the chaotic automaton

interaction, s∀ will support any possible interaction (all possible input and output com-
binations are referred to here by ’*’).

If also a number of properties are relevant, we have to further have states s∀ and sδ

for every possible proposition subset P ′ of P . However, it is much more efficient to
instead label s∀ and sδ with a new proposition p′ and replace for all propositions p ∈ P
all occurrences of p by (p ∨ p′) as well as occurrences of ¬p by (¬p ∨ p′).

If we are interested in a safe abstraction, a special kind of completion is the chaotic
completion where all defined behavior result in arbitrary chaotic behavior.

Definition 9. Given an incomplete automaton M = (S, I, O, T, T , Q) we derive the
related chaotic closure automaton M ′ = (S′, I, O, T ′, Q′) as follows:

1. double the state set and include the chaotic automaton (S′ = (S × {0}) � (S ×
{1}) � Sc) and

2. adjust the transition set to the doubling such that all not spec-
ified interactions either are not supported or lead to the added
chaotic automaton (T ′ = {((s, 0), A, B, (s′, 0)|(s, A, B, s′) ∈ T } �
{((s, 0), A, B, (s′, 1)|(s, A, B, s′) ∈ T } � {((s, 1), A, B, (s′, 0)|(s, A, B, s′) ∈
T } � {((s, 1), A, B, (s′, 1)|(s, A, B, s′) ∈ T } � {((s, 1), A, B, s∀)|s ∈ S, a ∈
℘(I), B ∈ ℘(O), (s, A, B) �∈ T} � {((s, 1), A, B, sδ)|s ∈ S, a ∈ ℘(I), B ∈
℘(O), (s, A, B) �∈ T} � Tc.

We denote the chaotic closure of M as chaos(M).

In this construction Q′ = {(s, 0)|s ∈ Q} � {(s, 1) ∈ Q}. The states (s, 0) are those
representing the case that no further extension is assumed which might thus result in a
deadlock, while the states (s, 1) are those representing the case that all possible further
extensions are assumed which therefore lead to chaos (which is represent by sδ and s∀).

Note that this chaotic behavior is highly non-deterministic while the real legacy com-
ponent behavior is required to be deterministic.

2.8 Observation Conformance and Refinement

Definition 10. The incomplete automaton M is observation conforming concerning an
automaton Mr iff [M ] ⊆ [Mr].

Note that the defined notion of observation includes states in our case, while in a stan-
dard setting we would only consider the path.

Theorem 1. If M is an observation conforming incomplete automaton concerning a
concrete deterministic component implementation Mr, it holds that Mr  chaos(M).
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Proof. Condition 1 for refinement follows directly from [M ] ⊆ [Mr] as we let sδ and
s∀ fulfil all positive and negative propositions (by modifying the formulas accordingly).
Condition 2 is fulfilled as the chaotic closure guarantees by construction only additional
behavior which can always also result in a deadlock. �

3 Initial Behavior Synthesis

Given a concrete context M c
r with abstract model M c

a that refines the concrete context
(M c

r  M c
a) and a concrete component implementation Mr with hidden internal details

(legacy component), the basic question we want to check is whether a given property φ
as well as deadlock freedom (¬δ) holds. We are in particular interested in a guarantee
that both properties hold or a counterexample witnessing that they do not hold. How-
ever, usually Mr cannot be employed to traverse the whole state space as the state space
of the system M c

a‖Mr is too large to directly address this question.
To overcome this problem we suggest to build a series M i

a of abstractions of Mr

which are all safe when it comes to verification but become more and more accurate
such that finally we can use them to conclude either that the integration works correctly
or not.

Mr  M i
a (∀i ≥ 0). (6)

We thus start with synthesizing a model of the legacy component behavior based on
the known structural interface description. While the interface description can be taken
from the context or reverse-engineered straightforwardly from the legacy component,
deriving an upper bound on the relevant legacy component states can become more
complicated. The crucial criterion for a valid state abstraction is that for all possible
inputs/outputs the state reached must be the same.

In a first step we simply build M0
a using the available information about the interface

of Mr. We simply build an M0
l by determining the initial state s0 of Mr and derive an

automaton M0
l = ({s0, I, I, ∅, {so}). We can then use the chaotic closure to derive our

first safe approximation: M0
a = chaos(M0

l ). Due to Theorem 1 we then know that M0
a

is a safe abstraction from Mr (Mr  M0
a ).

Lemma 4. For the initial model M0
a = chaos(M0

l ) for M0
l build for the initial state

s0 of Mr as the automaton M0
l = ({s0, I, I, ∅, {so}) holds Mr  M0

a .

Proof. Due to Theorem 1 we can conclude that M0
a is a safe abstraction from Mr as

M0
l is observation conforming to Mr. �

In Figure 4(a) the initial trival automaton is depicted. The automaton consists of an
initial state (depicted as a double circle) and the first state noConvoy::default which is
connected via a transition with the initial state.

The automaton which results when the chaotic closure is applied to the trivial in-
complete automaton depicted in Figure 4(a) which only captures the known initial state
noConvoy::default is depicted in Figure 4(b). We can see how this initial state has been
doubled and that one of these two states is connected via any possible interaction with
both chaotic states s∀ and sδ (all possible input and output combinations are referred to
here by ’*’).
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(a)
noConvoy::default

(b)

noConvoy:default s_delta

s_allnoConvoy::default *

*

*

Fig. 4. Trivial initial implicit automaton encoding the known initial state (4(a)) and Initial behav-
ior of a legacy component (4(b))

convoy::break convoy::default

noConvoy::answer
noConvoy::default

breakConvoyRejected!

breakConvoy!
breakConvoyProposal?

startConvoy!

convoyProposalRejected!

convoyProposal?

Fig. 5. Known behavior of context

In Figure 5 the known behavior of the context, the frontrole, is depicted. The automa-
ton starts in the noConvoy state. The automaton remains in the state until the frontRole
receives the convoyProposal message. Thereafter the automaton switches to the answer
state. In this state, the automaton non-deterministically decides to reject the convoy
(convoyProposalRejected) or to start the convoy (startConvoy). In the latter case the
automaton switches to the convoy state and remains there until a breakConvoyProposal
message is received. The automaton decides to reject or accept this message.

4 Iterative Behavior Synthesis

On the basis of the initial behavior synthesis, we describe in this section our approach
of iterative behavior synthesis. First, we start with checking if the given properties hold
for the initial synthesized behavior. If a counterexample exists, we proceed with testing
based on that counterexample. While testing we monitor the legacy system. The moni-
tored trace is used for learning the behavior. The new synthesized behavior is then the
start point for the next iteration.

4.1 Formal Verification Step

The iterative behavior synthesis starts with checking for the abstraction derived from
initial behavior synthesis (cf. Section 3), whether a counterexample for the required
property φ exists. We therefore check for i ≥ 0

M c
a‖M i

a |= φ ∧ ¬δ. (7)

If the check succeeded, we have indeed proven that the property must also hold for
M c

a‖Mr and M c
r ‖Mr.
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Lemma 5. Given a concrete context M c
r with abstract model M c

a and a concrete com-
ponent implementation Mr with derived abstraction M i

a such that the concrete context
refines the abstract context (M c

r  M c
a) and that the abstraction is valid (Mr  M i

a) it
holds for any compositional property φ:

M c
a‖M i

a |= φ ⇒ M c
r‖Mr |= φ. (8)

Proof. As refinement () is a precongruence for parallel composition (‖) and M c
r 

M c
a, we can conclude that M c

r ‖M i
a  M c

a‖M i
a must hold. Similarly, having Mr  M i

a

we thus have M c
r‖Mr  M c

a‖M i
a. As refinement preserves property φ, we thus can

starting with M c
a‖M i

a |= φ conclude that M c
r‖Mr |= φ must hold. �

If, however, the check did no succeed, we will have a counterexample in the form of
a path π for M c

a‖M i
a which is a witness that φ is not true for the abstraction. This

counterexample restricted to M i
a is then used to test the legacy component.

Listing 1.1. Initial counterexample

shuttle1.noConvoy, shuttle2.s_all,
shuttle2.convoyProposal!, shuttle1.convoyProposal?
shuttle1.answer, shuttle2.wait,
shuttle1.convoyProposalRejected!, shuttle2.convoyProposalRejected?
shuttle1.noConvoy, shuttle2.s_all
shuttle2.convoyProposal!, shuttle1.convoyProposal?
shuttle1.answer, shuttle2.wait
shuttle1.startConvoy!, shuttle2.startConvoy?
shuttle1.convoy, shuttle2.s_all
shuttle2.breakConvoyProposal!, shuttle1.breakConvoyProposal?
shuttle1.break, shuttle2.s_delta

In Listing 1.1 the counterexample of the first check is shown. The counterexample
is a relatively long run. First, the closure sends a convoyProposal to the context. After-
wards, the context sends a convoyProposalReject. Then, the closure sends once again
a convoyProposal and the context decides to build a convoy by sending a startConvoy.
After building the convoy, the context tries to break the convoy but the closure goes in
sδ state and a deadlock is manifested.

4.2 Testing Step

If the test reveals that the path π is also possible in the concrete system, we can conclude
that we have found a real integration problem.

Lemma 6. Given a concrete context M c
r with abstract model M c

a and a concrete com-
ponent implementation Mr with derived abstraction M i

a such that the concrete context
refines the abstract context (M c

r  M c
a) and that the abstraction is valid (Mr  M0

a )
it holds:

(
M c

a‖M i
a, π �|= φ ∧ π ∈ M c

r ‖Mr

)
⇒ M c

r‖Mr �|= φ (9)

Proof. As π is a witness of ¬φ and φ is a run of M c
r ‖Mr we can conclude that

M c
r‖Mr �|= φ must hold. �
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If we use our trick to weaken the properties rather than using a chaotic closure which
distinguishes all possible subsets of the atomic properties P , it seems that we have
to evaluate φ on M c

r ‖Mr, π to check that the counterexample is a real one. As this
could only happen when π visits states in the chaotic closure (s∀ or sδ) it is guaranteed
that in these cases π is not really a possible run of M c

r ‖Mr as the concrete state will
never include states of the chaotic closure. It is to be noted we assume that for runs
the encoding (s, i) with i ∈ {0, 1} is considered equivalent to s and therefore runs
which are only visiting these states can be mapped to runs in the legacy component and
therefore result in uncover real counterexamples.

If the run cannot be found when testing the legacy component, we can use the ob-
served difference between π and the really observed behavior π′ to derive an improved
M i+1

a .
In our example, if we test the legacy component based on the counterexample shown

in the last Section with the techniques described in Section 5, we monitor the trace
shown in Listing 1.2. As described in the next Section when testing the legacy com-
ponent, we only monitor relevant events for deterministic replay. Hence, we monitor
only the outgoing message convoyProposal at port rearRole and the incoming message
convoyProposalRejected at the same port. If we look in more detail at the behavior
while deterministically replay the legacy component with all relevant instrumentation
for monitoring additionally the states and timing, the trace shows a conflict with ex-
pected behavior based on the initial counterexample (cf. Listing 1.3). In the next Sec-
tion, we will shown, how conflict is manifested while checking the synthesized behavior
based on the monitored traces.

Listing 1.2. Monitored relevant events for deterministic replay: blocking state

[Message] name="convoyProposal", portName="rearRole", type="outgoing"
[Message] name="convoyProposalRejected", portName="rearRole", type=incoming

Listing 1.3. Monitoring all relevant events: blocking state

[CurrentState] name="noConvoy"
[Message] name="convoyProposal", portName="rearRole", type="outgoing"
[Timing] count=1
[CurrentState] name="convoy",
[Message] name="convoyProposalRejected", portName="rearRole", type=incoming

4.3 Learning Step

In this learning step we employ the observed difference between π and the really
observed behavior π′ to derive an improved M i+1

l . Then we derive M i+1
a again as

chaos(M i+1
l ) and have due to Theorem 1 by construction:

Mr  M i+1
a , (10)

as π′ is an observable behavior of Mr and all other behavior still present in M i+1
l is

already present in M i
l .
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For learning we have to distinguish two cases. First, a previously unobserved behav-
ior π′ has been recorded. We can then do the learning as follows:

Definition 11. Given a deterministic incomplete automaton M = (S, I, O, T, T , Q)
and a regular run π, we derive the deterministic incomplete automaton M ′ =
(S′, I, O, T ′, T , Q′) which results from learning π (denoted by learn(M, π)) as fol-
lows: S′ = S ∪ {s �∈ S|π = . . . s . . . }, T ′ = T ∪ {(s, A, B, s′) �∈ T |π =
. . . s(A, B)s′ . . . }, and Q′ = Q ∪ {s �∈ Q|π = s . . . }.

A second case is present, when the test was blocked. In this case we have a deadlock
run π of the form . . . s(A, B) where (A, B) has been blocked in state s. Learning will
then work as follows.

Definition 12. Given a deterministic incomplete automaton M = (S, I, O, T, T , Q)
and a deadlock run π = . . . s(A, B) where the last interaction was blocked, we derive
the deterministic incomplete automaton M ′ = (S, I, O, T, T

′
, Q) which results from

learning π (denoted by learn(M, π)) as follows: T
′
= T ∪ {(s, A, B)}.

In both cases a learned behavior results in a safe abstraction, as shown in the following
lemmata.

Lemma 7. Given a concrete context M c
r with abstract model M c

a and a concrete com-
ponent implementation Mr with derived abstraction M i

a such that the concrete context
refines the abstract context (M c

r  M c
a) and that the behavior learned so far is valid

(M0
a is observation conforming to Mr) holds for any possible run π of M c

r‖Mr:

Mr  M i+1
a for M i+1

a = chaos(learn(M i
l , π)). (11)

Proof. It follows form the construction that learn(M i
l , π) is like M i

l observation con-
forming to Mr. Due to Theorem 1 refinement for chaos(learn(M i

l , π
′)) follows. �

In order to be able to employ a trace to improve our abstraction, we only require that the
implementation Mr is deterministic while M i

a might include non-determinism. This is,
however, no real limitation, as in the domain of safety-critical systems we will build
components such that any non-determinism or pseudo non-determinism is excluded.

In our example, we have synthesized the automaton shown in Figure 6. First, the
legacy component is in a noConvoy state. When sending the covnoyProposal message,
the legacy component switches in state convoy.

4.4 Multiple Iterations

With the outlined procedure we can systematically derive a series of abstraction M0
a ,

M1
a , . . . , Mn

a such that we stepwise improve our knowledge about the legacy compo-
nent Mr. In contrast to other approaches for learning this series guarantees always re-
finement such that we can stop our efforts if a first n has been found with M c

a‖Mn
a |= φ

noConvoy

convoy

convoyProposal!

Fig. 6. Synthesized behavior: conflict with environment
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as this implies that φ also holds for the real system (M c
r‖Mr |= φ). If in contrast we

reach an n where the related counterexample πn can also be detected in the real imple-
mentation M c

r‖Mr and thus the counterexample is also one for the implementation.

Theorem 2. Given a concrete context M c
r with abstract model M c

a such that the con-
crete context refines the concrete context (M c

r  M c
a) and a concrete component im-

plementation Mr with derived series of abstractions {M i
a|0 ≤ i ≤ n} constructed as

outlined in Lemma 7, we can decide whether a property φ holds for M c
r ‖Mr or continue

the series.

Proof. (sketch)
We can show that M i

l is observation conforming to Mr∀0 ≤ i ≤ n via induction. The
first step of the induction is: Lemma 4 provides the guarantee that we will always at
least have one first element M0

l in the series. Thus we can assume the condition for
n = 0. In the induction step we show that if the series can be continued for i, Lemma 7
guarantees the condition also holds for i + 1.

If we cannot continue the series, we either have proven φ for M c
a‖Mn

a or the coun-
terexample πn is also present for M c

r‖Mr. In the former case du to Lemma 5 we have
proven the property φ for M c

r ‖Mr. In the latter, Lemma 6 allows us to conclude that
the property φ is also violated by M c

r‖Mr.
Thus, we can either continue the series or prove respectively disprove the

property φ. �

For finite state legacy components, we can even guarantee termination of this process.
Assuming a finite number of states and transitions as well as deterministic behavior
of the legacy component, every time where the counterexample could not be observed
during testing, we will replace chaotic behavior by previously unknown states or tran-
sitions. Therefore, the number of not already captured states and transitions is strict
monotonically decreasing with each iteration round. As it cannot fall below zero, the
iterative process will thus terminate.

Based on the synthesized behavior shown in Figure 6, we build a closure and check
it with the context. Listing 1.4 shows the counterexample. The property A[] not (rear-
Role.Convoy and frontRole.noConvoy) is violated. The trace shows, that the violation is
only in the synthesized part of the model and therefore, we have a proof that the legacy
component is in conflict with context! This example shows, that our approach supports
a fast conflict detection.

Listing 1.4. Counterexample with conflict in synthesized behavior

shuttle1.noConvoy, shuttle2.noConvoy
shuttle2.convoyProposal!), shuttle1.convoyProposal?
shuttle1.answer, shuttle2.convoy

The approach supports besides possible fast conflict detection a systematic/automatic
way of testing all relevant input combination of the context with respect to the specifica-
tion (properties). The input for testing is the same as shown in the conflicting example
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(cf. Listing 1.1). The monitoring trace shows, that all interactions are performed by the
legacy component with respect to the test input. The synthesized behavior, shown in
Figure 7 confirm this observation. When checking the synthesized behavior containing
the closure, a deadlock is manifested in the closure and not only in the synthesized part
of the behavior. Hence, we will get a counterexample, which we can use as test input
for the next step.

Listing 1.5. Succesful learning step: monitoring all relevant events

[CurrentState] name="noConvoy::default"
[Message] name="convoyProposal", portName="rearRole", type="outgoing"
[Timing] count=1
[CurrentState] name="noConvoy::wait"
[Message] name="convoyProposalRejected", portName="rearRole", type=incoming
[Timing] count=2
[CurrentState] name="noConvoy"
[Message] name="convoyProposal", portName="rearRole", type="outgoing"
[Timing] count=3
[CurrentState] name="noConvoy::wait"
[Message] name="startConvoy", portName="rearRole", type=incoming
[Timing] count=4
[CurrentState] name="convoy"

convoy

noConvoy

wait

convoyProposalRejected?

startConvoy?

convoyProposal!

Fig. 7. Correct synthesized behavior w.r.t. context

5 Counterexample Based Testing

As shown in the previous sections, we can check via testing whether π is also a possible
path for M c

r‖Mr. If this is the case we have indeed found a witness that M c
r ‖Mr |= φ

does not hold on the one hand and on the other hand we can use the π for extending our
knowledge of the legacy component.

As proposed in [23], we can use a set of counterexamples of a model checker to
generate test traces for our model. In general this is achieved by passing a constraint
in the form of a temporal logic formula to the model checker that is known not to be
satisfied by the model. The model checker returns an error trace leading to the part of the
model that violates the constraint. This trace π is used to compute initial and final values
for a test case. In our special case here, a specific counterexample is generated if the
synthesized behavior is in conflict with the environment with respect to the properties
of the environment or the interaction between the environment and the legacy system.
Hence, we can take this counterexample to check whether π is also a possible path for
M c

r‖Mr.
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The test case is directly derived from the counterexample. While executing the sys-
tem with the test cases, we need to observe relevant events of the system to synthesize
the behavior. Relevant information are the state, messages, and the time when a mes-
sage is received/send or a state is changed (see Definition 1 and [34]). To observe these
events, we need some white box information of the system.

In the case of software monitoring, instrumentation of the source code is needed to
observe the relevant events. For safety critical systems, a hugh amount data is needed.
This includes all timing, all external events (messages), and all scheduling events like
thread switches. During the early development phases, where the software is executed
on a host system, this is typically not a problem. During the later development phases,
however, the lack of resources on a target system can result in severe problems. Due to
this limitation probes for monitoring relevant events must often be removed or strictly
limited for the later development phases. These different probes can then result in dif-
ferent operation times and timing and thus in different behavior. This effect is called the
probe effect [42].

Because monitoring is often relevant during the whole life cycle of embedded sys-
tems, a popular technique is minimizing the relevant events and keeping the probes up
during development and operation (cf. [16] and [19]).

We will use our platform independent deterministic replay approach [22] which min-
imizes the relevant events. In a first step, we (can) execute the system in the real environ-
ment and monitor only the relevant information for deterministic replay e.g, the incom-
ing/outgoing messages and the period number when the messages were received/send
(see Listing 1.2). In a second step, we reproduce the execution deterministically by the
recorded data of the first step. We (can) add further instrumentation, which have no
effects on the execution, to get the information of the relevant events for the behavior
synthesize. These are especially the required state information (see Listing 1.3).

6 Related Work

Related to our approach are on the one hand side regular inference approaches and on
the other hand model abstraction approaches for formal verification purposes. We first
discuss the regular inference approaches.

Regular Inference
In regular inference systems are viewed as black boxes. It is assumed that the consid-
ered black box system can be modeled by a deterministic finite automaton (DFA). The
problem is than, to identify the regular language L(M) of the black system M. Learn-
ing algorithms are used to identify the regular language. A Learner, who initially knows
only the alphabet Σ∗ about M, is trying to learn L(M) by asking queries to a Teacher
and an Oracle. L(M) is learned by membership queries which asks the Teacher whether
a string w ∈ Σ∗ is in L(M). Further, an equivalence query is required to ask the Oracle
whether the hypothesized (learned) DFA A is correct (L(A) = L(M)). The Oracle an-
swers yes if A is correct, or else supply an counterexample. Typically, the Learner asks
a sequence of membership queries and build a hypothesized automaton using the ob-
served answers. When the Learner determines that the hypothesized behavior is stable
an equivalence query is used to find out whether the behavior is correct. If the query is
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successful the Learner has succeeded, otherwise the returned counterexample is used to
revise A and perform further membership queries until deriving the next hypothesized
automaton, and so forth.

Angluin’s Algorithm. The most widely recognized regular inference algorithm is L∗ de-
veloped by Angluin [1]. The algorithm organizes the information obtained from queries
and answers in a so called observation table. The observation table regards each string
as consisting of a prefix and a suffix. The prefixes are indices of rows and the suffixes
indices of columns in the table. A prefix is a string which leads to a state in the system,
and a suffix is used to distinguish prefixes that lead to different states from another. The
complexity of the L∗ algorithm is as follows. The upper bound on the number of equiv-
alence queries is n (n is the number of states of M). The upper bound on the number of
membership queries is O(|Σ|n2m).

Domain Specific Approaches. A number of approaches exist, which are based on
Angluin’s [1] learning algorithm. Some approaches, like [5], extend the algorithm of
Angluin to get better runtime behavior in specific applications or domains. Other ap-
proaches use Angluin’s algorithm and add technologies like testing or verification.

Hungar et al. [33,32,46,40,41] optimizes Angluin’s algorithm by domain specific
information, like the utilization of a deterministic system. They reduce the number of
membership queries.

Li and Shahbaz et al. presents in [37,36,45] an approach which use testing to learn
parameterized state machines. This approach is based on Angluin’s algorithm. First a
unit test for each component is executed. Then, the components are integrated. Based
on the synthesized models tests are generated.

Berg et al. presents in [6] an approach which also tries to regular inference state
machines with parameters. They have adopted Angluin’s L∗ algorithm to work more
efficiently on a particular class of systems. They optimizes the approach in that they
infer, for each state, a partitioning of input symbols into equivalence classes, under the
hypothesis that all input symbols in an equivalence class have the same effect on the
state machine.

The presented approaches in [2,14,20] are based on an automaton model of the sys-
tem/component. Based on that model and a specification, they learn the required as-
sumption to guarantee the specification.

A technique to model check a black box is presented by Peled et al. in [43] by com-
bining regular inference and model checking. The idea of combining the two techniques
is further elaborated to a method called adaptive model checking [27,28]. In [18] this
approach is further extended to grey box checking. The authors assume that some parts
of the system are known. These approaches have the possibility to find an error with
respect to given properties while learning the model.

Grinchtein et al. presents in [26] an approach which extends the inference algorithm
of Angluin and others to the setting of timed systems. More precisely they consider
systems which can be described by a timed automaton.

Equivalence Check. In regular inference an equivalence oracle is required as introduced
in this section. The oracle confirm that the suggested conjecture is correct or provide
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a counterexample. Two techniques provide an automatic approach for getting an coun-
terexample, monitoring and conformance testing. The approaches based on monitoring
affect the complexity of the regular inference algorithm negatively. As conformance
testing provides a systematic way of achieving an answer to an equivalence query, it is
mostly used [3]. Like [27] most conformance test approaches are based on Vasilevski
and Chow [47,11]. According to Vasilevski, an upper bound for the total length of a
test sequences suite is O(k2l|Σ|l−k+1). Hence, it is exponential in the difference be-
tween the number of states of the system and the hypothesis. A common assumption
for conformance testing is that A has at most as many states as M [4].

Conclusion. In principle, all approaches based on Angluin require an equivalence check
and the synthesized behavior is an under approximation of the legacy component. Also
other learning approaches like [17] use an under approximation. Despite [27], most ap-
proaches rather try to synthesize the whole behavior and than finding conflicting situa-
tions. However, our approach considers especially the collaboration (context) between
the environment and the legacy component. Thus, the whole behavior of the legacy
system is not required but only the relevant part for the collaboration. As we have as
starting point an over approximation, we did not require an equivalence check. Further,
we check at every learning step the correctness of the model.

Abstraction
Abstraction is an important technique for handling the state explosion problem of model
checking. Counterexamples are often used to refine an abstract model. The upper ap-
proximation is refined, if some behavior in the approximation which is not present in the
original model is the cause of a counterexample. When this happens, it is necessary to
refine the abstraction so that the behavior which caused the erroneous counterexample
is eliminated. Based on white box knowledge like the program variables, the approach
is to find a model of the system with a good abstraction to reduce verification efforts.
First, it is started with an over-approximation of states (states are reduced to one). Then,
the model is refined as long as erroneous counterexamples are eliminated. A number of
approaches are investigating this problem, like [35,38,12].

These approaches are based on white box information. Hence, no tests are required
and these approaches requires not to consider the possible alphabet of the system, which
is the basis for an black box approach. An interaction to the environment of the system,
e.g. in the form of a context, is not considered, too.

7 Conclusion and Future Work

In this paper we presented a scheme on how the correct embedding of legacy compo-
nents can be tackled by a combination of compositional formal verification and test-
ing. An initial behavioral model is derived from the existing interface description and
minimal additional information about the possible states of a legacy component using
reverse engineering. This behavioral model is subsequently improved using formal ver-
ification techniques to systematically generate test for the legacy component. The tests
are then enriched using our deterministic replay capabilities for components such that
they can be exploited to improve the behavioral model. While verification permits to
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completely cover the inherently subtle interaction of the distributed real-time compo-
nents, local testing of the components guided by the verification results is employed to
derive the refined behavioral models.

A serious limitation of the presented results is the limitation to a single legacy com-
ponent. The approach can, however, be extended to multiple legacy components, by
using the parallel combination of multiple behavioral models. The iterative synthesis
will then improve all these models in parallel. While theoretically possible, we can cur-
rently provide no experience whether such a parallel learning is beneficial and useful for
multiple legacy components. Our expectation that it depends on the degree in which the
known context restricts their interaction which determines which benefits our approach
may show also for this more advanced integration problems.

We also have to admit that the approach has currently been evaluated only for a very
small example. We therefore plan to apply it at a larger scale. The employed learning
strategy still provides several options for optimization. At first, the interplay between the
formal verification and the test could be improved when a number of counterexample
instead only single one could be derived from the model checker. Another improvement
seems possible when specific strategies in model checkers to derive counterexamples
(e.g., the shortest one) are considered.
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