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Preface

Delegates and friends, we are very pleased to extend to you a warm welcome
to this, the 12th International Conference on Knowledge-Based and Intelligent
Information and Engineering Systems organised by the Faculty of Electrical
Engineering and Computing at the University of Zagreb, in association with
KES International.

For over a decade, KES International has provided an annual wide-spectrum
intelligent systems conference for the applied artificial intelligence research com-
munity. Having originated in Australia and been held there during 1997–99, the
conference visited the UK in 2000, Japan in 2001, Italy in 2002, the UK in 2003,
New Zealand in 2004, Australia in 2005, the UK in 2006, Italy in 2007, and
now in Zagreb, Croatia in 2008. It is planned that KES 2009 will be held in
Santiago, Chile before returning to the UK in 2010. The KES conference is ma-
ture and regularly attracts several hundred delegates. As it encompasses a broad
range of intelligent systems topics, it provides delegates with an opportunity to
mix with researchers from other groups and learn from them. The conference is
linked to the International Journal of Intelligent and Knowledge-Based Systems,
published by IOS Press under KES editorship. Extended and enhanced versions
of the best papers presented at the KES conference may be published in the
Journal.

In addition to the annual wide-range intelligent systems conference, KES has
run successful symposia in several specific areas of the discipline. Agents and
Multi-Agent Systems is a popular area of research. The first KES symposium on
Agents and Multi-Agent Systems took place in 2007 in Wroclaw, Poland (KES-
AMSTA 2007) followed in 2008 by a second in Incheon, Korea (KES-AMSTA
2008). The third in the series is planned to be held in the historic city of Uppsala
in Sweden (June 3–5, 2009). Intelligent Multi-Media is a second area of focus
for KES. The first KES symposium on Intelligent and Interactive Multi-Media
Systems and Services (KES IIMSS 2008) will be held in Athens, Greece, in 2008,
followed by a second in Venice, Italy, in 2009 (dates to be notified). A third area
of interest supported by KES is Intelligent Decision Support Technologies, and
the first KES symposium on this subject (KES IDT 2009) is planned for Hyogo
in Japan for next year (April 23–25, 2009). Over time, each of these areas will
be supported by a KES focus group of researchers interested in the topic, and
if appropriate, by a journal. To this end, the International Journal of Intelligent
Decision Support Technologies is published by IOS Press under the editorship
of a developing KES IDT focus group.

For the future we have plans and a vision for KES. Firstly, we describe the
plans.

We plan to maintain and increase the quality of KES publications. The KES
quality principle is that we do not seek to expand KES activities by publishing
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inferior papers. However, equally, we do not believe it serves authors or the re-
search community to reject good papers on the basis of an arbitrary acceptance /
rejection ratio. Hence papers for KES conferences and symposia, and the KES
Journal, will be rigorously reviewed by experts in the field, and published only if
they are of a sufficiently high level, judged by international research standards.

We will further develop KES focus groups, and where appropriate, we will
adopt journals and symposia, where this supports and helps us maintain our
quality principle.

We introduced the concept of KES membership several years ago to provide
returning KES delegates with discounted conference fees. We plan to supplement
the benefits of KES membership by launching a profile page system, such that
every KES member will have their own profile page on the KES web site, and be
able to upload a description of themselves, their research interests and activities.
The member site will act as a contact point for KES members with common
interests and a potential channel to companies interested in members’ research.

Printing technology is changing and this will have an effect on publishers
and publications. We are conducting trials with rapid publication technology
that makes it possible to print individual copies of a book on demand. The KES
Rapid Research Results book series will make it convenient to publish books
appealing to niche markets, for example specialised areas of research, in a way
that would not have been economic before.

Many KES members and supporters have research interests outside intelli-
gent systems. In fact, intelligent systems may just be a tool used for an ap-
plication which is the main interest. A significant number of those involved in
KES have interests in environmental matters. In 2009, KES will address the
issue of sustainability and renewable energy through its first conference in this
area, Sustainability in Energy and Buildings (SEB 2009), which will be held in
Brighton, UK, April 30–May 1, 2009. SEB 2009 will address a broad spectrum of
sustainability issues relating to renewable energy and the efficient use of energy
in domestic and commercial buildings. Papers on the application of intelligent
systems to sustainability issues will be welcome. However, it will not be compul-
sory that papers for SEB 2009 have significant intelligent systems content (as is
a criterion for other KES conferences and symposia).

In addition to the firm plans for KES there is a longer term vision. In the
time that it has been in existence, KES International has evolved from being
the organiser of just a single annual conference, to a provider of an expanding
portfolio of support functions for the research community. Undoubtedly, KES
will continue to develop and enhance its knowledge transfer activities. The KES
community consists of several thousand members, and potentially it could play
a significant role in generating synergy and facilitating international research
co-operation. A long term vision for KES is for it to evolve into an international
academy providing the means for its members to perform international collabo-
rative research projects. At the moment we do not have the means to turn this
vision into a reality, but we will work towards this aim.
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The annual KES conference continues to be a major feature of the KES
organisation, and KES 2008 will continue the tradition of excellence in KES
conferences.

The papers for KES 2008 were submitted either to Invited Sessions, chaired
and organised by respected experts in their fields, or to General Sessions, man-
aged by Track Chairs. Each paper was thoroughly reviewed by two members
of the International Review Committee, and also inspected by a Track Chair
or Invited Session Chair. A decision about whether to publish the paper was
made, based on the KES quality principle described above. If the paper was
judged to be of high enough quality to be accepted, the Programme Committee
then decided on oral or poster presentation, based on the subject and content
of the paper. All papers at KES 2008 are considered to be of equal weight and
importance, no matter whether they were oral or poster presentations. This has
resulted in the 316 high-quality papers included in these proceedings.

Thanks are due to the very many people who have given their time and
goodwill freely to make the conference a success.

We would like to thank the KES 2008 International Programme Committee
for their help and advice, and also the International Review Committee, who
were essential in providing their reviews of the papers. We are very grateful for
this service, without which the conference would not have been possible. We
thank the high-profile keynote speakers for providing interesting expert talks to
inform and inspire subsequent discussions.

An important feature of KES conferences is the Invited Session Programme.
Invited Sessions give both young and established researchers an opportunity to
organise and chair a set of papers on a specific topic, presented as a themed
session. In this way, new topics at the leading edge of intelligent systems can be
presented to interested delegates. This mechanism for feeding new ideas into the
research community is very valuable. We thank the Invited Session Chairs who
have contributed in this way.

The conference administrators, and the local organising committee, have all
worked extremely hard to bring the conference to a high level of organisation.
In this context, we would like to thank Mario Kusek, Kresimir Jurasovic, Igor
Ljubi, Ana Petric, Vedran Podobnik and Jasna Slavinic (University of Zagreb,
Croatia); Peter Cushion, Nicola Pinkney and Antony Wood (KES Operations,
UK).

A vital contribution was made by the authors, presenters and delegates with-
out whom the conference could not have taken place. So finally, but by no means
least, we thank them for their involvement.

June 2008 Bob Howlett
Ignac Lovrek
Lakhmi Jain
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Abstract. This paper discusses design of flexible manufacturing systems 
(FMSs) in one or multiple rows. Evolutionary computation, particularly genetic 
algorithms (GAs) proved to be successful in search of optimal solution for this 
type of problems. The model of solution, the most suitable way of coding the 
solutions into the organisms and the selected evolutionary and genetic operators 
are presented. In this connection, the most favourable number of rows and the 
sequence of devices in the individual row are established by means of genetic 
algorithms (GAs). In the end the test results of the application made and the 
analysis are discussed. 

Keywords: flexible manufacturing system, genetic algorithms, design. 

1   Introduction 

Some years ago, when the concept of the FMS appeared for the first time, it was 
commercially successful in spite of successful applications. The idea was revolution-
ary and slightly ahead of time. At that time the production companies were not yet in 
position to apply organizationally and technically the FMS to their class of products. 
While the FMS almost ceased to be spoken of, the development went on and the idea 
reappeared this time as a consequence of evolution of hardware and software. More-
over, when designing the FMS the material, tool and information flows are met, 
which must be controlled best possible so that the system can ensure highly efficient 
operation. This paper is concerned about searching for optimum placing of devices 
and machines that the handling costs of the material, semi-finished products and 
products within the system are lowest possible. 

The first section of the paper presents the problem of design the FMS. The second 
section introduces the FMS and its specific properties with respect to transport and 
design. The third section briefs the reader on the model proposed and on the GA 
method used in our work. The fourth section summarizes the results obtained by the 
model. The discussion and the concluding findings follow. 

2   Problem of Layout of Devices in FMS 

Optimum arrangement of devices and machines in the FMS is one of the basic re-
quirements in design process of the FMS. Good design of such system is a basis for 
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its efficient operation and for low operating costs [1]. This is especially true in the 
case of large FMS [2]. The manner of arranging of working devices largely depends 
on the type of production [3] and the used transport system. It was estimated that 20% 
to 50% of the manufacturing costs are due to handling of work pieces; by a good 
arrangement of devices it is possible to reduce the manufacturing costs for 10% to 
30% [4]. Some other authors report even higher percentage of material handling based 
costs, for example Chiang and Kouvelis report that 30-70% of total manufacturing 
costs may be attributed to materials handling and layout [5]. Therefore, already in an 
early stage of designing of the FMS it is necessary to have an idea of the efficient 
layout of the devices. 

However, FMS have somewhat different requirements for transport than the other 
manufacturing systems. Heragu and Kusiak pointed out the fact that the FMS differ 
from the conventional production systems [6]; the FMS include the devices and the 
machines which usually do not have identical dimensions and also the distances be-
tween the individual devices are not firmly determined [6]. Therefore it is not possible 
to determine in advance the locations and then to place the devices on them. Due to 
those facts it is practically impossible in the FMS to locate the working device and 
workplaces by methods based on the principle “one place one device”. Design of 
FMS is problem of arrangement of unequally large devices. Therefore, only the meth-
ods for arranging differently large devices can be used. Generally, unequal-area lay-
out problems are more difficult to solve than equal-area layout problems, primarily 
because unequal-area layout problems introduce additional constraints into the prob-
lem formulation [7]. 

 

Fig. 1. Layout of devices fed by AGVs in multiple rows 

In the initial stage of the development of the FMS the sequential transport devices 
were used as a result of the strong influence of conventional transfer lines [1]. How-
ever later on it was established that for greater flexibility it is favourable to use freely 
guided automatic vehicles. Machines fed by such transport system and machines fed 
by crane robot are most commonly placed in one or multiple rows (Fig. 1). The pre-
sented design method will be carried out for such type of transport system.  
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The problem of device placement is NP-hard. NP-hard problems are unsolvable in 
polynomial time [3]. Applicable mathematical solutions for such type of problem do 
not exist. The complexity of such problems increases exponentially with the number 
of devices. For instance, a FMS consisting of N machines will comprise a solution 
space with the size N. Similar situation occurs also in scheduling of complex produc-
tion system [8]. The problem is theoretically solvable also by testing all possibilities 
(i.e., random searching) but practical experience shows that in such manner of solving 
the capabilities of either the human or the computer are fast exceeded. For arranging 
the devices in the FMS the number of possible solutions is equal to the number of 
permutations of N elements. With today’s computation power of modern computers it 
is possible to search for the optimum solution by examining the total space of solu-
tions only for simple FMS. In case of problems of larger dimensions it is necessary to 
use sophisticated solving methods which, during examining the solution space, some-
how limit themselves and utilize possible solutions already examined. Searching can 
be executed by blind strategies or by heuristic strategies. The blind searching strate-
gies do not use information about the problem, whereas the heuristic searching strate-
gies use additional information for determining the best searching directions. In case 
of searching strategies it is necessary to distinguish:  

− utilization of the best solution and (known also as gradient based search) 
− searching in the space of solutions (known also as direct search [9]). 

The latter is the most universal method of solving problems. This method is unus-
able on problems where the solution space is unknown; this is not the case in design-
ing of FMS. The only problem is huge solution space. Evolutionary computation can 
handle this problem. In connection with FMSs the problems of process planning were 
already solved by GAs [10]. The GAs contain the elements of the methods of blind 
searching for the solution and directed and stochastic searching and thus give com-
promise between the utilization and searching for solution. GAs employ random, yet 
directed search for locating the globally optimal solution [11].  

GAs employs the vocabulary taken from the world of genetics itself, and as a result 
solutions refer to organisms (genotypes) of a population. Each organism represents 
the code of a potential solution to a problem. A further important characteristic of 
GAs is that they are operating on a population of potential solutions, whereas the 
other search methods process a single point of the search space. The typical steps 
required to implement GAs are encoding of feasible solutions into organisms using a 
representation method, evaluation of fitness function, selection strategy, setting of 
GAs parameters, and criteria to terminate the process. 

3   Model Description 

Determination of the layout of FMS and its evaluation is made by GA. The sequence 
of the machines is created by genetic operations in the first step. In the second step the 
actual layout with all dimensions is created with respect to the sequence determined 
by GA and other technological limitations. The complete procedure of forming of the 
FMS with GAs is divided into these main steps: 

− acquisition of technological and physical data needed for designing of the FMS, 
− determination of layout by GA (determination of sequence of devices and rows), 
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− calculation of coordinates of devices and mutual operation points, 
− determination of distances between every possible pair of devices, 
− calculation of value of cost function. 

For such manner of solving of the problem it is necessary to know the dimensions 
of devices and the minimum allowable distances between all the pairs of devices. 
Further it is necessary to know the transport quantities between the individual devices 
during a certain time period. Also the variable transport costs depending on the trans-
port means used must be known. It is also necessary to know the width of transport 
paths and the greatest length of the row. This information is gained from the database 
of technological data, which has to be made previously. It contains the data which 
depend on the individual components of FMS. This is the information about the de-
vices being arranged in the FMS, information about the transport means and informa-
tion about the space where the FMS will be situated. Those data are, for instance, the 
prices of motions of the transport devices per unit of length, the minimum required 
distances between the individual machines, and the overall dimension of the devices. 
Frequencies of motions of the transport devices depend on the products to be made by 
the FMS studied. Thus, the GA takes the data needed from that database. It automati-
cally determines the layout itself by means of genetic operations and evolution. 

In the first step of the GA the initial population is created at random (Fig. 2). Only 
correct organisms representing feasible solution are created. This initial generation 
enters the evolutionary loop of the GA. After evaluation of the population the selec-
tion of organisms with the roulette wheel method is made. In the next step the opera-
tions of reproduction and crossover with probability pr and pc, respectively follow. 
The operation of mutation is executed with probability pm. Thus a new population is 
obtained. When the GA can’t improve the solution anymore the evolution is stopped 
and a best layout, according to fitness function is presented as solution of the prob-
lem. The layout is then evaluated by the expert with respect to the criteria not in-
cluded in the cost function and in the technological database.  

3.1   Fitness Function, Coding of Organisms, and Genetic Operations 

Fitness function is in our case the sum of variable costs in a time period. For determi-
nation of value of fitness function it is necessary to know the table of the transport 
quantities between the individual devices N in a time period [4]. Also the variable 
transport costs, depending on the transport means used, must be known. For example: 
connection between two devices in the same FMS can be performed by another trans-
port device than between other two devices. Thus also different transport cost per unit 
length result. In order to find by means of these data the optimum layout of the de-
vices N, it is necessary to find the minimum of the following fitness function: 

ij

N

i

N

j
ijij Lcff ⋅⋅=∑∑

= =1 1

 (1) 
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Fig. 2. The main steps of GA procedure 

fij is the frequency of trips between the devices i and j, cij are the variable transport 
costs for the quantity unit, and Lij is the length of path between the devices i and j. 
The number of all devices is equal to N. Fitness function heavily depends on the dis-
tances Lij between the devices. The distance between serving points is multiplied by 
coefficients fij and cij which measure the flow and the handling cost between devices. 
Fitness is based on the principle that the cost of moving goes up with the distance. 
The fitness function itself is quite simple but it is necessary to take into account all 
technological and geometrical values and limitations to obtain correct value and valid 
solution. 

Each organism represents one of the possible solutions of the problem of arrang-
ing and each gene represents one device. The most natural coding for such solution 
is permutation coding [12]. The sequence of genes in organism is equal to the se-
quence of working devices of the FMS, where the gene represents the device i and 
its position in the organism represents the position. However, such gene would 
represent the arrangement in one row only. Therefore on the basis of the parameter 
of length of row and technological limitations the arrangement into rows is deter-
mined (Fig. 3). The number of devices in one row is limited with the maximum 
length of row a. When the length of the row is greater than a, the next device is 
placed into a new row. The procedure repeats, until all devices have been arranged 
into rows. Such manner of coding guarantees that all organisms are correct even 
after completion of genetic operations [12]. 
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Fig. 3. Decoding of organisms into valid solution 

The method of selection for reproduction and crossover was roulette wheel selec-
tion. In this type of selection the organisms which represent better solution have better 
possibility to take part in the next generation. 

Many genetic operators for crossover exist for the type of coding implemented in 
this research. In case of crossover, two organisms are selected which are then 
crossed over to obtain one offspring. For the crossover the partial mapped crossover 
(PMX) was selected. PMX was proposed by Goldberg and Lingle [13]. PMX can be 
viewed as an extension of two point crossover. In addition it uses a special repairing 
procedure to resolve the illegitimacy caused by simple two point crossover. This 
type of crossover has been widely used in the field of combinatory problems. It was 
concluded that a PMX with a random crossing is performing better than other 
crossover operators to obtain a solution [14]. Proto population reached by the opera-
tion of reproduction and crossover is further modified with mutation operation. 
Reciprocal mutation was selected as the mutation operator. Two randomly selected 
genes in the original organism exchange their places. Therefore, the offspring or-
ganism represents the feasible solution. No procedure for correction of the organism 
is needed. 

The fitness of each layout is evaluated using the above mentioned fitness function. 
The best organism represents the solution with lowest value of fitness function. Until 
the evaluation no information about the solution other than the sequence of devices is 
available. For the evaluation of the individual organisms, the arrangement into rows is 
determined. Conversion of the organism representing the sequence itself takes place 
as shown in Fig. 3. On this basis of the layout, the coordinates of the points of operat-
ing are determined. When calculating coordinates also the conditions and limitations 
from the technological database are taken into account.  
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4   Results and Conclusion 

For testing of our model the test example forming of FMS with 14 devices was used. 
Problem of such size (N=14) is impossible to solve with trying all possible solutions. 
Therefore, our model was used with appreciation. In the first step the technological 
database was filled with all necessary data. In our case these were geometrical data 
with dimensions of devices and transport paths. 

 

Fig. 4. Value of cost function during several runs of evolution 

The evolution was run several times. After 4 evolutions which are presented on the 
Fig. 4 we have 4 different near optimal solutions. If we have a look at the solutions 
reached it can be found out that the model prepared similar good layouts. So the user 
has a possibility to choose an adequate solution from the set of high-quality solutions. 
The GA itself does not assure optimum solutions, but may yield near optimum solu-
tions [15]. The proposed system can be used as a decision support tool which is used 
by the human expert. Usually this kind of problems is multi-criteria optimization 
problem, some criteria are practically impossible to add into artificial system. From 
this point of view it is a clear advantage to have a number of good solutions from 
which the expert can pick the most appropriate. 
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Abstract. This paper proposes a stochastic optimization method, based on ant 
colony optimization, for the optimal choice of transformer sizes to be installed 
in a distribution network. This method is properly introduced to the solution of 
the optimal transformer sizing problem, taking into account the constraints im-
posed by the load the transformer serves throughout its life time and the possi-
ble transformer thermal overloading. The possibility to upgrade the transformer 
size one or more times throughout the study period results to different sizing 
paths, and ant colony optimization is applied in order to determine the least cost 
path, taking into account the transformer capital cost as well as the energy loss 
cost during the study period. The results of the proposed method demonstrate 
the benefits of its application in the distribution network planning. 

Keywords: Transformers; Optimal Transformer Sizing; Ant Colony Optimiza-
tion; Thermal Loading; Energy Loss Cost; Distribution Network Planning. 

1   Introduction 

The objective of the optimal transformer sizing problem in a multi-year planning 
period is to select the transformer sizes (i.e., rated capacities) and the years of trans-
former installation so as to serve a distribution substation load at the minimum total 
cost (i.e., sum of transformer purchasing cost plus transformer energy loss cost). De-
terministic optimization methods may be used for the solution of this problem, such 
as dynamic programming [1] or integer programming [2]. However, the wide spec-
trum of transformer sizes and various load types involved in the electric utility distri-
bution system make the transformer sizing a difficult combinatorial optimization 
problem, since the space of solutions is huge. That is why stochastic optimization 
methods may prove to provide more robust solutions.  

In this paper, the Optimal Transformer Sizing (OTS) problem is solved by means of 
the heuristic Ant System method using the Elitist strategy, called Elitist Ant System 
(EAS). EAS belongs to the family of Ant Colony Optimization (ACO) algorithms. 
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Dorigo has proposed the EAS in [3]. The EAS is a biologically inspired meta-heuristics 
method in which a colony of artificial ants cooperates in finding good solutions to diffi-
cult discrete optimization problems, such as the OTS problem. Cooperation is the key 
design component of ACO algorithms, i.e. allocation of the computational resources to a 
set of relatively simple agents (artificial ants) that communicate indirectly by stigmergy 
(by indirect communication mediated by the environment). In other words, a set of 
artificial ants cooperate in dealing with a problem by exchanging information via 
pheromones deposited on a graph. In the literature, ACO algorithms have been applied 
to solve a variety of well-known combinatorial optimization problems, such as routing 
[4], scheduling [5], and subset [6] problems. More details on ACO application in the 
solution of other problems are described in [7]. 

EAS was introduced in the solution of the OTS problem in case of one (three-
phase, oil-immersed) distribution transformer with constant economic factors in [8], 
whereas this paper extends the use of EAS, taking into account all details of the eco-
nomic analysis, such as the inflation rate that influences the energy loss cost and the 
transformer investment as well as the installation and depreciation cost in a real dis-
tribution network, constituting an efficient methodology for transformer planning. 
The OTS problem is solved as a constrained optimization problem. 

2   Overview of the Proposed Method 

The OTS problem consists in finding the proper capacities of transformers to be in-
stalled in a distribution network so that the overall installation and energy loss cost 
over the study period is minimized and the peak loading condition is met [1]. The 
proposed solution to the OTS problem is described in Fig. 1. 

 

Fig. 1. Flowchart illustrating the main steps of the proposed method 

3   Calculation of Transformer Thermal Loading 

The transformer thermal calculation is implemented according to the guidelines im-
posed by the IEEE Standard C57.91-1995 (R2002), [9]. The transformer top-oil rise 
over ambient temperature and winding hottest spot temperature are calculated during 
each interval of the considered load cycle, taking properly into account its construc-
tional characteristics as well as the no-load and load loss. For the study of the present 
paper, a maximum hot-spot temperature of 120oC has been chosen, based on the relative 
aging rate of the insulation in the transformer. For the determination of loading limits, 
the calculation of the hottest spot temperature is repeated for each year of the study 
period, at an hourly basis, according to the daily load curve. To remain on the safe side, 
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the peak load curve of the considered year is used in the calculations. The yearly load 
growth rate s is taken into consideration for the derivation of the per unit load k

t
K of 

hour t at year k of the study based on the per unit load 0
tK of hour t at year 0:  

0 (1 )k k

t t
K K s= ⋅ + . (1) 

Fig. 2 shows the winding hottest spot temperature variation for six distribution 
transformers of rated capacity 160, 250, 300, 400, 500 and 630 kVA, serving a resi-
dential load of 398 kVA peak value at the 14th year of the study period (this load has 
230 kVA peak value at the beginning of the study and 4% annual load growth). As 
can be observed from Fig. 2, the 160, 250 and 300 kVA transformers overcome the 
hottest spot limit of 120oC so they are not suitable to serve the load at the 14th year of 
the study period. 
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Fig. 2. Winding hottest spot temperature variation of six transformer (TF) ratings 

4   Calculation of Transformer Energy Loss Cost 

The calculation of annual transformer energy loss cost of the potential sizing paths is 
realized with the use of the energy corresponding to the transformer no-load loss 
(NLL) ENLL (in kWh) for each year of operation and the energy corresponding to the 
load loss (LL), k

LLE (in kWh) for each k-th year of operation. These energies are calcu-

lated according to (2) and (3), respectively: 
            

          NLLE NLL HPY= ⋅                (2),     

2

max,0 (1 )
l

k k
LL f l

nom

E LL l s HPY
S

S

⎡ ⎤
= ⋅ ⋅ + ⋅⎢ ⎥

⎢ ⎥⎣ ⎦
    (3) 

where  max,0
lS  is the initial peak load of the substation load type l (in kVA), l

nomS is the 

nominal power of the transformer that serves load type l (in kVA), HPY is the number 
of hours per year, equal to 8760, and lf is the load factor, i.e. the mean transformer 
loading over its lifetime (derived from the load curve of each consumer type served 
by the considered substation). The cost of total energy corresponding to the trans-

former NLL for each k-th year k
NLLC  (in €€ ) and the cost of energy corresponding to 

the transformer LL for each k-th year k
LLC  (in €€ ) are calculated as follows: 
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               k k
NLL NLLC E CYEC= ⋅               (4),           k k k

LL LLC E CYEC= ⋅    (5) 

where CYECk denotes the present value of the energy cost (in €€ /kWh) at the k-th year. 

Finally, the total cost of the transformer energy loss k

LC  for the k-th year is given by: 
k k k

L NLL LLC C C= + . (6) 

5   Elitist Ant System Method 

5.1   Mechanism of EAS Algorithm 

The EAS is an evolutionary computation optimization method based on ants’ collec-
tive problem solving ability. This global stochastic search method is inspired by the 
ability of a colony of ants to identify the shortest route between the nest and a food 
source, without using visual cues.  

The operation mode of EAS algorithm is as follows: the artificial ants of the colony 
move, concurrently and asynchronously, through adjacent states of a problem, which 
can be represented in the form of a weighted graph. This movement is made accord-
ing to a transition rule, called random proportional rule, through a stochastic mecha-
nism. When ant k is in node i and has so far constructed the partial solution sp, the 
probability of going to node j is given by: 

( )

, if ( )

0 , otherwise
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where N(sp) is the set of feasible nodes when being in node i, i.e. edges (i,l) where l is 
the node not yet visited by the ant k. The parameters α and β  control the relative 

importance of the pheromone versus the heuristic information value ηij, given by: 

ij
ij d

n
1=  (8) 

where dij is the weight of each edge.  
Individual ants contribute their own knowledge to other ants in the colony by de-

positing pheromones, which act as chemical “markers” along the paths they traverse. 
Through indirect communication with other ants via foraging behavior, a colony of 
ants can establish the shortest path between the nest and the food source over time 
with a positive feedback loop known as stigmergy. As individual ants traverse a path, 
pheromones are deposited along the trail, altering the overall pheromone density. 
More trips can be made along shorter paths and the resulting increase in pheromone 
density attracts other ants to these paths. The main characteristic of the EAS tech-
nique is that (at each iteration) the pheromone values are updated by all the k ants that 
have built a solution in the iteration itself. The pheromone τij, associated with the edge 
joining nodes i and j, is updated as follows [3]: 
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where ]1,0(∈ρ  is the evaporation rate, k is the number of ants, ε  is the number of 

elitist ants, and k
ijτΔ  is the quantity of pheromone laid on edge (i, j) by ant k: 
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where Q is a constant for pheromone update, and Lk is the length (or the weight of the 
edge) of the tour constructed by ant k. Furthermore, shorter paths will tend to have 
higher pheromone densities than longer paths since pheromone density decreases over 
time due to evaporation [3]. This shortest path represents the global optimal solution 
and all the possible paths represent the feasible region of the problem. 

 

Fig. 3. The directed graph used for the OTS problem 

5.2   OTS Implementation Using the EAS Algorithm 

In this work our interest lies in finding the optimum choice of distribution transform-
ers capacity sizing, so as to meet the load demand for all the years of the study period. 
To achieve so, a graph shown in Fig. 3 is constructed, representing the sizing paths. 

The graph has s stages and each stage indicates a time period (in years) the limits 
of which are defined by the need to replace one of the considered transformer sizes 
due to violation of its thermal loading limits. Therefore, stage s has one node less in 
comparison with stage (s-1), stage (s-2) has one node less in comparison with stage 
(s-1), etc. The first stage indicates the beginning of the study, comprising number of 
nodes equal to the number of potential transformer capacities NT, while s represents 
the end of the study period (consisting of the largest necessary rated capacity able to 
serve the load at the final year of the study). Symbols X, Y, Z, W refer to the different 
rated powers ( X Y Z W< < < ). Furthermore, the arcs between the nodes are directed 
from the previous stage to the next one (backward movement is not allowed) since  
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Fig. 4. Single line diagram of the examined distribution network 

each stage represents a forward step in the time of the study. Nodes 1 to an (Fig. 3) are 
designated as the source nodes corresponding to each potential transformer size and 
node n is designated as the destination node (Fig. 3). The objective of the colony 
agents is to find the least-cost path between nodes that belong to 1st stage and node n. 

6   Results and Discussion 

The proposed method is applied for the optimal choice of the transformer sizes of a 
practical distribution network. Fig. 4 illustrates the single line diagram of the exam-
ined distribution network. The substation type of loads and their initial peak value (at 
the first year of the study period) are indicated on the diagram (Fig. 4).  

Six transformer ratings are considered, namely 160, 250, 300, 400, 500 and 630 
kVA. Table 1 lists their main technical characteristics and bid price. The thermal 
calculations illustrated in Fig. 2 were repeated for the six transformers and each year 
of the study, resulting to the time periods of Table 1. The periods derived in Table 1 
were used to define the stages of the graph of Fig. 3. In order to define the weight of 
each arc in the graph of Fig. 3, the energy loss cost calculation of each transformer for 
the studied period was based on the annual energy loss cost calculation described in 
Section 4.  The energy loss cost corresponding to the transition from node i (p-th year 
of the study period) to j (q-th year of the study period), is computed by: 

1

i j
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When the transition from node i to j corresponds to transformer size upgrade from 
Si to Sj, the installation cost i jI →  derives from: 
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where
j

p
SBP is the present value of the bid price of the transformer to be installed at the 

p-th year of the study period,
i

p
SR is the remaining value of the uninstalled transformer, 

iSBP is the transformer Si bid price, r is the inflation rate, N are the years of the trans-

former lifetime and m are the years that the transformer was under service. 
Table 2 lists the cost of four arcs of Fig. 5, calculated according to Section 4 and 6.  

 

Fig. 5. The directed graph used by the proposed ACO method for the Type 5 substation load 

Table 1. Technical Parameters and Thermal Withstand of the Transformers Used in the Solu-
tion of the OTS Problem 

Transformer technical parameters Transformer thermal withstand (yr) per type of substation load 
Size 

 (kVA) 
Bid price  

(€€ ) 
NLL 
(kW) 

LL  
(kW) 

Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 

160 5275 0.454 2.544 5 4 8 3 0 0 
250 6853 0.702 3.672 16 14 18 14 10 7 
300 6932 0.738 4.186 21 18 23 19 15 12 
400 9203 0.991 4.684 28 25 28 26 22 19 
500 10296 1.061 5.771 30 30 30 30 28 24 
630 12197 1.094 7.774 - - - - 30 30 

Table 2. Cost of indicative arcs in the graph of Fig. 5 

Arc Cost of the arc Value (€€ ) Arc Cost of the arc Value (€€ ) 
2 7→  2 7 1

300
st year

LC BP→ −+  17972 17 19→  17 19
LC →  23601 

11 17→  11 17
11 17LC I→
→+  32663 2019→  19 20

LC →  11185 

Fig. 5 illustrates the graph used by the proposed ACO method for the solution  
of the OTS problem for Type 5 substation load of Fig. 4 using the transformers of 
Table 1. We tested several values for each parameter, i.e.  { }5,2,1,5.0,0∈α , 

{ }5,2,1,5.0,0∈β , { }1,7.0,5.0,3.0,1.0∈ρ . Table 3 includes the data of the optimal 
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sizing strategies for each type of substation of Fig. 4 and Table 1. The optimal  
solutions of Table 3 were obtained using k=20,α =2, β =0.5, ρ =0.5, Q=2.7, max 

iterations=2000. According to Fig. 5, the optimal sizing path yielded by the proposed 
method corresponds to installation of the largest rated capacity that can serve the 
expected load at the end of the study period. The same optimal path is selected for the 
rest of types of the substation loads of the considered network, corresponding to the 
costs listed in Table 3. This is due to the fact that transformers with rated power sig-
nificantly larger than the served load operate under low load current, thus consuming 
less annual energy losses (and consequently having less annual energy loss cost), in 
comparison with transformers of rated power close to the served load.   

Table 3. Results of the proposed method for the OTS problem of Fig. 4 

Substation load types Transformer cost 
Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Total 

Installation cost (€€ ) 10677 10296 10677 10677 12648 12648 177573 
Energy loss cost (€€ ) 48529 61195 66372 56025 67153 70047 940822 

Total cost (€€ ) 59206 71491 77049 66702 79801 82695 1118395 

7   Conclusions 

In this paper, an EAS algorithm is proposed for the solution of the OTS planning 
problem by minimizing the overall transformer cost (i.e., the sum of the transformer 
purchasing cost plus the transformer energy loss cost) over the planning period, while 
satisfying all the problem constraints (i.e., the load to be served and the transformer 
thermal loading limit). The method is applied for the selection of the optimal size of 
the distribution transformers in a real network, comprising 16 distribution substations 
to serve a load over a period of 30 years. The application results show that the pro-
posed EAS algorithm is very efficient because it always converges to the global opti-
mum solution of the OTS problem. 
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Abstract. The effectiveness of optimized fuzzy controllers in the production 
scheduling has been demonstrated in the past through the extensive use of Evo-
lutionary Algorithms (EA) for the Work-In-Process (WIP) reduction. The EA 
strategy tunes a set of distributed fuzzy control modules whose objective is to 
control the production rate in a way that satisfies the demand for final products, 
while reducing WIP within the production system. The EA identifies optimal 
design solutions in a given search space. How robust and generic is the control-
ler that comes out of this process? This paper faces this question by testing the 
evolutionary tuned fuzzy controllers in demand conditions other than the ones 
used for their optimization. The evolutionary-fuzzy controllers are also com-
pared to heuristically designed ones. Extensive simulations of production lines 
and networks show that the evolutionary-fuzzy strategy achieved a substantial 
reduction of WIP compared to the heuristic approach in all test cases. 

Keywords: Manufacturing Systems, Work-In-Process, Fuzzy Control, Evolu-
tionary Algorithms, Controller Design. 

1   Introduction 

As the manufacturing industry moves away from the mass production paradigm to-
wards the agile manufacturing, the life cycle of products gets shorter while the need 
for a wide variety of them increases. Keeping large inventories in stock tends to be 
unattractive in today’s markets. The same holds for the unfinished parts throughout 
the manufacturing system, widely known as Work-In-Process (WIP), as it represents 
an already made expense with unknown profitability due to the rapidly changing 
demand. In a highly changing demand environment, the accumulated inventories are 
less desirable than ever. 

The work-in-process inventory is measured by the number of unfinished parts in 
the buffers throughout the manufacturing system and it should stay as small as possi-
ble (for various reasons reported in [1], [2] and elsewhere). 

Control policies aim in keeping WIP at low levels [3]. However, an exact optimal 
value of WIP cannot be determined in realistic manufacturing conditions. Therefore, 
the problem of WIP determination and control is amenable to an artificial intelligent 
treatment, as suggested in [4], [5] and recently in [6], [8]. 
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Fuzzy logic has been used in tandem to Evolutionary Algorithms (EA) so as to 
keep the WIP and cycle time as low as possible and at the same time to maintain high 
utilization [7], [9]. The objective in those works was to optimize the control policy in 
a way that satisfies the (random) demand for final products while keeping minimum 
WIP within the production system. During the evolution, the EA identifies those set 
of parameters for which the fuzzy controller has an optimal performance with respect 
to WIP minimization for several demand patterns. 

The use of evolving genetic structures for the production scheduling problem, has 
recently gained a lot of acceptance in the automated and optimal design of fuzzy logic 
systems [10], [11]. However, a potential problem is that the evolutionary (or geneti-
cally) evolved fuzzy controllers might perform optimal only under the conditions 
involved in the evolution process. In this paper we examine the performance of evolu-
tionary optimized controllers in contrast to heuristically designed fuzzy controllers. 
For comparisons purposes we test the controllers in conditions different from the ones 
they have been designed for. In this way, some useful insights regarding the design 
robustness of the evolutionary tuned fuzzy controllers may be drawn. 

The rest of the paper is organized as follows. Section 2 describes the evolutionary 
fuzzy scheduling concept that is used for WIP minimization. Section 3 describes the 
comparison scenarios and presents experimental results for production lines and net-
works. Issues for discussion and remarks as well as suggestions for further develop-
ment are presented in the last section. 

2   Evolutionary-Fuzzy Scheduling 

Traditionally, a production system is viewed as a network of machines and buffers. 
Items are received at each machine and wait for the next operation in a buffer with 
finite capacity. WIP may increase because of unanticipated events, like machine 
breakdowns and potential consequent propagation of these events. For example, a 
failed machine with operational neighbors forces to an inventory increase of the pre-
vious storage buffer. If the repair time is big enough, then the broken machine will 
either block the previous station or starve the next one. This “bottleneck” effect will 
propagate throughout the system. 

Clearly, production scheduling of realistic manufacturing plants must satisfy mul-
tiple conflicting criteria and also cope with the dynamic nature of such environments. 
Fuzzy logic offers the mathematical framework that allows for simple knowledge 
representations of the production control/scheduling principles in terms of IF-THEN 
rules. The expert knowledge that describes the control objective (that is WIP reduc-
tion) can be summarized in the following statements [5], [8]: 

If the surplus level is satisfactory then try to prevent starving or blocking by in-
creasing or decreasing the production rate accordingly, 

else 
If the surplus is not satisfactory that is either too low or too high then produce at 

maximum or zero rate respectively. 

In fuzzy logic controllers (FLCs), the control policy is described by linguistic  
IF-THEN rules similar to the above statements. The essential part of every fuzzy 
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controller is the knowledge acquisition and the representation of the extracted knowl-
edge with certain fuzzy sets/membership functions. Membership functions (MFs) 
represent the uncertainty modeled with fuzzy sets by establishing a connection be-
tween linguistic terms (such as low, negative, high etc) and precise numerical values 
of variables in the physical system. The correct choice of the MFs is by no means 
trivial but plays a crucial role in the success of an application. If the selection of the 
membership functions is not based on a systematic optimization procedure then the 
adopted fuzzy control strategy cannot guarantee minimum WIP level [9]. 

The evolutionary-fuzzy synergy attempts to minimize the empirical/expert design 
and create MFs that fit best to scheduling objectives [7], [9]. In this context, the 
design of the fuzzy controllers (distributed or supervisory) can be regarded as an 
optimization problem in which the set of possible MFs constitutes the search space. 
Evolutionary Algorithms (EAs) are seeking optimal or near optimal solutions in 
large and complex search spaces and therefore have been successfully applied to a 
variety of scheduling problems with broad applicability to manufacturing systems 
[10]. The objective is to optimize a performance measure which in the EAs context 
is called fitness function. In each generation, the fitness of every chromosome is first 
evaluated based on the performance of the production network system which is con-
trolled through the membership functions represented in the chromosome. A speci-
fied percentage of the better fitted chromosomes are retained for the next generation. 
Then parents are selected repeatedly from the current generation of chromosomes, 
and new chromosomes are generated from these parents. One generation ends when 
the number of chromosomes for the next generation has reached the quota. This 
process is repeated for a pre-selected number of generations. The architecture of 
evolutionary-fuzzy WIP control scheme is presented in Fig. 1 and it is extensively 
discussed in [7] and [9]. 

The performance measure (fitness function) used in all previous treatments consid-
ers a known demand for products and the cumulative production of the system that 
produces these products. A typical fitness F(xi), of each individual xi is: 

( ) ( ( ) ( ))
N

i j j
j

F x D t PR t

1
2

1

−

=

⎡ ⎤
= −⎢ ⎥
⎣ ⎦
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where, t is the current simulation time, T is the total simulation time and D(t) is the 
overall demand and PR(t) is the cumulative production of the system.  

Assuming that the capacity of a production system is given, equation (1) shows 
that the evolved MFs are highly based (in terms of their support and shape) on the 
demand values. Some questions arise here: What if the actual demand is different (in 
both magnitude and changing pattern) than the one assumed in the evolution of the 
fuzzy controller? Is the evolved controller robust enough to absorb variations in de-
mand? Or the original (without MF optimization) heuristic fuzzy performs better in 
unknown demands? Since there are no analytical solutions to those questions, in what 
follows we will examine and compare the performance of both evolutionary and heu-
ristic fuzzy controllers through simulation, for a wide variety of test cases. 
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Fig. 1. Evolutionary-fuzzy control concept 

3   Testing and Results 

The evolutionary-fuzzy approaches suggested in [7], are tested and compared to the 
heuristic fuzzy approaches initially suggested in [5]. In the all simulations performed 
we assume that the machines fail randomly with a failure rate pi. This rate is known 
and set before the simulation starts. Also, machines are repaired randomly with rate 
rri. The resources needed for repairs are assumed to be unlimited. The times between 
failures and repairs are exponentially distributed. All machines operate at known, but 
not necessarily equal rates. Each machine produces in a rate ri ≤ µi, where μi is the 
maximum processing rate of machine Mi. We also assume that the flow of parts 
within the system is continuous. 

The initial buffers are infinite sources of raw material and consequently the initial 
machines are never starved. The buffer levels at any time instant are given by: 

bj,i(tk+1) = bj,i(tk) + [rj(tk) − ri(tk)](tk+1 − tk), (2) 

where tk, tk+1, ri  are the times when control actions (changes in processing rates) hap-
pen. The cumulative production of a machine Mi is  

PRi(tk+1) = PRi(tk) + ri(tk)(tk+1 − tk). (3) 

In all simulations runs set-up and transportation times are negligible or included in the 
processing times. Buffers between adjacent machines Mi, Mj assumed to have finite 
capacities. 

Two common layouts of a production system are considered. A production line 
(Fig. 2a) and a production network (Fig. 2b). In Figure 2, circles represent buffers and 
the squares are machines. For simplicity both systems are assumed to produce one 
part type. Lines and networks producing multiple part types have been discussed  
in [5], [6] and it has been shown that have similar behavior to the single-part-type 
systems. The production systems of figure 2 are identical to the systems discussed  
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Fig. 2. The production systems used for controllers testing: a) Line, b) Network 

in [5], [6], [7], [9]. This was selected on purpose so as to facilitate the comparisons 
with previous approaches. The main observation made in [6], [7] and [9] was that the 
evolutionary tuned fuzzy controllers achieved a substantial reduction of WIP in al-
most all test cases. This is expected since the controllers were evolved for known 
patterns of demand that is either constant or stochastic with certain mean values. In 
the test cases that follow, we keep unaltered the controllers’ design but we scientifi-
cally change the demand patterns. In practice, and of course depending on the prod-
uct, demand is the main uncertainty that comes from the outside of the production 
system. 

3.1   Test Case 1: Production Lines 

The production line under consideration (Fig. 2a) consists of five machines producing 
one product type. The failure and repair rates are equal for all machines. The repair 
rates are rri=0.5 and the failure rates are pi = 0.1. The processing rates are also equal 
for all machines and are equal to µi = 2 (i=1,...,5). All buffer capacities are equal to 
BCi = 10. 

In the evolution of the original fuzzy controllers for production lines, the demand 
was either considered constant (specified items per time unit) or stochastic (with 
known mean values and a small variation). Now the demand patterns are significantly 
changed, as can be observed in Figure 3. The value of WIP  for both evolutionary 
(EFC: Evolutionary Fuzzy Controller) and heuristic (HFC: Heuristic Fuzzy Control-
ler) is presented also in Figure 3. As can be seen the demand is far from being  
constant. For testing purposes, the demand shown in Figure 3 takes a random value 
between zero and 2.5 items every 20 time units. It has been observed that both con-
trollers satisfy the demand and the same time achieve low WIP levels. But the evolu-
tionary tuned is better than the heuristic one in the long run. This was the case in 
various tests with multiple changes in demand. As shown in Figure 4, for a more 
frequently changing demand, the evolutionary tuned controller is better in keeping 
WIP low than the heuristically designed controller. 
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Fig. 3. Evolution of WIP  in test case 1: Demand changes every 20 time units 
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Fig. 4. Evolution of WIP  in test case 1: Demand changes every 5 time units 

3.2   Test Case 2: Production Networks 

The production network (Fig. 2b) consists of five machines also producing one part 
type. The failure and repair rates of all machines are equal. The repair rates are rri= 
0.5 and the failure rates are pi = 0.1. The processing rates are also equal for all ma-
chines and are equal to µi = 5 (i=1,..., 5). All buffer capacities are equal to BCi = 10.  

As expected (and may be seen in Fig. 5), the WIP  levels in test case 2 (production 
network) are higher than in the test cases 1 (production line). Also in test case 2 the  
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Fig. 5. Evolution of WIP  in test case 2: Demand changes every 20 time units 

evolutionary fuzzy controller gave less WIP than the heuristic fuzzy controller regard-
less of the demand changing frequency. 

4   Observations and Concluding Remarks 

A remarkable control ability of the WIP is shown in cases with a frequent demand 
change. This ability was observed regardless of production system’s design complex-
ity, as in both lines and networks the WIP is substantially reduced compared to the 
empirical selected fuzzy controllers. 

It is known that WIP itself cannot represent adequately of production system's per-
formance. One has to take into account also the accumulated orders backlog. It is also 
known that when demand is very high one may consider that service rate and thus 
backlog is more important than WIP. When demand can be easily satisfied and back-
log is in low levels, a substantial reduction of WIP may be more important than a 
small increase in backlog. What we have seen so far is that with the aid of the evolu-
tionary-fuzzy controllers the system’s performance becomes more balanced in terms 
of mean WIP and backlog. 

The heuristic fuzzy control approach cannot achieve the performance of the evolu-
tionary-fuzzy. However, it is still better than previously reported “bang-bang” control 
approaches. Even when compared to the evolutionary-fuzzy approach it is much sim-
pler in the design process as it steps on the human expertise/knowledge regarding the 
production system. In others words, one should very fast design, built and put to work 
a fuzzy controller with membership functions that represent the expert knowledge in 
contrast to the evolutionary-fuzzy system whose parameters are automatically set by 
the optimization procedure. 

The evolutionary-fuzzy controllers are capable of maintaining low WIP levels for 
product demands other than the ones used during the optimization. Therefore, the 
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evolutionary algorithms clearly represent a successful approach towards the optimiza-
tion of robust scheduling approaches.  

An interesting future extension of this work might be the use of EA strategies  
in more complex production systems such as multiple-part-type and/or reentrant  
systems.  
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Abstract. A numerical methodology for hydrodynamic design in centrifugal 
pumps is developed and tested, considering the possibility to increase the  
hydraulic efficiency of the pump impeller by improving the blades shape. The 
simulation and analysis of the incompressible turbulent flow through the test 
impeller is performed with a commercial CFD code, and the numerical results 
are in agreement with the corresponding measurements in a laboratory pump 
impeller. A parametric study is carried out to examine the influence of some 
blade design parameters on the performance and the efficiency of the impeller, 
like the blade length, the inlet height, and the leading edge inclination. The 
values of the above parameters that maximize the hydraulic efficiency of  
the impeller are then derived by a multiparametric optimization methodology, 
using a stochastic evolutionary algorithm software. The optimal impeller de-
sign exhibits a remarkable efficiency increase compared to the initial impeller 
design.  

Keywords: Centrifugal pump impeller, Numerical modeling, Design optimiza-
tion, Evolutionary algorithms. 

1   Introduction 

Computational Fluid Dynamics (CFD) analysis is being lately increasingly applied in 
the design of centrifugal pumps, and nowadays the complex internal flows in water 
pump impellers can be predicted to speed up the pump design procedure [1-4]. On the 
other hand, the design of a component such as a radial pump impeller is a formidable 
challenge for designers. The main reason is that in order to be able to generate a  
large panel of blade geometries, a large set of geometrical parameters is needed [5]. A 
numerical analysis with such a number of parameters is time consuming, without 
guaranteed convergence to an acceptable solution. Therefore, a CFD code must be 
combined with a reliable optimization technique in order to reduce the computing cost 
and the design time. Various optimization techniques are becoming more and more 
standard for this purpose [6-7].  

Examples of methods for optimal design of centrifugal pump impellers are today 
not so numerous. A design method for blade profiles of a centrifugal pump impeller 
based on a parallel optimization algorithm in combination with CFD was presented by 
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Wahba [8]. The impeller’s blades were represented with Bezier curves achieving satis-
factory designs effectively. For the design optimization of a first stage pump impeller, 
Visser [9] used a blade angle distribution for the construction of the blades profile.  

In the present paper the numerical results of the flow in a centrifugal pump with 
single circular arc blades are compared to the experimental measurements of a similar 
impeller constructed and operating in the Laboratory [10]. Then, the numerical code 
is used to perform parametric studies of the 3D blade geometry, and finally a numeri-
cal optimization of the blade design is carried out. This study is a first step towards a 
more elaborate parameterization of a centrifugal pump impeller, where several addi-
tional variables will be introduced in order to obtain twisted blade shapes and to de-
scribe the blade surfaces with Bezier polynomials. The developed methodology  
is based on the combination of a parametric code, which creates the 3D impeller ge-
ometry, a general optimization algorithm (EASY [5]), and a commercial CFD code  
(Fluent®). A similar methodology has been recently applied by the authors for the 
optimal design of a 2D impeller using home-made flow solver. [11-12]. 

2   Laboratory Data  

The experimental apparatus is described in detail elsewhere [10], and only some tech-
nical characteristics are repeated here in brief. Figure 1a shows a cross-sectional view 
of the experimental test section, with a vertical rotating shaft, which was constructed 
and installed in the Laboratory of Hydraulic Turbomachinery, NTUA. The diffuser 
and the casing are made of plexiglass to enable direct observations of the flow. The so 
formed casing is axisymmetric and the generated flow field exhibits periodic symme-
try. The measuring equipment is composed of two differential pressure transducers, 
one for the head of the pump (by measuring the pressure difference in points “1” and 
“2”, Fig. 1a), and the second for the flow rate (through the pressure difference across a 
calibrated orifice plate), a torsional torque meter installed at the shaft between the 
impeller and the motor, and a digital counter for the speed of rotation.  

A radial flow, centrifugal pump impeller designed and constructed in the Lab [10] 
was tested (Fig. 1b). The inlet and outlet diameters are 70 mm and 190 mm, respec-
tively, and the corresponding blade angles are 26o and 40o. It has 9 blades and its 
nominal flow rate and head at the Best Efficiency Point (BEP) are 62,5 m3/h and 47,5 
m, respectively, at 3000 rpm.  

(a)

          

(b)

 

Fig. 1. The model pump: a) Cross sectional view; b) 3D sketch of the impeller 
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3   Numerical Method 

3.1   Flow Solver 

The flow and pressure field through the impeller results from the solution of the fully 
three-dimensional incompressible Navier-Stokes equations, while turbulence is simu-
lated with the standard k-ε model. The simulation is performed with the commercial 
CFD code Fluent®, which has been widely used in the field of turbomachinery with 
reliable results [13, 14]. The pressure-velocity coupling is implemented through the 
SIMPLE algorithm, using second order upwind discretization for the convection 
terms and central differences for the diffusion terms. 

Wall functions based on the logarithmic law are imposed at all solid walls, and pe-
riodic boundary conditions are used since the computational domain includes only 
one blade (Fig. 2a). No slip conditions are taken at all solid, stationary or rotating 
surfaces, while uniform inflow and free stream conditions are set at the flow inlet and 
outlet, respectively.  

The computational grid is of structured type and it is generated with the Fluent pre-
processor Gambit. The whole domain consists of a lot of subdomains or zones, in a 
way that the density and the quality of the cells in local flow field regions can be suita-
bly controlled and handled depending on pressure gradients and velocities. The nu-
merical grid used for the present calculations has a number of approximately 800.000 
cells, which was found good enough as far as accuracy and computation cost are con-
cerned. An indicative view of the mesh around the blade is shown in Fig. 2a, and a 
detail view at the leading edge in Fig. 2b. For stability reasons, the algorithm starts 
from low rotational speed and gradually reaches the nominal speed of 3000 rpm.  

3.2   Impeller Head and Power Calculations 

Using a converged flow field, the energy gained by the fluid through the impeller, H, 
is computed from the total energy of the fluid at the impeller inlet and exit periphery, 
as shown in Fig. 1b: 
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where c is the absolute fluid velocity cr its radial component, p the pressure, b the 
blade height, Qu the flow rate through the impeller and g the gravity acceleration, 
while the subscripts 1 and 2 denote impeller inlet and exit conditions, respectively 
(Fig. 1b). The impeller head Hu can be calculated from the torque Mu developed on 
the blades: 
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where n
r

 the unit vector normal to the blade surface, wτ
r

 the wall shear stress, β the 

blade angle and b the blade height (or the impeller width). The hydraulic efficiency of 
the impeller can be finally obtained from its definition:  

h uH Hη =                                                            (3) 
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Fig. 2.  a) Computational mesh, and b) detailed view at the leading edge 

4   Validation of the Simulation Method 

At first the numerical model is applied to calculate the flow field developed in a standard 
impeller at constant rotational speed of 3000 rpm, the blades of which have a constant 
height and their mean camber line follows a single circular arc curvature. The nominal 
flow rate and the other impeller technical specifications comply with the corresponding 
laboratory model pump. Some indicative numerical results are drawn in Fig. 3.  

           

Fig. 3. Indicative numerical results:  a)  flow streamlines, and  b) Pressure contours 

   

Fig. 4. Measured and predicted impeller values: a) Head; b) Hydraulic efficiency 

(a) (b) 

(a) (b) 

(a) (b) 
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On the other hand, the experiments were carried out at four different rotation 
speeds: 400, 500, 600 and 700 rpm. The obtained quantities, net fluid head H, impel-
ler power Νu and hydraulic efficiency ηh were then transformed to 3000 rpm, through 
the affinity laws. The measured and computed characteristic curves Η-Q, and ηh-Q of 
the impeller are compared in Fig. 4, where the agreement is quite encouraging. The 
predicted lower efficiency around and above the BEP are due to the increased losses  
at the impeller entrance, where the simulated impeller has smaller width and sharper 
corners than the model.  

5   Results 

5.1   Parametric Studies 

The 3D blade geometry is described here by three design parameters: The blade 
length, the blade inlet height, and the inclination of the blade leading edge. The effect 
of each of these on the impeller performance is investigated first, using the flow 
analysis software. The blade length is a basic design parameter, which affects also the 
passage width between two consecutive blades. The blade length can be varied for 
constant inlet and outlet blade diameters and angles, and it can be defined through the 
wrap angle θw, or the overlap angle θ of the blades (Fig. 5).  

   

Fig. 5. Blade length definition and variation:  a) θw=55o; b) θw=90o; c) Comparative results 

 
The blade profile geometry is generated by the point by point method [12], in 

which the blade angle variation between given inlet and outlet angles is described by 
a second order polynomial, and the remaining free variable determines here the wrap 
angle, or the blade length.  

Three impellers having blades of different wrap angles (θw=55o, 70o and 90o) were 
simulated and the computed characteristic curves for the hydraulic efficiency are 
drawn in Fig. 5c.  The wrap angle seems to exert a great influence to the efficiency, 
and the results reveal the existence of an optimum wrap angle, around 70o, for which 
the impeller efficiency is maximized. 

 

(a) (b) 

(c) 

θw 
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The correlation of hydraulic efficiency with the blade inlet height (or the impeller 
inlet width) is studied next. The standard blade geometry has a constant height b1=b2 
(Fig. 6a), whereas in an alternative design the blade height follows a linear distribu-
tion, starting from b1=2b2 at the leading edge (Fig. 6b).  

  

Fig. 6. Blade inlet height: a) constant; b) linearly varied; c) Comparative results 

The head-flow curves of these two impellers do not present substantial differences 
around the BEP, whereas a remarkable increase in hydraulic efficiency can be ob-
served in Fig. 6c for the impeller having wider inlet. Consequently, the optimization 
of this parameter should be also considered in the design process.  

 

Fig. 7. Blades with inclined leading edge 

For the non-twisted geometry of the blades considered here, the use of an inclined 
leading edge, as shown in Fig. 7, results in variable inlet radius along the blade height, 
and hence in variation of the relative fluid velocity angle at the impeller inlet. The 
latter is expected to cause increased mechanical losses at the inlet, and this was veri-
fied numerically: The hydraulic efficiency of the impeller having a φ=30o inclined 
blade edge is about 10% reduced compared to φ=0, while the BEP is displaced to 
higher flow rates. Nevertheless, this parameter is also included in the design variables 
in order to test the reliability of the subsequent optimization process and the ability of 
the optimizer to find or approach the optimum value φ = 0. 

5.2   Design Optimization 

The above three geometric parameters constitute the free design variables, which can 
be modified within limits, in order to find the optimum blade shape that maximizes 

(c) (a) 

(b) 
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the hydraulic efficiency of the impeller at the BEP. The Evolutionary Algorithms 
SYstem (EASY) optimization software used in this study is recently developed and 
brought to market by the Laboratory of Thermal Turbomachinery, NTUA [5]. It 
makes use of stochastic optimization methods and looks automatically for the set of 
the design variables that maximizes the cost function, using populations of candidate 
solutions instead of a single solution. The passage from a population set to the next 
one mimics the biological evolution of species generations. 

As shown in Fig. 8a, the optimizer converges after about 100 completed solutions 
of the flow field to the optimum impeller, which has the following characteristics: 
blade wrap angle θw=74o, inlet height b1=1,2b2, and leading edge almost vertical 
(φ=2,1o), as expected. The relatively great number of iterations for convergence is 
mainly due to the use of wide variation limits for the design variables (50o – 90o for 
θw, 1 – 3b1 for the inlet height, and 0 – 50o for the leading edge slope). 

The improved performance of the optimal design is shown in Fig. 8b, in compari-
son with the model impeller predictions and measurements. The hydraulic efficiency 
of the improved impeller is more than 10 percentage units higher than that of the 
original impeller around the BEP, and remains higher in the entire flow rate range 
(Fig. 8b).  It is also clearly above the measured values of the model impeller, as well 
as of all the rest corresponding curves of the impellers examined during the paramet-
ric study (Figs. 5c and 6c).  Therefore, the reliability of the developed multiparametric 
optimization methodology is verified.  

      

Fig. 8. Original and optimum impeller efficiency 

6   Conclusions 

A commercial flow analysis software is used to conduct parametric studies of the 
effect of some geometric parameters of a centrifugal pump impeller, and the results 
revealed that their modifications can have a significant impact on its performance.  

In order to maximize the hydraulic efficiency of the impeller, a design optimization 
methodology is developed and applied using a stochastic optimization software with 
evolutionary algorithms. The results of a 3-parametric optimization study showed that 

(a) 
(b) 
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the derivation and use of optimal values for these parameters can increase substan-
tially the efficiency.  

Additional free design variables can be easily handled by the present methodology, 
and their incorporation is expected to improve even more the impeller design. More-
over, multi-objective optimization is also possible and it is planned for the future, in 
order to design an impeller that combines the improved performance and efficiency 
with a cost-effective construction.  
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Abstract. A Differential Evolution (DE) algorithm is combined with an Artifi-
cial Neural Network (ANN) to examine different operational strategies for the 
productive pumping wells located in the Northern part of Rhodes Island in 
Greece. The objective is to maximize the pumping rate without violating the 
environmental constraints associated with the water table drawdown at critical 
locations. The hydraulic head field is simulated using a groundwater flow simu-
lator that solves numerically a system of partial differential equations. Succes-
sive calls to the simulator are used to provide the training data to the ANN. 
Then the ANN is used as an approximation model to the simulator, successively 
called by the DE algorithm to evaluate candidate solutions. The adopted proce-
dure provides the ability to test different scenarios, concerning the optimization 
constraints, without retraining of the ANN, which significantly reduces the 
computational cost of the procedure. 

Keywords: Artificial Neural Networks, Differential Evolution, groundwater 
management.  

1   Introduction 

Keeping the coastal water resources in good quality is of primary importance for both 
the human communities and the environment; the sudden lowering of the water table, 
due to continuous and unrestrained pumping activity, besides the effects on the water 
quality, may also affect the hydraulic connection between the surface and subsurface 
water resources [1]. During the recent years ANNs have been introduced in the field 
of water resources modeling and management. The research cited (and the work con-
tained in this paper) pertain only to the Multi Layer Perceptron type of ANNs. Rogers 
and Dowla [2] introduced ANNs in a two-step approach to non-linear groundwater 
management problems. The optimal solutions were obtained by first training an ANN 
to predict the flow and transport outcomes of various pumping strategies. Then, the 
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ANN searches for the optimal solution through the various pumping schemes. Rogers 
et al. [3] also applied a combination of an ANN with a Genetic Algorithm (GA) to a 
field-scale groundwater-remediation design problem. Morshed and Kaluarachchi [4] 
used an ANN to simulate the responses of the physical system, using a limited num-
ber of groundwater flow and contaminant transport simulation to considerably reduce 
the computational time. An ANN based multi-objective optimization model was in-
troduced by Wen and Lee [5] to predict decision maker’s preferences for water qual-
ity management in river basins. A combined GA-ANN methodology was presented 
by Aly and Peralta [6] to account for uncertainty in hydraulic conductivity in a field-
scale problem. The GA is used to compute the optimal pumping strategy while the 
ANN is used to estimate the concentration response surface within the GA. Rao et al. 
[7] developed a subsurface water management model applied to Deltaic regions by 
interfacing Simulated Annealing algorithm with an existing sharp interface flow 
model. Arndt et al. [8] proposed an approach that utilizes ANN computed predictions 
to approximate the results of a computationally expensive finite-element simulation 
model. Up to 60% time reduction was obtained using the ANN prediction solution, 
compared to the simulation-based solution. Yan and Minsker [9] introduced a dynamic 
modeling approach in which ANNs were adaptively and automatically trained directly 
within a GA to replace the time-consuming water resources simulation models. 

In this work a Differential Evolution (DE) algorithm is combined with an ANN to 
provide a tool for the fast testing of different optimal operational strategies for pump-
ing wells; the procedure is implemented for the productive wells located in the North-
ern part of Rhodes Island in Greece. The objective is to maximize the pumping rate of 
the productive wells, in order to cover the water demand, without violating the envi-
ronmental constraints associated with the water table drawdown at critical locations. 
The hydraulic head field is simulated using a groundwater flow simulator that nu-
merically solves a system of partial differential equations. Successive calls to the 
simulator, for different pumping rates, are initially used to provide sufficient training 
data to the ANN. Then the ANN is used as an approximation model to the simulator, 
successively called by the DE algorithm to evaluate candidate solutions. The use of 
the ANN as an approximation model to the physical system allows for the fast and 
easy testing of different optimization scenarios, concerning different optimization 
constraints, as the ANN does not need any retraining. Consequently, different opera-
tional strategies can be evaluated at a minimal computational cost and the trade-offs 
between maximization of pumping rates and the minimization of environmental ef-
fects can be considered in a more rational and systematic way. 

2   Area of Study 

The area of interest is placed in the Northern part of Rhodes Island in Greece  
and covers approximately 217km2 (Fig. 1). The extremely high water demand, espe-
cially during the summer period, is mainly covered by pumping of subsurface water 
resources at inland locations, where the water quality is still at high level. The geo-
logical formations at the area of interest are primarily limestone, clastic formations, 
alluvial deposits and sea sands along the coastline [10]. The aquifer depth at the 
shoreline is 140m and goes up to 400m towards inland. 
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A 3-d finite-element simulation model of the area of interest has been developed, 
using the Princeton Transport Code (PTC), a groundwater flow simulator that solves 
numerically a system of partial differential equations to accurate represent the ground-
water flow and the velocities and the contaminant mass transport of the simulated 
physical system [11]. The aquifer was divided in three layers in order to model the 
pumping activity of the wells from different depths. The calibration of the model was 
based on real data (hydraulic heads) from 23 well locations observed in the period 
1997-98. The parameters used to calibrate the PTC model were hydraulic conductivity 
and porosity; the medium was considered homogeneous over the area of interest. The 
calibration and verification of the simulation model is described in detail in [12]. 

 

Production well locations 

Observation well locations (nodes ID)  

Fig. 1. Area of study and its discretization 

3   The Adopted Methodology 

Only five representative pumping wells, with the highest pumping rates, were con-
sidered in this study (Fig. 1). The water management problem is considered as an 
optimization one; its objective is the maximization of the total pumping rate from the 
five pre-selected pumping locations, without violating the hydraulic head constraints 
imposed at specific observation locations along the coastal region of the Island  
(Fig. 1). The actual maximum pumping rates (during the summer period) for the five 
pumping locations vary between 2200 m3/d and 3880 m3/d. A maximum permitted 
value of 4000 m3/d for all 5 pumping wells was adopted, to take also into account the 
(much smaller) pumping rates of neighbouring wells, which are not considered in the 
present optimization procedure. A minimum value equal to 0 was set for all five 
pumping wells. 
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Implicit constraints are related to the minimum permitted hydraulic head at the ob-
servation locations near the coastal region; they were taken into account through spe-
cial penalty functions, included in the cost function of the optimization procedure. 
The proposed methodology provides the ability to run different scenarios, concerning 
the imposed constraints, with a minimum computational effort, as the ANN, used as 
the evaluation function, does not need any retraining. In order to demonstrate this 
capability, different sets of minimum allowed hydraulic heads were successively used 
in the optimization procedure. These sets of constraints were calculated in the interval 
between a) the values of the hydraulic heads at the corresponding observation loca-
tions for zero pumping rates and b) those values for the corresponding maximum 
pumping rates (4000 m3/d). The limiting values for the hydraulic heads (for zero and 
for maximum pumping rates) were obtained using the PTC numerical model. The cost 
function f to be minimized is formulated as the sum of three terms: 
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The first term (f1) is related to the objective of the optimization problem and is de-
signed to maximize the sum of the pumping rates. In the case where all 5 pumping 
rates take their maximum allowed values (4000 m3/d) term f1 takes its minimum value 
(equal to zero). The second term (f2) is a penalty term, designed to materialize the 
implicit constraints of the optimization problem. This term takes a zero value if no 
constraint is violated otherwise it varies linearly with the magnitude of constraint 
violation. The third term (f3) is an additional penalty term, which ensures that all non-
feasible solutions (which violate the constraints) have a higher cost function than the 
feasible ones. Terms f2 and f3 become zero for all feasible solutions. 

3.1   Outline of the Procedure  

In order to evaluate each candidate solution (a set of pumping rates), during the opti-
mization procedure, the calculation of the hydraulic heads in each one of the observa-
tion locations is needed, so that the constraints can be evaluated and the cost function 
is then computed. However, each call to the numerical simulator (PTC algorithm) is a 
time consuming procedure (than needs about 2.4 minutes in a Pentium M, 1.73 GHz 
Notebook), and for successive calls to the numerical simulator (during the optimiza-
tion procedure) the computation time becomes impractical. The computation time 
explodes if many different scenarios are necessary for optimization purposes (i.e. 
different minimum allowed the hydraulic heads at the observation locations). 

In this work the time consuming calls of the PTC algorithm are replaced with  
an ANN, properly trained to adequately simulate the physical system under considera-
tion. As the computation time of a call to a trained ANN is negligible, compared to  
a call to the PTC simulator, an optimization run performed with an Evolutionary  
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Algorithm (EA) linked to the ANN can be performed in less than a 5 minutes. On the 
contrary, an optimization run using an EA and the PTC numerical simulator needs 
tenths of hours to be completed (about 160 hours in a Pentium M, 1.73 GHz Note-
book). In our case the ANN is used as an approximation model to the “precise” PTC 
numerical simulator; consequently, the resulting optimal solution becomes accurate 
and meaningful as far as a very good approximation to the physical system is pro-
vided by the ANN. 

The adopted ANN is a classic fully connected multi-layer perceptron (MLP), with 
a single hidden layer, trained in a supervised manner with the error back-propagation 
algorithm. A more sophisticated training algorithm would reduce the training time, 
but this was a very small percentage of the whole training procedure, the large part 
being the PTC computations for the training set. The number of nodes in the input 
layer is equal to the number of pumping wells (5), while the number of nodes in the 
output layer is equal to the number of observation wells (22). The activation function 
is the commonly used logistic function. More details about the set up and the training 
of the ANN, and the adopted procedure can be found in [12]. 

During the optimization procedure the computation time for each evaluation of the 
ANN is negligible; however, the training time of the ANN is considerably high. The 
ANN needs a lot of training data, which in our case are sets of input pumping rates at 
the corresponding pumping wells and sets of the hydraulic heads at the corresponding 
observation locations. The training sets were obtained using the PTC numerical simu-
lator. The effective range of each pumping rate (0 - 4000 m3/d) was divided into four 
intervals of 1000 m3/d, resulting in five different pumping rate values (0, 1000, 2000, 
3000, and 4000 m3/d) which yields 55 = 3125 possible pumping sets for all five pump-
ing wells (computed in approximately 130 hours). The PTC simulator was used to 
provide 3125 sets of input pumping rates and output the hydraulic heads for training 
the ANN. After the training, the ANN is used in a way similar to a mathematical 
function to provide the hydraulic heads at the 22 observation locations for every set of 
pumping rates in the range between 0 and 4000 m3/d.  

A Differential Evolution algorithm [13] was adopted as the optimization method-
ology to provide the optimal set of pumping rates that, additionally, fulfill the im-
posed constraints. The classic DE algorithm evolves a fixed size population, which is 
randomly initialized. After initializing the population, an iterative process is started 
and, at each generation, a new population is produced until a stopping condition is 
satisfied. At each generation, each element of the population can be replaced with a 
new generated one. The new element is a linear combination between a randomly 
selected element and a difference between two other randomly selected elements. 

The DE optimizer used in this work enables the external use of executable or batch 
files for evaluation purposes and can be applied without modifications to various 
design optimization problems [14]. Two executables are used to evaluate the cost 
function for each candidate solution. First, the ANN (working in evaluation mode) is 
called to compute the hydraulic heads. Then, a second executable is called to compute 
the cost function (Eq. 1-2) for the corresponding candidate solution. In order to run a 
different scenario, for a different set of constraints, a different file for the permissible 
hydraulic heads can be used, and thus a different cost function is evaluated, without 
the need for retraining the ANN. 
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4   Results and Discussion 

Eleven different optimization scenarios were considered, to demonstrate the ability of 
the proposed procedure to provide optimal solutions for different sets of environ-
mental constraints at a minimal computational cost. 

Table 1. PTC calculations of the hydraulic heads, at the 22 observation wells for the two ex-
treme cases of a) all zero pumping rates and b) equal to the maximum allowed  

Observation 
location Grid 

node 

PTC computed 
values for zero 
pumping rates  
(m) 

PTC computed  
values for maximum 
pumping rates  
(m) 

1 865 160.6 158.72 
2 744 162.56 159.22 
3 622 161.71 158.89 
4 472 165.39 163.9 
5 410 158.25 157.68 
6 328 154.96 154.59 
7 260 152.26 151.48 
8 193 149.61 147.56 
9 88 147.32 146.03 
10 72 148.75 148.09 
11 130 155.34 154.45 
12 231 151.94 151.64 
13 276 153.45 153.25 
14 401 157.83 157.58 
15 495 155.44 155.05 
16 572 163.51 161.99 
17 853 155.7 153.93 
18 652 180.57 178.44 
19 340 180.98 180.61 
20 173 157.68 149.63 
21 586 180.69 176.32 
22 706 208.84 204.94 

These scenarios correspond to eleven different sets for the limiting values of the 
hydraulic heads at the 22 observation locations. These eleven sets were computed by 
taking a linear interpolation (with a step of 10%) between two extreme sets of hydrau-
lic heads; the first set corresponds to the hydraulic heads at the observation locations 
for zero pumping rates for all pumping wells; the second set corresponds to the hy-
draulic heads for the maximum pumping rate (4000 m3/d) for all five pumping wells. 
These two extreme sets of values were obtained using the PTC numerical simulator, 
and are listed in Table 1. All runs of the DE optimization algorithm were performed 
with the following DE parameters: F=0.9, Cr=0.7, number of generations = 200, 
population size= 20. 

Fig. 2 contains the results of the eleven scenarios (optimization procedures), corre-
sponding to the different sets of hydraulic heads at the observation locations. For all  
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Fig. 2. The results of the eleven optimization procedures for the corresponding sets of con-
straints 

but the second production wells (including the total pumping rate) a non linear varia-
tion of the pumping rates is observed. The value of the pumping rate for the second 
production well is equal to the maximum one for all cases considered, which means 
that its effect on the hydraulic heads on the corresponding locations is minimal. The 
results contained in Fig. 2 can be used as a guide to decide on the best water manage-
ment policy for the region under consideration, by accounting for the trade-offs be-
tween maximization of pumping rates and the minimization of environmental effects. 

5   Conclusions 

The procedure described in this work combines a MLP ANN with a DE optimizer to 
successively provide optimal solutions to a water management problem, for different 
sets of the environmental constraints, at a minimal computational cost. The objective 
of the optimization procedure is to maximize the total pumping rate of the pumping 
wells, without violating the environmental constraints associated with the water table 
drawdown at pre-specified locations. Although the training of the ANN necessitated a 
large number of costly runs of the PTC groundwater flow simulator, after its training 
it can be used without modification for several optimization runs, for different sets of 
constraints, connected to the values of the limiting water table drawdown at the speci-
fied locations. As a result, much lower computational time is needed for multiple 
optimization runs, compared to the case where the optimization algorithm was di-
rectly combined with the groundwater flow simulator, based on a finite element 
model, and useful information can be provided to assist the decision for the best man-
agement policy. 
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Abstract. We present a novel method to create complex search services over 
public online biomedical databases using hierarchical task network planning 
techniques. In the proposed approach, user queries are regarded as planning 
tasks (goals), while basic query services provided by the databases correspond 
to planning operators (POs). Each individual source is then mapped to a set of 
POs that can be used to process primitive (simple) queries. Advanced search 
services can be created by defining decomposition methods (DMs). The latter 
can be regarded as “recipes” that describe how to decompose non-primitive 
(complex) queries into sets of simpler subqueries following a divide-and-
conquer strategy. Query processing proceeds by recursively decomposing non-
primitive queries into smaller queries, until primitive queries are reached that 
can be processed using planning operators. Custom web search services can be 
created from the generated planners to provide biomedical researchers with 
valuable tools to process frequent complex queries. 

Keywords: Database integration, automated planning, hierarchical task net-
work planning. 

1   Introduction 

Over the last few years, there has been a dramatic increment in the number of publicly 
available biomedical databases [1]. The latter provide information on complementary 
topics, including biomedical literature, diseases, genes, proteins, polymorphisms, etc. 

Public online resources are normally focused on single topics. For instance, Pub-
Med [2] provides references to literature, while OMIM [3] is a database of genetic 
disorders. Therefore, to process frequent queries that involve searching for several 
topics, users are required to manually follow ad-hoc search flows that define chained 
sequences of searches on different databases. An example of such queries would be 
“retrieve all European laboratories that perform diagnostic tests for the Cystic Fibrosis 
disease”. This search would entail the use of the following search flow: i) searching 
the OMIM database to get the disease identifier (MIM ID) associated to that particular 
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disease, and ii) querying the EDDNAL [4] database using the previously obtained 
MIM ID to retrieve all the laboratories that perform clinical tests for the target genetic 
disorder. Manually executing these search flows becomes a harder task when the 
number of involved databases increases. Therefore, there is a need for novel methods 
and tools to automatically perform these complex searches. 

In this paper we propose the use of hierarchical task planning (HTN) techniques  
[5, 6] to facilitate the creation of complex query services over public online biomedi-
cal databases. In our approach, user queries are regarded as tasks to be performed—
i.e. goals to be achieved—while basic query services provided by the sources are 
viewed as primitive planning operators (POs). For instance, the PubMed biomedical 
literature database provides different basic query services—e.g. searches by topics, 
authors, journals, etc. Thus, a user query such as “find all articles by John Doe” could 
be considered as a task (or goal) to be achieved. Similarly, the query service “search 
all the articles by a concrete author” provided by PubMed could be regarded as a PO 
that can be used to carry out that particular task.  

The idea behind the proposed method is exploiting the domain knowledge pro-
vided by the search flows followed by users to create query decomposition methods 
(DMs) to deal with non-primitive queries. The latter are complex queries that involve 
a chained sequence of searches in one or more databases. Unlike simple queries, non 
primitive queries cannot be processed by applying a single primitive planning opera-
tor. Instead, they require the execution of a sorted sequence of primitive operators. 
Hence, DMs can be defined as pieces of domain knowledge that describe how to 
recursively decompose complex queries into a set of simpler queries following a di-
vide-and-conquer strategy. These subqueries can be either primitive or non-primitive. 
Further decomposition is then performed on non-primitive subqueries until primitive 
queries are reached that can be processed using individual planning operators. 

Once a planner based on specific DMs extracted from a given search flow has been 
created, it can be used as the core of a web search service that supports that concrete 
search flow. The generated web services can be either used as independent tools, or 
can be reused as building blocks to create more complex query services. 

This paper is organized as follows. In the next section, we focus on the methods we 
used to create web search services from search flows using HTN planning techniques. 
Next, we present the results of an experiment that we conducted to test our approach. 
The experiment involved an actual search flow frequently used in the domain of ge-
netic diseases. After that, we briefly compare our method with other similar ap-
proaches. Finally, we draw the conclusions. 

2   Methods 

The first step toward the creation of custom web services supporting concrete search 
flows is the identification of the involved databases. Once the sources have been iden-
tified, each database is then mapped to a set of planning operators (POs) describing 
the basic search services provided by that particular source. To represent these opera-
tors, we use the classical representation [7] for planning problems, based on first order 
logic (FOL). 
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A PO can be defined as a tuple o = (name(o), pre(o), del(o), add(o)) whose ele-
ments are as follows. 

• name(o) represents the name of the operator. It is a syntactic expression of the 
form n(x1: t1, x2: t2, …, xk: tk), where n is a unique operator symbol, and x1, …, 
xk are all variable symbols that represent the operator’s parameters. The symbols 
t1, …, tk represent the types associated to the different variables. Operators can 
be instantiated by binding one or more variables in name(o) to constant values 
belonging to their corresponding types. 

• pre(o) is a set of literals—i.e. FOL atoms—that represent the precondition of the 
operator o. An instance of o is said to be applicable iff its precondition holds in 
the current state. 

• del(o) is the set of negative effects of the operator, also called the deletion list. It 
is a set that includes all the atoms that will no longer hold after the execution of 
the operator. 

• add(o) is the set of positive effects of the operator, also called the addition list. It 
contains all the atoms that will hold after the execution of the operator.  

To illustrate the translation of basic query services into POs, let us consider the 
PubMed database. As stated previously, PubMed provides the service “search all the 
articles by a given author”. The PO associated to this query service can be defined as 
follows. 

PUBMED_QUERY_OP_search_by_author(?q: string) 

pre: AUTHOR_QUERY_STRING(?q) 
del:  AUTHOR_QUERY_STRING(?q) 
add:{article_by(?p ?a) | paper ?p is authored by author ?a} 
 

 

As shown above, the operator PUBMED_QUERY_OP_search_by_author takes as 
input the variable ?q of type string. Using this parameter we indicate the author of the 
papers that we are interested in retrieving. Regarding the operator’s precondition, it 
states that the atom AUTHOR_QUERY_STRING(?q) must hold in the current state for 
the operator to be applicable. This atom is automatically asserted when the user 
launches the query. After the search has been completed, the atom AU-
THOR_QUERY_STRING(?q) is no longer needed, and thus, it is discarded. Besides, a 
set of instances of the atom article_by(?p ?a) are automatically asserted, thus holding 
in the next state. This set includes all instances of the atom article_by(?p ?a) such that 
the paper ?p has been published by the author ?a according to the records retrieved 
from PubMed. Note that more than one autor ?a might match the user query ?q. 

Apart from creating operators specifically designed to process user queries, it is 
also necessary defining POs that enable the planning algorithm to achieve intermedi-
ate goals. An example is provided next. 

PUBMED_OP_search_by_author(?pn: person) 

pre: person(?pn) 
del:  person(?pn) 
add: {article_by(?p ?pn) | paper ?p is authored by author ?pn} 
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The PO shown in the above example is similar to the operator PUB-
MED_QUERY_OP_search_by_author. Indeed, both POs provide the same function-
ality. The only difference is that the operator’s precondition must be asserted by a 
previously applied operator rather than by a user query. 

Once all the target databases have been mapped to sets of primitive POs, it is now 
possible to encode a query processing task as a planning problem.  

The corresponding planning problem is defined by the tuple P(O, s0, g), whose 
elements are as follows. 

• O is a set of operators. This includes all POs provided by the involved sources. 
• s0 is the initial state of the world. It is represented by a set that includes all the 

atoms corresponding to the query launched by the user. For instance, the user 
query “retrieve all articles authored by J. Doe” would be represented by the 
initial state s0 = {AUTHOR_QUERY_STRING(“J. Doe”)}. 

• g is the goal state. It is represented by a set that includes all atoms that must 
hold in the goal state. Going back to the previous example, the goal represented 
by the set g = {article_by(?a “J. Doe”)} includes all instances of the predicate 
article_by such that “J. Doe” is the author of the article ?a.  

Once the planning problem has been defined, it is now possible to extract a solu-
tion plan Π = {π1, π2, …, πm} using any automated planning method [7]. Note that 
each πi є Π represents a search in one concrete database that takes as input some of 
the results provided by previously executed searches—i.e. π1, …, πi-1.Thus, Π repre-
sents a query execution plan that can be automatically executed. 

The main drawback of this approach is that classical planning techniques do not 
exploit the expert knowledge provided by the query flows followed by users to manu-
ally execute complex frequent queries. 

Among all available automated planning techniques, we believe that hierarchical 
task network planning techniques (HTN) [5, 6] are the best suited to address the crea-
tion of custom web search services. This is partly because HTN provides specific 
artifacts called decomposition methods (DMs) that can be regarded as “recipes” that 
describe how a human expert may think about manually processing a complex query. 

Hence, we propose translating the query flows used by human experts to process 
frequent queries into DMs built upon primitive operators provided by the databases. 
These DMs i) facilitate the planning task, and ii) generate web search services that are 
similar to how human experts manually execute the queries. 

DMs can be regarded as methods to solve complex tasks that can be recursively di-
vided into sets of simpler tasks following a divide-and-conquer strategy. For instance, 
the query “find all European laboratories that perform diagnostic tests for the Cystic 
Fibrosis disease” is handled by human experts by decomposing it into two simpler 
queries. First, the user queries the OMIM database to obtain the disease identifier 
(MIM ID) associated to the target disease (i.e. Cystic Fibrosis). Next, the EDDNAL 
database is searched by providing the previously retrieved MIM ID as input. This 
produces a result set including all European laboratories that perform genetic tests for 
the Cystic Fibrosis genetic disorder. This search flow can be easily translated into a 
set of DMs and primitive operators as shown below. 
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METHOD_search_for_lab_by_disease(?q: string) 
task: search_for_lab_by_disease(?q: string) 
pre: none 
del:  none 
subtasks: <OMIM_QUERY_OP_get_matched_diseases(?q),              

get_laboratories(?m)> 
 
METHOD_get_laboratories() 

task: get_laboratories() 
pre: none 
del:  none 
subtasks: <EDDNAL_OP_get_laboratory(?m), get_laboratories()> 
 

OMIM_QUERY_OP_get_matched_diseases(?q: string) 
pre: DISEASE_QUERY_STRING(?q) 
del:  DISEASE_QUERY_STRING(?q) 
 add: {disease-id(?m ?d) |  ?m is the identifier associated to disease1 ?d ac-

cording to OMIM} 
 
EDDNAL_OP_get_laboratories(?m: disease-id) 

pre: disease-id(?m ?d) 
del:  disease-id(?m ?d) 
 add: {test-lab(?l ?m ?d) | ?l is a lab that performs tests for disease ?d ac-

cording to EDDNAL} 
 

  

When using HTN techniques, goals are no longer represented as sets of atoms that 
must hold in the goal state. Instead, goals are regarded as lists of tasks to be performed. 
Thus, the statement of a HTN planning problem is represented by the tuple P = (O, M, 
s0, t), where M is a set that includes all the DMs, t is a list of tasks to be achieved, and 
O and s0 have the same meaning as in classical planning. 

Using the above definitions, the query flow “retrieve all European laboratories that 
perform diagnostic tests for the Cystic Fibrosis disease” can be stated as the following 
planning problem P = {O, M, s0 = {DISEASE_QUERY_STRING(“Cystic Fibrosis”)}, 
t = <search_for_lab_by_disease(?q)>}.  

This HTN planning problem can be solved using the SHOP2 HTN planning algo-
rithm [8]. SHOP2 proceeds by recursively searching for a suitable method or operator 
to achieve the goal task. In the previous example, the task search_for_lab_by_disease 
can be performed by applying the method METHOD_search_for_lab_by_disease. 
Once the method has been applied, the task search_for_lab_by_disease is replaced 
with the corresponding list of subtasks specified by selected method, i.e. 
<OMIM_QUERY_OP_get_matched_diseases, get_laboratories(?m)>. Note that the 
first subtask can be directly achieved by a primitive operator, while, the second is a 
non-primitive subtask that requires further decomposition using a suitable method—
i.e. the method METHOD_get_laboratories. 

                                                           
1 Note that more than one disease ?d might match the query string ?q. 
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Once the search flow has been converted into a HTN planning problem, we then 
use a modified version of the JSHOP2 planner generator [9] to create a web search 
service. The modified planner generator takes as input the formal definition of the 
HTN problem augmented with additional information. The latter includes directions 
on how to enter and extract information from the web pages belonging to the different 
databases. The planner generated by JSHOP2 is then used as the core of the newly 
created web service, acting as a mediator responsible for query processing.  

3   Results 

In this section, we present the results of an experiment that we carried out to test the 
proposed approach. The experiment involved a complex search flow frequently used 
by biomedical researchers on the area of genetic diseases. The search flow is depicted 
in the figure below. 

 

Fig. 1. Overview of the search flow involved in the experiment 

As shown in figure 1, the search flow is aimed to retrieve the three-dimensional 
structure of all proteins involved in a given genetic disease. This generic query entails 
a complex chained search over 8 databases focused on different topics. These topics 
include diseases (OMIM [3]), rare genetic diseases (Orphanet [16]), genes (Entrez 
Gene [17]), normalized gene symbols (HGNC [18]), proteins (SwissProt [19]), and 
protein structures (ExPASy [19], PDB [20] and EBI [21]). The different phases of the 
search are shown in the figure. 

We encoded the search flow as an equivalent HTN planning problem using the 
methods described in the previous section. The obtained HTN problem included 8 
POs and 5 DMs.  
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Once the search flow was encoded as a HTN planning problem, we used the 
JSHOP2 planner generator to automatically create a HTN planner implementing the 
target search flow. The generated planner was then encapsulated by a Java web ser-
vice that was deployed in an application server. 

We evaluated the performance of the generated web service by launching a set of 
queries related to 200 genetic diseases. Service times ranged between 3 and 12 min-
utes using a server based on Windows Vista Ultimate™ with 4 GB of RAM. These 
timings include both the plan generation and the retrieval of all structures belonging 
to all proteins involved in the target genetic disorder.  

We believe that the generated web service facilitates the execution of the corre-
sponding search flow, considering that manually retrieving the 3D structure associ-
ated to a single protein takes in average 2 minutes. 

In the next section we compare the proposed method to other existing approaches 
to integrate public online biomedical databases. 

4   Discussion 

In recent years, different approaches have been proposed in the literature to address 
the integration of web-based biomedical databases. This includes information linkage 
[10], mediator/wrapper based methods [11], ontology-based mediation approaches 
[12, 13], and automated planning techniques [14]. We believe that planning tech-
niques are particularly well suited to integrate public online databases since, i) they 
can process queries not supported by information linkage-based methods, and ii) 
unlike mediation-based approaches, they do not require establishing complicated 
mapping relationships between the schemas of the databases. 

The BACIIS system [14], based on classical planning methods, relies on a custom 
ontology called BaO that includes all the relevant classes of objects in the domain 
together with a set of relationships that represent the inputs/outputs accepted/provided 
by the different databases. Queries are executed by generating a query processing 
plan—i.e. a sequence of searches on different databases—using the information pro-
vided by the ontology. Plans are automatically created using a modified version of the 
domain-independent GraphPlan [15] planning algorithm. The main drawback of this 
approach is that domain knowledge—i.e. the search flows—used by experts to manu-
ally process complex queries is not exploited to facilitate the creation of the plans.  

Conversely, our method exploits the expert knowledge provided by the search 
flows to generate web search services that are similar to how human experts manually 
execute the queries. Besides, the DMs implemented by previously created web ser-
vices can be reused as components supporting complex query services. 

5   Conclusions 

In this paper, we propose the use of HTN planning techniques to create complex web 
search services over multiple public online biomedical databases. HTN planning pro-
vides a framework to encode manual search flows used by biomedical researchers as 
HTN planning problems. Planners created to solve these HTN problems can be used 
as mediators that perform searches in a similar way as human experts execute queries. 
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Besides, the generated web services can be reused as components to build more com-
plex query services, thus facilitating the integrated access to multiple public online 
biomedical resources. 

References 

1. Galperin, M.Y.: The Molecular Biology Database Collection: 2008 Update. Nucleic Acids 
Research 36(Database issue), D2–D4 (2008) 

2. http://www.ncbi.nlm.nih.gov/pubmed/ (last accessed, April 2008) 
3. http://www.ncbi.nlm.nih.gov/sites/entrez?db=omim 

(last accessed, April 2008) 
4. http://www.eddnal.com/ (last accessed, April 2008) 
5. Sacerdoti, E.: The nonlinear nature of plans. In: Proceedings of the International Joint 

Conference on Artificial Intelligence, pp. 206–214 (1975) 
6. Erol, K., Hendler, J., Nau, D.: Semantics for hierarchical task-network planning. Technical 

Report CS TR-3239, UMIACS TR-94-31, ISR-TR-95-9. University of Maryland (1994) 
7. Ghallab, M., Nau, D., Traverso, P.: Automated Planning: Theory and Practice. Morgan 

Kaufmann, San Francisco (2004) 
8. Nau, D., Au, T.C., Ilghami, O., Kuter, U., Murdock, J.W., Wu, D., Yaman, F.: SHOP2: An 

HTN Planning System. Journal of Artificial Intelligence Research 20, 379–404 (2003) 
9. http://www.cs.umd.edu/projects/shop/description.html 

(last accessed, April 2008) 
10. Dias, G., Oliveira, J.L., Vicente, F., Martín-Sánchez, F.: Integrating Medical and Genomic 

Data: a Successful Example of Rare Diseases. Stud. Health Technol. Inform. 124, 125–130 
(2006) 

11. Haas, L.M., Schwarz, M., Kodali, P., Kotlar, E., Rice, J.E., Swopre, W.C.: DiscoveryLink: 
A system for Integrated Access to Life Sciences Data Sources. IBM Systems Jour-
nal 40(2), 489–511 (2001) 

12. Stevens, R., Baker, P., Bechhofer, S., Ng, G., Jacoby, A., Paton, N.W., Goble, C.A., Brass, 
A.: TAMBIS: Transparent Access to Multiple Bioinformatics Information Sources. Bioin-
formatics 16(2), 184–186 (2000) 

13. Alonso-Calvo, R., Maojo, V., Billhardt, H., Martín-Sánchez, F., García-Remesal, M., 
Pérez-Rey, D.: An agent- and ontology-based system for integrating public gene, protein 
and disease databases. Journal of Biomedical Informatics 40(1), 17–29 (2007) 

14. Miled, Z.B., Li, N., Bukhres, O.: BACIIS: Biological and Chemical Information Integra-
tion System. Journal of Database Management 16(3), 72–85 (2005) 

15. Blum, A., Furst, M.: Fast Planning Through Planning Graph Analysis. Artificial Intelli-
gence 90, 281–300 (1997) 

16. http://www.orpha.net/consor/cgi-bin/index.php (last accessed, April 
2008) 

17. http://www.ncbi.nlm.nih.gov/sites/entrez?db=gene 
(last accessed, April 2008) 

18. http://www.genenames.org/ (last accessed, April 2008) 
19. http://www.expasy.ch/sprot/ (last accessed, April 2008) 
20. http://www.rcsb.org/pdb/home/home.do (last accessed, April 2008) 
21. http://www.ebi.ac.uk/msd/ (last accessed, April 2008) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 50–57, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Building an Index of Nanomedical Resources: An 
Automatic Approach Based on Text Mining 

Stefano Chiesa, Miguel García-Remesal, Guillermo de la Calle,  
Diana de la Iglesia, Vaida Bankauskaite, and Víctor Maojo 

Biomedical Informatics Group, Dep. Inteligencia Artificial, Facultad de Informática,  
Universidad Politécnica de Madrid, Spain 

Abstract. Nanomedicine is an emerging discipline aimed to applying recent 
developments in nanotechnology to the medical domain. In recent years, there 
has been an exponential growth of the number of available nanomedical re-
sources. The latter are aimed to different tasks and include databases, nanosen-
sors, implantable materials, etc.  This leads to the necessity of creating new 
methods to automatically organize such resources depending on their provided 
functionalities. In this paper we will first present a brief overview on the 
nanomedical discipline and its related technologies. Next we will introduce a 
method targeted to the automated creation of an index of nanomedical re-
sources. This method is based on an existing approach to automatically build an 
index of biomedical resources from research papers using text mining tech-
niques. We believe that such an index would be a valuable tool to foster the re-
search on nanomedicine. This is an example of application in the new area of 
Nanoinformatics. 

Keywords: nanomedicine, text mining, biomedicine, nanoinformatics. 

1   Introduction 

According to the National Nanotechnology Initiative (NNI), “nanotechnology is the 
understanding and control of matter at dimensions between approximately 1 and 100 
nanometers, where unique phenomena enable novel applications” [1].  In 1959, Rich-
ard Feynman presented a conference called “There’s plenty of room at the bottom”[2]. 
In his talk, he touched topics that in a few decades became one of the main objectives 
for the research world. He did not only predict the progressive miniaturizing process 
that led to the possibility of work at atomic level, he also considered it crucial that the 
manufacturing of tools can interact with biologic cells at the same size level.  

Nanotechnology actually constitutes a path that leads towards the integration of 
natural and artificial world. One of its strongest points is the fact that nano-particles 
and nano-devices can effectively interact with natural organism. Considering this 
context, from the perspective of computer science, nanotechnology catalyzes the 
passage from its old domain (the study of phenomena surrounding computers) into a 
more modern one, in which computer science can be defined as the study of natural 
and artificial information processes [3]. 
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The possibility to interact with the natural biological environment makes the re-
search on the biological processes and the understanding of the information processes 
that are embedded to them easier. Moreover the possibility to manipulate these infor-
mation flows opens new research opportunities for artificial information processes. 

1.1   Nanomedicine Definition 

The application of nanotechnology to health care is called nanomedicine. At the end 
of 2002, The National Institutes of Health (NIH) created a new plan for the study of 
the nanoscience and nanotechnology applied to the medicine. The European Commis-
sion has also shown the same increasing interest in using bio-molecular approaches 
for the diagnosis, monitoring and treatment of high risk diseases like cancer or car-
diovascular conditions and developing micro-nano devices and tools for research and 
development.  

According to Jain [4], nanomedicine is based on three progressively more powerful 
molecular technologies:  

i) Nanoscale-structured materials and devices 
ii) Genomics, proteomics and artificially engineered microorganism 
iii) Molecular machine systems 

These may be used for a large number of application fields that can be organized in 
the taxonomy [5] can be seen in figure 1.  

 

Fig. 1. Nanomedicine taxonomy [5] 
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1.2   Nanomedicine Taxonomy 

Following Figure 1, nanomedicine can be categorized in several different areas: 

Biopharmaceutics. This area studies the role of nanotechnology in the pharmaceuti-
cal domain. It includes the study of new drugs based on nano-particles (drug discov-
ery) and the nano-systems that can be utilized to deliver the pharmaceutical products 
in a more effective and precise way (drug delivery). 

Implementable materials. This area includes the biocompatible materials that can be 
permanently or temporally implanted in a living organism. These materials can be 
used for substituting or repairing tissues (tissue repair and replacement) and structures 
(structural implant materials) of an organism body. 

Implementable devices. This area contains the technologies that aim towards the 
creation of nano-devices that can be implanted in live organisms. This category com-
prises those devices that can process local extracted medical information for diagnos-
ing and treating purposes (assessment and treatment devices). Implantable devices 
also include devices that can enhance sensory skills restoring lost hearing and sigth 
functions (sensory aids). 

Surgical Aids. This area includes the devices that can be helpful for surgical opera-
tions. In particular nano tools can be used to perform common surgical tasks in a very 
precise way or monitoring patient condition with a higher accuracy (operating tools).  

Diagnostic tools. This area includes the nano-systems that can help to identify the 
occurrence of a disease as soon as possible. There are possibilities to work directly on 
genes and genetic samples (Genetic testing) and to create graphical representations 
that shows images of the patient’s condition (imaging). 

Understanding basic life process. Nanotechnology uses devices and tools created at 
atomic and molecular sizes. For the biological purposes of understanding life process 
this is a very important opportunity. Through nanotechnology it is possible to deeply 
understand the processes like protein folding, and to be able to solve problems that are 
strongly bound within them.  

As shown in this taxonomy there are several areas of interest in medicine, which we 
will analyze below. 

2   Background and Rationale 

2.1   Nanomedicine Overview 

The role of nanomedicine over the coming decades will become progressively more 
central for patient care process. In the “strategic research agenda for nanomedicine” 
[6] we can find some research lines that are considered the most valuable in respect of 
benefits for the patient and socio-economical impact.   

Nanomedicine will be used for different medical purposes, such as preventive 
medicine, diagnosis, therapy and follow up monitoring. Current research covers on 
these aspects of the care process, with respect to different diseases. Nowadays the most 
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frequent cause of death in the European Union is cardiovascular diseases, followed by 
cancer. Other types of disorders, such as musculoskeletal and inflammatory diseases or 
neurodegenerative diseases, significantly reduce the patient’s quality of life. 

For these conditions, nanomedicine will offer solutions to reduce the contraindica-
tions that current therapies have, whilst being more effective. Current research is 
rapidly approaching a stage in which nanotechnologies will be utilized in practice. 
Methods for fields like biological research and biological imaging, applied to medi-
cine, have been developed using nanosize particles and crystals [7]. 

Nowadays nanomedicine can count on a huge number of new technologies that can 
be used in the different branches in which nanomedicine is divided [8]. For instance, 
surfaces perforated with nanopores are used to create containers that can hide the 
immunologic system biologic cells belonging to other organisms. Anticancer thera-
pies may count on several nanostructures like fullerenes, nanoshells or tectoden-
drimers that can perform disease recognitions and target delivering tasks. 

In a short period (3 to 5 years) nanotechnology is expected to provide biologic ro-
bots to medicine, constituted by engineered bacterial organisms able to produce sub-
stances useful for the patient metabolism. They may be used, for example, to increase 
low levels of vitamins or to produce antitoxins when it is needed. 

In a longer period (10 to 20 years) nanomedicine will be able to create artificial red 
and white blood cells or to replace fragments of chromosomes that may cause genetic 
diseases to the patient. 

The research on nanomedicine is growing fast and the available material about this 
theme is expected to increase dramatically in the next few years. 

2.2   Information Management 

Over the last few years, the number of papers concerning nanomedicine has increased 
significantly. The interests on this field has led many research laboratories to increase 
their effort in obtaining relevant results. The material produced is then shared with the 
research community. 

The rapid growth of produced information leads to organizational issues. Research 
papers are usually not formally structured. For this reason it is complex to create an 
automatic approach to collect and order research results. Moreover the possible rela-
tion that may exist among different researches is unclear.  

This situation may lead to an uncontrolled explosion of hard to manage informa-
tion. In order to avoid this, automatic approaches to organize the produced material 
and the existing related concepts (contained in articles) are needed. 

Moreover articles may need some standard features in order to structure the infor-
mation they contain. This may be extremely interesting approach to be able to manage 
efficiently (automatically) the available resources. 

3   Methods 

3.1   Automatic Text Analysis 

To address the automated creation of a nanomedical index, we propose a method 
based on automated text analysis using pattern matching techniques. This method has 
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been previously applied to the biomedical domain to create a tool for automated anno-
tation of biomedical resources from literature [9]. 

First, linguistic patterns that occur in a text are manually identified using a training 
set composed of several hundreds of research papers. The extracted patterns describe 
general syntactic structures and morphological features that allow identification the 
relevant information to be retrieved from the texts. We considered three different sets 
of patterns that are used to perform different tasks: i) extracting the names of the re-
sources, ii) identifying their functionalities and iii) classifying the resource into a 
suitable category.   

This classification is driven by the type of resource—e.g. database, annotation tool, 
visualization tool, etc— and its application domain—e.g. genome, DNA, protein, etc. 
Types and domains are organized into an ad-hoc taxonomy created by the team of 
experts. 

Using the extracted patterns, we created two transition networks (TN) [10]. These 
are abstract machines that can determine if a given string belongs to a specific formal 
language defined by a set of regular expressions.  

The first TN extracts the name of the resource and a description of its functional-
ities, while the second performs the classification task. 

The analysis of each document involves 4 stages: 

 

Fig. 2. Text analysis process 

Structure. The document is pre-processed to create a surrogate. The latter includes 
the title, the abstract and a reference to the full text of the article. 

Analysis. The title and the abstract sections are divided into single sentences that are 
parsed using a lexical and morphological analyzer. This produces a sequence of to-
kens labelled with their corresponding linguistic features. Next, the tokens are 
stemmed, thus being converted into their root form. 

Name and functionality. The tokens are fed as input of the first transition network to 
extract the name of the resource and a description of its provided functionalities. 

Classification. Finally, the tokens are fed as input to the second TN that classifies the 
tool into the most suitable categories of the taxonomy. 
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All the extracted information is then stored in a database that can be queried by users 
through a graphical interface. 

3.2   Adaptation to the Nano-context 

The results obtained in the biomedical domain, encouraged us to explore other possi-
ble application fields. We selected the nanomedical domain due to its growing interest 
in the biomedical community.  

First, we identified the required modifications to be performed on the former ap-
proach to adapt it to the nanomedicine field.  

Similarly as we did for the biomedical domain, we first extracted linguistic patterns 
by analyzing abstracts of research papers. These linguistic patterns were then used for 
the creation of the new TNs tuned for the nanomedicine domain. The first issue we 
had to tackle was that the number of papers on nanomedical resources was much 
smaller than those related to biomedical resources. This hindered the patterns’ extrac-
tion process, making it slower and more complex. 

The features we were interested in extracting from the documents were the same as 
for the previous prototype. We wanted to retrieve the resource’s name, its functional-
ities and the category to which it belonged. For some specific resources we also con-
sidered which were their required inputs and outputs –e.g. the output of a nanosensor 
and the input of a diagnostic nanodevice. This can be used to define complex work-
flows that may involve a sequence of different resources. 

3.3   Enhance the Text Analysis Performance 

The implementation of the proposed text analyzer must address a series of problems. 
Probably the most difficult is solving the heterogeneity introduced by different re-
searchers when describing their results in research papers. This means that we need a 
more complex set of linguistic patterns in order to be able to cover all the potential 
possibilities in which a given concept may be expressed.  

This leads us to consider the idea of a standard proposal that may help to enhance 
the performance of text mining tools. The basic idea consists in encouraging authors 
to prepare the abstracts of their articles following a predefined structure. The latter 
defines different patterns that facilitate the extraction of relevant information. This 
may include, for instance, a set of short sentences introduced by a concrete keyword 
describing the resource presented in the paper.  

4   Results and Discussion 

The method we described has been tested on the biomedical domain. The set of pa-
pers we considered was composed of 392 papers. Among them, a small percentage 
was related with nanomedicine domain. The first TN managed to recognize, over the 
whole test set, 376 correct resource names. It also extracts 505 functionalities. The 
88% of them were understandable and complete. The 10% were incomplete but still 
provided useful information. The second TN managed to categorize 305 resources 
and to assign a domain to 253 resources.  
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These results refer to the application of the method using TNs mainly tuned  
for the biomedical field. Our purpose is to refine the set of patterns in order to make 
them more specific for the nanomedicine domain. The patterns we defined until now 
are still not stable enough to produce effective results. Nanomedicine is an emerging 
field and the number of published papers is smaller than in the biomedical domain. 
High impact journals on nanomedicine are relatively young and is needed a wider  
set of relevant papers is needed to increase the number of patterns and tune properly 
our TNs.  

5   Conclusion and Future Work 

We proposed a new approach to the organization of the information produced about 
nanomedicine. We focussed on a method that led to previous results in the biomedical 
domain. We analyzed it in order to identify the characteristics of the field of 
nanomedicine. This opens a path to the implementation of a “nano-resourceome” [11]. 

We also proposed a way to produce a structured organization of the documents to 
improve the efficiency of those tools that have to recover information automatically. 
In this early stage of nanomedicine research, creating the basis for a common standard 
of articles is a crucial task to be able to track the rapid growth of information about 
the domain. 

The approach we propose is part of the agenda of the ACTION-grid project. The 
latter is a project supported by the European Commission beginning in June 2008. 
The main objective is to constitute an international cooperative action on grid com-
puting and biomedical informatics between the European Union, Latin America, the 
Western Balkans and North Africa. The project includes the survey of the current 
state of nanotechnology applied to medicine and the production of a White Paper that 
highlights future research lines based on the synergy between medical informatics and 
bioinformatics, expanding results towards grid and nano areas (nanotechnology, 
nanoinformatics, nanomedicine). 

In the context of this project the proposed method is a useful tool for information 
retrieval about nanomedicine resources. These would be categorized and summarized 
by name and functionalities, giving the researcher a structured index. 

Finally we are working towards implementing a software tool able to find relation-
ships between papers in an automatic way. This enhancement provides the possibility 
of creating workflows among resources or performs more complex queries on the 
produced nanoresources’ database.  
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Abstract. Reusing the data collected during an epidemiological study is a com-
plex task. This is mainly due to the frequent utilization of traditional storage 
supports, as well as specific formats and/or terminologies which can make it 
difficult to integrate the gathered data with data from other information re-
sources. Using terms from the UMLS Metathesaurus, we have annotated the 
data collected during the development of an epidemiological study of colorectal 
cancer funded by the US National Cancer Institute (NCI), which was carried out 
in Galicia, Spain. In our opinion, this annotation can facilitate integration of 
these data with data from other studies, allowing the future development of lar-
ger studies in a faster and more economical manner. 

Keywords: Ontologies, Knowledge Management, Cancer. 

1   Introduction 

Epidemiological studies can be valuable in understanding a number of processes such 
as the origin and progression of diseases, the detection and the monitoring of out-
breaks of pathologies in various populations, and can also aid in decisions regarding 
the optimization of resources, as well as regarding the overall welfare, safety, and 
quality of life in general.   

However, the study of complex diseases such as different types of cancer, which 
are caused by a diversity of possibly interrelated genetic, environmental, and lifestyle 
factors, requires a large amount of data in order to enable researchers to systemati-
cally sift through, analyze, and interpret information that is inherently multidimen-
sional, multivalued, heterogeneous, multi-patient, and ideally obtained from the same 
patients over different periods of time. Moreover, the data must reside in a way that 
becomes accessible to researchers in a manner that is efficient, reliable, and easy to 
interpret despite the complex nature of the information itself.  

In the case of colorectal cancer, compiling useful and comprehensive data is an ex-
pensive and time-consuming task that implies: (1) the capture of a variety of clinical 
records for every patient included in the study, (2) gathering data and information 
associated with medical analyses and interpretations for all patients, and (3) conduct-
ing personal interviews with each patient and his/her family in order to obtain relevant 
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information, especially information derived from various questionnaires (e.g., risk 
factor questionnaires). 

These valuable data could be reused (totally or partially) by integrating them with 
data from other similar studies, in such a way that it could be possible to accomplish 
new studies over a higher volume of information. Nevertheless, these data are nor-
mally stored by means of traditional storage supports (e.g. paper) and/or using region-
specific terminologies or languages which cannot be understood from other regions in 
the world. These factors make understanding of underlying semantics a considerably 
difficult task, what represents an important obstacle in the integration of the gathered 
data with data from other studies. 

An ontological approach can help to facilitate this task. The role of ontologies for 
allowing a more effective data and knowledge sharing and reusing is widely recog-
nized and, nowadays, there exist a variety of public ontologies from different appli-
cation domains, which can support the exchange of information among people or 
systems that use diverse representations to refer to the same meaning. 

In an attempt to make a contribution in this area, we have used a well-known set of 
medical ontologies, the UMLS Metathesaurus [1], to annotate the information col-
lected during an epidemiological study of colorectal cancer in Galicia, Spain. All of 
this, in order to allow that these data can be understood from other parts of the world 
and reused in the future to develop larger and more conclusive studies. 

2   Background 

The region of Galicia, located in the northwest of Spain, represents an excellent geo-
graphical area for conducting genetic epidemiological studies of colorectal cancer due 
to several factors: 1) the genetic homogeneity of its population, which facilitates  such 
studies; 2) the relatively high incidence of colorectal cancer; 3) the relatively large 
size of patients’ families, which enhances the statistical significance of studies; 4) the 
accessibility to the relatives of patients affected by cancer, given that family members 
often live in the same household or town, and almost always in the same region; 5) 
the existence of a centralized and universal health care system that allows obtaining a 
nearly complete case finding and virtually 100% retrieval rate of medical records, 
pathology reports, tumor blocks, and fresh frozen tissue; 6) a population that appears 
to be very cooperative with medical studies; 7) the cultural homogeneity of the popu-
lation, which enables the development of procedures for efficient recruitment of par-
ticipants in the study and which facilitates the collection of data that are considerably 
uniform; and 8) the existence of a highly qualified and well motivated group of clini-
cians and researchers that can fully support the investigations. Combined, these fac-
tors make Galicia a rather unique, as well as important, region in which to conduct 
epidemiological studies in colorectal cancer. 

Consequently, these considerations have motivated the development of several re-
search projects in Galicia centered on cancer during the last years, including: (a) “A 
Pilot Study of colorectal cancer in Galicia, Spain”, funded by the US National Cancer 
Institute (NCI) during the period 2004-2006; (b) “Colorectal Cancer Thematic Net-
work in Galicia”, funded by the XUNTA de Galicia during the period 2005-2006; and  
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(c) “Colorectal Cancer Research Network in Galicia”, funded by the XUNTA de 
Galicia during the period 2006-2008. Within the framework of these projects, the idea 
of developing an information system (IS) to improve the traditional way of carrying 
out epidemiologic studies was jointly raised in 2005 by the Medical Computing and 
Radiological Diagnosis Center (IMEDIR Center) of the University of A Coruña and 
The University Hospital Complex Juan Canalejo of A Coruña, which has been funded 
by the XUNTA de Galicia during the period 2005-2008. 

Initially, we developed a secure IS to collect, store and edit medical data through 
the Internet, from different hospitals [2]. This system was successfully tested by the 4 
Galician hospital centers that have participated in the execution of the previously 
mentioned project: “A Pilot Study of colorectal cancer in Galicia, Spain”. After that, 
we thought that reusing the data gathered by our IS could provide great benefits, and 
we started to study the ways of using medical ontologies to semantically tag these 
data, with the aim of allowing that they can be understood by researchers from all 
around the world and automatically integrated with other sets of similar data. 

The problem of establishing connections between databases and ontologies has al-
ready been studied by other authors, who proposed diverse remarkable solutions (e.g. 
[3] – [7]), based on different approaches [8]. Nevertheless, the case presented in this 
work has its own peculiarities, which make it different from previous problems: we 
want to map a fixed set of questions and answers from questionnaires to ontological 
terms. Some of these questions/answers have a complex semantics and it was neces-
sary to use not only one term from the ontology, but several terms which had to be 
properly combined in order to express all the meaning contained in each ques-
tion/answer. The advantage of this situation with respect to other problems is that it 
only was necessary to find the connections between the elements of each question-
naire and the ontology once, because the same set of questionnaires is used during the 
entire study. 

3   Methods 

3.1   Description of the Collected Data 

In the study: “A Pilot Study of colorectal cancer in Galicia, Spain”, a wide range of 
information about patients affected by colorectal cancer (i.e. probands) and their 
blood relatives (including parents, siblings and cousins) has been collected. In total, 
230 members (62 probands and 168 relatives) from 62 different families have partici-
pated in the study. The data collection has been achieved during personal interviews 
in which the interviewed person has filled out several questionnaires, helped by the 
medical personnel in hospitals (i.e. doctors or nurses who participated in the study). 

The questionnaires used in the study were the following ones: the risk factors ques-
tionnaire and the familiar questionnaire, both originally designed by researchers of the 
NCI and translated to Spanish. The risk factors questionnaire is a comprehensive set 
of questions about medical history and several aspects of lifestyle (e.g. diet, physical 
activity, alcohol consumption, etc.), to identify possible risk factors for colorectal 
cancer. This questionnaire has 421 possible questions (many of which do not have to  
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Fig. 1. Tables in the database 

be answered, because some responses open or close different paths of future ques-
tions) and it has been filled out by all the members of the study (i.e. both probands 
and relatives). On the other hand, the familiar questionnaire has been designed to 
collect information about the medical history of each family. This questionnaire has 
126 possible questions and it only has been filled out by the proband of each family. 
The filled questionnaires were sent through the Internet from each hospital center to a 
centralized database (DB), located at the IMEDIR Center of the University of a 
Coruña, where they were stored. 

This centralized DB (see Collected data in Fig. 1) contains (1) a table for each kind 
of questionnaire: the RF_quest and FA_quest tables, (2) a diagnostic table, which 
stores the diagnostic for each proband and (3) a relationship table, which stores the 
kinship of each member to the proband (e.g. father, sister, proband, etc.). Each row in 
the RF_quest and FA_quest tables stores a code that identifies the interviewed person 
(personID), the date of the interview (dateIntvw) and the answers of the interviewed 
person to each question of the questionnaire (column names refer to the code of each 
question, e.g. A1, B1, B2b, etc.). 

For example, let’s suppose the following question (extracted from the risk factors 
questionnaire): B2. Have you ever had a sigmoidoscopy? Possible answers are: (a) 
Yes, (b) No, (c) Don’t know. If we suppose that the interviewed choose the answer (a) 
Yes, then the table of the DB that stores the information from the risk factors ques-
tionnaire (i.e. RF_quest), would store an a in the cell located at the column B2, at the 
row corresponding to the interviewed. 

However, some answers are more complex, and we had to conceive a representa-
tion to store them (see Table 1). An example could be the question B2a. When was the 
first time you had a sigmoidoscopy? Possible answers: (a) Year, (b) Don’t know. Let’s  
 

Table 1. Format of complex answers 

Format Description 
x[Y] Answer x, with value Y 
x-y-z Answer x, y and z (multiple answer) 
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suppose that the interviewed answers a, 1996. In this case, the row corresponding to 
this person would store the string a[1996] at the column B2a. 

3.2   Mapping the Collected Data to the UMLS Metathesaurus 

The Unified Medical Language System Metathesaurus (http://umlsks.nlm.nih.gov), 
developed by the US National Library of Medicine (NLM) is a compilation of names, 
relationships, and associated information from a variety of biomedical naming sys-
tems representing different views of biomedical practice or research. It integrates over 
2 million names for some 900 000 concepts from more than 60 families of biomedical 
vocabularies, as well as 12 million relations among these concepts [1]. One of the 
vocabularies included in the Metathesaurus is the NCI Thesaurus [9], a broad termi-
nology of the cancer domain built by the NCI to better organize, enhance and leverage 
the confusing patchwork of clinical and research cancer terms in current use.  

Due to these factors, we selected the UMLS Metathesaurus as the most complete 
and appropriate resource to represent our data. We used version 2007AC of UMLS. 
With the purpose of navigating rapidly through the parent-child (IS_A) relations (e.g. 
Polypectomy IS_A Excision) and to effectively access the definitions, synonyms and 
semantic types (e.g. Polypectomy IS_A Therapeutic or Preventive Procedure) of each 
concept, we followed the methods suggested in [7] and [10], and reorganized the 
Metathesaurus into four separate tables (named umls_concept, umls_synonyms, 
umls_children and umls_sem_types, see UMLS in Fig. 1)  

For each question/answer in the questionnaires used in the study and for each diag-
nostic and relationship, we have looked for one related concept (or several concepts, 
in the case of complex questions/answers) in the UMLS Metathesaurus. 

The identification of mappings has been carried out by six professionals, divided 
into three teams which have worked in a parallel and independent way. Each team 
was composed by a technical expert and a medical specialist on colorectal cancer. The 
technical expert was in charge of helping the medical specialist to navigate through 
the concepts of the Metathesaurus in order to choose the most appropriate one (or 
ones) for each element in the questionnaires. This process took 200 hours approxi-
mately for each team. The three sets of mappings obtained have been analyzed and 
compared by the six professionals working together in order to build a final set of 
correspondences. We selected only those mappings that had been identified (identi-
cally or in a very similar way) at least by two of the tree teams. 

The final mappings were stored in two separated tables (one for each kind of ques-
tionnaire), named RF_quest_map and FA_quest_map (see Mappings in Fig. 1). Each 
table stores a code associated to each question/answer (fieldID) and the identifier of 
the mapped concept in UMLS (i.e. the Concept Unique Identifier or CUI). We used 
the format Q_x to represent the answer x of a question Q. In the case of complex 
questions/answers, it was necessary to establish mappings to several concepts in the 
Metathesaurus. In these correspondences, one concept represents the major part of the 
semantics, while the others act as complements of the first one. We conceived a 
unique and innovative representation of this idea, which is based on a numeric col-
umn order, which indicates the semantic connection of each mapping. We propose 
that an order between 10 and 19 indicates that the concept is a main concept (it repre-
sents the major part or all the semantics of the question/answer). Lower levels are  
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Fig. 2. Storage of some complex mappings 

associated to stronger semantic connections. An order between 20 and 29 indicates 
that the concept is a complement of the main concept. Higher values of order could 
be used to represent complements of complements. We chose a granularity of 10 for 
the order variable (i.e. 10-19, 20-29, etc.) because we consider that it is an adequate 
limit for the maximum number of elements (i.e. main concepts or complements) on 
the same level. Higher granularities could make the meaning of mappings difficult to 
understand. The tables of mappings also have a type column, indicating if the fieldID 
refers to a question or an answer in the questionnaire (Q or A). 

As an example, in order to map to the UMLS Metathesaurus the question B2a (see 
the last paragraph of section 3.1), we used three concepts from the Metathesaurus: 
Sigmoidoscopy, When and First. The first one is the main concept (order 10), while 
the other ones act as complements (order 20 and 21, respectively). In the DB, this 
would be stored as three rows in the table RF_quest_map, all of them with a fieldID 
equal to B2a. The answers to this question are identified with the fieldIDs B2a_a and 
B2a_b (see Fig. 2). 

To make this idea human-readable, we propose a representation which is based on 
showing the complements between brackets. For the previous example, this represen-
tation would be: Sigmoidoscopy (When First). This is a possible representation that 
can be easily understood by humans, and which can be used to develop and intuitive 
access to the data in future Web query tools. 

4   Results 

We developed methods to map the information from an epidemiological study of 
colorectal cancer to concepts in the UMLS Metathesaurus, and to store these map-
pings. We were able to manually map a 92% of the 558 different questions/answers 
from the questionnaires used in the epidemiological study. We also conceived a text-
based representation to express the identified mappings, which will be used to navi-
gate through the collected information. 

The results of the mapping process are detailed in Table 2. For the RF and FA 
questionnaires, the column Elements indicates the number of questions in each ques-
tionnaire. We have only taken as correct the mappings in which both the question and 
all its answers were mapped to UMLS.  
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Table 2. Mapping results 

Source Elements Mappings 
RF questionnaire 421 387 (92%) 
FA questionnaire 126 118 (94%) 
Diagnostics 5 5 (100%) 
Relationships 6 6 (100%) 
Total 558 516 (92%) 

5   Conclusion 

The information collected during an epidemiological study has a great potential of 
reusability. Annotating these data with ontological terms can considerably facilitate 
its integration with data from other studies, allowing the development of new studies 
over a larger volume of data. 

This paper presents innovative methods to annotate the information gathered dur-
ing an epidemiological study of colorectal cancer with terms from a well-known set of 
medical ontologies, the UMLS Metathesaurus. This annotation may help to that the 
collected information be representation-independent, in such a way that can be under-
stood from other parts of the world where they use languages or terminologies differ-
ent from ones in the region where this study was achieved, facilitating the integration 
of these data with data from other information resources. 

At the moment, we are developing a prototype of Web interface which use the es-
tablished mappings to allow browsing and querying the gathered data in text mode 
(using the brackets-based representation mentioned in section 3.2). Moreover, we are 
studying the development of Web services [11] to allow that other information sys-
tems can remotely access these data. 

Acknowledgments. This work was partially supported by the following: Spanish 
Ministry of Education and Science (Ref TIN2006-13274); European Regional Devel-
opment Funds; grant (Ref. PIO52048) from by the Carlos III Health Institute; grant 
(Ref. PGIDIT 05 SIN 10501PR) from the General Directorate of Research of the 
Xunta de Galicia; and grant (File 2006/60) from the General Directorate of Scientific 
and Technologic Promotion of the Galician University System of the Xunta de 
Galicia. The work of José M. Vázquez is supported by an FPU grant (Ref. AP2005-
1415) from the Spanish Ministry of Education and Science. 

References 

1. Bodenreider, O.: The Unified Medical Language System (UMLS): integrating biomedical 
terminology. Nucleic Acids Research 32, 267–270 (2004) 

2. Vazquez, J.M., Martinez, M., Lopez, M.G., Gonzalez-Conde, B., Arnal, F.M., Pereira, J., 
Pazos, A.: Development of an Information System for Multicenter Epidemiologic Studies 
on Cancer. In: Information Technology Applications in Biomedicine, Tokio, Japan, 2007. 
ITAB 2007, pp. 149–152 (2007) 



 Annotation of Colorectal Cancer Data Using the UMLS Metathesaurus 65 

3. Pérez-Rey, D., Maojo, V., García-Remesal, M., Alonso-Calvo, R., Billhardt, H., Martin-
Sánchez, F., Sousa, A.: ONTOFUSION: Ontology-based integration of genomic and clini-
cal databases. Comput. Biol. Med. 36, 712–730 (2006) 

4. Barrasa, J., Corcho, O., Gómez-Pérez, A.: R2O, an Extensible and Semantically Based Da-
tabase-to-Ontology Mapping Language. In: SWDB 2004 (2004) 

5. Konstantinou, N., Spanos, D., Chalas, M., Solidakis, E., Mitrou, N.: VisAVis: An Ap-
proach to an Intermediate Layer between Ontologies and Relational Database Contents. In: 
Proc. Int. Workshop on Web Information Systems Modeling (2006) 

6. Xu, Z., Zhang, S., Dong, Y.: Mapping between Relational Database Schema and OWL 
Ontology for Deep Annotation. In: Proceedings of the 2006 IEEE/WIC/ACM International 
Conference on Web Intelligence, pp. 548–552 (2006) 

7. Shah, N.H., Rubin, D.L., Supekar, K.S., Musen, M.A.: Ontology-based Annotation and 
Query of Tissue Microarray Data. In: AMIA Annu. Symp. Proc., vol. 709, p. 13 (2006) 

8. Wache, H., Vögele, T., Visser, U., Stuckenschmidt, H., Schuster, G., Neumann, H., Hüb-
ner, S.: Ontology-based integration of information-a survey of existing approaches. In: 
IJCAI-01 Workshop, pp. 108–117 (2001) 

9. de Coronado, S., Haber, M.W., Sioutos, N., Tuttle, M.S., Wright, L.W.: NCI Thesaurus: 
Using Science-based Terminology to Integrate Cancer Research Results. Med. info. 11, 
33–37 (2004) 

10. Pisanelli, D.M., Gangemi, A., Steve, G.: An Ontological Analysis of the UMLS Metathe-
saurus. In: Proc. AMIA Symp., vol. 810, p. 4 (1998) 

11. Maojo, V., Crespo, J., de la Calle, G., Barreiro, J., Garcia-Remesal, M.: Using Web Ser-
vices for Linking Genomic Data to Medical Information Systems. Methods of Information 
in Medicine 46, 484–492 (2007) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 66–72, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A Primer in Knowledge Management for 
Nanoinformatics in Medicine 

Fernando Martín-Sanchez, Victoria López-Alonso, Isabel Hermosilla-Gimeno, 
and Guillermo Lopez-Campos 

Medical Bioinformatics Dept., Institute of Health Carlos III, 
Ctra. Majadahonda-Pozuelo Km2., 28220, Majadahonda, Spain 

{fms, victorialopez, isahermo, glopez}@isciii.es  

Abstract. In the last years new scientific knowledge and technological devel-
opments derived from the Human Genome Project have been affecting the way 
in which biomedical research and clinical practice is carried out. This fact has 
had a profound impact in the current scope and definition of the“biomedical in-
formatics” discipline. The big “genomic wave” boosted efforts in the medical 
informatics community to adapt its systems and make it possible the integration 
of “omics” knowledge and bioinformatic tools. Recent advances in another dis-
cipline, Nanotechnology, seem to be similarly starting to affect clinical research 
and practice (nanomedicine).  The purpose of this document is to review the 
state of the art and current developments in nanomedicine and its potential im-
pact on Biomedical Informatics.  The authors  have recently been granted with 
an European Commission research project, Action-GRID, that will analyse the 
field of  nanoinformatics with the aim of identifing needs and discuss ongoing 
challenges and priorities in terms of knowledge management and discovery in 
nanomedicine.  

Keywords: nanomedicine, nanoinformatics, knowledge management. 

1   Introduction 

In recent years nanotechnology has developed greatly designing elements for diagno-
sis and therapy in the biomedical area. At it has been pointed out, it is important to 
place emphasis in three critical research areas, namely tools, informatics and nano-
scale building to further advance in this discipline [1]. The large amount of informa-
tion generated creates a challenge to those that need to manage it, this is to organize, 
standardize, store, compare, analyse and visualise all the information to extract useful 
and applicable conclusions. Nanoinformatics arises as the discipline that can manage 
this information overload and help draw useful applicable results [2]. This article 
analyses the impact that this new discipline may have in biomedical informatics and 
provides a general framework for knowledge management in nanomedicine. 

The main nanotechnologies developed to date are: a) image processing where 
nanoparticles act as contract agents for seeing cells and tissues at a finer scale,  
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b) modelling and simulation for testing hypothesis and predicting behaviour, c) Nano-
library [1] with interconnected databases and tools, virtual labs called collaboratories 
where data and instruments are shared remotely, d) databases for nanomaterials  
such as the nanoparticle Information Library (NIOSH) or the Nanocharacterization 
lab (NCI) and, e) linking nanodatabases with other important existing resources in 
other fields. 

The advancement in these areas will result in the development of a new and im-
proved generation of medical devices and treatments. In research they will provide 
insight about how diseases develop.  As an example, next generation DNA sequenc-
ing relies on nanopore based technology.  

In the diagnostic field biomarkers, nanoparticles and imaging can be used as high 
resolution agents for tissue imaging, for instance with tumours. They will also be used 
for continuous monitoring of biochemical entities and other blood parameters. 

In the therapeutic field, novel nanostructures will be used as drugs against cancer, 
neurodegenerative or cardiovascular disease. Some examples are AMGEN´s Neulasta 
[3, 4] or Abraxane [5], a drug for treating metastatic breast cancer that was approved 
by the FDA in 2005. This is an example of a new delivery method of a chemotherapy 
drug. It consists of paclitaxel bound to nanoparticles of albumine. At this time there are 
more than 100 products being reviewed. There are also new chemotherapy delivery 
systems such as buckyballs, nanocapsules and dendrimers. Many drugs are being de-
signed from the bottom-up; they are artificial nanostructures that mimic complex  
biomolecules and that show regenerative power for neurodegenerative disease. Finally 
a big advancement will be seen in regenerative medicine through the manufacture of 
new kinds of artificial tissues to replace kidney, liver or to repair nerve damage, or 
using nanotubes and nanofibers to build scaffolds where to grow networks of cells 
from different organs.  

2   Biomedical Informatics and Nanotechnology 

It is probable that just as genomics brought about the production of a plethora of new 
data and the development of bioinformatics, it is safe to assume that the integration of 
nanotechnologies will lead advancements beyond genomic medicine with big impacts 
in several areas. Advancement in prediction of diseases will allow for early diagnosis 
analysing hundreds of substances in the blood and estimating disease risks. There will 
also be a pre-emptive effect making possible the early detection of diseases such as 
diabetes permitting a rapid treatment protocol. The impact will also be seen in per-
sonalised medicine where it will be feasible to detect variations in disease state and to 
tailor therapies, adjusting drug cocktail to the individual patient.  

All the new advances in nanotechnology are encouraging the scientific community, 
especially in biomedicine, to use the ‘nanoscope’ that will allow them to see a new 
scale of genomic, phenotypic and environmental data to integrate with the informa-
tion already available (Figure 1). Nanosensors and nanodevices will permit to assess 
the different positive and negative factors that affect an individual´s risk to have  
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Fig. 1. The `nanoscope´ vision in biomedicine 

a disease. This new approach demands collaboration between many different disci-
plines that deal with physics, chemistry, biology, engineering, information technol-
ogy, and medicine.  

Over the years information technology and computer science have been developing 
new research disciplines at the same time that the new trends in biomedical science, 
medicine and health care advanced. Figure 2 shows a spectrum of the informatics 
disciplines developed over different application domains. Public Health Informatics, 
addresses information arising from populations, Medical Informatics focuses on the 
individual and Imaging Informatics works with tissues and organs while Bioinformat-
ics deals with molecular and cellular processes. Thus, as illustrated in the diagram, 
informatics has important contributions to make across that entire data spectrum and 
levels of biocomplexity, with the development of chemo-informatics, neuroinformat-
ics and in the last years with the development of nanoinformatics [6]. 

 

Fig. 2. Spectrum of the informatics disciplines across time (as one moves from left to right) and 
over different levels of biocomplexity from atom to ecosystem (bottom-up) domains 
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3   The European Project Action-Grid: Towards a Knowledge 
Management Framework for Nanomedicine  

With this perspective in mind a group of researchers from 6 countries got together to 
present a proposal of a project to the European Commission (EC) which funded it in 
2008. ActionGrid analyzes synergies between Medical Informatics (MI), Bioinfor-
matics (BI) and Nanoinformatics (NI). The project has as its main objective to act as a 
multiplier of previous outcomes in GRID and Biomedical Informatics (BMI) and to 
combine these results with data from an inventory of Grid/Nano/BMI methods and 
services developed by the consortium. These outcomes will be also disseminated in 
Latin America, the Western Balkans and Northern Africa. The obtained results will be 
presented in a White Paper written in collaboration with a panel of recognized experts 
in various fields. This document will be delivered to the EC to establish a future 
agenda covering the Grid/Nano/Bio/Medical Informatics areas and to develop new 
plans in Latin America, the Western Balkans and Northern Africa. 

The main impact expected is to expand previous initiatives to create a common 
health information infrastructure in Europe, and extending it to other regions. It is 
expected that it will enhance cooperation between research centres, universities, hos-
pitals, and industry. ACTION-Grid will expand the impact of EC achievements in 
Grid and BMI to researchers,  educators, and health practitioners’ world-wide [7]. 

In next years hundreds of nanotechnology developments, including drugs and 
medical devices should be processed as basic information. Nanotechnology requires 
 

 

Fig. 3. Summary of tools that are being developed for nanomedicine knowledge management 
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informatics tools to process all the knowledge arising from the nanoworld and to 
integrate it with the biomedical (phenotypic, genotypic and environmental) domain. 
Nanomedicine gathers and deals with large volumes of complex data, linked with 
external sources and usually distributed in heterogeneous locations. However, there 
are some differences with other biomedical data, like genomic ones that are predictive 
and personal particularly related to the nature of nanotechnology and its exogenous 
origin.  

Nanoinformatics involves the development of effective tools/technologies for col-
lecting, standardizing, sharing, analyzing and visualizing information relevant to the 
nanoscale science in several areas such as literature, physico-chemical properties, 
biological and toxicological interactions and clinical effects.  

A brief overview of the tools that are being developed to manage and process 
nanomedicine knowledge is detailed in the following paragraphs and they are summa-
rized in Figure 3. 

4   Standardisation Initiatives for Nanomedicine Knowledge 
Representation  

Development of standards and ontologies in nanotechnology is one of the top priori-
ties as it allows integration with other data. Nanotechnology standards should be 
linked or integrated with some common biomedical controlled vocabularies such as 
Mesh, SNOMED, LOINC, CPTs, DICOM, CheBi and PubChem, that deal with litera-
ture, medical procedures, laboratory testing, images, or chemicals. Other ontologies 
will probably not be greatly affected by the new data. GO and ICD would fall in this 
category, provided that the definition of genes or diseases will not be much affected 
by the new nano procedures and techniques..  

The National Cancer Institute Alliance for Nanotechnology is working in systems 
and methods for data standardization and classification to facilitate and improve 
knowledge  management, examples of these are the following initiatives: 

• The Centers for Cancer Nanotechnology Excellence [8] that are developing  
a common strategy for sharing data across disciplines focused on therapy  
response [8] structuring data to make it caBIG compatible and providing in-
formatics resources for managing data and experiments. 

• The Nanotechnology Characterization Laboratory [9] is testing pre-clinical 
toxicology, pharmacology, and efficacy of nanoparticles and devices using as 
interface caNanoLab. caNanoLab is based on the nanoparticle characterization 
object model (Nano-Om), an initial standard representation of nanoparticle 
characterizations. 

A big effort is placed also in the development of the ISO/TC229 standardization 
system in the field of nanotechnologies in three categories: -terminology and nomen-
clature, -measurement and characterization and -health, safety and environmental 
standards [10]. 
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5   Nanomedicine Knowledgebases 

Scientific literature about Nanotechnology and Nanomedicine can be found at general 
biomedical databases, such as MEDLINE, and in other resources, such us the 
International Council of Nanotechnology Environmental Health Safety (ICON EHS) 
that includes more specific “nano” information. 

CaNanoDB [11] is developing a nanoparticle informatics resource that includes a 
database of all available nanoparticle technologies and a toolbox for modeling of 
targeted drug delivery and diagnostics using this novel technology. 

Researchers at Oregon State University and the Oregon Nanoscience and Micro-
technologies Institute (ONAMI) [12] are developing a collaborative knowledgebase, 
the Nanomaterial Biological Interactions (NBI) Knowledgebase for annotated data on 
nanomaterial characterization. It includes chemical and physical properties, synthesis 
methods, and nanomaterial-biological interactions. 

The Nanoparticle Institute for Occupational Safety and Health (NIOSH) is devel-
oping a web-based Nanoparticle Information Library (NIL) to share information on 
nanomaterials, including their health and safety-associated properties [13]. 

6   Knowledge Exchange 

The National Nanomanufacturing Network (NNN) is developing InterNano, an open-
source, online information clearinghouse and digital library to aggregate, organize, 
standardize, and disseminate nanomanufacturing information. It encourages the free 
exchange of information, and supports the ways that researchers have come accus-
tomed to gathering information using today's web-based tools. 

In this respect ONAMI is continuing to invest in the NWNanoNet™ [14], a net-
work of shared user facilities that provide advanced measurement and fabrication 
services to academic and industry researchers.  

7   Nanostructures Modeling and Simulation 

Quantitative structure-activity relationship (QSAR) is the process by which the 
chemical structure is quantitatively correlated with a well defined process, such as 
biological activity or chemical reactivity. The development of Quantitative Structure-
Activity Relationships (QSARs) requires 

• Well characterized material structures, 
• Experimental data establishing the activity of those structures in relevant  

environments, and  
• A sound theoretical basis for the mechanisms underlying the relationship  

between them. 

8   Conclusion 

The Nanoinformatics tools list is still relatively empty, filling it with more powerful 
instruments would translate into gains in scientifically useful knowledge, the starting 
point for next-generation nanomedicine. 
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As this field advances, biomedical informatics will be posed again with new chal-
lenges related to the management and discovery of knowledge that can be used for 
decision making at the point-of-care in clinical routine along the coming years. As the 
“-omic” revolution has been influencing the research roadmap in biomedicine, 
nanomedicine and regenerative medicine open new avenues for knowledge represen-
tation and biomedical informatics methods and tools.  

In this regard, education is very important as a new generation of scientists familiar 
with all the data generated from nanotechnology will be essential to manage this new 
knowledge and adequately integrate it with existing and developing biomedical data 
to best translate all these findings into better healthcare. 
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Abstract. Autonomous Speaker Agent (ASA) is a graphically embodied ani-
mated agent capable of reading plain English text and rendering it in a form of 
speech, accompanied by appropriate, natural-looking facial gestures [1]. This 
paper is focused on improving ASA’s head movement trajectories in order to 
achieve facial gestures that look as natural as possible. Based on the gathered 
data we proposed mathematical functions that, using two input parameters 
(maximum amplitude and duration of the gesture) generate natural-looking head 
motion trajectory. Proposed functions were implemented in our existing ASA 
platform and we compared them with our previous head movement models. Our 
results were shown to a larger number of people. The audience noticed that re-
sults showed improvement in head motion and didn't detect any patterns which 
would suggest that animation was done with predefined motion trajectories. 

1   Introduction 

While animated motion pictures such as Shrek feature truly impressive and natural-
looking animation of character’s faces, they require tremendous effort by highly 
skilled and  talented artists. Production of facial animations in a fully automated way, 
without any human intervention, while striving to reach similar levels of fidelity, is a 
very demanding process. In Section 2 we give a brief overview of research efforts in 
this field including our own research on the system we call the Autonomous Speaker 
Agent (ASA). 

ASA (Fig. 1 shows snapshots of an ASA while talking) is an extension of a Visual 
Text-to-Speech (VTTS) system. A classical VTTS system produces lip movements 
synchronized with the synthesized speech based on the timed phonemes generated by 
the speech synthesis. Since VTTS system can only obtain phonetic information from 
the speech synthesis, it has no basis for generating realistic gestures. This problem is 
solved by an approach that combines the lexical analysis of input text with a statistical 
model describing the dynamics, frequencies and amplitudes of facial gestures [1].  

ASA is based on HUman GEsturing (HUGE) [2] software architecture for production 
and use of statistical models for facial gestures based on inducement of arbitrary kind. 
An inducement is a signal that occurs in parallel to the production of facial gestures in 
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human behaviour and that may have a statistical correlation with the occurrence of fa-
cial gestures, e.g. text that is spoken, audio signal of speech, bio signals, emotions etc. 
The correlation between the inducement signal and facial gestures is used to first build 
the statistical model of facial gestures based on a training corpus consisting of se-
quences of gestures and corresponding inducement data sequences. In the runtime 
phase, the raw, previously unknown inducement data is used to trigger (induce) the real 
time facial gestures of the agent based on the previously constructed statistical model.  

 

Fig. 1. Autonomous Speaker Agent 

In first version of ASA, head motion animation was implemented using sine func-
tion trajectory. This paper expands on this research by trying to improve head motion 
of facial gestures in order to get more natural-looking facial gestures. 

In order to capture the dynamics of real gestures, we analyzed recorded video clips 
of real professional TV speakers as a starting point for extraction of head movement 
coordinates. Section 3 explains which facial gestures were analyzed and how meas-
urements were done in order to obtain head movement trajectories. 

The following two sections deal with proposing the facial gestures animation func-
tions by fitting a mathematical model to the recorded motion trajectories. Section 4 
explains the analysis of data gathered from nod gesture motion analysis and proposes 
a way to interpret this data using trigonometric functions. In a similar way Section 5 
explains swing motion and proposes a way to interpret this gesture. 

Section 6 elaborates achievements we made in this project and we conclude the pa-
per with the conclusion and a discussion of future work. 

2   Background 

State of the art research on real-time natural facial gesture animation is very intensive 
field. Busso et al. [3] present a novel data-driven approach to synthesize natural hu-
man head motions driven by speech prosodic features. The problem was modeled as 
classification of discrete representations of head poses. Hidden Markov Models 
(HMM) [4] were used to learn the temporal relation between the dynamics of head 
motion sequences and the prosodic features. Using new speech material, the HMM 
works as a sequence generator for the most likely head motion sequences. In the end 
bi-grams and spherical cubic interpolation techniques are used to smooth the synthe-
sized sequence. Hofer et al. [5] models longer units of motion and speech and to  
reproduce their trajectories during synthesis, they utilize a promising time series  
stochastic model called “Trajectory Hidden Markov Models” [6]. The BEAT system 
[7] uses linguistic and contextual information contained in a text to control the move-
ments of hands, arms and a face, and the intonation of a voice. The mapping from a 
text to the facial, intonational and body gestures is contained in a set of rules derived 
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from a state of the art research in nonverbal conversational behavior. That mapping 
also depends on the knowledge base of an Embodied Conversational Agent ECA 
environment. That knowledge base is populated by a user who animates the ECA so 
the production of the facial gestures is not automatic. Furthermore, the system only 
provides output for animation systems but it does not introduce any animation model 
for ECA facial gestures. Also, in the current set of supported nonverbal behaviors, 
head nods and eyes blinks must be included. 

In our approach facial gesture animation is driven by linguistic and contextual 
structure of uttered English text. The goal is to enable the ASA to perform gestures 
that are not only dynamically correct, but also correspond to the underlying text [1]. 
Input for animation models are facial gesture maximal amplitude and duration. Each 
gesture trajectory was nose tip movement that needed to be represented with some 
function (Fig. 2). 

 

Fig. 2. Linear and Lagrange implementation 

First approach is to connect neighboring coordinates with linear function so each 
gesture has its own subintervals (time frames) defined with those linear functions. If 
ASA animation module requests amplitude calculation for an exact time point, we 
have to call the linear function the time frame of which includes this time point. 

Second approach is to use Lagrange interpolation. Theory says that a set of N 
points can be interpolated by a polynomial of degree at most N-1 [8]. If we had ten 
coordinates for one gesture (Fig. 2.) after using interpolation we would get one func-
tion of degree (at most) nine. Resulting polynomial is: 
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Those two approaches aren't good enough for several reasons: linear implementa-
tion has sharp edges and observer can notice that virtual character has discontinued 
movement at interval boundaries; Lagrange implementation has sudden large ampli-
tude movement at the beginning and at the end of intervals; there is only one time 
interval for each gesture (with constant length and maximal amplitude) and after ob-
serving ASA after some time it is obvious that head always moves in the same way. 

Trigonometry sine implementation solves the problem regarding trajectory con-
stant length and amplitude. However, implementation still doesn't solve the problem  
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of describing natural-looking gestures since we know that sine function is not an ideal 
representation of facial motion (refer to Fig 2.). This paper explains how sine imple-
mentation was improved. 

3   Head Movement Analysis 

Within head movement we distinguish two types of facial gestures: nods and swings. 
Nod is an abrupt swing of the head with a similarly abrupt motion back and swing is 
an abrupt swing of the head without the back motion with following directions: up, 
down, left, right and diagonal (divided into four quadrants). We have following nod 
directions: up and down, down and up, left and right, right and left and diagonal 
(divided into four quadrants). The parameters that are important for head movement 
are maximum amplitude and duration. To get these parameters we analyzed 56 video 
clips originating from Ericsson's “5minutes” web cast. To describe those videos we 
used HUGE [2] gesture XML files containing gesture type, maximum amplitude, 
start and end time for every identified head movement. The best way of tracking 
head movement is by observing the speaker’s nose tip position as a reference point. 
Obtained coordinates were used to get graphical representation of head movement 
trajectory. In order to ensure that all measurements taken from these videos are in the 
same proportion, we normalized them using the Mouth-Nose Separation unit 
(MNS0): a distance between (in pixels) nose tip and upper lip. Excel was used to 
create graphs from obtained data and those graphs were used for gesture motion 
analysis. In the next chapter we elaborate on nod head movements. 

4   Synthesizing Nod Gestures 

In this chapter we explain graphs of gathered data for nod gesture and propose a func-
tion that describes that specific gesture trajectory. After all measurements were done 
and everything was placed in tables, graphs were made using Microsoft Excel for 
each gesture. Since all measurements in nod gestures show same properties, graph of 
nod up gesture is enough to comment all nod gestures. The only difference between 
all nod motions is in motion direction. 

Functions drawn in graphs using obtained data were used for gesture motion analy-
sis. After graph analysis it was concluded that trigonometry functions were the best 
solution for describing nod trajectory functions. Since most of the functions on graph 
were not exact sine functions some statistic analysis needed to be done. After analysis 
we divided our proposed functions in three types where the first one is a function 
where its time of maximum amplitude value is to the left of the function duration 
midpoint (D/2), the second one is ideal sine function (time of maximum amplitude is 
exactly in the middle) and the third one with maximum positioned to the right  of the 
duration midpoint. 

First and third functions are divided in two intervals where time of maximum is the 
separation point. Fig. 3. shows all three functions with characteristic parameters. 
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Fig. 3. Three characteristic functions of nod gesture 

Sine function is used to describe the ascending part of the function, and cosine func-
tion is used to describe the descending part of function. In order to calculate percentages 
by which three different functions appear we analyzed all data from obtained functions 
and compared maximum amplitudes of each function with amplitude value from half of 
the interval of the same function. Percentages for nod up are given in table 3. 

During data analysis we couldn’t find any connection between Δt value (a differ-
ence in milliseconds between function maximum and functions half-interval value) 
and facial gesture. We only concluded that Δt value can be inside [0, D/4] interval. 
This interval was used to randomly generate Δt value for each head motion. 

Table 1. Half interval deviation percentage values for nod up 

 tmax < D/2 tmax = D/2 tmax > D/2 
Nod up 41% 11% 48% 

Function definitions shown in Table 4 are same for all nod gestures. With these 
three functions we tried to describe the behavior of node gesture. By implementing Δt 
we managed to describe different velocities of head movement in two different direc-
tions, one from the start position to the maximum and second one in the opposite 
direction. The next chapter explains swing gesture implementation. 

Table 2. Function definitions for nod gesture 

 

5   Synthesizing Swing Gestures 

This chapter explains graphical results of swing gesture measurements and proposes  
a function that describes its motion trajectory. Swing gesture is a head movement  
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Fig. 4. Two characteristic functions of swing gesture 

without return motion to starting position (like in nod gestures). Previous sine imple-
mentation used first quarter of sine period for reaching maximum coordinate, but 
analysis done for this movement showed that after the first half of swing gesture dura-
tion maximum coordinate is reached with linear trajectory (Fig 4.). 

Based on graph in Fig. 4. all swing functions are defined in Table 5: 

Table 3. Function definitions for swing gesture 

 

By dividing the function into two segments we tried to simulate the increase of 
head movement velocity in the second part of function duration. 

6   Results 

To determine the effect of new head gestures on naturalness of virtual characters' 
motion, we conducted a subjective test. We generated two animation sequences, one 
with old sine-based head movement and another with new trigonometric gestures. 
Both sequences featured the same virtual character presenting the same text and mak-
ing the same facial and head gestures. The sole difference between the sequences was 
the mathematical model used for head movement. 

The test sequences were shown to groups of subjects. There was a total 185 sub-
jects. All of them are students in fields of Computer Science and Telecommunications 
and none of them are familiar with our area of research. After viewing a test se-
quence, the subjects were asked to score the virtual character by answering the fol-
lowing questions: 

1. Did the character's head movements appear natural (5) or not (1)? 
2. Did the character on the screen appear interested in (5) or indifferent (1) to 

you? 
3. Did the character appear engaged (5) or distracted (1) during the 

conversation? 
4. Did the personality of the character look friendly (5) or not (1)? 

Note that possible scores are 1 to 5, where higher scores correspond to more posi-
tive attributes in the speaker. 
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Fig. 5. Test scores for virtual characters with old and new head movements 

Our testing has shown that new head movements have no measurable effect on 
subjects' subjective perception of the virtual character. These findings were confirmed 
when we performed one-way ANOVA on the results and determined that virtual 
characters in the two test sequences did not receive significantly different scores on 
any of the 4 questions. 

However, it must be noted that a small number of subjects were explicitly asked to 
compare head gestures in the two animation sequences and they invariably noted an 
improvement in naturalness for trigonometric head motion. 

7   Conclusion and Future Work 

ASA combines lexical analysis of English text and statistical models of facial gestures 
in order to generate the gestures related to the spoken text. Current state of the art 
work in the field of head movement animation trajectories is mostly based in correlat-
ing head movement with the prosody features of the speech. In our approach we use 
the correlation between the lexical structure of spoken text and head motion. Also, we 
introduce rather simple mathematical techniques as a base for animation model. Our 
goal is to test practical value of computationally low intensive models. Progress ex-
plained in this paper should be just a beginning in improving head gestures of virtual 
characters. We still have to analyze diagonal head motion and eyebrows motion in 
order to improve the basic sine trajectory model. Future work should include four 
main diagonal implementations both in nod and swing head motions and eyebrow 
raise and frown motion. Goal of this paper is to improve animation of virtual speakers 
in order to achieve better automatic generation of head gestures for applications such 
as newscasters and storytellers. We improved nod and swing motion and gave a solid 
base ground for further improvement and research. This future research should be 
based on a larger data corpus. 
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Abstract. This paper presents an approach to automatic translation in two  
steps. The first one is recognition (syntactic) and the last one is interpretation 
(semantic). In the recognition phase, we use volatile grammars. They represent 
an innovation to logic-based grammars. For the interpretation phase, we use 
componential analysis and the laws of integrity. Componential analysis defines 
the sense of the lexical parts. The rules of integrity, on the other hand, are in 
charge of refining, improving and optimizing translation. We applied this 
framework for general analysis of romance languages and for the automatic 
translation of texts from Spanish into other neo-Latin languages and vice versa.  

Keywords: Natural language, automatic translation, volatile grammars.  

1   Introduction 

Formalization and translation of natural languages has been a topic of great interest 
among linguistic and computer researchers.  But its complexity and richness has kept 
it as an open problem.    

Natural language is the mean used by man to communicate, to establish political 
and business relationships among peoples, and to express ideas and emotions. The 
history of machine translation, on the other hand, begins in the 1950s, after World 
War II. The Georgetown experiment (1954) involved fully-automatic translation of 
over sixty Russian sentences into English. The experiment was a great success and the 
authors claimed that within three to five years, machine translation would be a solved 
problem. However, several problems regarding the syntactic and semantic analysis of 
the sentence have been found, additionally to the ambiguities, so rich and diverse in 
natural languages. During the past few years, particularly, significant advancements 
have been achieved, both in the processing of natural language ([1], [2]), and in ma-
chine translation ([3], [4], [5], [6]). Systram, BabelFish, PROMPT, Softissimo Reverso, 
LinguaSoft, and LinguaWeb represent a proof of these advances.  However, current 
systems are unable to produce output of the same quality as a human translator, par-
ticularly where the text to be translated uses casual language. The reason is clear: many 
problems remain the same.  
                                                           
* This project has been partially funded by Asociación Mexicana de Cultura A.C. 
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The purpose of research on this subject is to solve some of these problems. It fo-
cuses on the general analysis of romance languages and, mainly, in the development 
of tools to perform automatic translation of texts from Spanish into other romance 
languages and vice versa. We are interested in the romance languages because they 
have similar syntax, vocabularies and morphological structure, although as it can be 
supposed they have chronological, geographical and historical differences. These are 
the causes that have definitely segregated and channeled, into different currents, the 
languages of the ancient provinces of the Roman Empire; segregation that lead to the 
birth of romance languages and to the formation of Spanish. 

Automatic translation of texts is achieved by means of a bi-directional translator, 
that can translate sentences from an A language into sentences of a B language or vice 
versa. A bi-directional translator is very helpful for the translation of texts between 
different dialects that belong to a single language, or between languages that belong 
to a same parent language, for example romance languages that come from Latin. 

2   Using Volatile Grammars in the Recognition Phase 

From the first formalism presented by Colmeraurer about grammars in logic, meta-
morphosis grammars [7], several modifications or innovations have been presented: 
defined clause grammars, DCGs [8], extraposition grammars, XGs [9], discontinued 
grammars [10], reversible grammars [11], evolving grammars [12] and even string 
variable grammars [13], a modification of DCGs, for DNA sequences. Volatile 
grammars (VG) represent an innovation to logic-based grammars.  

Given an entry sentence in natural languages, volatile grammars obtain the struc-
tural description of the sentence through the automatic generation of a syntagmatic 
tree. The central idea of these new grammars consists in having only basic rules and 
generating rules. In other words, rules that allow dynamically generating new rules, if 
necessary, but that disappear after being used saving space. Hence, the name volatile 
given to these grammars. In recent publications about computational linguistics, 
economy in the number of rules has been repeatedly mentioned as one of the main 
objectives. Volatile grammars emphasize, on this purpose: minimization of the num-
ber of rules of a grammar. 

We can formally define VGs with the following quadruplet: VG = {Σ, T, N, P}, 
where Σ represents the initial symbol, T the terminal symbols, N the non-terminal 
symbols and P the productions.  
 

• Σ is always a symbol in N.  
• T, N and P represent finite sets. T ∩ N = ∅ 
• We conventionally denote T ∪ N with A (alphabet).  
• The set of productions P consists of expressions in the form:  

α → β   or  α → GENERATES (S1, S2, ..., Sn) 
where the generating rule has the form:  

GENERATES (S1, S2, ..., Sn) →  S1, Sn ,..., S2     -    S2, S1,..., Sn     -     S2, Sn,..., S1    -   
                                                    Sn, S1,..., S2      -    Sn, S2,..., S1,  such that Si ∈ N 

It is important to note that α is a chain of characters in A and β is a chain of charac-
ters in A+. A+ denotes the set of all the words formed from the symbols of the alphabet, 
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excluding the empty word. Now, notice the following example of a generating rule of a 
VG. Given the chain of symbols: α, β, ϕ ∈ N and the generating rule GENERATES (α, 
β, ϕ), the same produces the following chains of symbols: 

 

α, ϕ, β;  β, α, ϕ;  β, ϕ, α;  ϕ, α, β; ϕ, β, α 
 

Rules can also be used in the following manner: 
 

a. Given the chain of symbols: α, GENERATES (β, ϕ, ω) where α ∈ A and β, ϕ, ω ∈  N 
 

In this case the symbol α remains fixed to the left and the generating rule will 
produce combinations of the arguments. The following chains of symbols are ob-
tained: α, β, ω, ϕ;  α, ϕ, β, ω;  α, ϕ, ω, β;  α, ω, β, ϕ; α, ω, ϕ, β 

 

Fixed symbols can also be found to the right:  

GENERATES (β, ϕ, ω), α where β, ϕ, ω ∈ N and α ∈ A  
 

Or at both ends:  α, GENERATES (β, ϕ, ω), σ where α, σ ∈ A and β, ϕ, ω ∈ N 
 

b. Given the chain of symbols:   

GENERATES (α, GENERATES (β, ϕ, ω), σ) where α,  β, ϕ, ω, σ ∈ N 
 

The results obtained are as follows: α, β, ω, ϕ, σ;   α, ϕ, β, ω, σ;  α, ϕ, ω, β, σ;  α, 
ω, ϕ, β, σ;  α, ω, β, ϕ, σ; α, σ, β, ϕ, ω;   α, σ, β, ω, ϕ;  … 
 

The expressive power of the VGs is very large. In a single rule we can synthesize 
several others. The idea is having very general basic rules and generating rules with a 
very important expressive power. Let’s see another example, but now applied to natu-
ral languages. Consider this very simple grammar: 

 

1: S → NS + VS + PS 
2: NS → NOUM 
3: VS → VERB 
4: PS → PREP +  NS 

 

and the sentence:  Túpac Amarú luchó en Perú [Tupac Amaru fought in Peru]. The 
grammar after analyzing the sentence, obtains the following structural description, 
represented by a syntagmatic tree (Figure 1). If the grammar has a strong generative 
capability, we can then exchange the syntagms that are at the same structural level 
and the sentence will continue having syntactic and semantic sense in Spanish.  Note 
that the tree has three syntagms that are at the same level and that can therefore be 
interchanged. However, the grammar of the example won’t be able to recognize them, 
so would need to add five new rules. With volatile grammars we would keep the basic 
rules and incorporate one generating rule, if the basic rule cannot be applied. The 
grammar would be as follows: 

 

1’: S → NS + VS + PS 
2’: S → GENERATES (NS, VS, PS) 
3’: NS → NOUM 
4’: VS → VERB 
5’: PS → PREP + NS 
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Túpac Amaru                            luchó                    en                     Perú

NS

NOUM                               VERB                   PREP  NS

en                     Perú

S

VS PS

Túpac Amaru                            luchó                    en                     Perú

NS

NOUM                               VERB                   PREP  NS

en                     Perú

S

VS PS

 

Fig. 1. Syntagmatic tree 

Finally, it is important to note that VGs may easily solve problems of right recur-
sive, common in romance languages and English, and of self-embedding, which oc-
curs because of the relative pronouns that produce another sentence. Also, VGs had to 
solve some deficiencies that appeared in their weak generative capacity and in their 
strong generative capacity. We say that a grammar lacks a weak generative capacity 
if it cannot generate on its own the grammatically correct sentences. To solve this 
conflict, a mechanism, formed by a group of rules and restrictions that only allows 
generating grammatically correct sentences, was developed. On the other hand, we 
say that a grammar lacks strong generative capacity if it is not able to structurally 
describe the sentence in a correct manner. This problem is caused, mainly, by ambi-
guities. To solve this conflict, a series of propositions that solves the ambiguities 
through punctuation marks was proposed.  

3   Using Componential Analysis and Integrity Rules in the 
Interpretation Phase 

The semantic theory (ST) of a natural language forms part of the linguistic description 
of that language. Katz and Fodor [14] state that the linguistic description of a lan-
guage minus its grammar equals its semantics. We can note that grammar provides 
identical structural descriptions for sentences with different meanings, and different 
structural descriptions for sentences with identical meanings.  Grammar aspires to 
describe the structure of a sentence isolated from its context. Semantics, on the other 
hand, must interpret the sentence within a determined context. The set of rules that 
constitute grammar is finite, but the set of sentences it can generate is infinite. 

Several disciplines, such as philosophy, linguistics, philology, as well as several 
theorists of semantics, such as Bloomfield, Carnal, Harris, Osgood, Quine, Tarski, 
Wittgenstein and Ziff, have contributed a vast amount of information about the se-
mantics of natural language. At present, the information is so vast, although in some 
cases it may be loosely formulated, that the disagreement regarding the creation of a 
theory of semantics is practically generalized. Chomsky says: part of the difficulty 
presented by the theory of meaning is that the term meaning tends to be used as a 
catch-all term to include all the aspects of language of what we know very little.  



 Automatic Translation in Two Phases: Recognition and Interpretation 85 

ST has two versions, a strong one and a weak one. The strong version states that 
theory must interpret discourse in the same way in which a fluent speaker would rec-
ognize ambiguities, discover anomalous chains, and recognize periphrastic relation-
ships. The weak version is less demanding; it requires the theory to interpret discourse 
using only grammatical and semantic relationships. In this paper we use the weak 
version.  

The structure of an ST can be defined by the following quadruplet: F = {S, DE, IS, 
ISC}, where S represents the sentence, DE the structural description of the sentences, 
IS the semantic interpretation of the sentence and ISC the semantic interpretation of 
the sentence within a particular context. IS and ISC can have multiple representations 
for the same sentence. If the sentence is n times ambiguous in isolation, there will be 
n interpretations in IS. If the sentence, on the other hand, is n times ambiguous in a 
limited context, there will be n interpretations in ISC. The sentence may also have n 
interpretations in IS and zero or one in ISC. This would imply that it has no interpre-
tation in a particular context (zero) or that the context eliminated the ambiguity (one).  

3.1   Componential Analysis 

Componential analysis ([14], [15]) defines the sense of the lexical parts that consti-
tuted the sentence through a set of semantic features. It uses a data dictionary and a 
set of projection rules. The data dictionary represents a list of the lexical items that 
constitute a language, each one associated with a natural access form. Access consists 
of a grammatical part that provides the classification of the lexical item according to 
the basic parts of discourse, and a semantic part that provides the different meanings 
of the lexical item in different contexts. Consider the following French sentence: Le 
chat mange la viande [the cat eats the meat]. The dictionary gives the following re-
sults for the first two words: 

 

D1-1. Le → definite article → [part of the sentence used to denote the extension in which 
the noun it precedes should be taken] 

D2-1. chat → noun → (physical object) → (animal) → [meat eating domestic mammal, 
around 50 cm long from the head to the base of the tail, that measures 20 cm. 
Round head, rough tongue, short legs, etc.] → <animal> 

D2-2. chat → noun → (physical object) → (inanimate object) → [purse or bag where 
money is kept] → <physical object > 

D2-3. chat → noun  → (physical object) → (inanimate object) → (instrument) → [ma-
chine composed by a rack and pinion gearing, with a safety ratchet, used to lift 
heavy weights] → <physical object> 

D2-4. chat → noun → (dance) → [Argentina; popular dance executed by one or two cou-
ples with fast movements] → <social activity> 

 

The syntactic markers -noun, verb, adjective, adverb- express the classification of 
the lexical item according to the basic parts of discourse. The semantic markers -
physical object, instrument, dance- are described between parentheses. These repre-
sent the part of the meaning of the lexical item that is common for the language. The 
semantic differentiators are written between square brackets. These represent the part 
of the meaning of the lexical item that is not common for the language. Finally, se-
mantic amalgams are written between angular brackets. They are used to relate the 
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lexical item with the rest of the vocabulary in the sentence. For each semantic differ-
entiator, there is a semantic amalgam.  

It is important to note that in the example provided, the word chat [cat] is 
polysemy, and therefore, from the semantic point of view it has multiple ramifica-
tions, which are the cause of semantic ambiguity. Now, a sentence may contain 
ambiguous lexical items and still not be ambiguous.  The word chat [cat], for ex-
ample, has a ramification in the semantic markers: physical object and dance. In 
turn, the marker physical object has a new ramification: animal and inanimate ob-
ject. These ramifications are enough to avoid ambiguity in this sentence. In general, 
an ST may solve ambiguities between semantic markers, but not between semantic 
differentiators. 

The purpose of projection rules is to relate groups of ways dominated by a gram-
matical marker, considering elements that are common to each one, to form a new 
group of ways that provide a new set of semantic interpretations. Some of the projec-
tion rules are presented below.  

 

R1. Given two routes of the form: 
P1. Lexical chain 1 → syntactic marker of determiner → semantic markers of determiner 
→ [1] 
P2. Lexical chain 2 → syntactic marker of noun → semantic markers of noun → [2] 
 

There is an amalgam of the form: 
A1. Lexical chain 1 + Lexical chain 2 → dominant node marker → semantic markers of de-
terminer → [1] → semantic markers of noun → [2] → <2> 

 

R2. Given two routes of the form: 

P3.  Lexical chain 3 → syntactic marker of verb → semantic markers of verb → [3] → 
<3> 
P4. Lexical chain 4 → syntactic marker of nominal syntagm → rest of the route Lexi-
cal chain 4 → <4> 

 

There is an amalgam of the form:  
A2. Lexical chain 3 + Lexical chain 4 → dominant node marker → semantic markers 
of verb → [3] → rest of the route Lexical chain → [4] → <3>  

 

R3. Given two routes of the form: 
P5. Lexical chain 5 → syntactic marker of nominal syntagm → rest of the chain Lexi-
cal chain 5 → <5> 
P6. Lexical chain 6 → syntactic marker of verbal syntagm → rest of the chain Lexical 
chain 6 → <6> 
 

There is an amalgam of the form: 
A3. Lexical chain 5 + Lexical chain 6 → dominant node marker → rest of the route 
Lexical chain 5 → rest of the route Lexical chain 6   
 

By applying R1 to D1 and D2 we get four derived ways that form D6. Note that 
there are four possible ways and four derived ways. By applying R1 to D4 (la) and D5 
(viande), we get two derived ways that form D7. In this case, there are two possible 
ways and two derived ways. By applying R2 to D3 (mange) and D7 (la viande), we 
get a derived route that forms D8. Note that in this case there are eight possible routes  
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and only one derived route. Finally, by applying R3 to D6 (Le chat) and D8 (mange la 
viande), we get one derived route that forms D9. Note that in this case there are four 
possible routes and only one derived route.  The route that forms D9 is the following: 

 

D9-1. Le chat mange la viande → sentence → [part of the sentence that serves to de-
note the extension in which the noun it precedes should be taken] → (physical object) 
→ (animal) → [meat eating domestic mammal, etc.] → (action) → [chewing and 
finely grinding food etc.] → [part of the sentence that serves to denote the extension in 
which the noun it precedes should be taken] → (physical object) → (animal) → [soft 
and fleshy part of the body of animals] → <animal> 
 

The projection rules presented are illustrative of the types of rules used by ST, but 
they should not be considered a contribution to the STs of romance languages.  

3.2   Rules of Integrity 

Rules of integrity have the goal of refining, improving and optimizing translation. 
These must be specific for each language. There are compression rules, when we 
translate from Spanish into other romance language and of decompression in the op-
posite way. The rules are the same, they simply start from the left and are substituted 
in the right in the first case, and in the second case they start from the right and are 
substituted from the left. Below are some rules used in French: 

 

RC1: de le → du;  RC2 : a le → au;  RC3 : de les →  des;  RC4 : se est →  s’est 
RC5: la + (word starting with a vowel) →  l’(word starting with a vowel) 
RC6: la + (word starting with a vowel) →  l’(word starting with a vowel) 
RC7: verb + la →  y + verb 
RC8: de + (word starting with a vowel) →  d’(word starting with a vowel) 

 

A sentence in Spanish and its translation into French after applying volatile gram-
mars and after being refined by the proofreading rules is presented below. Given the 
sentence: Túpac Amarú se pronunció siempre contra el imperio de los españoles [Tupac 
Amaru always spoke against the empire of the Spaniards]  

The first translation produces:  

Túpac Amarú se est prononcé toujours contre le empire de les espagnols  

and the refinement:  Túpac Amarú s’est prononcé toujours contre l’empire des espagnols 

4   Conclusions and Future Work 

This paper presents an approach to automatic translation in two steps. The first one is 
recognition and the last one is interpretation. In the recognition phase, we use volatile 
grammars. The idea of writing basic utterances and rules that in turn generate syntac-
tic analysis rules, that later disappear saving space, represents a new approach, an 
innovative and economic form of writing a grammar. The advantages of GV are clear: 
small, easy to parse with, and economic. On the other hand, componential analysis 
and integrity rules are used mainly in the semantic phase. Componential analysis 
represents and defines the sense of the lexical parts that constitute the sentence 
through a collection of semantic features. Integrity rules have the purpose of refining 
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the translation. They work as controllers of the new generated text and must be spe-
cific for each language. 

The methodology is integrated with up-to-date literature, and seeks to be general, 
although it is mainly directed to romance languages. We believe that the use by, and 
feedback from researchers working in this area, will generate ideas, points of views 
and opinions, which will allow us to discern the strong and weak points of the pro-
posal. The current conceptual framework requires been proved with several romance 
language to confirm its advantages. It is necessary to translate in both ways from 
some of them to the others, and vice versa. The results of the exploration will become 
visible in the near future.  
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Abstract. The probabilistic OLAP model has been presented in
this paper. It permits uncertain knowledge to be represented in data
warehouse systems. There are two types of uncertainty that can be
expressed in this model: imprecise facts and uncertain facts. The former
are facts that have occurred but their characteristics are not certain. The
latter are facts whose occurrences are uncertain. Typical OLAP algebra
operators (set operators, restriction, projection etc.) are included in this
model.

Keywords: data warehouse, OLAP, knowledge management, uncer-
tainty, probabilistic databases, multidimensional model.

1 Introduction

Data warehouse technology and in particular OLAP model (OLAP stands for
On-Line Analytical Processing) is an industry accepted standard for storage
and management of knowledge that is crucial for decision making processes.
Although this type of knowledge very often possesses uncertain character, un-
certainty is typically eliminated during data cleansing and transformation. For
instance, consider a multidimensional database related to international money
laundering in which one of the attributes is the origin country. Let’s assume
that it is not possible to determine the exact origin country for many facts from
this database, because the available information indicates only that the illegal
transactions probably comes from Chile or Peru. In the traditional approach,
an origin country dimension would have the hierarchical structure (Continent -
Country) where for each continent the “unknown” element would be included.
Obviously, the information that probable origin country is Chile or Peru would
be replaced by unknown and irreversibly lost in the traditional approach.

The example presented above describes the fact that will be denominated an
imprecise fact in this paper (We are sure that the fact has occurred but its
characteristic is uncertain). Another type of uncertainty is related to the occur-
rence of the fact. Let’s imagine that the suspect transaction has been detected
and as a result of investigations two hypothesis have been elaborated. The first
one, slightly more probable, assumes that the encountered operations are re-
lated to illegal business activities , the second one indicates that the transaction
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© Springer-Verlag Berlin Heidelberg 2008



90 M. Kiewra

is legal (in this case the fact should not be included into the money laundering
database). In the traditional approach, the arbitrary decision must be taken (the
fact should be included or not) and uncertainty is eliminated. This type of facts
will be denominated uncertain facts in this paper (it is not sure if the fact of
money laundering has occurred at all).

It is easy to notice that uncertain knowledge (knowledge composed of un-
certain and imprecise facts) cannot be stored and managed in traditional data
warehouse systems without the risk of serious inconsistency. The purpose of this
paper is to present a multidimensional algebra that will be able to represent two
types of uncertainty mentioned above by means of probability.

2 Related Works

The acronym OLAP was introduced by Codd in [2]. Among all attempts of
formalizing of OLAP model that appeared in late 90’s, the most representative
is [3]. Although one of the first works that introduced uncertainty in the OLAP
model were published in the same period [4], there are few works concerning
uncertain knowledge in OLAP model. In [4] it assumed that the facts in fact
tables can be related to dimensions on different granularity levels (the lowest
level represented precise data, the rest of them imprecise ones). The model
from [4] can store only imprecise facts (e.g. $5,000,000 has been transfered from
South America - the origin country is unknown). Additionally, [4] does not store
estimated probability directly in the model and it is focused on aggregation of
imprecise data without defining other operators typical in the OLAP algebra [3].

The uncertain model from [1] presents the widest set of operators (restriction,
projection, among others). Uncertain facts are included in this model and they
are expressed by means of probability. The probability of the fact occurrence is
defined at the row level so there is no way to represent imprecise facts. Moreover,
in [1] it is assumed that two rows from the fact table that differ only in the prob-
ability value must concern the same fact. Consider the cube from the Example
1 presented below. The model from [1] is not able to store two facts that will be
reflected the separate attempts related to transfer of $5,000,000 from Colombia
in February 2007. Moreover, dimension hierarchies are not explicitly defined in
this paper.

In [5] imprecise facts are represented (this concept is very similar to [4]) and
probability distributions are used to represent the measure values. Although
this distributions reflect uncertainty, the uncertainty corresponds to measure
values – the occurrence of facts is certain. In other words, it is not possible to
represent uncertain facts in this model. Similarly to [4], OLAP algebra operators
are not defined in [5]. Moreover, conditions introduced by the authors would
make difficult to introduce the restriction operator and set operators in general.

Enumerating all attempts to modeling uncertain knowledge in OLAP by
means of probability, [7] should be mentioned (although it does not define OLAP
algebra and it is tightly connected with a real-world case study of location-based
services - LBS).
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It is important to emphasize that probabilistic OLAP models benefit from
researches on probabilistic databases. In [8] relational algebra was extended by
the probability theory in order to express uncertainty about object properties.

Finally, fuzzy logic also has been used to handle uncertainty in OLAP model
[6] (fuzzy hierarchies were introduced in dimension structures).

3 Probabilistic Model

Definition 1. Let d = (idd, Ad, Ed) be a dimension, where:

– id is a dimension identifier
– Ad = (a0, a1, . . . , an) is a sequence of dimension attributes that constitute a

hierarchy a0 is the root attribute and ai is an attribute of the dimension d
on the ith level (for i = 1, . . . , n).

– Ed = (E0, E1, . . . , En) is a sequence of sets of attribute members (elements)
E0 = {All, ∅} and Ei = {(e, ep) : e ∈ dom(ai) ∧ ep ∈ dom(ai−1)} where:
dom(ai) is the domain of the attribute ai (the set of all possible values of ai)
for i = 1, . . . , n; e is the unique name of a given member and ep is the name
of its parent from the upper level. Additionally, let doml(d) be the domain of

the nth attribute (the leaf attribute) and dom(d) =
n⋃

i=1

dom(ai)

As it can be observed, Definition 1 groups all attributes from a single dimension
into a hierarchy. If it is impossible to form a hierarchy for two attributes of a
single dimension, this dimension should be splitted into two separate dimensions.

The restriction operator defined below uses the anc function:

Let anc: dom(ai) → dom(aj) for (n ≥ i > 0, i > j ≥ 0) be a function that
for every member of the attribute ai returns its ancestor at the level of aj . The
function value can be calculated recursively from the following formula:

( ∀
i=j+1,(ei,ep)∈Ei

anc(ei) = ep) ∧ ( ∀
i>j+1,(ei,ep)∈Ej

anc(ei) = anc(ep)) (1)

Definition 2. Let C = (D,M, V ) be a cube where: D = {d1, . . . , dN} is a set
of dimensions used in the cube C, M = {(m1, f1), . . . , (mNm, fNm)} is the set
of numeric measures stored in the cube C, where mi is a unique measure name
and fi (for i = 1, . . . , Nm) is an aggregate function that will be used to obtain
aggregated values, V = {v1, . . . , vNv} is a set of cube cells (facts) - each cell is a
tuple: vi = (idi, pi, V

d
i1, . . . , V

d
iN , V m

i ) for i = 1, . . . , Nv where:

– idi is the fact identifier. If idi = 0 then it is aggregated fact (see below),
– pi is the probability that the fact vi has occured.

– V d
ij = {(vd

ij , p
d
ij) : vd

ij ∈ doml(dj) ∧
card(V d

ij)∑

k=1

pd
ijk <= 1} is a subset of a set

that represents the discrete distribution of a random variable related to the
value of dimension dj (for j = 1, . . . , N) in the fact vi; vd

ijk ∈ doml(dj) is
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one of possible values; pd
ijk is the conditional probability that the fact vi has

associated the value vd
ijk given the fact represented by vi has occurred. For

simplicity, if V d
ij = {vd

ij1, 1)}, then it will be denoted V d
ij = vd

ij
– V m

i = (vm
i1 , . . . , vm

iNm) is a sequence of measure values, where vm
ij is a value

of the measure mj in the fact vi (for j = 1, . . . , Nm);

The Definition 2 deserves a few comments. First of all, introduction of the iden-
tifier idi facilitates set operations between cubes defined below. Since the same
real world fact expressed in two cubes can possess different values for the same
dimensions, the mechanism to identify the same facts is indispensable. As it can
be seen, there are two symbols related to probability that reflects two types
of uncertainty mentioned in the first section: pd

ijk - permits imprecision to be
reflected while pi is used to represent uncertain facts.

If ∃
i,j

card(V d
ij)∑

k=1

pd
ijk < 1, it means that distribution of the random variable re-

lated to the dimension dj in the fact vi is known partially. This phenomena is
denominated missing probability (e.g. [9]).

Example 1. Consider the cube related to money laundering C1 =(D1,M1, V1)
where D1 ={d1, d2, d3} d1 =(ORIGIN, (total, ocontinent, ocountry),({(All, ∅)},
{(NorthAmerica,All),(South America, All),. . .},
{(Antigua and Barbuda,North America),. . .}));
d2 = (DESTINATION, (total, dcontinent, dcountry),({(All, ∅)},
{(North America,All),(South America, All),. . .},{(Antigua and Barbuda,North
America),. . .}));
d3 = (PERIOD, (total, year,month),({(All, ∅)},{(2007, All)},{(jan, 2007),. . .,
(dec, 2007})); M1 = {(amount, sum),(operation− number, count)} and the set
V1 is given by the Table 1.

Table 1. The set V1

idi pi PERIOD ORIGIN DEST AMOUNT OPER
NUM.

1 1.0 Jan 2007 Colombia France $5,000,000 1
2 0.5 Jan 2007 Mexico Italy $2,000,000 1
3 1.0 Feb 2007 {(Peru,0.5),(Chile,0.25),(Cuba,0.25)} USA $1,000,000 1
4 0.9 Feb 2007 {(Colombia,0.8),(Peru,0.1)} Spain $4,000,000 1

There is no uncertainty in the first fact. The second fact is uncertain (the
probability that $2,000,000 has been transferred illegally from Mexico is equal
0.5). The third fact is certain, but imprecise (the exact origin is unknown, but
Peru is the most probable option). The last fact contains two types of uncertainty
and the distribution of the random variable related to the ORIGIN dimension
is known partially.

3.1 Set Operators

Before set operators can be defined, equivalence of facts will be introduced.
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Value-equivalence. The two facts represented by v1 = (id1, p1, V
d
11, . . . ,

V d
1N , V m

1 ) and v2 = (id2, p2, V
d
21, . . . , V

d
2N , V m

2 ) are value equivalent (v1 ≡ v2)
if the following two conditions are fulfilled:

id1 = id2∧p1 =p2∧V m
1 =V m

2 ∧ ∀
N≥i>0

( ∃
e∈dom(di)

((e, pd
1) ∈ V d

i1∧(e, pd
2) ∈ V d

i2)) ⇒ pd
1 = pd

2)

(2)

v1 ≡ v2 ⇒ ∀
N≥i>1

(
card(V d

1i∪V d
2i)∑

k=1

pd
k ≤ 1) (3)

According to (2) two value-equivalent facts can differ only in the elements
of sets: V d

1i and V d
2i (for N ≥ i > 0). Additionally, common elements from this

two sets must possess equal probability values. The formula (3) guarantees that
the fact, that will be created as a result of union of two value equivalent facts,
will hold the inequality from the Definition 2. Only value-equivalent tuples are
coalesced in union and intersection operations. If tuples are not value-equivalent,
they are treated as completely different facts.

Intersection. let C1 ∩C2 = C0 be the intersection operator between the cubes
C1 = (D1,M1, V1) and C2 = (D2,M2, V2). The result cube C0 = (D0,M0, V0)
holds: D0 = D1 = D2, M0 = M1 = M2. V0 = V1 ∩ V2. is calculated using the
following formula:

∀
v0∈V0

∃
v1∈V1,v2∈V2

v1 ≡ v2∧ id0 = id1∧p0 = p1∧V m
0 = V m

1 ∧ ∀
N≥i>0

V d
0i = V d

1i∩V d
2i)

(4)
Union. let C1 ∪ C2 = C0 be the union operator between the cubes C1 =
(D1,M1, V1) and C2 = (D2,M2, V2). The result cube C0 = (D0,M0, V0) holds:
D0 = D1 = D2, M0 = M1 = M2 and V0 = V1 ∪ V2. Value equivalent facts are
coalesced according to the following condition:

∃
v1∈V1,v2∈V2

⇒ ∃
v0∈V0

id0 = id1 ∧ p0 = p1 ∧ V m
0 = V m

1 ∧ ∀
N≥i>0

V d
0i = V d

1i ∪ V d
2i (5)

Difference. let C1 − C2 = C0 be the difference operator between the cubes
C1 = (D1,M1, V1) and C2 = (D2,M2, V2). The result cube C0 = (D0,M0, V0)
holds: D0 = D1 = D2, M0 = M1 = M2 and V0 = V1 − V2 where each v0 ∈ V0

holds one of the following formulas:

1.v0 ∈ V1 ∧ (¬ ∃
v2∈V2

v2 ≡ v0) (6)

2. ∃
v1∈V1,v2∈V2∧v2≡v1

∃
N≥i>0

card(V d
1i − V d

2i) > 0) ∧ v0 = d(v1 − v2) (7)

The difference between value-equivalent tuples is obtained using d function:

∀
v1≡v2

d(v1, v2)=v0∧ ∀
N≥i>0∧V d

1i−V d
2i �=∅

(V d
0i =V d

1i−V d
2i)∧ ∀

N≥i>0∧V d
1i−V d

2i=∅
(V d

0i = V d
1i)

(8)
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3.2 Restriction, Projection and Aggregation

The last element needed for the definition of the restriction operator is the set
of valid expressions that can be used in order to perform the restriction.

Expression Set. RC is a set of expressions that restricts cells of the cube C.
The set RC is built according to the following rules:

1. (a = s) ∈ Rc where ∃
d∈D

a ∈ Ad and s is an unrestricted string

2. (p ∈ pv) ∈ Rc where pv ∈ (0, 1]
3. ∀

r∈RC

¬r ∈ RC

4. ∀
r1,r2∈RC

(r1 ∧ r2) ∈ RC ∧ (r1 ∨ r2) ∈ RC

Restriction. Let σr(C1) = C0 be the restriction operator that restricts the cube
C1 = (D1,M1, V1) according to the expression r ∈ RC1 and returns the cube
C0 =< D0,M0, V0 > where: D0 = D1, M0 = M1. V0 is built according to the
following rules:

1. ∀
r=(a=s)

( ∃
N>=i>0

a = acard(Ad0i
) ∧ ∃

v1∈V1
vd
1i = s) ⇒ v1 ∈ V0)

2. ( ∀
r=(a=s)

∃
N≥i>0

∃
card(Adi)>j>0

a = aj ∧ ∃
v1∈V1

vd
1i = anc(s)) ⇒ v1 ∈ V0

3. ∀
r=(p>=pv)

∀
v1∈V1

(p1 ≥ pv ∧ ∀
card(N)≥j>0∧card(V d

1j)≥k>0
pd
1jk ≥ pv ⇒ v1 ∈ V0)

4. ∀
r∈RC1

¬σr(C1) = C1 − σr(C1)

5. ∀
r,r1∈RC1

σr∧r1(C1) = σr(C1) ∩ σr1(C1)

6. ∀
r,r1∈RC1

σr∨r1(C1) = σr(C1) ∪ σr1(C1)

The rules used to built the set V0 need a few comments. The first rule restricts
the cube to the cells that possess the value e in the leaf attribute of the dimension
di (e.g. country=Peru). The second one restricts the cube to the cells that have
the value e in non-leaf attributes of the dimension di (e.g. continent=Europe).
The third one restricts the cells whose probability of occurrence is greater or
equal pv. The rest of rules is used to define the restriction for negation, conjunc-
tion and alternative of expressions.

Projection. Let ΠM ′(C1) = C0 be the projection operator that limits the set of
measures from the cube C1 = (D1,M1, V1) to the subset M ′ ⊆ M1 and returns
the cube C0 =< D0,M0, V0 > where: D0 = D1, M0 = M ′ and V0 = {v0 : v0 =
(id0, p0, V

d
01, ..., V

d
0N , (vm

01, . . . , card(vm
0card(M ′))))} holds the following condition:

∀
v0∈V0

∃
v1∈V1

id0 = id1 ∧ p0 = p1 ∧ ∀
N≥i>0

V d
0i = V d

1i ∧ ∀
m∈M ′

vm
0 = vm

1 (9)

Projection is quite simple, intuitive and very similar to its relational counter-
part. It limits the set of measure to the given subset.

Aggregation. Let αG(C1) = C0 be the aggregation operator that aggregates
the tuples from the cube C1 = (D1,M1, V1) using attributes from the set G and
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returns the cube C0 = (D0,M0, V0) where: M0 = M1. The set D0 is built using
the following condition:

∀
d0∈D0

( ∃
d1∈D1g∈G

g ∈ Ad1 ∧ idd0 = idd1 ∧Ad0 = G∩Ad1 ∧dom(d0) = dom(d1)∩dom(G))

(10)

and the set V0 = {v0 : v0 = (0, 1.0, vd
1 , . . . , v

d
card(D0)

, Em1, . . . , Emcard(M0))}
where: vd

i ∈ doml(di) is the value of the dimension di ∈ D0 in the aggre-
gated fact v0 for i = 1, . . . , card(D0); Em

j is the expected value of the random
variable related to the aggregated value of the measure mj in the fact v0, for
j = 1, . . . , card(M0). The aggregation operation has the following intuition - ag-
gregated data are the data that should be presented to the user. Since millions of
cells can be involved in a single aggregation, maintaining aggregated probability
distribution may give enormous collection of data - very difficult to analyze and
understand. For this reason, expected values are calculated for aggregated value
of each measure and involved probabilities are omitted.

Due to space limitations less important and obvious in definition OLAP alge-
bra operators have been omitted (e.g. rename, force and extract [1,3])

Example 2. Consider the cube from the Example 1 and two following queries:

1. Non aggregated data related to money transfers that does not come from
Colombia

2. The total amount of money transferred to Europe in Jan. 2007 grouped by
origin countries omitting Peru

The Table 2 contains sample queries with the results.

Table 2. The sets from the Example 2

σ¬country=Colombia(C1)

idi pi PERIOD ORIGIN DEST AMOUNT OPER
NUM.

2 0.5 Jan 2007 Mexico Italy $2,000,000 1
3 1.0 Feb 2007 {(Peru,0.5),(Chile,0.25),(Cuba,0.25)} USA $1,000,000 1
4 0.9 Feb 2007 {(Colombia,0.8),(Peru,0.1)} Spain $4,000,000 1

α{ocountry}(σcontinent=”Europe”∧¬ocountry=Peru(Π{amount}(C1)))

idi pi ORIGIN AMOUNT
0 1.0 Colombia $7,880,000
0 1.0 Mexico $1,000,000

4 Conclusion and Future Work

The probabilistic OLAP model has been presented in this paper. It represents
uncertain knowledge in data warehouse systems. The most important contri-
bution of the paper is the presented model, that to the best of belief of the
author is:
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– The first one that defines typical OLAP algebra operators (such as restric-
tion, projection, aggregation etc.) for imprecise facts.

– The first one that combines uncertain facts (the facts whose occurrence is
not certain) with imprecise facts.

– The first one that defines OLAP algebra operators for uncertain hierarchical
data.

The future work will be concentrated on elaborating an effective method
for calculating expected values in the aggregation operator. Additionally, the
methodology of estimating fact probabilities using data stored in cubes will be
developed. Another interesting challenge is related to extension of the model
with uncertain measure values and introduction of uncertainty in dimension hi-
erarchies.
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Abstract. Network motifs – small subgraphs that reflect local topology can  
be used to discover general profile and properties of the network. Analysis  
of motifs for the large social networks derived from email communication is 
presented in the paper. The distribution of motifs in all analyzed real social net-
works is very similar one another and can be treated as the network fingerprint. 
This property is most distinctive for stronger human relationships. 

1   Introduction 

When investigating the topological properties and structure of complex networks we 
must face a number of complexity–related problems. In large social networks, tasks 
like evaluating the centrality measurements, finding cliques, etc. require significant 
computing overhead. In this context the methods, which proved to be useful for me-
dium and small networks fail when applied to very large structures. This also refers to 
complex biological or technology–based networks like computer networks, WWW, 
gene transcription networks.  

The outcomes of the research on network motif detection and analysis in large 
email–based social network of the Wroclaw University of Technology, consisting of 
over 5,700 nodes and 140,000 edges (Fig. 1) are presented in this paper. The local 
structure of this large social network has been investigated by analyzing interconnec-
tion patterns between small sets of nodes, called motifs. These small motifs reflect 
general local topology profile and the properties of the entire network.  

2   Related Work 

Complex networks, both biological and engineered, were analyzed with respect to so–
called network motifs [6]. They are small (usually 3 to 7 nodes in size) subgraphs 
which occur in the given network far more (or less) often then in the equivalent ran-
dom networks (in terms of the number of nodes, node degree distribution, average 
path length, clustering, etc). Despite all these structural and statistical similarities, 
networks from different fields have very different local topological structure. It was 
recently shown that concentration of network motifs may help to distinguish and 
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classify complex biological, technical and social networks [9]. We can distinguish so–
called superfamilies of networks [9], which correspond to the specific significance 
profiles (SPs). To create SP for the given network, the concentration of individual 
motifs is measured and compared to their concentration in a number of random net-
works. The statistical significance of motif M is defined by its Z–score ZM: 

rand
M

rand
MM

M

nn
Z

σ

−
=  (1) 

where nM is the frequency of motif M in the given network, rand
Mn  and rand

Mσ are the 

mean and standard deviation of M’s occurrences in the set of random networks,  
respectively [3]. Most algorithms for detecting network motifs assume exhaust enu-
meration of all subgraphs with a given number of nodes in the network. Their compu-
tational cost dramatically increases with the network size. However, it was recently 
show that it is possible to use random sampling to effectively estimate concentrations 
of network motifs. The algorithm presented in [4] is asymptotically independent of 
the network size and enables fast detection of motifs in very large networks with 
hundreds of thousands of nodes and larger.  

The existence of network motifs affects not only topological but also functional 
properties of the network. For biological networks, it was suggested that network mo-
tifs play key information processing roles [11]. For example, so–called FFL motif – 
Feed–Forward Loop (motif no. 5 in Fig. 2) has been shown both theoretically and 
experimentally to perform tasks like sign–sensitive filtering, response acceleration and 
pulse–generation [7]. Such results reveal that, in general, we may conclude about func-
tion and properties of very large networks from their basic building blocks [8]. 

In another work, motif analysis was proved to have ability of fast detection of the 
small–world and clustering properties of the large network [2]. This result open prom-
ising but still unexplored possibilities of reasoning about network’s global properties 
with sampling of local topological structures.  

Very little research has been done on motifs in computer science and sociology. 
SPs for small social networks (<100 nodes) were studied in [9]. A web network 
counting 3.5x105 nodes [1] was used to show the usability of sampling algorithm [4]. 

3   Motif Analysis Applied to Large Social Network 

To discover properties of large social networks using the motif analysis, some impor-
tant issues should be respected. The key parameter that reflects the significance of 
motifs is Z–score (Eq. 1). It is based on comparing the actual concentration of sub-
graphs (motifs) in the considered network with their concentration in a set of random 
networks. The size of this set should be as small as possible, so we determined what 
number of random networks is required to detect motifs with the given accuracy. The 
actual profile of the network is expressed by the set of Z–scores of the motifs. In our 
case, we checked all the directed three–node subgraphs (triads). Their concentration 
values for all triads form so–called Triad Significance Profile of the network (TSP) 
[9]. An email-based social network is the directed, weighted graph so it differs from  
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Fig. 1. Social network discovered from the email communication between employees of WUT 

WWW, gene transcription or molecular networks (unweighted graphs). The weights 
of the edges in the social network depend on the intensity of communication. How-
ever, to enable analysis the domain of edge weights need to be discretized – only 
small set of classes can be analyzed.  

3.1   Extraction of the Social Network from Email Communication 

The experiments were carried out on the logs from the Wrocław University of  
Technology (WUT) mail server, which contain only the emails incoming to the staff 
members as well as organizational units registered at the university (Fig.1) [5]. All 
experiments were performed with FANMOD tool [13, 14] dedicated for motif detec-
tion in large networks.  

First, the data cleansing process was executed. The bad email addresses was re-
moved from the analysis and the duplicated ones were unified. Additionally, only 
emails from and to the WUT domain were left.  

Note that although every single email provides information about the sender activ-
ity, it can simultaneously be sent to many recipients. An email sent to only one person 
reflects strong attention of the sender directed to this recipient. The same email sent to 
10 people does not respect each individual recipient so much. For that reason, the 
strength of email communication S(x, y) from email user x to y has been defined in the 
following way:  

∑
=

=
)),((

1
),(

1
),(

yxEMcard

i i yxn
yxS , (2) 

where: EM(x,y) – the set of all email messages sent by x to y; ni(x,y) – the number of 
all recipients of the ith email sent from x to y. In consequence, every email with more 
than one recipient is treated as 1/n of a regular one (n is the number of its recipients). 
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The strength of the relationship RS(x,y) between x and y is calculated as follows:  

)(

),(
),(

xn

yxS
yxRS = , (3) 

where: n(x) – the total number of emails sent by user x, was introduced. The values of 
this function are from range [0,1]. The similar approach was utilized by Valverde et 
al. to calculate the strength of relationships. It is established as the number of emails 
sent by one person to another [12]. However, the authors do not respect the general 
activity of the given individual. In our approach, this general, local activity exists in 
the form of denominator in Eq. 3. Based on the RS values the email-based social net-
work has been created. The next step of preprocessing is to convert continuous 
weights of ties, i.e. RS(x,y) into five classes (Table 1). The ranges of RS (classes) were 
established to balance the number of edges in each class.. Note also that every node in 
the network (except only one node in class 2 and 5) belongs to every class since it is 
incident to at least one edge from every single class. Having classes extracted, the 
separate networks were built based on the edges from one or more classes. These 
networks were used for motifs detection in order to check how the TSP profile 
changes when different communication intensity is considered.  

The general statistics about the extracted classes are presented in Table 1. Note that 
in the class 1 where the strength of the relations is the lowest, the contribution of 
mutual edges is the smallest – only 1.2% whereas this rate for class 5 – only the 
strongest connections (RS>0.05) was as much as 16.2%. It means that stronger human 
relationships tend to be more frequently mutual compared to the weaker ones.  

Each of the classes separately as well as their various combinations were utilized in 
the process of detecting triads within the WUT email social network. There are 13 
different motifs that consist of three nodes each (Fig. 2). Their ID=1,2,…,13 are used 
in the further descriptions interchangeably with the corresponding M1, M2,…, M13. 

Table 1. The number of nodes and edges in the particular classes 

   Class 1   Class 2   Class 3   Class 4   Class 5 All 
Range of RS (0;0.001] (0.001;0.005] (0.005;0.01] (0.01;0.05] (0.05;1] (0;1] 
No. of nodes 5,783 5,782 5,783 5,783 5,782 5,783 
No. of single edges 
(% of total in class) 

30,788 
(98.8%) 

33,755
(91.6%)

18,800
(93.6%)

28,249
(85.2%)

13,039 
(83.8%) 

124,631 
(91.1%) 

No. of mutual edges 
(% of total in class) 

382 
(1.2%) 

3,086
(8.4%)

1,283
(6.4%)

4,919
(14.8%)

2,529 
(16.2%) 

12,199 
(8.9%) 

Total no. of edges 31,170 36,841 20,083 33,168 15,568 136,830 

 

Fig. 2. Directed triads and their IDs that can exist within the social network 
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3.2   Triad Significance Profile in Relation to Number of Random Networks 

The goal of the first phase of the experiments was to determine the minimum number 
of random networks which allow to detect the motifs with the required accuracy.  

Triad Significance Profiles (TSPs) for all motifs (Eq. 1) were computed separately 
for the different numbers of random networks (RN), Fig. 3. Note that there are only 
little differences between obtained Z–scores for the numbers of random networks 
above 50. It appears that 100 random networks provide sufficient accuracy of calcula-
tions. To be sure 500 random networks were used in further research. 

We may also conclude, that the considered network reveals the typical property of 
social networks – the small–world phenomenon. Loosely connected motifs with only 
2 edges, like M2, M3, M4, M7, M10 occur less frequently compared to the random 
networks. It obviously proves the high clustering level, i.e. high probability that two 
neighboring nodes have connected neighbors. The only exception is M1 which is met 
relatively often. This reflects specific property of large mail–based social network: 
there are relatively many broadcasting nodes who spread messages (news, announce-
ments, bulletins) which are never answered. 
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Fig. 3. Triad Significance Profile (Z-score values) of the WUT email-based social network for 
different numbers of random networks 

3.3   Triad Significance Profile in Relation to Strength of the Ties 

Triad Significance Profile for separated and aggregated classes of ties’ strengths are 
presented in Table 2 and Fig. 4. “Class 12345” stands for entire network (all classes 
merged), while “Class 5” denotes only the subnetwork created by the strongest ties  
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Table 2. Z–score values for particular motifs in the WUT social network for different classes 
extracted based on the relationship strength 

Motif ID 1 2 3 4 5 6 7 8 9 10 11 12 13 

Class 12345 363.9 –60.8 –134.3 –158.6 98.8 230.3 –184.5 161.8 35.7 –219.6 144.2 279.8 167.4 

Class 2345 210.2 2.0 –234.4 –105.8 143.5 418.7 –236.4 180.1 40.3 –189.5 180.8 360.8 237.4 

Class 345 –131.6 –58.6 –496.5 155.6 372.7 533.3 –630.0 233.0 57.4 –256.9 404.8 589.5 651.1 

Class 45 –223.8 –109.7 –464.4 288.9 400.3 487.7 –972.3 196.9 35.3 –269.5 427.7 606.4 1279.0 

Class 5 –305.3 –160.4 –307.5 500.6 318.1 312.1 –589.5 94.3 13.4 –293.5 382.6 335.1 1754.3 

Class 4 –150.6 –207.3 –220.9 –61.9 358.2 247.5 –228.9 257.1 154.6 –219.1 229.5 235.1 541.1 

Class 3 6.3 –86.0 –36.0 –96.4 122.2 54.2 –29.5 55.5 65.0 –47.6 45.5 36.0 90.4 

Class 2 87.4 –77.4 –29.5 –76.7 68.4 46.8 –44.1 52.6 44.6 –46.9 32.0 35.4 56.6 

Class 1 50.7 –32.2 –35.6 –42.0 32.2 37.3 –26.4 13.2 10.6 –14.5 9.4 14.1 90.8 
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Fig. 4. Triad Significance Profile of the WUT email-based social network for different classes 
of relationship strength 

characterized by intense communication (Table 2). We clearly see that the high posi-
tive Z-score of M13, big negative Z-score of M7 and decreasing with the growing 
strength of the ties Z-score of M1 may be called markers of social small-world net-
works and suggest increasing clustering level (Fig. 4). Also, the change for M1’s Z-
score from positive to negative values met when passing to subnetworks composed of 
stronger ties shows the fading of broadcast-type communication in strongly connected 
subnetworks. We also see that the subgraphs composed of the stronger ties are “more 
connected” and clustered then their lightly connected counterparts. 
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The above conclusions are additionally confirmed by TSPs for separate classes of 
the ties (Fig. 5). They reveal the growing importance of M13 and M7 for subnetworks 
of strong ties (Class 4 and 5) even in more convincing way. There is also one more 
observation concerning M4, which is dual-edge triad with two unidirectional edges 
pointing to the same node (Fig.2). Only for Class 5, we observed positive Z-score of 
M4, which is unusual for the investigated social network as a whole – compare with 
TSP of other classes in Fig. 4 and 5 as well as Table 2. This can be interpreted as 
above-statistical frequent occurrence of receiver nodes – we may treat them as of 
executives. They intensively receive reports while simultaneously being involved in 
dense clusters and frequent communication activities inside small-world network 
structures. Note that this effect is characteristic only for intensively communicating 
subnetwork and it has not been detected in the full communication graph, i.e. based 
on all classes of ties. It is also absent in TSPs of small social networks and WWW 
network studied in [9].  

Overall, social networks created upon different classes and their various combina-
tions belong to the same superfamily of networks [9] – their TSPs have the same 
shape regardless the range of relationship strengths RS (Fig. 3, 4, and 5). However, 
this general profile is most noticeable for stronger human relationships, especially 
within Class 5. In other words, Class 5 containing only 11% of all edges (Class 
12345) but as much as over 20% of total mutual ties (Table 1) appears to be is the  
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Fig. 5. Triad Significance Profile of the WUT social network for different classes of the rela-
tionship strength 
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most distinctive representative of the entire social network. Hence, Triad Significance 
Profile for strong human relationships can be treated as the small, condensed pattern 
that reflect the character of the entire social network. 

4   Conclusions 

Network motif analysis is the fast method to discover general profile of the entire 
network in the compact form since small motifs reflect patterns of the common local 
topology. In the email-based social networks, motifs preserved their distribution for 
all analyzed networks. Stronger relationships in the email-based social network are 
more mutual. Moreover, the motif-based fingerprint (TSP) is more distinctive for the 
network created from the stronger relationships. Besides, intensive communication 
results in greater frequency of more complex motifs and greater clustering level. 

Further research will focus on multirelational social networks [10] as well as on 
dynamical properties of motif analysis in large social networks. New fast algorithms 
for motif detection may be applied to periodically gathered communication logs in 
order to discover time-related changes in large, evolving social structures.  
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Abstract. A great deal of work has been carried out in recent years to facilitate 
access to data and information available on the Web. Proposals converge in  
two additional areas which consist in providing the sources with semantic anno-
tations and in designing languages and tools that are capable of using these an-
notations. However, a large number of sources have not yet been annotated 
suitably. Besides, languages and existing tools do not allow the user to formu-
late "blind" queries without knowing the sources. To overcome these two limi-
tations, in this paper we propose a flexible query language which allows a user 
to query sources in an anonymous way without knowing their existence and 
their structure. Queries can be solved by a system which in advance discovers 
potential sources and memorizes their schemas. We clarify how such a system 
can function.  

1   Introduction 

A large number of works in recent years have shown interest in the problem of re-
trieving data, documents, and knowledge available on the Web. The need to annotate 
available resources in order to facilitate their search is now well recognized. Com-
plementary proposals have therefore been formulated, on one hand to annotate re-
sources in computable semantic forms, and on the other hand to implement languages 
and systems capable of exploiting these annotations. Particular efforts have been 
devoted to the retrieval of knowledge and meta-data by benefiting from W3C stan-
dards. A synthesis of this trend can be found in [1]. It can also be observed that a 
certain number of works use these same standards for the retrieval of texts in docu-
ments [17]. Data retrieval from structured or semi-structured sources has also been 
subject to numerous investigations notably with a view to integration and mediation 
[3, 6, 15, 23]. The advantage of this type of approach is that it offers the user an inte-
grated view of the data through a global schema. Its main drawback is the difficulty in 
maintaining the global schema when a source evolves or when a new source is inte-
grated. Blind interrogation (without a view of a schema) of separate sources is an 
approach which has been investigated only to a lesser extent. Nevertheless such needs 
do exist. A simple example is the search for bibliographical information about works 
and authors among the different bibliographical sources available on the Web (e.g. 
what is the price of the book "Introduction to relational Databases", one author of 
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which is "Date"). It would be interesting to have a simple and structured language for 
querying these sources without knowing what their schema is (or even their exis-
tence), only from the concept names of the domain and from their relationships.  

The works concerned by data searches in XML sources from keywords are quite 
close to our objective [2, 10, 14]. In these works it is a question of offering the user 
simple access without having to use Xpath or Xquery. Therefore an interface based 
on keywords is recommended. It is indeed a very simple device for the user but it 
introduces ambiguities in the specification of relationships (between concepts) and 
results. This problem of ambiguities is the source of interesting challenges for which 
satisfactory solutions are not yet completely available. To a certain extent these pre-
occupations are similar to those aiming to improve the efficiency of Web search 
engines [5, 7, 12, 13, 21, 22, 24].  

We are convinced that it is possible to propose a simple and flexible language for 
the end user to achieve this kind of objective. The language SemanticSQL, which we 
present in this paper, interprets the intention of the user from the names of concepts 
and their relationships. It does not require the user to know the schemas of the sources 
or their existence. This language is qualified as flexible because it can adapt to badly 
annotated sources as well as richly annotated sources. We further show that a query in 
this language can be fairly matched with the schemas of relational sources or XML 
sources. We then sketch the functioning of a system capable of interpreting and re-
solving a user query. Such a system must discover the potential sources available on 
the Web in advance and memorize theirs schemas. 

The paper is organized as follows. In section 2 we present the syntax of our  
language. In section 3 we give some indications on how the user and the system can 
co-operate. Section 4 defines the notion of valid query. In section 5 we explain the 
general matching process between a query and a potential source. Section 6 sets out 
details on how links matchings can be established. Section 7 provides comments on the 
results of certain experiments. Section 8 concludes and suggests some perspectives. 

2   Syntax of the SemanticSQL Query Language 

The syntax of our query language is organised in the same fashion as SQL. The query is 
divided up into three clauses with the reserved words "select", "from" and "where". As 
in SQL the "select" clause specifies the result of the query and the "where" clause speci-
fies the condition which must be satisfied. The "from" clause has a different meaning. 
Since in our approach the user does not know the schemas of the sources, it cannot 
designate the structures from which the result must be extracted. So in the "from" clause 
the user indicates the names of types which he thinks might exist in the sources. An 
optional "on" clause makes it possible to restrict the query to certain sources.  

The general form of a query is as follows: 

Select list_of_variables from list_of_type_variable_pairs  
[where list_of_conditions] [on list_of_sources] 

list_of_variables: This is a list of variables introduced by the user. Names of vari-
ables are freely chosen by the user and are separated by commas. Names of variables 
are not related to the semantics of the query 
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type_variable_pair: This is a pair separated by a space composed of a type name 
and a variable name. It is used to allocate a variable to a type, so a variable marks an 
instance of a given type. Names of types in this clause are of great importance. They 
are directly related to the semantics of the query. Such pairs allow the user to specify 
the meaning of the objects which he is looking for.  

list_of_type_variable_pairs: This is a list of type_variable_pairs separated by 
commas. 

list_of_conditions: This is a list of conditions separated by commas where the 
comma has a particular significance: it marks the "and" operator. So the global condi-
tion of the where “clause” is true if each separate condition in this list is true.  

condition := valuation_condition | link_condition 
valuation_condition := elementary_condition |  

         (valuation_condition_1 or  valuation_condition_2) | 
         (valuation_condition_1 and  valuation_condition_2) | 

elementary_condition := variable_name op constant | variable_name_1 op vari-
able_name_2 

op := > | < | >= | <= | <> | = 
link_condition: := variable_name_1()variable_name_2 |  

   variable_name_1(role_name)variable_name_2 | 
   variable_name_1@variable_name_2  

The first kind of conditions is used to constrain the values of a variable.  
The second kind of conditions allows the user to specify the existence of links be-

tween query variables. This specification is made on a pair basis with the double 
symbol (). For example a()u means that the two variables a and u must be connected 
through some link. We can indicate the meaning of the link between the parentheses. 
For example a(write)b means that a must be connected to b through a link which 
means that "a writes b". The connection between a type and one of its attributes or 
data type properties is specified by the notation a@n. 

The notation a()b specifies a non oriented link. The other two notations correspond 
to oriented links (from variable1 to variable2). 

list_of_sources: This is a list of source names separated by commas. 
The "where" and the "on" clauses are optional.  
 

Example: Here is an example of a concrete query 
Q1: Select n, t from book b, title t, author a, name n, university u where 

a(write)b, a@n, b@t, a()u, u='Stanford' 
Query Q1 can be paraphrased as follows: search for the tuples [n, t] where n is an 

attribute which represents the name of an author a, t is an attribute which represents 
the title of a book b, a wrote b, a is linked to a university, the value of which is 'Stan-
ford' (the semantics of the link does not matter).   

Interpretation of a query: The interpretation of a query in our language is as follows: 
give all possible values for the list_of_variables which satisfy the condition of  
the where clause, each variable taking its values from among those of the type it 
represents.  
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3   Respective Responsibilities of the User and the System 

In our approach we suppose that the user possesses some knowledge about the do-
main and its potential information (names of types, structures of these types). But it is 
not required that he knows the schema of the sources. In this section we give some 
indications on how the user and the system can cooperate in order to pose and to an-
swer a query. 

Source names 
The user does not need to know the source names or the existence of certain sources. 
In such a case, the system should choose those that are the most suited to the user 
query from among the sources of its directory. Further along the user can indicate to 
the system sources concerned by its query. 

Type names 
The user chooses the most suitable names for each of the types concerned by his 
query. The choice of these type names is particularly important because it induces the 
interpretation of the query by the system. The user may be able to use an ontology of 
the domain known from the system. The system can widen its interpretation to syno-
nyms and even to hyponyms of each of the names.  

Link conditions 
Even then, the user will fill in the links that he considers to be most plausible between 
the types which he has specified in the "from" clause. A named link should be pre-
ferred in order to facilitate the resolution of the query. However names of links 
(which correspond to names of properties or associations in the schemas of certain 
sources) can show considerable variety. This variety can make it difficult for the sys-
tem to identify the sources which correspond best to the user's wish. Moreover links 
are not always named (as in the case of relational and XML sources). In certain cases 
it will be better to choose an anonymous link and to let the system identify the possi-
bilities offered with sources. If the number of possibilities is too great, a dialogue with 
the user can make it possible to limit the search space. Usage of links such a@b can 
be restrictive. Certain sources (notably XML sources) can treat attributes as standard 
elements. So it will be necessary for the system to look for all the possible links which 
can exist between a and b even though the user indicates an attribute.    

Valuation conditions 
By specifying a valuation condition of the form "variable_name_1 op constant" the 
user supposes that type T associated to variable_1 is atomic and is compatible with the 
type of the constant. If for a given source, this type T is not atomic, a correct compari-
son cannot occur. So the system may search, from among the attributes or the descen-
dants of this type, for some atomic type which can represent type T and whose value 
can be compared with the constant. This atomic type must be representative of type T. 
We can use the ontology to help in its identification. For example a non atomic type 
can be represented by an atomic type whose name is: "name", "label", …. The same 
problem arises for a valuation condition of the form "variable_name_1 op vari-
able_name_2". For each type associated to the two variables, atomic descendants will 
need to be looked for whose values can be compared.  
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Form of the result 
Depending on the sources, a type in the result can be atomic or structured. The display 
of the value of a structured type can create problems. It can be agreed that the value is 
the concatenation of the values of its atomic types. Alternatively, the system can dis-
play only the value of an element which identifies the result.  

4   Valid Query 

In order to be valid, a query has to respect certain constraints. We shall clarify these 
constraints by representing the query by a graph. 

A query graph is constructed as follows. Each type is represented with a node 
which carries the name of the type. Each link between two variables is represented 
with an edge between the two associated types. A link a()b is represented with a non 
directed edge. A link a(role) b is represented with a directed edge from a towards b; 
this edge is labelled by role. A link a@b is represented with a directed edge in a dot-
ted line from a towards b.  

 

Definition (valid query): A query is valid if its graph is connected and with at most a 
single edge between each pair of nodes. 

 

These constraints are justified as follows. First, if the graph is not connected, there are 
at least two separated components which each correspond to independent sub-queries. 
If there are two edges between the same pair of nodes, then there is a redundancy or 
incoherence in the meaning of the link which the user wishes to specify between the 
corresponding types.  

university 
=’Stanford’

book author 

title ? name ? 

write 

 

Fig. 1. Query graph of Q1 

Query graph of Q1 is represented in figure 1 (the types are represented by ovals 
and the attributes by rectangles). This graph respects the two validity constraints and 
query Q1 is therefore valid.  

5   General Principles for Matching a Query with Potential Sources 

Answering the query means finding a correspondence between the query and each of 
the schemas of the potential sources.  

Since a query can be represented by a graph, a solution for this problem consists in 
using a matching technique to establish this correspondence. Many matching algo-
rithms have been suggested [4, 8, 16, 19, 20]. However these algorithms are difficult  
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to adjust. Besides, a query in our language is a very simple object compared to a 
schema and it would be interesting to study specific approaches for establishing a 
matching. 

In this section we also provide a number of general indications on how the system 
can answer a query expressed with our language.  

The matchinghas to consider two kinds of element: the names of types and the 
links between types. To obtain suitable answers for a query we suggest an approach 
consisting in first establishing the matching between the type names. It is only when a 
matching can be found for each type name that a source will be selected for the 
matching of links. 

The matching of names can be very difficult if names are constructed freely by the 
users and the designers. We will suppose, in order to facilitate this stage, that the 
names of types in queries respect a domain ontology. So the ontology can provide a 
list of synonyms and a list of hyponyms for each type name of the query. The match-
ing of a name with a source is then tested first with the name itself, then with its 
synonyms, then with its hyponyms. We do not require the names in the sources to 
respect the ontology. So names in sources are previously transformed in order to fa-
cilitate matching. Different kinds of string transformations have been proposed [4] 
and some of them are very efficient. For a given pair (a query, a schema), several 
possibilities of matching can exist for each query name. It is necessary to consider all 
the possibilities for the following stage of matching the links.  

6   Some Guidelines for Matching the Links with XML Sources 

In this section we provide a certain number of guidelines for matching links between 
a query and the schema of a XML source. Similar guidelines can be drawn with rela-
tional sources. 

To illustrate these guidelines we consider the XML source of figure 2 which is a 
potential candidate for answering Q1.  

The matching of type names gives the following correspondences: 

  title → title (of book) 
  name → name (of author), name (of grading_university, ofworking_university) 
   book → book 
   author → author 
  university → grading_university, working_university     

So each type name for the query has at most one correspondence in the source. 
Subsequently we can try to match the links. 

For the links book()title and author()name we can detect the correspondents easily 
(link between an element and one of its son for the first, link between an element and 
one of its attribute for the second). For the link author(write)book, it does not appear 
in the source a direct link between "author" and "book". But we observe that the word 
"writing" matches with "write" (the correspondence is established after lemmatiza-
tion). So, we can compose the author writing link (child-parent link) with the writ-
ing book link (parent-child link) to establish a correspondence. Another problem is  
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that there are two links between "author" and "university" with two different mean-
ings. In this case the system must propose the two possibilities and the user can then 
choose one of them. The last problem is that of the valuation condition university = 
"Stanford”. If we consider the first correspondence (university→ grading_university), 
it is not possible to make the comparison directly. The system must detect that there is 
an atomic type which can represent the grading_university type and which permits the 
comparison. The attribute "name" can play this role. The automatic detection of such 
a possibility in all the possible situations is a difficult problem. The ontology of the 
domain can provide a certain number of indications. Otherwise, the system can dis-
play a partial schema of the source in order to ask for the user's opinion. For this 
valuation condition, another alternative is possible by considering the other corre-
spondence university→ working_university. In this other case the comparison can be 
made using also the attribute "name".  

A matching can thus be established for each link. The solution is not unique be-
cause there are two variants for the valuation condition.  

author

title

book

writing date 

number 
name 
address 

working_university 

grading_university 

name 
cityname 

city

isbn 
publisher 

attribute(s) 

element

 

Fig. 2. XML tree for a source which matches with query Q1 

In figure 3, we show the XML tree for another XML source with the same ele-
ments but organized differently. Although the link between book and author is not 
semantically characterized, the system must select this source for a matching with 
query Q1. The user will then confirm or not.  

author

title

book
number 
address 

working_university 

grading_university 

name 
city name 

city

isbn 
publisher

name

attribute(s) 

element

 

Fig. 3. XML tree for a second source which matches with query Q1 
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The XML source for which the element book would be a child of the element au-
thor (and not the parent as in figure 4) must also be selected by the system for the 
same query.  

We formalize the previous analysis by the following rules. 

R1: The link a()b of the query matches with a source S if A is a correspondent of a in 
the source, B is a correspondent of b and one of the following conditions holds: 

i) it exists a direct link A,B or B,A in the source or B is an attribute of A or A is 
an attribute of B 

ii) there exist a direct link A,C or C,A in the source and a path C,…,B where C 
and each intermediate node are in a relation of synonymy or hyperonymy or 
hyponymy with B 

iii) same as ii) by exchanging the roles of A and B. 

R2: The link a(c)b of the query matches with a source S if A, B, C are respectively 
correspondents of a, b, c in the source and one of the following conditions holds: 

i) there exist a direct link A,C or C,A and a direct link C,B in the source or 
(symmetric case) there exist a direct link B,C or C,B and a direct link C,A 

ii) there exist a path A,…,C or C,…,A in the source and a path C,…, B where 
each intermediate node is in a relation of synonymy or hyperonymy or hy-
ponymy with A (resp. B) 

iii) same as ii) by exchanging the roles of A and B. 

R3: The link a@b of the query matches with a sources S if A is a correspondent of a 
in the source, B is a correspondent of b and one of the following conditions holds: 

i) B is an attribute of A or a simple child of A 
ii) it exists a path A,…,B in the source where each intermediate node is in a  

relation of synonymy or hyperonymy or hyponymy with A and B is a simple 
element 

iii) it exists a path A,…,E in the source where each intermediate node and E are in 
a relation of synonymy or hyperonymy or hyponymy with A and B is an at-
tribute of E. 

R4: The condition a=v of the query matches with a source S if A is a correspondent of 
a in the source and one of the following conditions holds: 

i) A is a simple element or an attribute (the condition is tested with A) 
ii) it exists a path A,…,D in the source where each node is in a relation of synon-

ymy or hyperonymy or hyponymy with A and D is a simple element (the con-
dition is tested with D) 

iii) it exists a path A,…,E where each intermediate node and E are in a relation of 
synonymy or hyperonymy or hyponymy with A and it exists an attribute of E 
having a name like ("name", "label", "description") (the condition is tested 
with this attribute. 

Similar rules can be specified for relational sources. 
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7   Prototype and Experiments 

To verify the ability of the language and the feasibility of our approach we have built 
a small prototype and conducted a number of experiments with XML sources. We 
used WORDNET [18] to help with the matching of names. Access to WORDNET 
was made through the JAVA API Java WordNet Library [11]. The body of the 
matcher was written in JAVA. For every link of the query, the various cases of match-
ings identified in section 5 are tested successively by considering all the possibilities 
offered with synonyms and hyponyms (at most level 3) for names. However matching 
of names is restricted to the domain (by using the ontology) to avoid meaning misun-
derstanding. We have only tested queries with links of the type a()b and conditions. 

In the first stage, our experiments were conducted on six different XML sources 
containing data on sales of products. Sources were built manually. They contained 
from 8 to 14 elements. Every element had on average two attributes. We submitted 
ten different queries to the system. The matchings performed quite well. 90% of the 
total returned matchings were correct and 85% of the total correct matchings were 
retrieved. The incorrect matchings resulted essentially from a bad detection of the 
type replacement in the valuation conditions. 

In the second stage we implemented a module in our prototype to discover poten-
tial sources in the same domain (sales of product) on the Web and to memorize their 
DTD. After validation by the administrator, 10 different sources were then incorpo-
rated into the system. We submitted the same 10 queries and we observed that the 
matchings performed badly. It appears in fact that several element names in the DTD 
were abbreviations which cannot be handled correctly by our string transformations. 
So we decided to create a specific dictionary for the management of these abbrevia-
tions and we significantly increased the efficiency of the matches. 80% of the re-
turned matchings were correct. Bad type replacements partially explained incorrect 
matchings. Another cause of error was observed: a nonsense in the matching of 
names. These sources were rather complex and it was difficult to list manually all the 
correct matchings for each query. We estimated that the prototype had discovered 
about 75 % of them.  

From these experiments it appears that the approach is realistic. The main points 
which condition its efficiency are the type replacement in valuation conditions and the 
detection of the meaning of names.  

8   Conclusion and Perspectives 

In this paper we proposed a query language for a final user which allows blind ac-
cesses to Web data sources. The user formulates his query by specifying the names of 
types and relationships between these types. It is not necessary for the user to know 
the existence of sources or their schemas.  

This language is flexible. It can adapt to sources whether well annotated or not.  
We discussed how a system can analyze a query and elaborate the results. Such a 

system must discover the potential sources in advance (for the considered domain) 
and memorize their schemas. To answer a query it first has to look for the matchings 
of names and then for the matchings of links. It proposes all the solutions and the user 
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validates those with which he is interested. The system can then rewrite the query for 
the corresponding sources.  

We conducted experiments with XML sources which establish the efficiency of the 
language and the feasibility of the approach. Matchings can be improved on two 
points: type replacement in the valuation conditions and detection of the meaning of 
names. Concerning this last point one can reduce the ambiguities by working in a 
precise domain. It is possible also to take into account the profile of the user which 
can be acquired through a dialogue or by observing the queries. One can also observe 
how the user validates the solutions proposed by the system. Another way is to group 
results according to their different meanings [9]. 

Others improvements can be envisaged. One could exploit the mappings which can 
exist between sources to permit joins between these sources. The graph of a query is 
very simple and expressive and it would be interesting to study how it can support a 
graphical query interface. To improve the matching of links one also can ask the user 
to indicate the cardinalities.  

Such a system can be very useful for different applications. Incorporated into an 
intranet system, it would allow a user to reach the data sources without knowing their 
schemas, by being based only on the domain ontology. In a P2P system, it could be 
installed on some peers or on super-peers to facilitate access to data by their semantics. 
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Abstract. This paper presents the application of fuzzy logic and neural net-
works to HTTP request dispatching performed within Content Delivery  
Network. We propose a global request distribution algorithm called GARD to 
support request routing to the surrogate servers that deliver the requested con-
tent in an efficient manner. The algorithm uses the fuzzy-neural decision-
making mechanism to assign each incoming request to the server with the least 
expected response time. The response time include the transmission time over 
the network, both for the request and for the response, as well as the time 
elapsed on the server responding to the request. We demonstrate through the 
simulations that our algorithm is more effective than popular dispatching poli-
cies as Round-Robin and Weighted Round-Robin. We also show that in case of 
non-evenly loaded environment the GARD algorithm outperforms RTT algo-
rithm which is often used in CDNs. 

Keywords: CDN, Dispatching algorithms, Fuzzy-neural HTTP request distri-
bution, Web service quality, Distributed systems. 

1   Introduction 

Content Delivery Networks (CDNs) are modern Internet services replicating contents 
over several Web servers called surrogate servers.  Such servers are placed at various 
geographical locations close or at the network edges in order to improve performance 
and scalability in access to Web resources. CDNs improve network performance by 
maximizing bandwidth and improving accessibility. Typically, they are used by Inter-
net service providers as well as global companies and enterprises.  

Generally, in CDN-like environment, a Web user is served with the content from 
the nearby replicated Web server and retrieves resources from that server instead the 
original server specified its URL in the Web browser. Using the proprietary algo-
rithm, the CDN network reroutes the requests to embedded objects to replica servers 
which are ‘closest’ to the client, in order to serve them as quick as possible. 
                                                           
* This work was supported by the Polish Ministry of Science and Higher Education under 

Grant No. N516 032 31/3359 (2006-2009). 
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There are various existing commercial CDNs (e.g., Akamai, Mirror Image, Netli, 
Value CDN) as well as academic CDNs (e.g., Codeen, COMODIN, Coral, Globule). 
Current research and exploitation experience show the need to improve functionality 
and performance of a request-routing mechanism which is a basis of CDN functioning 
[10]. This mechanism called also as the distribution algorithm is responsible for rout-
ing client requests to an appropriate surrogate server for the delivery of content. It di-
rects client requests to the replica server ‘closest’ to the client. However, the closest 
server may not be the best surrogate server for responding to the client request. There-
fore, a request-routing mechanism should use more information and in more sophisti-
cated way to select the ultimate server. It may use a set of metrics such as network 
proximity, client perceived latency, distance, and replica server load in an attempt to 
redirect user requests.  

Neural and fuzzy decision making scheme has many significant applications in 
the deployment of intelligent computer systems [8, 9]. For example, fuzzy logic  
controllers can efficiently deal with the uncertainties and with intrinsic nonlinearities 
of controlled systems [8]. By combining neural networks and fuzzy systems we can 
get learning and adaptation characteristics of the controllers. We have used this ap-
proach to develop FNRD algorithm for fuzzy-neural adaptive HTTP request distribu-
tion in a local Web cluster system [3]. FNRD policy has been useful in the design of 
the content-aware Web switch for local Web sites [3, 4]. It outperforms other com-
petitive dispatching policies including the state-of-the-art content-aware “reference” 
algorithms like CAP [7], LARD [12], and RR [6]. We have also developed the bro-
ker-based request global routing algorithm GARDiB for distributed Web systems to 
service HTTP requests in a time-effective manner [2].  

The main contribution of this paper is to develop a new distribution algorithm 
called Global Adaptive Request Distribution (GARD) which uses a fuzzy-neural 
based decision model to optimize request response time in CDN systems. 

The reminder of the paper is organized as follows. Section 2 presents the architec-
ture of GARD based CDN system. Section 3 discusses the simulation model and the 
results of simulation experiments. Section 4 concludes our study. 

2   Architecture of GARD Based CDN System 

The GARD system is designed for the supporting of the service for the distribution 
of the content in a wide-area Internet network. GARD distributes the content using 
the HTTP network protocol and own global adaptive request distribution algorithm. 
Fig. 1 shows the general scheme of the GARD based content delivery network.  

The system consists of three main components: clients, local services and content 
distribution servers. An individual client is the source of HTTP requests being sent for 
Web resources to explore the content of Web. The clients are equipped with their 
computers and appropriate software for Web resource browsing such as Web brows-
ers. The whole content of the Internet is build from local contents presented by local 
Web sites as local services. Local services (LSs) are geographically distributed in a 
wide-area Internet network. They can be developed as locally clustered Web systems 
with fully replicated local content or as individual Web servers. In this paper we as-
sume that all local services can respond to all client requests. Content distribution  
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Fig. 1. Architecture of GARD based CDN system 

servers (CDS) are front-end network appliances localized nearby of local services re-
sponsible for the content distribution in the replay of HTTP requests. Each local ser-
vice is supported by its own CDS having an individual IP address. 

Every client wanting to take a Web resource from a given Web site must to obtain 
the IP address of that Web site on the basis of Web site’s mnemonic name (e.g. 
www.opole.pl). This is supported by the specific network service/server called DNS 
(Domain Name Service/Server). In our system the DNS transforms given mnemonic 
name into the IP address of the content distribution server being in the closest geo-
graphical distance from client’s IP. Further client communication in Web resource 
gaining is made via that CDS server.  

When the client sends its first HTTP request to the chosen CDS server, the connec-
tion time is measured by that server. Next, the CDS server redirects this request to the 
local service which is supported by that CDS server.  Local service returns the spe-
cific Web resource. If the resource it returns is the HTML file, then the CDS server 
modifies this file by changing the addresses of embedded objects from local addresses 
(that is pointing at the content stored in that local service) to remote ones (that is 
pointing at the content stored at any other Web site) in such a way to include ad-
dresses from as many remaining local services as possible. As a consequence, a single 
object is sent from every local service. The rest of objects are gained from that local 
service which was accessed at the very beginning. The CDS server returns the HTTP 
response with the requested object and a demand to set a specific cookie value (LS 
identifier and the connection time) using a cookie mechanism. When client sends the 
requests to remaining local services to get objects embedded in that Web page, every 
individual CDS server writes its connection time in the cookie field value. 

When the client accesses the CDS server next time to get the next HTML file, then 
CDS server modifies HTML file in such a way to replace all embedded objects links 
with links to those local services which are able to deliver requested objects in a 
timely effective manner, in the shortest time as perceived by the client. CDS server 
estimates the delivery times of requested HTTP objects to by clients on the basis of 
the knowledge about the model of local service, client-to-CDS server connection 
times as well as the knowledge about loading of remaining local services and the type 
of requested object. CDS servers exchange with information about local service load-
ings and about the knowledge needed to estimate times of request servicing.  
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Fig. 3. LSM architecture based on Mamdami’s model 

Each request can be classified to one of classes; e.g. the k-th class, k=1,2,…, K. 
Local service model (LSM) takes into account the class of the request and load ia of 

local service for which the request response time is estimated ( ia  is the total number 

of request under service – this is the most current value we have got when request i 

arrives), and the connection time it of the client to LS - this value is taken from 

cookie). The values of s
it̂  for all sites are compared and the CDS chooses the LS with 

the minimum value of the estimated request response time. The address of chosen LS 

iu′  replaces in HTML document the original address iu  of particular object. Hence, 

the object is loaded from iu′  address. LSM has four main components: Classification 

Mechanism (CM), Estimation Mechanism (EM), Load State Database (LSD), and 
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Adaptation Mechanism (AM). CM recognizes the class ik  of object from iu  address 

on the basis of object size and its category; { }Kk ...,,1∈  – we consider both static and 

dynamic objects. EM is built on the basis of the Mamdami’s model [9] as shown in 
Fig. 3, AM is a neural component – both components combine into a neuro-fuzzy re-
quest distribution solution. The estimation system has three layers: Fuzzification 
Layer, Rule Layer and Defuzzification Layer. The EM determines the estimated re-

quest response time for object from iu address based on the ik , ia , it  and kiU  from 

[ ]Kikiii UUUU ,...,,...,1=  LSD database which contains up-to-date information about the 

load state of the LS – this information is exchanged by local services. Based on the 

measured actual request response time it
~  the AM updates iU  database in such a way 

that kiU  for the ik -th class is updated to a new value )1( +ikU - (this is for CDS that 

supports the LS which services iu′ ).  

3   Simulation Model and Experiment Results 

In the simulation experiments we develop a general model of global distributed Web 
system with local services made of clusters of Web servers (Fig. 4). We evaluated the 
performance using the workload model incorporating the most recent research on 
Web load. Local service was modeled as the Web cluster made of the Web switch 
employing FNRD local distribution algorithm [4], a number of WWW and database 
servers.  

Internet module of the simulator was used to model the latency observed in Inter-
net. The data transmission time for sending the request and receiving the response to 
the request is calculated as follows [10]: 

throughput

sizeheaderresponseHTTPsizebject
RTTtimeontransmissidata

____o
__

++=  

The Round-Trip Time (RTT) tells us how long a packet goes in the network from a 
source system to target system and back again. Object_size is the object (resource) 
length. The HTTP_response_header_size is usually 290 bytes. The throughput is de-
termined as the effective number of bytes that can be transferred per second.  

The distribution of RTT was modeled on the basis of the real-life end-to-end net-
work measurements performed by the authors and targeting real-life Web sites in the 
Netherlands, Australia and [1]. The same Web document was downloaded to Opole, 
Poland network localization over a given time duration. We decided to choose the 
RFC1823 text file as it is often found at non-commercial sites that have non-
overloaded Web servers. This file has a size of 47 KB which is not too small to meas-
ure how multiple IP packet file can be sent through the Internet and not too big to 
overload the target Web sites. Our Web active measurements were focused on the 
continuous observation of given Web sites performance characteristics through peri-
odical measurement of request latency and transfer rate over a 48-hour period every 
10 sec. From these experiments we obtained fifty various behaviors of Internet user  
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b) Static requests 

Category Distribution Parameters 
Requests per session Inverse Gaussian μ=3.86, λ=9.46 
User think time Pareto α=1.4, k=1 
Objects per page Pareto α=1.33, k=2 
HTML object size Lognormal  

Pareto 
μ=7.630, σ=1.001 
α=1, k=10240 

Embedded object size Lognormal μ=8.215, σ=1.46 

   Dynamic requests (database) 
Type Mean service time [msec] Frequency 

High intensive  5 0.85 
Medium intensive 10 0.14 
Low intensive 20 0.01  

Fig. 4. (a) A simulation model; (b) Workload model parameters 

which were used in simulations. Each simulated client had a behavior randomly cho-
sen from these fifty behaviors. The number of behaviors for each client was the same 
as the number of clusters in the system modeled.  

Dynamic and static request have been considered. Static ones are served directly 
and only by the WWW servers, with the aid of the cache memory, whereas dynamic 
ones by database servers. We assumed a workload scenario consisting of 20% of dy-
namic requests for low, medium and high intensive workload sizes. The rest are static 
requests. We simulated three homogeneous LSs, each equipped with three Web and 
three database servers. The GARD algorithm proposed in this paper was compared 
with two popular request distribution algorithms: RR (Round-Robin) and WRR 
(Weighted Round-Robin) as well as with RTT algorithm deployed by Cisco. RR dis-
tributes the requests evenly among local services regardless of their loads. WRR takes 
into account that local services can serve requests with the different performance. In 
RTT algorithm when authoritative DNS server receives the request it sends the probes 
to DNS servers localized closely to local services. All probed servers respond at the 
same moment to the probe and that response that as the first one achieves the authori-
tative DNS server shows the IP of local service where the request is sent finally. The 
Content Distribution Server module shown in Fig. 4 simulates GARD activity as de-
scribed in the section 2.  
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Fig. 5. 90-percentile of page response time vs. number of clients per second: a) 1/11%, 3/33%, 
5/55% run, b) 1/55%, 3/33%, 5/11% run, c) 3/33%, 3/33%, 3/33% run, d) 3/11%, 3/33%, 
3/55% run  

In the first experiment we simulated the global system with three local services 
with one, three and five WWW servers. They were loaded proportionally to the num-
ber of WWW servers available in the service. Therefore we obtained the following 
shares of the total load: first service – 11% of total load, second one – 33%, and the 
last one – 55%. Such local service configuration and total load sharing is marked by 
the “1/11%, 3/33%, 5/55%” experiment sequence. The results of the experiment are 
shown in Fig. 5a. Fig. 5b shows the results for “1/55%, 3/33%, 5/11%” experiment 
sequence – the same clusters as in the previous experiment but an opposite load shar-
ing. Fig. 5c presents the results for “3/33%, 3/33%, 3/33%” sequence – 3 clusters with 
3 server and evenly loaded. Fig. 4d demonstrates the results of “3/11%, 3/33%, 
3/55%” experiment where we have three the same clusters laded as in the first ex-
periment. The main answer we wanted to obtain is how well RTT algorithm operates. 
It overcomes both RR and WRR, what we expected. However the results also show 
that RTT algorithm is a good one but only when the clients are balanced evenly and 
their number is directly proportional to the local service performance. Such situation 
is probably unreal in a real-life. The simulations also showed the proposed GARD  
algorithm overcomes all others for heavy loading in non-balanced environments  
(Fig. 5b and 5d). 

4   Conclusion 

We presented a novel fuzzy-neural HTTP global distribution policy called GARD 
which can be used in Content Delivery Networks for routing user requests to the 
server delivering the content. It achieved very good performance for the whole load  
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range. Our policy outperformed very popular RR and WRR algorithms. The simula-
tions showed that our algorithm shows better performance than well known in CDN 
systems RTT algorithm in case of non-evenly loaded environments.  
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Abstract. Embedding a digital watermark in an electronic document is
proving to be a feasible solution for multimedia copyright protection and
authentication purposes. In the present paper we propose a new digital
video watermarking scheme based on Principal Component Analysis. We
detect the video shots based on informational content, and color simi-
larities; we extract the key frames of each shot and each key frame is
composed of three color channels, and our proposed algorithm allows us
to embed a watermark in the three color channels RGB of an input video
file. The preliminary results show a high robustness against most com-
mon video attacks, especially frame dropping, cropping and recalling for
a good perceptual quality.

Keywords: Multimedia protection, Video watermarking, PCA, Color
channels.

1 Introduction

A picture is worth a thousand words. And yet, there are many phenomena which
are not adequately captured by a single static photo. The obvious alterative
to static photography is video. The video becomes an important tool for the
entertainment and educational industry. However the entertainment industry
is losing billions of dollars every year due to the new information marketplace
where the digital data can be duplicated and re-distributed at virtually no cost.
One possible solution to this problem is video watermarking. This involves the
addition of an imperceptible and statistically undetectable signature to video
file content. The embedded watermark should be resistant to common methods
of signal processing, and, at the same time, it should not change the quality of
the original video file.

Most of the proposed video watermarking schemes are based on the tech-
niques of image watermarking. But video watermarking introduces some issues
not present in image watermarking. Among the various video watermarking pro-
posed schemes, Dittmann et al.[2] have embedded in the extracted feature of a
video stream, while P.W Chan et al. [1] have used the Discrete Wavelet Trans-
form by embedding in frequency coefficients of video frames. On the other hand
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Hien D Thai et al [4] were the first to introduce the PCA domain to gray-scale
image watermarking.

In a previous work [5] we embedded the watermark in the three color chan-
nels of a color fixed image. In the present paper we tried to take advantage of
the texture of video units to extract the key frames of the input video [6][7];
frames can be considered as color images. In this paper we propose to embed
an imperceptible watermark separately, into the three different RGB channels of
the video frame. We used the PCA transform to embed the watermark in each
color channel of each frame. The main advantage of this new approach is that
the same or multi-watermark can be embedded into the three color channels of
the image in order to increase the robustness of the watermark. Furthermore,
using PCA transform allows to choose the suitable significant components into
which to embed the watermark.

2 Proposed Algorithm

2.1 Video Texture

Most of the existing effort has been devoted to the shot-based video analysis.
However, in this work we will focus on the frame-based video analysis.

Video: An unstructured data stream, consisting of a sequence of video shots.
Scenes: Semantically related shots are merged in scenes.
Shots: Video units produced by one camera, and the shots boundary detection is
made using the key frames. Shot boundary detection is important with respect
to the trade-off between the accuracy and the speed in the reconstruction phase.
Frames: It is one complete scanned image from a series of video images; it is
a static image. In the present paper we decompose the video[Fig.1] stream to
sequences, then to scenes then to shots and then we extract each frame in each
shot, using key frame extraction technique in [8] based on spatio-temporal fea-
tures of the shots; we embed the watermark in each key-frame for robustness
reasons.

2.2 Principal Component Analysis

In digital image processing field, the PCA or also called the KL transform, is
considered as a linear transform technique to convey most information about the
image to principal components. In the present algorithm, we first separate each
frame to three color RGB channels, and we separately apply the PCA transform
to each of the sub-frames before we proceed to the proper watermarking process.
In fact we need to extract the principal component of sub pixels of each sub-
frame by finding the PCA transformation matrix.

Each sub pixel is transformed by the PCA transformation matrix [ϕ]. It is
then of primary importance to find the transformation matrix [ϕ], going through
the following process:
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Fig. 1. A hierarchical video representation

Task 1 : For numerical implementation and convenience we divide the frame
F to a certain number of sub-frames. We consider each sub-frame an inde-
pendent vector (vector of pixels). Thus, the frame data vector can be written
as:F = (f1, f2, f3..., fm))T where the vector fi is the f th sub image, T denotes
the transpose matrix, each sub-frame has n2 pixels, and each vector fi has n2

components.
Task 2 : Calculate the covariance matrix Cx of sub-frame, eigenvectors, and eigen-
values of the covariance matrix.

Cx = E(F −mi)(F −mi)T (1)

where mi = E(F ) are the mean vector of each sub-vector fi , each sub-picture
may now be transformed into uncorrelated coefficients by first finding the eigen-
vectors (basic functions of transformation) and the corresponding eigenvalues of
the covariance matrix:

CxΦ = λxΦ (2)

The basis function [ϕ] is formed by the eigenvectors Φ = (e1, e2, e3...en2) .
Eigenvalues λ(λ1 ≥ λ2 ≥ λ3 ≥ ..... ≥ λn2) and eignvector [ϕ] are sorted in
descending order. The matrix [ϕ] is an orthogonal matrix called basis function
of PCA.
Task 3 : Transform sub-frame into PCA component. The PCA transform of sub-
frame can be done by the inner product of the sub-frame with the basis functions.
The original frame F can be de-correlated by the basis function frame [ϕ], and
we obtain Y by the following equation:

Y = ΦT F = (y1, y2, ...ym)T



128 H. Mirza, H. Thai, and Z. Nakao

The corresponding values are the principal components of each sub-frame. Cor-
responding to each sub-frame, we can embed the watermark into selected com-
ponents of sub-frame.
Task 4 : To retrieve the watermarked frame, we perform the inverse process using
the following formula:

F = (ΦT )−1Y = ΦY (3)

2.3 Embedding Process

In this work our encoding process consists of the following steps:

First step: An input video is split into audio and video stream [Fig.2] and the
video stream is represented by the key-frame [Fig1]. Each frame is considered as
a color image separately.
Second step: In order to embed a watermark into a given original color frame of
size F(N, N), using the proposed technique, we have to separate the frame F(N,
N) to three RGB color channels: Red, Green and Blue. We get, respectively, the
three sub-frames:FR(N,N), FG(N,N) and FB(N,N).[Fig 3]
Third step: For each of the three sub-frames we apply PCA transform. Each
of the three color-banded frames FR , FG and FB is separately subdivided to a
certain number n of sub-frames[Fig.3]. We can get PCA basis function for each
of the sub-frames respectively: [Φ]R, [Φ]G, and [Φ]B. The principal components
of each of FR, FG and FB are computed by the process discussed above through
task 1 to task 3. We then have the three PCA coefficients : YR, YG, YB .
Fourth step: Select the perceptually significant components of each of the three
coefficients, into which the watermark will be inserted. In this algorithm, the
watermark is a random signal that consists of a pseudo-random sequence of
length M, the values of w is a random real number with a normal distribution,
W = w1, w2...wM . We need then to embed the watermark into the predefined
components of each PCA sub-block uncorrelated coefficients. The embedded
coefficients were modified, for each sub-frame, by the following equation:

(yi)w = yi + α | yi | wi (4)

where α is a strength parameter. Then we obtain ywR, ywG, ywB.
Fifth step: The three RGB watermarked color channels are separately recovered
by the inverse PCA process. (Task 4.)

Fw = (ΦT )−1Yw = ΦYw (5)

And by superposing the three resulting color channels FwR, FwG and FwB we
retrieve the watermarked frame Fw(N,N).
Sixth step: We proceed to video reconstruction, by retrieving first the video
shots [7], we reintegrate the watermarked key frames in the order they originally
were, and by using the Video/ audio merger tool, we reproduce the watermarked
video file.
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Fig. 2. Video watermarking algorithm

Fig. 3. Key Frame watermarking process in PCA domain

2.4 Decoding Process

For recognition of the authenticity of the embedded watermark, a watermark
is detected through the process described in [Fig.4]. The tested video stream is
subjected to frames extraction process [Fig.1], and for each frame we applied
the correlation based detection. Three extracted watermarks are compared to
other 1000 watermarks. Suppose we received an image, and we need to confirm
the positive or negative presence of the original watermark in the watermarked
image F ∗(N,N). For F ∗(N,N) we apply step 1 and step 2 (as detailed in the en-
coding process). In consequence we get the PCA coefficient for each of F ∗

R(N,N),
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Fig. 4. Watermark detection process

F ∗
G(N,N), F ∗

B(N,N), namely; Y ∗
R , Y ∗

G, Y ∗
B. The correlation formula used, for

each sub-frame separately is:

(CV ) =
WY ∗

M
=

1
M

M∑

i=1

wiy
∗
i (6)

3 Computer Simulation

For an MPEG video of 15 minutes extract of the movie ”rush hour 2”, of rate
30 frame/ second, and resolution 640x480, we extract 98 color key frames. We
randomly generate an M=65536 length watermark . After extracting all the 98
color frames, we proceed to watermarking process as described in sub-section
(2.3) with strength parameter α = 0.7, the watermarked frames were uploaded
to a video editor (Honestec Video Editor) for reintegration of the key frames,
Figure.5 shows an original and watermarked frame number 19 as examples, more
results to come in the complete paperversion.

After applying the proposed watermark to the video stream, the obtained wa-
termarked and reconstructed video shows that there is no noticeable difference
between the watermarked and the original video, which confirm the invisibility
requirement in our watermarking method. (An average PSNR value is shown in
Table 1). In order to test the the robustness of our algorithm, a number of signal
processing attacks were applied to the watermarked video stream as described

Table 1. Average PSNR and detection rate for watermarked frames

Detection rate Rw = 0.67, Gw = 0.70,
Bw = 0.80

Frame PSNR(average) 83.2dB
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Fig. 5. Original(left) and watermarked (right) key frame No19

in section 2.4, and the system shows good results for watermark detection. From
Table 2 we can see that for cropping, frame dropping and rotation attacks we
could easily detect the presence of the three watermarks in the three color layers,
and an overall watermark was calculated for comparison. As for both median
filtering and rescaling attacks, at least one of the three watermarks was detected
which demonstrates the effectiveness of the system. The overall watermark detec-
tion after attacks, using StirMark, are shown in Table 2 along with a comparison
with the video watermarking schemes previously proposed, where:

(a)The proposed method: Color channels video watermarking based on PCA
(b)DWT- based watermarking scheme[1].
(c)Scene-based watermarking scheme.
(d)Visual-audio hybrid approach.

Table 2. Attacks and comparison with previously developed schemes

Attack/class a b c d

PSNR 83.2 72.0 76.0 83.0

Cropping 0.73 0.68 0.66 0.78

Rescaling 0.65 0.63 0.62 0.75

Frame dropping 0.91 - - -

Rotation 0.71 0.60 0.61 0.73

Median Filter 0.63 0.54 0.54 0.74

4 Conclusions

A new digital video watermarking technique is proposed in this paper. The idea
of embedding the watermark in the three color channels of each key frame,
was checked for robustness by inserting it in each color channel while the PCA
based watermarking scheme allowed to select the appropriate PCA coefficients
for embedding, and in fact we could demonstrate that it is always possible to
watermark a color video file without affecting its perceptual quality.
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Abstract. The feasibility of inserting a signature into a musical file is proven  
to be one of widely used technique for copyright and security purposes. In this 
paper we present a brief overview of the watermarking approaches and imple-
mentation in simple MIDI files (SMF). The authors suggest a method based on 
velocity and duration modulation to embed a digital logo representing water-
mark data. The watermark robustness is shown via experiments with simulated 
attacks. Potential problems are discussed in further studies. 

Keywords: Watermark, Symbolic domain, velocity modulation, duration 
modulation, MIDI parameters.  

1   Introduction 

MIDI (Musical Interface Digital Instrument) files are one of the most popular musical 
performance files. They are often used by composers and musicians. These files are 
often used on the end-user level where the user might use them simply for music 
listening or for further musical processing. Musicians who use digital instruments 
(e.g. digital piano) for recording might record and distribute their music as MIDI files.  

The information about the author of the MIDI files is written in special tags inside 
the file. However this information can be easily deleted of modified by a third party. 
A watermark embedded within the music information seems to be an adequate solu-
tion. Until today there is no wide used watermark application or technique applicable 
on MIDI files to protect their ownership. 

This paper provides a short survey about applications and methods which handled 
this problem. The authors suggest a novel technique for watermark in MIDI using two 
algorithms – velocity modulation and duration modulation. Although the watermark 
size is relatively small but it has been proved to have higher robustness than the pre-
viously existed methods.  

A simulation is provided to support the methods, and a few problems are men-
tioned in the conclusions and further studies. 
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2   Watermarking Techniques in MIDI 

MIDI files are music containers for the musical performance. Unlike the popular 
digital music representation formats where the wave is described (both compressed 
and uncompressed) the MIDI format is simply commands for the synthesizer and it 
does not contain any information about the sound. 

As a result the MIDI file can be viewed somehow like text file, which makes the 
watermarking approaches of image files and digital audio files not directly applicable. 
The structure of the file has to be considered to avoid corruption of the content.  

Basically saying the MIDI file is a stream of note commands. Every command 
consists of time delay, command code, channel number, note number and velocity. 
When the note is to be released usually the same command is used with a velocity 
equals 0. Along with these commands there are meta commands for non musical 
information and special system commands which are not standardized.    

Several techniques for watermark embedding into the MIDI files exist. Jana Ditt-
mann describes a framework for watermarking in MIDI for eCommerce applica-
tion[1]. In [2] an algorithm using the Least significant bit (LSB) technique applied to 
the velocity parameters was used for steganography purposes. A velocity number is 
given with every note transmitted via the MIDI system. It describes, how fast the key 
on the keyboard belonging to the note has been pressed. The faster one presses the 
key, the louder the note will be played.  

Another technique is based on using the redundancy in MIDI files, specifically, 
when two consecutive commands notes shares the same command code and the same 
channel, which is the general case, then the byte describing the channel number and 
command code is usually but not necessarily omitted to save space. MIDI players still 
recognizes the commands correctly. This feature of MIDI was used in [2] for steg-
anography purposes, and can be applied for watermark. However, even unintentional 
attack of simply resaving the file using any sequencer might lead to a total loss of this 
information. 

Adding virtual notes is a watermark technique in MIDI, and is applied by Chang-
sheng Xu in [3].The watermark is embedded into articulation parameters of the gener-
ated virtual MIDI notes. Virtual MIDI notes mean that these notes will not affect the 
original MIDI quality.  

Although the virtual notes are robust watermark as they cannot be deleted by any 
applied filter on the MIDI file, the musicians who use the MIDI files consider the 
virtual notes totally unacceptable because they affect the file looks like when it is 
viewed as piano roll or musical sheet which is the most common way of viewing 
these files. In addition to that adding virtual notes affects the MIDI oriented music 
analysis automated systems and the algorithms they uses like in [4]. 

The watermark information can be inserted by adding additional meta commands 
to the MIDI stream. The meta commands provides additional (non musical) informa-
tion about the musical piece. The meta commands contain information about the au-
thor. Meta commands can be intentionally deleted and the watermark hidden using 
them will be lost.  

Yamaha Corporation described a product called MIDStamp [5] where it claimed 
that it can embed a watermark into the MIDI file and which is robust toward attacks, 
however this product was discontinued before its release.   
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3   Our Watermark Embedding Methods  

Our watermark embedding technique in MIDI files is based on time modulating and 
velocity variations. We avoided using virtual notes which lead into “visual” corrup-
tion of the file when presented as musical sheet, we also avoided using meta or sys-
tem commands which can be easily deleted and makes the watermark less robust. 

This watermark approach is more robust when compared with the algorithms 
which use the LSB of the velocity parameter or the time parameter. It does not apply 
any visual changes on the MIDI files if represented as musical sheet and the file does 
not lose its musical quality. 

This is not blind watermarking, and the original file is required to restore the wa-
termark. 

Below we describe these two approaches in details and simulate attacks. 

3.1   Note Duration Modulating Approach 

Every command has delta time information describing who long this command is to 
be executed later than the previous one. However, a better representation might be 
Onset time with the duration as is usually used to show MIDI files as list of notes.  

The ear is too sensitive to Onset time changing, that even small modifications can 
be sensed by musicians. The duration is used in our method instead of onset to hide 
the watermark information.    

The algorithm basically uses two consecutive notes’ duration D1original, D2original val-
ues to hide 1 bit of information. These two values are modified in opposite directions 
to get D1water, D2water. Formula (1) writes the bit value “1” and (2) writes the bit value 
“0” as follows: 

cDD

cDD

originalwater

originalwater

+=

−=

22

11
    (1) 

cDD

cDD

originalwater

originalwater

−=

+=

22

11
   (2) 

where c is a small value which depends on the tempo. 
To restore the watermark, the watermarked file is compared with the original file 
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The proportions comparison instead of merely comparing the values between the 
original file and the watermarked file provides better watermark robustness against 
tempo changing attacks and other attacks. 

To avoid the position of the watermark from been easily calculable by the attacker, 
a simple technique is implemented. A note’s duration is considered as a candidate for  
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the first watermark bit embedment if and only if its lowest decimal digit value is odd. 
The next watermark bit is another couple of note’s duration where the lowest decimal 
digit is even, the next is odd again and so on. This is done to keep the proportion of 
odd and even values unchanged in the watermarked file. As the value is changed due 
to the watermark, it is impossible to know the original position of the watermark 
without comparing with the original file which is not distributed. See Table 1.  

Table 1. As the first note’s duration is even it is not used for the watermark purpose. The next 
note (63) has an odd value of its duration, and thus is used along the next one for the watermark 
purpose, and they are modified according to (1). 

OnSet Time Note Number Velocity Original duration Watermark duration 
1,05 60 43 0,82 0,82 
1,26 63 47 0,77 0,76 
2,16 65 44 0,61 0,62 

In this way this technique is relatively robust for time quantization attacks and to 
tempo change attacks. Any information written using LSB algorithm would have been 
lost after quantization.  

A time quantization attack usually alters the Onset and duration values in a small 
and random value. In case of linearly distributed random quantization of a value c, 

duration is increased or reduced by value c with probability
2

1=p . Such quantization 

will corrupt the watermark bit with a probability 
4

1=p  (two values have to be modi-

fied in specific direction). 
An attack like crescendo or diminuendo or tempo changing does not noticeably 

harm the watermark as the duration proportions keeps same. 
To minimize the lost of information due to quantization attack an error correcting 

code can be used. We tried the using of the very simple forward error correction 
method (FEC) which is the triple bit demarcating vote. The value is considered “0” if 
number of zeros in the triple is more the ones and vice versa. This method is consid-
ered acceptable as it is designed for cases where error positions are unknown and 
random. 

Regarding the watermark storage; as an average, three notes store 1 bit, and three 
bits codes one watermark bit (via FEC). An average piece of 1000 notes can encode 
only about 112 bits or 14 bytes of watermark information.  

3.2   Velocity Modulation Approach 

Every note on command has a 7 bit velocity parameter. Velocity describes how 
“loud” the specific musical note is.  

The algorithm does the following: for any note which has velocity within the work-
ing range (2 to 126), it finds the closest latter note to it which has the same velocity 
value. The two notes are now used together to encode 1 bit. Formula (3) is used to 
encode the binary value “1” and formula (4) is used to encode value “0”. 
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where v1original,v2original are the original and equal velocities of the two notes, 
v1water,v2water are the watermarked values, and c is a value which depends on velocities 
dispersion,  1≥c . Figure 1 illustrates 1 bit of watermark embedded to the file by 
changing two velocity parameters. 

 

Fig. 1. The modified velocities in the watermarked file encodes “0” in the first line and “1” in 
the second line 

The position of the watermark is unknown for the attacker as the originally equal 
velocities are now modified.  

To restore the watermark, the file is compared with the original file, and a bit “0” is 
revealed if v1original= v2original  in the original file corresponds to v1water > v2water in the 
watermarked file, and “1” if  v1water < v2water .  

This provides much more robust watermark especially when compared with the 
LSB method usually applied on the velocities to hide the data. 

A common attack on velocity is decreasing or increasing all values, or changing 
the contrast by changing the dispersion. In all these attacks the LSB information 
would have been totally lost where our methods perverse the watermark untouched.  

Another possible attack is the quantization of velocities. Usually this means ran-
domly adding or subtracting small values to the velocity parameter. Sometimes this is 
used to add “humanity” to the automated performance. 

If the original file were watermarked using c=1, and a quantization algorithm ran-
domly adds or subscribes a value c=1 from the velocity parameters v1water , v2water, of 
the watermarked file, then such a case where this quantization reveres the original 
reading can take place only if v1water , v2water are modified in different direction (their 

distance is 2c = 2) which has the probability 
4

1=p . In all the other cases the sign 

between v1water and v2water will not be changed. 
The lost information can be restored if an error-correcting code is used.  
Regarding the watermark storage, a file with 1000 notes has in average 90 percent 

of its velocities within the range 40 and 120 i.e. 900 notes. Out of these notes we will 
expect around 40 notes (80/2) cannot be grouped in couples of equal velocities. As 
one couple is used to embed 1 bit, the total storage is about 430 bits. If FEC triple bit 
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is used then it is around 144 bit or 18 byte which is still more than previous method of 
duration modulation.  

4   Simulations and Results 

These methods were realized in Matlab using MIDITools[6]. Several functions were 
developed in C++ using the MIDI classes[7].  

The two methods are used together to embed the watermark information. The wa-
termark is chosen to be a binary digital (ones and zeros) logo with size 28x28 or 784 
bits (see fig.3 A). 

The original file is Grieg’s wedding day in Trollhaugen played on a digital Ya-
maha piano and recorded via MIDI controller as a MIDI file. The file contains around 
3600 notes (around 7 minutes) which mean it is suitable to fit around 918 watermark 
bits (around 400 bits as a duration modulation and around 518 bits in velocities) 
which is pretty enough to store our 784 bit watermark. 

The watermark is then embedded into the original file (fig. 2). According to expert 
conclusion and our expectation there are audible differences between the original and 
watermarked files.  

The watermarked file was then modified: meta events about author were deleted, 
the time constant were modified (this causes all the time stamps to be changed), the 
tempo had been made a little faster, all the notes were 1 semitone up transposed, a 
quantization were applied on all velocities, onsets and durations, all notes’ channel 
numbers were changed. As a result, the attacked file has almost all his bytes modified 
when compared with the watermarked file. 
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file 
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Fig. 2. General watermark embedding and detection scheme after attacks 
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In the restoration step, the attacked file is compared with the original file (non dis-
tributed file) using the longest common subsequence (LCS) method [8] applied on 
note distances (see table 2). 

Table 2. The LCS implementation. The distance is preserved between the original and attacked 
files although the latter were one semitone transposed. The LCS also did not include the deleted 
not in the subsequence to compare. 

 Original string Attacked string (transposed, 1 deleted) 
Notes 60 63 65 72 75 77 84 87 89 61 64 66 73 76 78 88 90 
Distances 3  2  7  3  2  7  3  2  3  2  7  3  2  10  2 
LCS                 3  2  7  3  2  2 

The LCS applied on distances allows the two file to be compared even if notes are 
edited or parts are cut or transposed. The relative note distances cannot be changed as 
this completely “ruins” the music. 

The longest common subsequence of the attacked file and the original file are 
compared. The watermark is restored after all the attacks. (Fig 3.)   

     
                             A                                            B                                          C 

Fig. 3. The watermark. A(left) – the original watermark (University of the Ryukyus written in 
Japanese), B(middle) – the restored watermark from the attacked file with the FEC triple bit 
error correcting method used,     C (right) – the restored watermark without any error correction.   

The watermark which was embedded using both methods (duration time modulat-
ing and equal-velocity modulating) with a triple bit error correction method is re-
stored as shown in “B” and any Japanese who can read the original is very likely to be 
able to read “B”. Although “C” (without error correction) is almost impossible to 
read, it still strongly suggests the existence of the watermark.  

5   Conclusions and Further Work 

This paper provides a description on watermark techniques in the popular symbolic 
music files – MIDI format. The authors describe their technique to embed a water-
mark into the MIDI file using equal velocity modulation and note duration modula-
tion. The suggested technique does not degrade the musical quality of the file, it does 
not affect the visual representation of the file, and does not include information which 
might negatively affects automated music analysis. No extra commands are added, 
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using meta commands and system commands is avoided. The watermark position 
cannot be detected by the attacker, and it is robust for Sequencers attacks including, 
resaving the file, SMF format changing, transposing, channel change, velocity quanti-
zation, time quantization, tempo changing, adding crescendos and diminuendos, add-
ing or deleting single notes.  

The average watermark capacity is around 1 bit per 4 notes.    
The robustness is partially achieved by applying forward error correcting method 

of triple bit error correcting code.  
The watermark restoration requires the original file, and the two file are compared 

using longest common subsequence method. 
The experiments show that the watermark is readable after multiple attacks when 

FEC is used, and detectable when FEC is not used.  
However, the watermark is not totally robust, and it can be vulnerable for some at-

tacks with intension of destroying it. For example a modification of any consecutive 
durations in opposite directions might eventually destroy most of the watermark. To 
avoid this, the couple might be scattered in the file instead of being consecutive (make 
it like the scattered velocity values). 

Another way is to destroy the ability of restoration algorithm to restore the water-
mark. For example adding virtual notes between any 2 notes will make the LCS un-
able to function properly. Probably a modified version of LCS and optimized for 
MIDI files can introduce a solution.    

Acknowledgments. This research was supported in part by Ministry of Internal  
Affairs and Communications (Japan) under Grant: SCOPE 072311002, for which the 
authors are grateful. 
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Abstract. In this paper, we present an extended boid model for simulating the 
aggregate moving of fish schools in a complex environment. The boids model is 
an example of an individual-based model. The global behavior of the school is 
simulated by a large number of interesting individual boid (fish). In our pro-
posed model, each boid is an agent that following six behavior rules: avoiding 
collision against schoolmates; gathering together; following a feed; avoiding 
obstacle; avoiding enemy boids; boundaries. The moving vector of each boid is 
a linear combination of five behavior rule vectors, and the coefficients are op-
timized by using an interactive genetic algorithm (IGA). Unlike the classical 
GA, interactive GA can adopt a user’s subjective evaluation as fitness, which is 
useful when a fitness function cannot be exactly determined.   

Keywords: Boid model, interactive genetic algorithm (IGA), fish school,  
aggregate moving, behavior rule. 

1   Introduction 

Simulating the aggregate moving of a fish school or a bird flock is an important issue 
in the areas of computer animation and artificial life. In 1986, Relond proposed a 
computer model of coordinated animal motion such as bird flocks and fish schools, 
which is called as boids [1]. The Boids model has three basic behavior rules, which 
are avoiding collision against neighbors; matching and coordinating own moves with 
neighbors; gathering together. The boids model has been used for modeling of fish 
[2]. In this paper, we present an extended boids model for simulating the aggregate 
moving of fish schools in a complex environment. Three behavior rules are added to 
the extended boids model: following a feed; avoiding obstacle; avoiding enemy boid. 
Each rule is represented by a vector. The direction and amplitude of the vector are 
adaptive to the environment. The moving vector of the boid (fish) is a linear combina-
tion of every behavior rule vector. As increasing the behavior rules, the setting of the 
coefficients becomes complex and difficult. In our previous work [3], we proposed to 
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apply a genetic algorithm (GA) [3,4] to optimize the coefficients. The drawback of 
the classical GA is that it is difficult to define a mathematic function which can be 
used as a measure of fitness. In this paper, we propose a new approach based on inter-
active GA (IGA) for optimization of boid models. Unlike the classical GA, interactive 
GA can adopt a user’s subjective evaluation as fitness, which is useful when the fit-
ness function cannot be exactly determined. Experimental results show that by using 
the IGA-based optimization, the aggregate motions of fish schools become more 
realistic and similar to behaviors of real fish world. 

The paper is organized as following: the extended boid model is presented in 
Sec.2, the interactive genetic algorithm (IGA) for optimization of coefficients is pre-
sented in Sec.3 and the experimental results are shown in Sec.4. Finally, the conclu-
sion is given in Sec.5. 

2   Extended Boid Model 

The boids model is an example of an individual-based model. Each simulated boid 
(fish) is implemented as an independent actor that navigates according to its local 
perception of the dynamic environment. The global behavior of the school is simu-
lated by a large number of interacting individual boid (fish). In the extended boids 
model, each boid is an agent that follows following five behavior rules:  avoiding 
collision against schoolmates; gathering together; following a feed; avoiding obstacle; 
avoiding enemy boids. The first two rules are Reynold's and the last three rules are 
our newly proposed ones. 

2.1   Avoiding Collision against Schoolmates  

The first rule is avoiding collision against schoolmates. The rule is illustrated in Fig.1. 
The vector determined by the first rule is shown in Eq.(1). 

                            

(1)

 
where fVisibleDist is the visible distance of the 
boid (fish), fKeepDist is the safe distance for 
avoiding collision against schoolmates, and Boid-
Vec is the vector from the boid to the nearest 
schoolmate. As shown in Eq.(1), when the dis-
tance to the nearest schoolmate is smaller than 
fKeepDist,  a vector (force) is acted in opposite 
direction in order to keep away from the school-
mate. On the other hand, when the distance to the 
nearest schoolmate is larger than fKeepDist, a 
vector (force) is acted in the same direction in 
order to close to the schoolmate. 

Fig. 1. Rule 1: avoiding collision 
against schoolmates 



 Application of IGAs to Boid Model Based Artificial Fish Schools 143 

2.2   Gathering Together 

The second rule is gathering together. A vector 
(force) is acted in the direction to the center 
(average position) of the neighborhood (fish 
school) in the view as shown in Fig.2. The vec-
tor is given by Eq.(2). 

     

(2)

 

where CenterVec is the vector from the boid to 
the center of the neighborhood. 

2.3   Following a Feed 

The third rule is following a feed. A vector 
(force) is acted in the direction to the feed as 
shown in Fig.3. The vector is given by Eq.(3). 

                          
(3)

 

where FoodVec is the vector from the boid to the 
feed. 

2.4   Avoiding Obstacles 

The fourth rule is avoiding obstacles. Obsta-
cle avoidance allowed the boids to fly 
through simulated environments while dodg-
ing static objects. The rule is illustrated in 
Fig.4. Assuming the avoiding angle be α and 
the size of obstacle be ObsMag. 

      

(4a)

 

where ObsVec is the vector from the boid to the center of obstacle as shown in Fig.4. 
The vector acted for avoiding obstacle is given as 

                  

(4b)

 

 

Fig. 2. Rule 2: gathering together 

Fig. 3. Rule3: following a feed 

Fig. 4. Rule4: avoiding obstacles 
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where θ is the angle of current direction of the 
boid with the obstacle. 

2.5   Avoiding Enemy Boids  

The fifth rule is avoiding enemy boid. When the 
boid finds an enemy boid in the visible distance, 
a vector (force) is acted in the opposite direc-
tion to the enemy boid as shown in Fig.5. The 
vector is given by 

                          

(5)

 

where OtherVec is the vector from the boid to the enemy boid. 

2.6   The Moving Vector 

The moving vector of each boid is determined by above five rules. The moving vector 
can be considered as a linear combination of the five vectors as  

                                  (6) 

where wi is the coefficients used to balance the five rules and the coefficients should 
be optimized. 

3   Interactive Genetic Algorithm (IGA) 

As shown in Eq.(6), the moving vector of each boid is a linear combination of  
five vectors which are determined by each rule.  As increasing the behavior rules,  
the setting of the coefficients becomes complex and difficult and they should be  
optimized.  

Genetic algorithm (GA) is an optimization technique, which applies the principles 
of evolution found in nature to the problem of finding an optimal solution [3, 4]. 
Compared with conventional gradient-based optimization methods, since GA starts 
with a population of candidate solutions (multi-point search), it is easy to find a global 
optimum as shown in Fig.6. The GA has been applied in many fields including image 
processing [5-7]. In our previous work [3], we have proposed to apply the GA to 
optimize the coefficients. Since the aim of the optimization is to make the aggregate 
motions of fish schools more natural and more realistic, it is difficult for the classical 
GA to define a suitable mathematic function which can be used as a measure for 
evaluation or fitness. In this paper, we propose a new approach based on interactive 
GA (IGA) for optimization of boid models. Unlike the classical GA, interactive GA  
 

Fig. 5. Rule 5: avoiding enemy boids 
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Fig. 6. Comparison of the GA with the gradient method 

can adopt a user’s subjective evaluation as fitness. Users evaluate the distance be-
tween the system output and the gaol in a psychological space.  It is a useful tech-
nique when the fitness function cannot be exactly determined. 

The flowchart of IGA is shown in Fig.7. We use a real coding to represent 
chromosomes. The chromosome has five bits and each bit corresponds to w1, w2, w3, 
w4 and w5, respectively. A roulette wheel selection is used as a selection operator.  
A two points crossover is used to generate two children from two selected parents.  
In the two points crossover, two points are randomly selected and everything 
between the two points is swapped between the parent organisms. We use Eq.(7) for 
mutation. 

 

Fig. 7. Flowchart of the IGA  
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                                             (7) 

where xu and xl are upper limit and lower limit of the coefficients, respectively. β is a 
random value between 0 and 1. The chromosome and the bit for mutation are 
randomly selected. 

Since it is difficult to give a mathematical fitness function to evaluate each indi-
vidual (which is better and so on), we use an interactive method (which is also known 
as interactive GA) for evaluation. The fitness value of each individual is given by 
user’s subjective evaluations. The user rates each individual (school) with 5-level 
score (1, 2, 3, 4, 5) based on his impression on behaviors of the fish school. Higher 
score, higher fitness. Compared with our previous classical GA[8], which used some 
mathematical fitness functions, the interactive GA can give us a better result. 

4   Experimental Results 

We have made an interactive artificial fish school system [9] based on the extended 
boids model and the system is made by Open GL. The examples of the system are 
shown in Fig.8. Two fish schools are simulated in the system. Figure 8(a) is a result 
with random parameters (which is also used as an initial value of GA; generation=0) 
and Fig.8(b) is a result with the classical GA-based optimization (after 14 genera-
tions). It can be seen that though the aggregate motions of fish schools was improved 
by using the GA-based optimization, but two schools have massed. The parameters 
are not really optimized because of the fitness function. The results by IGA are shown 
in Fig.9. Figure 9(a) is a result with random parameters (which is also used as an 
initial value of IGA; generation=0) and Fig.9(b) is a result with the proposed interac-
tive GA-based optimization (after 14 generations). It can be seen that by using the 
interactive GA-based optimization, the aggregate motions of fish schools become 
more realistic and similar to behaviors of real fish world. 

 
                                 (a)                                                                 (b) 

Fig. 8. (a) random parameters (generation=0); (b) with GA (generation=14) 
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                                  (a)                                                                            (b) 

Fig. 9. (a) random parameters (generation=0); (b) with GA (generation=14) 

We also added some interactive functions to the system. The user can interactive 
with the fish schools through a touch panel display or a web camera. Two examples 
are shown in Fig.10. Figure 10(a) is an example that the user can move the school by 
moving the feed. Figure 10(b) is another example that the web camera detects the 
hand or face of the user and the fish school will follow the movements of the user’s 
hand or face. 

 
                                     (a)                                                                        (b) 

Fig. 10. Two examples of interaction between the user and the fish schools 

5   Conclusions 

In this paper, we proposed an extended boids model for simulating the aggregate 
moving of fish schools in a complex environment. Three behavior rules were added to 
the extended boids model: following a feed; avoiding obstacle; avoiding enemy boids. 
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We also proposed a genetic algorithm to optimize the coefficients. Experimental re-
sults showed that by using the GA-based optimization, the aggregate motions of fish 
schools become more realistic and similar to behaviors of real fish world. 
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Abstract. We proposed a new method based on supervised locality preserving 
projections (SLPP) for classification of high resolution satellite images. Com-
pared with other subspace methods such as PCA and ICA, SLPP can preserve 
local geometric structure of data and enhance within-class local information. 
The proposed method has been successfully applied to IKONOS images and 
experimental results show that the proposed SLPP based method outperform 
ICA-based method. The proposed method can be practically incorporated into a 
GIS system. 

Keywords: High-resolution satellite image, supervised, locality preserving pro-
jections, classification, multi-spectral image. 

1   Introduction 

Recently several high resolution satellites such as IKONOS, Quickbird have been 
launched and the high resolution images (1m) are available. A growing interest has 
been seen in geographic information system (GIS) constructions or updating based on 
high-resolution satellite images. The basic idea for GIS constructions is to extract the 
spatial information such as the road, the building and so on. The satellite image is a 
record of relative reflectance of particular wavelengths of electromagnetic radiation. 
Whether a particular target reflects specularly or diffusely, or somewhere in between, 
depends on the surface feature of the target and the wavelength of the incoming radia-
tion. Multi-spectral information has been widely used for classification of remotely 
sensed images [1]. Since the spectra are combined by many factors such as object 
reflectance and instrumentation response, there are strong correlations among the 
spectra. Principal component analysis (PCA) has been proposed to reduce the redun-
dancy among the spectra and find efficient representation for classifications or seg-
mentations [2]. In our previous works, we proposed to apply independent component 
analysis (ICA) to learn the efficient spectral representation [3]. Since ICA features are 
higher-order uncorrelated while PCA features are second-order uncorrelated, higher 
classification performance has been achieved by ICA. Though ICA is a powerful 
method for finding efficient spectra representation, it is an unsupervised approach and 
it lacks the local geometric structure of data.  
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Locality preserving projections (LPP) was proposed to approximate the eigenfunc-
tions of the Laplace Beltrami operator on the image manifold, and be applied for face 
recognition and image indexing [4]. In this paper, we propose a new approach based 
on supervised locality preserving projections (SLPP) for classification of high-
resolution satellite images. The scheme of the proposed method is shown in Fig.1. 
The observed multi-spectral images are first transformed by SLPP and then the trans-
formed spectral components are used as features for classifications. A probabilistic 
neural network (PNN) [5] is used as a classifier. Compared with other subspace meth-
ods such as PCA and ICA, SLPP can not only find the manifold of images but also 
enhance the within-class local information. The proposed method has been success-
fully applied to IKONOS images and experimental results show that the proposed 
SLPP based method outperforms ICA-based method. 

 
Fig. 1. The proposed method based on SLPP 

The paper is organized as following: the supervised LPP for feature extractions is 
presented in Sec.2, the probabilistic neural network for classifications is presented in 
Sec.3 and the experimental results are shown in Sec.4. Finally, the conclusion is given 
in Sec.5. 

This instruction file for Word users (there is a separate instruction file for LaTeX 
users) may be used as a template. Kindly send the final and checked Word and PDF 
files of your paper to the Contact Volume Editor. This is usually one of the organizers 
of the conference. You should make sure that the Word and the PDF files are identical 
and correct and that only one version of your paper is sent. It is not possible to update 
files at a later stage. Please note that we do not need the printed paper. 

2   Supervised Locality Preserving Projections (SLPP) 

The problem of subspace learning for image for feature extraction is the following. 

Given a set of spectral feature vectors mxxx ,,, 21 L  in nR  of images, the goal is to 

find an efficient representation fi of xi such that ji ff −  reflects the neighborhood 

relationship between fi and fj. In other word, if ji ff −  is small, then xi and xj are 

belong to same class. Here, we assume that the images reside on a sub-manifold em-

bedded in the ambient space nR .  
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LPP seeks a linear transformation P to project high-dimensional data into a low-
dimensional sub-manifold that preserves the local Structure of the data. Let 

],,,[ 21 mxxxX L=  denote the feature matrix whose column vectors is the sample 

feature vectors in nR . The linear transformation P can be obtained by solving the 
following minimization problem: 

)(min 2∑ −
ij
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P
                                         (1) 

where Bij evaluate the local structure of the image space. In this paper, we use normal-
ized correlation coefficient of two samples as the penalty weight if the two samples 
belong to the same class: 
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By simple algebra formulation, the objective function cam be reduced to: 
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D is a diagonal matrix; its entries are column (or row, since B is symmetric) sum of B, 

∑= j ijii BD . L=D-B is the Laplacian matrix. Then, the linear transformation P can 

be obtained by minimizing the objective function under constraint: 
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                                          (4) 

Finally, the minimization problem can be converted to solving a generalized eigen-
value problem as follows: 

PXDXPXLX TT λ=                                                         (5) 

3   Probabilistic Neural Network (PNN) 

The PNN model is based on Parzen’s results on probability density function (PDF) 
estimators [5]. PNN is a three-layer feedforward network consisting of input layer, a 
pattern layer, and a summation or output layer as shown in Fig.2. We wish to form a 
Parzen estimate based on K patterns each of which is n-dimensional, randomly sam-
pled from c classes. The PNN for this case consists of n input units comprising the 
input layer, where each unit is connected to one and only one of the category units. 
The connection from the input to pattern units represents modifiable weights, which  
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Fig. 2. PNN architecture 

will be trained. Each category unit computes the sum of the pattern units connected to 
it. A radial basis function and a Gaussian activation are used for the pattern nodes. 

The PNN is trained in the following way. First, each pattern (sample feature) f of 
the training set is normalized to have unit length. The first normalized training pat-
tern is placed on the input units. The modifiable weights linking the input units and 
the first pattern unit are set such that w1=f1. Then, a single connection from the first 
pattern unit is connected to the category unit corresponding to the known class of 
that pattern. The process is repeated with each of the remaining training patterns, 
setting the weights to the successive pattern units such that wk=fk for .,,2,1 Kk L=  
After such training we have a network which is fully connected between input and 
pattern units, and sparsely connected from pattern to category units. The trained  

 

 

Fig. 3. IKONOS image (Copyright (C) 2003 Japan Space Imaging Corporation) 
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                                            (a)                                             (b) 

Fig. 4. Classification results by the proposed SLPP based method 
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                                                 (a)                                               (b) 

Fig. 5. Classification results by ICA based method [3] 
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network is then used for classification in the following way. A normalized test pat-
tern f is placed at the input units. Each pattern unit computes the inner product to 
yield the net activation y, 

fw ⋅= T
kky                                                        (6) 

and emits a nonlinear function of yk; each output unit sums the contributions from all 

pattern units connected to it. The activation function used is )./exp( 2δkwx −  As-

suming that both x and wk are normalized to unit length, this is equivalent to using 

)./1exp( 2δ−x  

4   Experimental Results 

The proposed method has been applied to classification of IKONOS images. IKO-
NOS simultaneously collects one-meter resolution black-and-white (panchromatic) 
images and four-meter resolution color (multi-spectral) images. The multi-spectral  
images consist of four bands in the blue (B), green (G), red (R) and near-infrared 
wavelength regions. And the multi-spectral images can be merged with panchromatic 
images of the same locations to produce "pan-sharpened color" images of 1-m resolu-
tion. In our experiments, we use only RGB spectral images for classifications. One 
typical IKONOS color image is shown in Fig.3. 

The classification results by the proposed method are shown in Fig.4. The seg-
mented sea, forest, road, ground, field are shown in Fig.4(a) and the extracted 
boundaries from each region are overlapped on the original image, which are shown 
in Fig.4(b). In order to make a comparison, the results by ICA are also shown in 
Fig.5. It can be seen that satisfactory classification results were obtained and the pro-
posed SLPP based method outperforms ICA-based method. The proposed method can 
be practically incorporated into a GIS system. Detailed about GIS construction based 
on high-resolution satellite images has been published in [6]. 

5   Conclusions  

In this paper, we proposed a new approach based on supervised locality preserving 
projections (SLPP) for classification of high-resolution satellite images. The observed 
multi-spectral images are first transformed by SLPP and then the transformed spectral 
components are used as features for classifications. A probabilistic neural network 
(PNN) is used as a classifier. Compared with other subspace methods such as PCA 
and ICA, SLPP can not only find the manifold of images but also enhance the within-
class local information. The proposed method has been successfully applied to IKO-
NOS images and experimental results show that the proposed SLPP based method 
outperforms ICA-based method. 
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072311002. 
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Abstract. We present a method for designing efficient multigenic predictors with
few probes and its application to the prediction of the response to preoperative
chemotherapy in breast cancer.

In this study, each DNA probe was regarded as an elementary predictor of the
response to the chemotherapy and the probes which were selected performed a
faithful sampling of the training dataset.

In a first stage of the study, the prediction delivered by a multigenic predictor
was that of the majority of the elementary predictions of its probes. For the data
set at hand, the best majority decision predictor (MD predictor) had 30 probes. It
significantly outperformed the best predictor designed on probes selected by p-
value of a t-test (linear discriminant analysis on the 30 probes of least p-values).

In a second stage, the majority decision was replaced by a support vector ma-
chine (SVM) acting as a linear classifier. With the same set of probes, the perfor-
mances of the SVM predictor were slightly better for both training and testing.
Moreover, the performances of the best MD predictor were achieved with 43%
less probes by SVM predictors (17 probes). This downsizing of the predictors is
an interesting property for their potential use in clinical routine and for modeling
the biological mechanisms underlying the patient’s response to the chemotherapy.

1 Introduction

Nowadays, adjuvant and neoadjuvant (preoperative) administration of chemotherapy is
based on prognostic factors, not on predictive ones. It is well known that the prognostic
factors do not provide enough information for tailoring the treatment to the individual
patients. Hence, nearly all breast cancer patients are given a standard chemotherapy
treatment, despite their potentially poor response to the therapy, adverse side effects,
and healthcare costs.
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The ability to predict the patients’ response to the chemotherapy would be of high
interest in the treatment of breast cancer for avoiding useless chemotherapy treatments
and for selecting the most effective regimen for every patient. To this end, no single
factor or biomarker ever has been in position to discriminate the patients who would
respond to the treatment from those who would not. It appears that primary chemother-
apy provides an ideal opportunity to correlate the gene expressions with the response
to the treatment. Although gene expression microarrays provide novel tools and hold
great promise in cancer research, the achievements in terms of improved prediction
of drug sensitivity have been thus far rather moderate [1]. A strategy for translating
microarray profiles into efficient clinical tests could consist in identifying small diag-
nostic gene-expression profiles with the help of microarrays then, in a second step, to
validate the clinical usefulness of these genes, either retrospectively or prospectively, by
making use of a simple and robust conventional assay, such as the quantitative reverse-
transcriptase polymerase chain reaction (RT-PCR). Such a strategy requires microarrays
analysis methods able to provide oncogenic signatures made out of few probe sets.

In the present study, every selected probe delivered an elementary prediction of the
response to the treatment: pathologic complete response (pcr), residual disease (nopcr),
or unspecified. In a first stage, we have defined very simple predictors whose predictions
of the patient’s response were that of the majority of its probes’ elementary predictions:
PCR if the majority of the probes individually predicted the response to be pcr; NoPCR
if the majority was nopcr; and UNSPECIFIED in case of tie. In the second part of the
study, the classification criterion of majority decision (MD) was replaced by support
vector machines (SVM) acting as linear classifiers. The resulting classifiers had slightly
better training and testing performances with the same numbers of probes. Moreover,
the performances of the best MD predictor were achieved by a SVM predictor with
significantly less probes, 17 probes instead of 30, i.e. more than 40% downsized.

In this paper, we will present the low level treatment through which a probe delivered
an elementary prediction of the patient’s response; the valuation function by which the
probes were ranked then selected in this ranking; we will give the performances of the
MD predictors then those of the SMV predictors for the dataset at hand.

2 Patients and Data

The clinical trial was conducted at the Nellie B. Connally Breast Center of The Univer-
sity of Texas M.D. Anderson Cancer Center [2]. One hundred thirty-three patients with
stage I-III breast cancer were included. All patients underwent a single-pass, pretreat-
ment fine-needle aspiration of the primary breast tumor before starting chemotherapy.
Pretreatment gene expression profiling was performed with oligonucleotide microarrays
(Affymetrix U133A) on fine-needle aspiration specimens. Patient cases were separated
into patient training cases (82 cases) and patient testing cases (51 patient cases). At
the completion of neoadjuvant chemotherapy, all patients had surgical resection of the
tumor bed, with negative margins. Pathologic complete response (PCR) was defined as
no histopathologic evidence of any residual invasive cancer cells in the breast, whereas
residual disease was defined as any residual cancer cells after histopathologic study.
The low level treatment of the microarray data was performed by software dCHIP V1.3
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to generate probe level intensities. This program normalizes all arrays to one standard
array that represents a chip with median overall intensity. Normalized gene expression
values were transformed to the log10 scale for analysis.

The training set was composed of 82 patient data, each of which was the response to
the treatment and the expression levels of the 22283 DNA probes. Among the training
set, the response to the treatment was PCR for 21 patient cases and NoPCR for 61 cases.

The testing set was composed of 51 patient data among which the response to the
treatment was PCR for 13 patient cases and NoPCR for 38 patients. Hence, the ratios of
PCR to NoPCR patient cases were the same for both the training and testing datasets.

3 Probes Valuation

In order to put into light DNA probes conveying information on the two classes of pa-
tients, PCR and NoPCR, we chose to assign two sets of expression levels to each probe
s, the sets Ep(s) and En(s), computed from the training data as follows [3,4]. Let mp(s)
and sdp(s) be the mean and standard deviation of the expression levels of the probe s for
the PCR training cases, and let mn(s) and sdn(s) be those of the NoPCR training cases.
The set of expression levels of the PCR training cases was defined as the set difference
Ep(s), Ep(s) = [mp(s)−sdp(s),mp(s)+sdp(s)]\ [mn(s)−sdn(s),mn(s)+sdn(s)]
and conversely for the NoPCR training cases, En(s) = [mn(s) − sdn(s),mn(s) +
sdn(s)] \ [mp(s)− sdp(s),mp(s) + sdp(s)].

Discrete probes’ predictions. For any patient case, the individual prediction of a probe
was a discrete value in the set {pcr , nopcr , unspecified} : pcr if the expression level
of patient p was in the interval Ep(s) and nopcr if it was in En(s). Otherwise, the
individual prediction value was unspecified.

Probes’ valuation function. Let p(s) be the number of PCR training cases correctly
predicted pcr by the probe s, and let n(s) be the number of the NoPCR training cases
correctly predicted nopcr by the probe. The valuation function of the probes was de-
fined so as to favor probes which correctly predicted high numbers of training cases and
whose sets of correctly predicted training cases were ‘good’ samplings of the training
set. To this end, we have considered the sensitivity and specificity values of the probe s,
i.e. the ratios p(s)/P and n(s)/N of correctly predicted training cases. The valuation

function v(s), v(s) ∈ [0, 1], was defined as v(s) = 0.5×
(

p(s)
P + n(s)

N

)
.

The figure 1 is the box-plot of the expression levels of a DNA probe of the gene
BTG3, for the patients of the training set. This probe was one of the two equally top
ranked probes, (cf. table 1.) From this figure, one can see that, given that the expression
level of this probe was high, there was a high probability for the patient to have a
PCR and symmetrically, given that the expression level was low, a high probability
of residual disease. Hence, this probe delivered an information about both PCR and
NoPCR classes. Up to a high rank, the probes selected by decreasing values conveyed
information on both classes. In the ranking of the valuation function, the first mono-
informative probe (giving information about only one class of patients) was at rank
63 (probe 207067_s_at of the gene HDC.) In contrast, the probe of smallest p-value
was 203929_s_at, a probe of the gene MAPT. The box-plot of its expression levels
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Fig. 1. Probe 205548_s_at of the gene BTG3, top ranked for the valuation function v(s): box-plot
of the expression levels
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Fig. 2. Probe 203929_s_at of the gene MAPT, probe of smallest p-value to a t-test

(figure 2) shows that given a high expression level, the PCR probability was high. It
also shows that a low expression level did not provide any information on the patient’s
class: according to the expression level of the probe, the probability to predict a PCR
was that of a random choice with probability P

P+N , where P and N are the respective
numbers of PCR and NoPCR cases of the training set.
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Table 1. 33 top ranked genes. Gene: gene name in Hugo Gene nomenclature; probe: reference
of the Affymetrix DNA probe set; v(s): probe valuation; p(s), n(s): numbers of correct pcr and
nopcr predictions for the 21 PCR and 61 NoPCR cases of the training set.

Gene Probe v(s) p(s) n(s)

BTG3 213134_x_at 0.61 12 40
BTG3 205548_s_at 0.61 12 40

GATA3 209604_s_at 0.59 15 29
GATA3 209603_at 0.49 12 26

THRAP2 212207_at 0.46 8 34
SCCPDH 201826_s_at 0.46 12 22

SIL 205339_at 0.45 10 27
KRT7 209016_s_at 0.45 6 38

MCM5 201755_at 0.45 7 35
NME3 204862_s_at 0.44 10 25

METRN 219051_x_at 0.44 11 22
PDE4B 211302_s_at 0.43 9 27
PHF15 212660_at 0.42 7 32
SSR1 200891_s_at 0.42 7 32
PISD 202392_s_at 0.42 11 20

MELK 204825_at 0.41 8 28
CA12 215867_x_at 0.41 10 22

Gene Probe v(s) p(s) n(s)

CA12 214164_x_at 0.41 10 22
MAPK3 212046_x_at 0.41 10 22
GATA3 209602_s_at 0.41 13 13
BBS4 212745_s_at 0.41 3 42

DAPK1 203139_at 0.41 9 24
SAS 203226_s_at 0.40 7 29

FLJ10916 219044_at 0.40 8 26
E2F3 203693_s_at 0.40 8 26

AHNAK 220016_at 0.40 9 23
KLHDC3 214383_x_at 0.40 9 23
SFRS12 212721_at 0.40 9 23
SRPK1 202200_s_at 0.39 6 31
CXCR4 217028_at 0.39 8 25
KIF3A 213623_at 0.39 8 25

MGC4771 210723_x_at 0.39 8 25
C11orf15 218065_s_at 0.39 9 22

4 Multigenic Predictors with Majority Decision

We have defined the k-probes majority decision predictor (MD predictor) as the k top
ranked probes for the valuation function v(s) together with the classification criterion
of majority decision: for each patient case, the prediction was PCR if the number of
elementary pcr predictions was strictly greater than the number of elementary nopcr
ones, the prediction was NoPCR for the converse situation, and UNSPECIFIED in case
of tie. In figure 3 are the training and testing accuracies of the first 41 MD k-predictors
(0 ≤ k ≤ 40.)

The MD predictor of highest testing accuracy was the 33-probes predictor: accu-
racy=0.88 (2 FN and 4 FP), sensitivity=0.85, specificity=0.89, negative predictive
value=0.944. The MD predictors of highest negative predictive value had k = 27, 29
and 30 probes: accuracy = 086 (1 FN and 6 FP), sensitivity = 0.92, specificity = 0.84,
negative predictive value = 0.970.

The MD predictor of highest training accuracy was the 38-probes predictor: accu-
racy = 0.85 (3 FN, 9 FP), sensitivity = 0.86, specificity = 0.85, negative predictive
value = 0.945. For k = 27 and 29 probes, the training performances were: accu-
racy = 0.83 (4 FN, 10 FP), sensitivity = 0.81, specificity = 0.84, negative predictive
value = 0.927. For k = 30 probes the performances were: accuracy = 0.84 (4 FN, 9
FP), sensitivity = 0.81, specificity = 0.85, negative predictive value = 0.929. For k = 38
probes, the MD testing performances were: accuracy = 0.84 (5 FN, 3 FP), sensitiv-
ity = 0.76, specificity = 0.87, negative predictive value = 0.917.
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Fig. 3. Training and testing accuracies of the majority decision predictors. Solid line: testing
accuracy, dashed line: training accuracy, dotted line: maximum testing accuracy (0.88) for k = 33
probes. X axis: number of probes.

5 Training Set Sampling

Because the criterion the most widely used for selecting DNA probes in microarray
studies for cancer research is the p-value of a t-test [1], and since the predictors designed
with probes selected by our valuation function outperformed those designed with probes
selected by the p-value [3], we were interested in finding a parameter which could be
explicative of the observed difference of performances. It has appeared that the quality
of the sampling performed by a given set of probes could account for the differences of
performances.

The ratio of the numbers of PCR to NoPCR training cases of the data set at hand was
P
N = 21

61 = 0.34. For the valuation v(s), this ratio was in excellent agreement with that
of the total numbers of pcr to nopcr correct predictions of the k top ranked probes. For
20 ≤ k ≤ 50 probes, the values of the ratios were between 0.33 and 0.34, and below
20 probes, the ratios were between 0.30 and 0.38. For the set of 30 top ranked probes,
the mean number of correct predictions per probe was 35.16 and the ratio of the pcr to
nopcr numbers of predictions was 0.34 (equal to the ratio of PCR to NoPCR numbers
of cases in the training set).

For the p-value of a t-test, the set of 30 top ranked probes comprised 11 mono-
informative probes. The mean number of correct predictions per probe was 37.67 (ap-
proximatively equal to that of the probes selected according to our probes valuation
function), but the ratio of the pcr to nopcr numbers of predictions was far lesser, 0.14
this last ratio value being precisely equal to that of the whole set of probes.

From this, one could see that the NoPCR subset of training cases was over-sampled
by the probes selected in the ranking of the p-value of a t-test, and more faithfully
sampled by the probes selected according to the valuation function v(s).
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Fig. 4. Training and testing accuracies of the support vector machine used as linear classifiers.
Solid line: testing accuracy, dashed line: training accuracy, dotted line: maximum training accu-
racy (0.90) for k = 29, 31,32,33 probes. X axis: number of probes.

6 Multigenic Predictors with Support Vector Machine

The support vector machine k-predictor (SVM k-predictor) was defined as the k top
ranked probes, together with a linear classifier performed by an SVM trained on the
learning set of patient cases. In figure 4 are the training and testing accuracies of the
first 41 SVM k-predictors (0 ≤ k ≤ 40.) The maximum testing accuracy of the SVM
k-predictors was achieved for k = 29, 31, 32 and 33 probes: accuracy=0.90 (1 FN and
4 FP). The sensitivity, specificity and negative predictive value of these four predictors
were respectively 0.92, 0.89, 0.971. They improved the performances of the MD predic-
tors of highest negative predictive value (cf. section 4 above.) From k = 17 to k = 39
the sensitivity was 0.92 (1 FN), the specificity ranged between 0.79 (8 FP) and 0.89 (4
FP), and the negative predictive value ranged from 0.969 to 0.971. The testing perfor-
mances of the SVM 17-probes predictor were: accuracy=0.84 (1 FP, 7 FN), sensitiv-
ity=0.92, specificity=0.82, negative predictive value=0.969. These performances were
very close to the testing performances of the MD 30-probes predictor. In particular,
the negative predictive values were almost equal (31/32=0.967 for the SVM 17-probes
vs. 32/33=0.970 for the MD 30-probes predictor.) Hence, the performances of the MD
30-probes predictor were achieved by the SVM predictor with 43% less probes. Fur-
thermore, the SVM k-predictors showed slightly better training performances than the
majority predictors (not reported here.)

7 Conclusion

With our approach of features selection, the DNA probes were regarded as elementary
predictors of the response to the chemotherapy. We have presented a valuation function
through which the probes behaving as faithful samplers of the training set were assigned
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high values. Two classifiers were evaluated for these probes: the non weighted majority
decision among the elementary predictions of the probes, and a support vector ma-
chine performing a linear classification of the same elementary predictions. The SVM
achieved the performances of the best MD predictor with 43% less probes. Its nega-
tive predictive and specificity values were respectively 0.92 and 0.89 (to be assessed by
retrospective clinical studies.) Because of the high negative predictive value, such pre-
dictors could be of interest for supporting the decisions of not allocating patients to the
treatment, and because of the high specificity value, 11% of the non responders would
potentially be unadvisedly allocated to the treatment, instead of almost all of them with
the nowadays systematic allocation.

The small number of probes involved in the SVM predictor could allow to design
efficient predictors at very low cost, which is an important issue for their potential use
in clinical routine and could be of great help for the task of modeling the biological
mechanisms underlying the response to the chemotherapy.
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Abstract. Motivation: Although studies have shown that genetic alte-
rations are causally involved in numerous human diseases, still not much
is known about the molecular mechanisms involved in sporadic and here-
ditary ovarian tumorigenesis.

Methods: Array comparative genomic hybridization (array CGH) was
performed in 8 sporadic and 5 BRCA1 related ovarian cancer patients.

Results: Chromosomal regions characterizing each group of sporadic and
BRCA1 related ovarian cancer were gathered using multiple sample hid-
den Markov Models (HMM). The differential regions were used as fea-
tures for classification. Least Squares Support Vector Machines (LS-
SVM), a supervised classification method, resulted in a leave-one-out
accuracy of 84.6%, sensitivity of 100% and specificity of 75%.

Conclusion: The combination of multiple sample HMMs for the detec-
tion of copy number alterations with LS-SVM classifiers offers an im-
proved methodological approach for classification based on copy number
alterations. Additionally, this approach limits the chromosomal regions
necessary to distinguish sporadic from hereditary ovarian cancer.

1 Introduction

Many defects in human development leading to e.g. cancer and mental retar-
dation are due to gains and losses of chromosomes and chromosomal segments.
These aberrations defined as regions of increased or decreased DNA copy num-
ber can be detected using an array comparative genomic hybridization (array
CGH) technology. This technique measures variations in DNA copy number
within the entire genome of a disease sample compared to a normal sample [1].
This makes array CGH ideally suitable for a genome-wide identification and
� Corresponding author.
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localization of genetic alterations involved in human diseases. An overview of
algorithms for array CGH data analysis is given in [2]. Segmentation approaches
identify adjacent clones with a same mean log ratio. These methods have as
disadvantages that a further analysis is needed to determine the segments that
are gained or lost and that results become unsatisfactory with high noise le-
vels in the data. Therefore, segmentation and classification should be performed
simultaneously because these two tasks can improve each other’s performance.
A popular method to combine them is the hidden Markov Model (HMM) with
states defined as loss, neutral, one-gain and multiple-gain. Recently, this tradi-
tional procedure has been exploited to a multiple sample HMM in which a class
of samples instead of individual samples is modeled by sharing information on
copy number variations across multiple samples [3]. Here, we present a method
to identify copy number alterations with the multiple sample HMM and that
goes beyond the exploratory phase by using these alterations as features in a
supervised classification setting.

For classification, we used the class of kernel methods which is powerful for
pattern analysis. In recent years, these methods have become a standard tool
in data analysis, computational statistics, and machine learning applications [4].
Their rapid uptake in bioinformatics is due to their reliability, accuracy and com-
putational efficiency, which has been demonstrated in countless applications [5].
More specifically, as supervised classification algorithm we made use of the Least
Squares Support Vector Machine (LS-SVM) which is an extension of the more
regular SVM and has been developed in our research group by Suykens et al [6].
On high dimensional data, the LS-SVM is easier and faster compared to the SVM.

We applied our method on ovarian cancer which is the fourth most common
cause of cancer death and ranks as the most frequent cause of death from gy-
naecological malignancies among women in western countries [7]. In a total of
5-10% of epithelial ovarian carcinomas, a family history of breast and ovarian can-
cer is noted with germline mutations in the tumour suppressor genes BRCA1 or
BRCA2. A mutation of the BRCA1 gene cumulates the risk for ovarian carcinoma
with 26-85% while a BRCA2 mutation increases the cumulative risk with 10% [8].

The outline of this article is as follows. In section 2, we describe the data
set and the array CGH technology used for the analysis as well as the multiple
sample HMM, the classifier and the feature selection method applied. In addition,
the workflow of our proposed methodology is given in detail. In Section 3, we
describe our results on ovarian cancer and finally, conclusions and future research
directions are given in Section 4.

2 Materials and Methods

2.1 Patients and Data

Data from patients treated for ovarian cancer at the University Hospital of Leu-
ven, Belgium were collected for participation at this study. All tumour samples
were collected at the time of primary surgery. Only patients with similar clinical
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characteristics were retained: eight sporadic and five BRCA1 related ovarian can-
cer patients. One patient with BRCA2 was excluded and none of the patients out
of the sporadic group had a positive family history of breast and/or ovarian can-
cer. Array comparative genomic hybridization was performed using a 1Mb array
CGH platform, version CGH-SANGER 3K 7 developed by the Flanders Institute
for Biotechnology (VIB), Department of Microarray Facility, Leuven, Belgium.

2.2 Array Comparative Genomic Hybridization

Array comparative genomic hybridization (array CGH) is a high-throughput tech-
nique for measuring variations in DNA copy number within the entire genome of
a disease sample relative to a normal sample [1]. In an array CGH experiment, to-
tal genomic DNA from tumour and normal reference cell populations are isolated,
different fluorescently labeled and hybridized to several thousands of probes on a
glass slide. This allows to calculate the log ratios of the fluorescence intensities of
the tumour to that of the normal reference DNA. Because the reference cell popu-
lation is normal, an increase or decrease in the log intensity ratio indicates a DNA
copy number variation in the genome of the tumour cells such that negative log
ratios correspond to deletions (losses), positive log ratios to gains or amplifications
and zero log ratios to neutral regions in which no change occurred.

2.3 Multiple Sample HMM

As was stated in the introduction, we will use a multiple sample hidden Markov
Model (HMM) proposed by Shah et al [3] for the identification of chromosomal
aberrations and to detect extended chromosomal regions of altered copy num-
bers labeled as gain or loss. The goal of this model is to construct features that
distinguish the sporadic from the BRCA1 related group and subsequently to use
them in a classifier (see Section 2.4). Because of the sensitivity of traditional
HMMs to outliers being measurement noise, mislabeling and copy number poly-
morphisms in the normal human population, a robust HMM was first proposed
by Shah et al [9] which handles outliers and integrates prior knowledge about
copy number polymorphisms into the analysis. To further reduce the influence of
various sources of noise on the detection of recurrent copy number alterations,
Shah et al extended the robust HMM to a multiple sample version in which
array CGH experiments from a cohort of individuals are used to borrow statis-
tical strength across samples instead of modeling each sample individually [3].
This makes even copy number alterations in a small number of adjacent clones
reliable when shared across many samples.

In this study, a multiple sample HMM is constructed on a chromosomal
basis separately for the group of sporadic and the group of BRCA1 related ova-
rian cancer. Both HMMs result in chromosomal regions with genetic alterations
characterizing sporadic and BRCA1 related samples, respectively. A differential
region is defined as a chromosomal region which is gained/lost in one group while
not being gained/lost in the other group.
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2.4 Kernel Methods and Least Squares Support Vector Machines

The differential regions we just constructed are used as features in a classifier for
which we chose kernel methods. These methods are a group of algorithms that
do not depend on the nature of the data because they represent data entities
through a set of pairwise comparisons called the kernel matrix [10]. This matrix
can be geometrically expressed as a transformation of each data point x to a
high dimensional feature space with the mapping function Φ(x). By defining a
kernel function k(xk, xl) as the inner product 〈Φ(xk), Φ(xl)〉 of two data points
xk and xl, an explicit representation of Φ(x) in the feature space is not needed
anymore. Any symmetric, positive semidefinite function is a valid kernel function,
resulting in many possible kernels, e.g. linear, polynomial and diffusion kernels.
In this manuscript, a linear kernel function was used.

An example of a kernel algorithm for supervised classification is the Support
Vector Machine (SVM) developed by Vapnik [11] and others. Contrary to most
other classification methods and due to the way data is represented through ker-
nels, SVMs can tackle high dimensional data (e.g. microarray data). The SVM
forms a linear discriminant boundary in feature space with maximum distance
between samples of the two considered classes. This corresponds to a non-linear
discriminant function in the original input space. This kernel method also con-
tains regularization which allows tackling the problem of overfitting. We have
shown that regularization seems to be very important when applying classifi-
cation methods on high dimensional data [5]. A modified version of SVM, the
Least Squares Support Vector Machine (LS-SVM), was developed by Suykens
et al [6]. On high dimensional data sets, this modified version is much faster
for classification because a linear system instead of a quadratic programming
problem needs to be solved.

2.5 Feature Selection

Because it has been shown in [13] that univariate gene selection methods lead to
good and stable performances across many cancer types and yield in many cases
consistently better results than multivariate approaches, we used the method
DEDS (Differential Expression via Distance Synthesis) [14]. This technique is
based on the integration of different test statistics via a distance synthesis scheme
because features highly ranked simultaneously by multiple measures are more
likely to be differential expressed than features highly ranked by a single measure.
The statistical tests which were combined are ordinary fold changes, ordinary
t-statistics, SAM-statistics and moderated t-statistics. DEDS is available as a
BioConductor package in R.

2.6 Proposed Methodology

Due to the limited number of samples, a leave-one-out (LOO) cross-validation
strategy is applied. The 4 different steps that have to be accomplished in each
LOO iteration are shown in Figure 1. After leaving out one sample, a multiple
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Fig. 1. Methodology consisting of 4 steps: step 1 - multiple sample HMM; step 2 - con-
version of clones to differential regions and normalization per sample; step 3 - feature se-
lection using DEDS; step 4 - LS-SVM training and validation on left out sample (CR =
Chromosomal Region; DR = Differential Region; NORM = Normalization; DEDS =
Differential Expression via Distance Synthesis; NF = Number of Features)

sample HMM (see Sect. 2.3) is constructed in step 1 for both groups of spo-
radic and BRCA1 related ovarian cancer to determine the chromosomal regions
with genetic alterations that characterize each group. Combining these regions
results in the chromosomal regions that are differential between the remaining
n-1 sporadic and BRCA1 related samples. Because multiple clones can be lo-
cated within each differential region, the clones need to be combined. This is
done per sample in the second step by taking the median of the log ratios of
the clones in each region. Afterwards, a standardization is performed per sample
(i.e. meanshifting to 0 and autoscaling to 1) because the raw log ratios cannot
be compared in absolute values between the samples. In step 3, DEDS deter-
mines which preprocessed log ratios, called features, best discriminate the n-1
samples (see Sect. 2.5). The number of included features is iteratively increased
according to the obtained feature ranking without including more features than
the number of samples on which the optimal number of features is determined
[15]. This subset of features forms the input for classification in the last step (see
Sect. 2.4). The LS-SVM contains a regularization parameter γ which, together
with the number of features needs to be optimized. For all possible combinations
of γ and number of features, an LS-SVM is built on the training set and validated
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on the left out sample. This is repeated n times such that each sample has been
left out once. For the LS-SVM, a linear kernel function k(xk, xl) = xT

k xl was
chosen. An RBF kernel resulted in similar performances (data not shown).

3 Results

Our data set contains 8 sporadic and 5 BRCA1 related ovarian cancer patients.
The array CGH data of chromosome 10 is shown in Figure 2 for 3 sporadic
and 2 BRCA1 related samples. Both groups have a different profile within the
first 3x107 base pairs and an amplification occurs within the BRCA1 related
samples around 5x107 base pairs. When applying the proposed methodology on
this data set, 11 out of 13 samples could be classified correctly using measured
copy number changes in only 11 differential regions. The LS-SVM had a LOO
accuracy of 84.6%, a sensitivity of 100% (5/5) and a specificity of 75% (6/8).

A comparison of the 11 differential regions found in each of the 13 LOO
iterations shows a limited variability in the selected regions. Table 1 shows the
number of LOO iterations in which the same features were chosen as the ones
most differentially between all 13 samples. The top 5 of features with the lowest
p-value according to DEDS appeared in 8 to 11 of the 13 LOO iterations. Three
less significantly features appeared in 4 LOO iterations. These results strengthen
our confidence that the chromosomal regions found with our methodology are
robust and we hypothesize that genes in these regions participate in processes
that distinguish sporadic from hereditary ovarian cancer.

Fig. 2. Array CGH profile of chromosome 10 for 3 sporadic (top) and 2 BRCA1 related
samples (bottom). The horizontal lines indicate the 0 log ratios for all samples. The
vertical box indicates the amplification for the 2 BRCA1 related samples.

Table 1. Number of LOO iterations in which each of the 11 chromosomal regions was
selected

Feature 1 2 3 4 5 6 7 8 9 10 11
Nb LOO iterations 8 11 9 11 10 5 7 4 4 4 6
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4 Conclusion and Future Work

In this manuscript, a new methodology is proposed in which copy number vari-
ations resulting from array CGH are transformed into features for classification
purpose. This general method which is applicable to all types of cancer allows
to find a small set of chromosomal regions for distinguishing two classes of pa-
tients and may further improve biological validation. It can also result in clinical
relevant models for a simpler prediction based on a limited set of features. As
increasing amounts of array CGH data become available, there is a need for algo-
rithms to identify gains and losses statistically, rather than merely detect trends
in the data. A large number of approaches for the analysis of array CGH data
has already been proposed recently, ranging from mixture models and HMMs
to wavelets and genetic algorithms [2]. However, most studies of cancer with
gathered array CGH data apply less sophisticated methods for an exploratory
analysis. Such studies apply a fixed threshold for defining gains and losses. A
HMM on the contrary is a more intelligent way to detect copy number alte-
rations in the genome of each sample by exploiting the spatial correlation be-
tween clones within an aberrated region. This makes the HMM also more robust
against outliers such as measurement noise and wrongly recordings of locations
of clones. Secondly, a robust HMM improves the reliability of the found chromo-
somal regions by taking into account copy number polymorphisms occurring in
the normal human population. Thirdly, the multiple sample HMM improves the
ability of detecting aberrations common for one group by borrowing strength
across samples instead of modeling each sample individually. This makes also
copy number alterations in a small number of adjacent clones reliable when
shared across many samples and may prevent the loss of these possibly impor-
tant biological features. Subsequently, the aberrations that are different between
the group of sporadic and BRCA1 related samples are considered as features
characterizing these samples. Finally, classification is performed to determine
a small set of chromosomal regions that can distinguish sporadic from BRCA1
related ovarian cancer.

In the near future, an extensive study of the 11 differential regions may result
in an increased knowledge on genes and pathways involved in sporadic versus
hereditary ovarian cancer. Furthermore, we will analyze new patients with an in-
house developed array CGH technology with a higher resolution to strengthen
our hypotheses and to refine the found regions of genetic alterations possibly
involved in ovarian cancer.

Acknowledgements

AD is research assistant of the Fund for Scientific Research - Flanders (FWO-
Vlaanderen). BDM is a full professor at the Katholieke Universiteit Leuven,
Belgium. This work is partially supported by: 1. Research Council KUL: GOA
AMBioRICS, CoE EF/05/007 SymBioSys, PROMETA. 2. Flemish Govern-
ment: a. FWO projects G.0241.04, G.0499.04, G.0318.05, G.0302.07; b. IWT:



172 A. Daemen et al.

GBOU-McKnow-E, GBOU-ANA (biosensors), TAD-BioScope-IT, Silicos; SBO-
BioFrame, SBO-MoKa, TBM-Endometriosis. 3. Belgian Federal Science Pol-
icy Office: IUAP P6/25. 4. EU-RTD: ERNSI, FP6-NoE Biopattern, FP6-IP
e-Tumours, FP6-MC-EST Bioptrain, FP6-STREP Strokemap.

References

1. Pinkel, D., Albertson, D.G.: Array comparative genomic hybridization and its ap-
plications in cancer. Nat. Genet. 37(Suppl.), 11–17 (2005)

2. Lai, W.R., Johnson, M.D., et al.: Comparative analysis of algorithms for identifying
amplifications and deletions in array CGH data. Bioinformatics 21(19), 3763–3770
(2005)

3. Shah, S., Lam, W.L., et al.: Modeling recurrent DNA copy number alterations in
array CGH data. Bioinformatics 23, i450–i458 (2007)

4. Shawe-Taylor, J., Cristianini, N.: Kernel methods for pattern analysis. Cambridge
University Press, Cambridge (2004)

5. Pochet, N., De Smet, F., et al.: Systematic benchmarking of microarray data clas-
sification: assessing the role of nonlinearity and dimensionality reduction. Bioin-
formatics 20, 3185–3195 (2004)

6. Suykens, J.A.K., Van Gestel, T., et al.: Least Squares Support Vector Machines.
World Scientific, Singapore (2002)

7. Gajewski, W., Legare, R.D.: Ovarian cancer. Surg. Oncol. Clin. N. Am. 7, 317–333
(1998)

8. Burke, W., Daly, M., et al.: Recommendations for follow-up care of individuals with
an inherited predisposition to cancer. II. BRCA1 and BRCA2. Cancer Genetics
Studies Consortium. J. Am. Med. Assoc. 277, 997–1003 (1997)

9. Shah, S., Xuan, X., et al.: Integrating copy number polymorphisms into array CGH
analysis using a robust HMM. Bioinformatics 22(14), e431–e439 (2006)

10. Schölkopf, B., Tsuda, K., et al.: Kernel methods in computational biology. MIT
Press, United States (2004)

11. Vapnik, V.: Statistical Learning Theory. Wiley, New York (1998)
12. Saeys, Y., Inza, I., et al.: A review of feature selection techniques in bioinformatics.

Bioinformatics 23(19), 2507–2517 (2007)
13. Lai, C., Reinders, M.J.T., et al.: A comparison of univariate and multivariate gene

selection techniques for classification of cancer datasets. BMC Bioinformatics 7,
235–244 (2006)

14. Yang, Y.H., Xiao, Y., et al.: Identifying differentially expressed genes from microar-
ray experiments via statistic synthesis. Bioinformatics 21(7), 1084–1093 (2005)

15. Li, W., Yang, Y.: How many genes are needed for a discriminant microarray data
analysis. In: Lin, S.M., Johnson, K.F. (eds.) Methods of Microarray Data Analysis,
pp. 137–150. Kluwer Academic, Dordrecht (2002)



Rule-Based Assistance to Brain Tumour

Diagnosis Using LR-FIR
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Abstract. This paper describes a process of rule-extraction from a
multi-centre brain tumour database consisting of nuclear magnetic
resonance spectroscopic signals. The expert diagnosis of human brain tu-
mours can benefit from computer-aided assistance, which has to be read-
ily interpretable by clinicians. Interpretation can be achieved through
rule extraction, which is here performed using the LR-FIR algorithm,
a method based on fuzzy logic. The experimental results of the classifi-
cation of three groups of tumours indicate in this study that just three
spectral frequencies, out of the 195 from a range pre-selected by experts,
are enough to represent, in a simple and intuitive manner, most of the
knowledge required to discriminate these groups.

Keywords: Rule extraction, Fuzzy Inductive Reasoning, brain tumours,
Magnetic Resonance Spectroscopy, Medical Decision Support Systems.

1 Introduction

Uncertainty is inherent to clinical oncology decision making, and poses a chal-
lenge for the development of any intelligent technologies with that purpose. The
evidence, qualitative and quantitative, available to medical decision makers in
oncology is growing exponentially. This situation justifies the design and devel-
opment of computer-based decision support systems (DSS). The use of general
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medical DSS is now widespread and reasonably successful [1], but it is still rather
uncommon to find any medical standard DSS using Computational Intelligence
(CI) methods.

One of the potential drawbacks affecting the application of CI methods in
general to the analysis of cancer data is the often limited interpretability of the
results they yield. This is an extremely sensitive issue in a critical context such as
oncology diagnosis. As stated in [2], “a DSS for medical diagnosis should support
a comprehensible reasoning schema that corresponds to the human reasoning
process”. One way to overcome interpretability limitations, even though not
the only one, is by explaining the operation of CI models using rule extraction
methods. The interpretability of the model results should be greatly improved by
their description in terms of reasonably simple and actionable rules that doctors
and clinicians could rely on. In fact, rule extraction should provide clinicians,
on whom the final responsibility for diagnosis rests, with an explanation about
how a CI or related computer-based method has reached its decision [3].

Several authors have, in recent years, resorted to rule extraction from CI and
related models in cancer research. Many of these involve the analysis of breast
cancer data [4], although rule extraction for the classification of leukaemia and
colon cancer data has also been proposed, for instance, in [5,6]. Given that this
paper is mostly concerned with fuzzy methods, it is worth noting that fuzzy
theory for cancer analysis has been applied in conjunction with evolutionary
algorithms in [7], Artificial Neural Networks in [5,8] and rough sets in [9].

This paper describes a process of rule-extraction from a brain tumour data-
base, and it is meant to be part of the design of the prototype medical DSS that
is the goal of the AIDTumour (Artificial Intelligence Decision Tools for Tumour
diagnosis [10]) research project. The multi-centre database under analysis in
this study consists of Magnetic Resonance Spectroscopy (MRS) cases [11], cor-
responding to several tumour types. Rules to discriminate between tumours are
extracted here using the Linguistic Rules in Fuzzy Inductive Reasoning (LR-FIR)
algorithm [12]. At its core, FIR is a qualitative modeling and simulation method-
ology based on the observation of the input/output behavior of the system to
be modeled, rather than on structural knowledge about its internal composition.
LR-FIR is an extension that, starting from the systems’ model that FIR identi-
fies, is able to perform efficient generalization, deriving a set of actionable and
realistic rules describing the systems’ behavior.

The rest of the paper is organized as follows. The LR-FIR technique is de-
scribed in section 2. The MRS dataset under study is briefly introduced in section
3. The rule extraction results are presented and discussed in section 4. The paper
ends with a summary of conclusions and an outline of future research.

2 LR-FIR

The Fuzzy Inductive Reasoning (FIR) methodology is a mathematical tool for
the modeling and simulation of complex systems. FIR is based on systems be-
havior rather that on structural knowledge. It is able to perform a selection
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Fig. 1. Schematic representation of LR-FIR methodology

of the system’s relevant variables and to obtain the causal and temporal rela-
tionships between them in order to infer the future behavior of that system.
It also has the ability to describe systems that cannot easily be described by
classical mathematics (e.g. differential equations), i.e. systems for which the un-
derlying physical laws are not well understood. A FIR model is a qualitative,
non-parametric, shallow model based on fuzzy logic, run under the Visual-FIR
platform developed in Matlab�.

The FIR model consists of its structure (relevant variables) and a set of in-
put/output relations (history behavior). Feature selection in FIR is based on
the maximization of the models’ forecasting power quantified by a Shannon
entropy-based quality measure. Once the most relevant variables are identified,
they are used to derive the set of input/output relations from the training data
set. Detailed descriptions of the FIR methodology and Visual-FIR platform can
be found in [13,14]. The history behavior is subsequently used as input for the
LR-FIR technique, which extracts and compacts the information contained on
it. The LR-FIR method aims to obtain interpretable, realistic and efficient rules,
describing the behavior of the analyzed system. Fig. 1 shows its main phases.

The LR-FIR method can be summarized as a set of ordered steps:

1. Basic compaction. This is an iterative step that evaluates, one at a time, all
the input/output relationships of a set R, which is compacted on the basis
of the “knowledge” obtained by FIR. A subset Rc can be compacted in the
form of a single rule rc, when all premises P but one (Pa), as well as the
consequence C, share the same values. Premises, in this context, represent
the input features, whereas consequence is the output feature. If the subset
contains all legal values LVa of Pa, all these relationships can be replaced
by a single rule, rc , that has a value of -1 in the premise Pa. A -1 value
means that this premise can take any of its possible values. When more
than one -1 value, Pni, is present in a compacted rule rc, it is compulsory
to evaluate the existence of conflicts by expanding all Pni to all their legal
values LVa, and comparing the resultant rules Xr with the original relations
R. If conflicts, Cf, exist, the compacted rule rc is rejected, and otherwise
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accepted. In the latter case, the previous relationships subset, Rc is replaced
by the compacted rule rc. Conflicts occur when one or more extended rules,
Xr have the same values in all its premises, P, but different values in the
consequence C.

2. Improved compaction. Whereas the previous step only structures the avail-
able knowledge and represents it in a more compact form, the improved com-
paction step extends the knowledge base R to cases that have not previously
been used to build the model. Thus, whereas step 1 leads to a compacted data
base that only contains knowledge, the enhanced algorithm contains undis-
puted knowledge and uncontested belief, Rb. The improved compaction is an
extension of the basic compaction, where a consistent and reasonable min-
imal ratio, MR, of the legal values LVa should be present in the candidate
subset Rc, to compact it in the form of a single rule rc.

The obtained set of rules is subjected to a number of refinement steps: removal
of duplicate rules and conflicting rules; unification of similar rules; evaluation of
the obtained rules and removal of rules with low specificity and sensitivity values
(this concepts are introduced later in the paper). For a more detailed description
of LR-FIR methodology the user is referred to [12].

3 MRS Datasets

The analyzed data correspond to 217 single-voxel, short echo-time 1H-MR spec-
tra acquired in vivo from brain tumour patients, classified according to the World
Health Organization (WHO) system for diagnosing brain tumours by histopatho-
logical analysis of a biopsy sample. Three groups of tumours are analyzed in this
study: G1, which includes 22 astrocytomas of grade 2, 6 oligoastrocytomas and 7
oligodendrogliomas, and is referred to as low-grade gliomas; G2, which includes
86 glioblastomas and 38 metastases, and is referred to as high-grade malignant
tumours ; and, finally, G3 includes 58 low-grade meningiomas. For each patient,
there is a magnetic resonance spectrum consisting of 195 frequencies [11]. Each
frequency (measured in parts per million (ppm), an adimensional unit of relative
frequency position in the data vector) is treated as a data feature and, therefore,
the dataset consists of 217 cases and 195 features. It was divided for analysis
into training and test sets (balanced to account for class prevalence) containing,
in turn, 163 and 54 patients.

4 Experimental Results and Discussion

FIR performs a selection of relevant variables in order to identify the structure of
the model. In our experiments with the tumour groups described in the previous
section, FIR found the frequencies 2.77ppm (herein referred to as f2.77), 2.33ppm
(f2.33) and 1.34ppm (f1.34) to be the most relevant features. FIR also estimates
the relative level of influence of the selected features on the discrimination of the
tumour groups, which is 0.44 for f2.33, 0.43 for f1.34 and 0.13 for f2.77, (they
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add up to 1). In other words, f2.33 (corresponding to the presence of glutamate
and macromolecules) and f1.34 (corresponding to lipids) are the most relevant
frequencies in terms of the rules extracted for discriminating the tumour groups
as described by the short echo-time MRS data. f2.77 (with no clear metabolic
interpretation yet) also helps in the discrimination, but to a lesser extent and
with a collateral role.

The three selected features are then used to compute the input/output re-
lations, i.e. the history behavior that is the input information for the LR-FIR
methodology. The rules obtained by LR-FIR for each of the three output classes,
i.e. each group of brain tumours are presented in the first column of Table 1. A
filtering threshold of 0.1 was applied, which means that the rules with specificity
or sensitivity values lower or equal to 0.1 were deleted. Specificity is defined
as one minus the ratio of the number of out-of-class data records that the rule
identifies to the total number of out-of-class data. Sensitivity is the ratio of the
number of in-class data that the rule identifies to the total number of in-class
data. For simplicity, the antecedents of each rule are described in terms of nu-
meric labels that correspond to intervals of values of the selected features, as
described in Table 2. The second and third columns of Table 1 present the speci-
ficity and sensitivity metrics of the rules obtained from the training data set
when applied to the test data set.

For illustration, the meaning of the first rule for G1 in Table 1 is as follows:
if, for a given case, the value (L2-normalized height) of feature f2.33 is in the
intervals with label 1 or 2, and the value of feature f1.34 is in the intervals with
labels 1 or 2, then the case is inferred to be a Low grade glioma (G1).

Our goal from the onset was to obtain simple and interpretable models that
represent as accurately as possible the behaviour of the system. The resulting
rules described in Table 1 strike that balance: Only three frequencies of the
spectra are enough to classify with an acceptable accuracy the three groups of

Table 1. Specificity and sensitivity metrics obtained for the test data set

Rules Spec. Sens.
IF f2.33 IN 1-2 AND f1.34 IN 1-2 THEN CASE IN G1 0.73 0.92
IF f2.77 IN 2-3 AND f2.33 IN 3 AND f1.34 IN 1 THEN CASE IN G1 0.85 0.077
JOINT METRICS Low grade gliomas 0.71 1
IF f2.33 IN 1-2 AND f1.34 IN 2-3 THEN CASE IN G2 0.92 0.93
JOINT METRICS High grade malignant 0.92 0.93
IF f2.33 IN 3 AND f1.34 IN 1-2 THEN CASE IN G3 0.98 0.92
JOINT METRICS Meningiomas 0.98 0.92

Table 2. Value intervals for each tumour group for variables: f2.77, f2.33 and f1.34

f2.77 f2.33 f1.34
Label 1 [-2.143...2.2336] [0.16822...4.6769] [-2.1358...9.3643]

Label 2 [2.2336...3.3045] [4.6769...7.3388] [9.3643...23.9711]

Label 3 [3.3045...10.4054] [7.3388...16.1629] [23.9711...37.1991]
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Fig. 2. Graphical representation, as vertical bars, of the rules described in Table 1 for
Low grade gliomas, using the value intervals described in Table 2. They are described
on top of the mean spectra for Low grade gliomas (G1, solid black line), High grade
malignant (G2, solid gray line), and Meningiomas, (G3, dotted black line). Vertical
axis: L2-normalized spectral intensity; horizontal axis: frequency chemical shift (ppm)
with respect to water at 4.7 ppm.
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Fig. 3. Graphical representation, as in Fig. 2, of the rules described in Table 1 for High
grade malignant tumours

tumours. Moreover, only two rules are needed to represent G1 quite accurately,
while groups G2 and G3 only require a single rule for each one of them. This
parsimonious representation of the three tumour groups under analysis should
be extremely easy to act upon by medical experts. The interpretability of these
rules can be further improved by representing them graphically on top of the
characteristic spectra of the three types of tumours, as in Figs. 2, 3, and 4.

The visual interpretation of the rules for high-grade malignant tumours (G2)
and meningiomas (G3) is straightforward. The case of low-grade gliomas (G1)
is more striking, specially the value intervals of f2.77 and f2.33 for rule 2, which
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Fig. 4. Graphical representation, as in Fig. 2, of the rules described in Table 1 for
Meningiomas tumour class

might seem to correspond to G3 instead of G1. In fact, this rule is only describing
two outlier spectra of oligoastrocytomas (hence its low sensitivity). Therefore,
this should be considered as a spurious rule. It illustrates two different things at
once: the usefulness of rule visualization and the negative effect of data outliers
on automated classification.

5 Conclusions

The interpretability of results is key in clinical oncology diagnostic assistance
through computer-based methods. It has been shown in this paper, in a problem
concerning the discrimination of diverse brain tumours using MRS data, that
the interpretability of the problem can be greatly improved and simplified by its
description in terms of a parsimonious set of simple and actionable rules that
doctors and clinicians could rely on. The novel LR-FIR methodology has been
used to this end in this study. Future research will focus on the integration of this
rule extraction method and its results in the prototype medical DSS resulting
from the AIDTumour [10] research project.
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Abstract. A novel neural network clustering algorithm, CoRe, is bench-
marked against previously published results on a breast cancer data set
and applying the method of Partition Around Medoids (PAM). The
data serve to compare the samples partitions obtained with the neural
network, PAM and model-based algorithms, namely Gaussian Mixture
Model (GMM), Variational Bayesian Gaussian Mixture (VBG) and Vari-
ational Bayesian Mixtures with Splitting (VBS). It is found that CoRe,
on the one hand, agrees with the previously published partitions; on the
other hand, it supports the existence of a supplementary cluster that we
hypothesize to be an additional tumor subgroup with respect to those
previously identified by PAM.

1 Introduction

The unsupervised discovery of the processes underlying biological phenomena is
an open challenge for the computational intelligence community that has been
addressed by several unsupervised learning models with roots in statistics, fuzzy
logic and neural networks, just to mention a few. In this work, we address the
issue of unsupervisedly estimating the latent structure of a biomedical dataset,
discovering data clusters as well as the most relevant sample covariates in each
group. In particular, we compare a neural clustering algorithm, that is Competi-
tive Repetitions Suppression learning (CoRe), with Bayesian approaches relating
to Gaussian Mixtures Models. CoRe learning is a soft-competitive model inspired
by a memory mechanism of the visual cortex, named Repetition Suppression
(RS). The original CoRe model [1] has been extended recently in [2] to deal with
high-dimensional data and with feature ranking. We apply this latter CoRe ex-
tension to analyze a case-study dataset from breast cancer research [3] with
the intent of discovering clusters of functionally correlated samples, extracting
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Fig. 1. CoRe neural network with lateral inhibition: intra-layer connections link the
competitive neurons uo

i and propagate the Repetition Suppression. Lateral inhibition is
applied selectively to the single input components l, i.e. there are d lateral connections
from neuron uo

j to neuron u0
i , each weighted by a (possibly) different νt

il.

cancer profiles characterized by different tumoral dynamics. Moreover, CoRe’s
feature ranking is used to gather insight into the markers that best describe the
discovered bio-profiles.

Before reporting the experimental results, we introduce an alternative CoRe
formulation that highlights its interpretation as a competitive neural network
model, analyzing similarities and differences with unsupervised neural learning
algorithms such as, for instance, SOM [4] and ART [5].

2 Neural Clustering with Competitive
Repetition-Suppression Learning

A CoRe network is a two-layer neural network (see Fig. 1) where input nodes are
fully connected to a layer of output units Lo = {uo

1, . . . , u
o
I} that compete with

each other through lateral connections. Each output unit uo
i is associated to a

prototype vector ci ∈ Rd, determining its preferred stimulus, and to an activation
function ϕi(xk) that determines the unit’s response to the input pattern xk ∈ Rd.
In other words, ci and ϕi together determine the location and shape of the
neuron’s receptive field. In the remainder of the paper we will focus on univariate
Gaussian activation functions ϕi centered on ci and parametrical with respect to
the spread . For each of the l-th components of the d dimensional input vector,
this defines an activation ϕil(xkl) ∈ [0, 1]. This property will be used in the
following to selectively suppress the irrelevant components in ci.

The units in the outer layer are fully connected through a set a lateral in-
hibitory connections that serve to convey the suppressive potential to the loser
neurons. More in detail, for an input pattern xk we first calculate the activation
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ϕi(xk) of each output neuron uo
i . Then, the most active units are selected to

form the winners pool, i.e.

wink = {i | ϕi(xk) ≥ θwin, uo
i ∈ Lo} ∪ {i | i = arg max

j∈Lo
ϕj(xk)}, (1)

while the remainder of the neurons is inserted into the losers pool, that is
losek = L0 \ wink. Here θwin determines the minimum activation level for win-
ner units and, consequently, regulates the target selectivity of the neurons. The
threshold θwin does not directly determine the cluster number estimate, whereas
it regulates the tradeoff between soft and hard competition among the neurons.
Experimentally we have determined that the best results, for a generic cluster-
ing task, are obtained for θwin ∈ [0.8, 1): lower θwin values might produce slower
convergence and incorrect cluster number estimation. Each unit uo

i generates an
inhibitory output x−

il for each of the l components of the d dimensional input,
that is

x−
il =

{
ϕil(xkl)νt

il if i ∈ wink

0 if i ∈ losek
(2)

where 0 ≤ νt
il ≤ 1 (i.e. the stimulus predominance in [2]) represents the weight

of the inhibitory connection for the l-th component (see lateral links in Fig. 1).
The inhibitory weight vector νt

i ∈ Rd essentially measures the frequency of the
patterns that are preferred by the i-th unit. The value of its l-th component (at
time t) is computed as

νt
il =

1
|χt|

∑

xk∈χt

min
(

ϕil(xkl)
ϕz(L0,xk)l(xkl)

, 1
)

(3)

where χt is the set of patterns xk presented to the network up to time t and
z(L0, xk) returns the index of most active unit for the pattern xk.

The inhibitory output is propagated to all the competing neurons through the
lateral connections and is accumulated at each unit i as RSt

il(xk) = 1/|wink|∑
j∈I−

i
x−

jl, that is the l-th component of the repetition suppression generated
at time t for the pattern xk. The term |wink| represents the cardinality of the
winners pool for xk and is used to ensure 0 ≤ RSt

il ≤ 1, while I−i is the set of
the inhibiting connections for the i-th neuron. Finally, the l-th component of the
prototype vector ci is updated as follows

�ct
il = αc

[
δik − (1 − δik)ϕil(xkl)(RSt

il(xk))2
]
ϕil(xkl)(xkl − ct−1

il ) (4)

where αc is the learning rate, while δik is the indicator function for the winners
pool, that is δik = 1 if i ∈ wink and δik = 0 otherwise. Equation (4) essentially
states that CoRe inhibition produces a penalization that is proportional to the
frequency of the stimuli similar to the current input xk. This penalization is ap-
plied only to the loser neurons, deflecting the prototype components ct

il from the
respective xkl proportionally to the generated RS, while the winners’ prototype
is moved towards the current input vector.

The formulation in (4) can be used to compare CoRe to other competitive
learning models in literature. Consider a typical prototype update function for a
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generic competitive neural network, that is �ct
il = αch(xk, L)(xkl−ct−1

il ), where
h(xk, L) is a function regulating the type of competition between the units in
the layer L. In Self Organizing Maps [4] and Growing Neural Gas, h() is a neigh-
borhood function based on the proximity of the units to the best matching unit
(BMU) in a given lattice, hence generating spatially ordered maps of the input
stimuli, while in ART lateral inhibition serves to selectively shut-off committed
neurons, allowing other nodes in the network to win the competition. In con-
trast, CoRe’s h() applies active negative reinforcement outside of the winners’
pool. Moreover, the intra-layer links propagate a teaching signal that produces
a long-term silencing of the neurons and a suppression of the irrelevant input
components.

The prototype update rule in (4) can be obtained by differentiating the error

Et
il,k = δik(1− ϕil(xkl)) + (1 − δik)

1
2
(ϕil(xkl)RSt

il(xk))2 (5)

with respect to ct
il (see [2] for further details). The same approach can be taken

for all the variables in the activation function. For instance, differentiating the
Gaussian ϕi with respect to the spread σil leads to the following update rule

�σt
il = ασ

[
δik − (1− δik)ϕil(xkl)(RSt

il(xk))2
]
ϕi(xkl)

(xkl − cil)2

σ3
il

. (6)

The spread adjustment process in (6) adaptively reduces the variance of winner
units, thus making them more selective. This behavior, on the one hand, complies
with the biological repetition suppression phenomenon and, on the other hand,
ensures the convergence of the learning process.

The relevance factor for the l-th feature of the i-th neuron is modeled as

ν̂t
il = 1

νt
il|χt|

∑
xk∈wint

uo
i

{
ϕi(xkl)

ϕz(wink,xk)l(xkl)

}

0
s.t. {v}0 =

{
0 v > 1
v v ≤ 1 (7)

where wint
u0

i
is the set of patterns xk ∈ χt for which unit u0

i was in the winners
pool, while the function {·}0 flattens its argument to zero if it exceeds 1. The
rationale behind this choice is to penalize the relevance of the l-th component
of a prototype ci whenever it produces a high feature activation ϕil(xkl) in
correspondence with a low feature activation ϕjl(xkl) in the unit uo

j that is the
maximally active neuron for the pattern xk, i.e. j = z(wink, xk).

Based on the measure ν̂t
i ∈ Rd CoRe defines a neuron silencing mechanism

that resembles the unit commitment system of the ART model [5]. In brief,
in ART networks uncommitted neurons can be activated whenever none of the
committed units represents the current input stimulus sufficiently well (with re-
spect to a given vigilance parameter). This process automatically draws from
the pool of uncommitted, or dormant, neurons, to represent novel stimuli. In
CoRe, all available neurons compete from the start for every stimulus. The rele-
vance measure in (7) is then used to decide whether a neuron can be silenced or
pruned from the network. The univariate components ν̂t

il of the relevance factor
also identify which prototype dimensions cil best characterize the input patterns
assigned to the i-th neuron.
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Fig. 2. Distribution of the cluster number estimate for the 50 independent runs

3 A Case Study in Breast Cancer Research

The learning algorithm described in the previous section can be readily applied
to clustering tasks. In particular, each CoRe neuron uo

i can be interpreted as a
cluster detector with centroid ci: starting with an initially large neural popula-
tion, CoRe iteratively prunes irrelevant neurons until it converges to an estimate
of the number of clusters in the data. In this section, we study the performance
of our neural approach on a recently published dataset [3] from breast can-
cer research. The dataset contains 633 samples consisting of five breast cancer
biomarkers, that are ER (estrogen receptors), PR (progesterone receptors), Pro
(Ki-67/MIB1 proliferation marker), NEU (HER2/NEU) and P53. CoRe is used
to analyze the dataset and discover samples’ sub-groups, possibly sharing a com-
mon bio-medical trait. Its results are compared with those obtained by three
model-based algorithms, namely a Gaussian Mixture Model (GMM) [6] fitted
using Expectation Maximization (EM) and two fully Bayesian model fitted by
a variational approximation of the EM, that are Variational Bayesian Gaussian
Mixture (VBG) [7] and Variational Bayesian Mixtures with Splitting (VBS) [8].
Both GMM and VBG estimate the number mixtures (i.e. clusters) by pruning
those components with (almost) zero mixing weights. Conversely, VBS deter-
mines the number of mixtures by recursively splitting and pruning the existing
components. Additionally, the results obtained by each algorithm are compared
with the sample labeling discovered in previous work [3] by Partition Around
Medoids (PAM) and k-means (KM). The results are based on 50 runs of each
algorithm, with random initial prototype positions. Both GMM and VBM are
initialized with 20 mixtures, VBS is initialized with one component and CoRe
starts with 30 units (for CoRe meta-parameter settings refer to [2]).

First, we focus on determining the most likely number K of sample groups in
the data. Figure 2 shows the histogram of the cluster numbers estimated by the
four algorithms during the 50 runs. The distribution of K for GMM and VBG
closely resembles a Gaussian centered on 7 and 5, respectively. CoRe and VBS
produce sharper hypothesis: the former, in particular, suggests that the data
can be grouped in 4 or 5 clusters, with few runs terminating with 6 clusters.
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Table 1. Clustering concordance evaluated by κ statistics: X’s indicates when model
comparison was not possible

CoRe VBG VBS PAM
K KM PAM VBS VBG KM PAM VBS KM PAM KM

K = 4 0.83 0.83 0.65 0.46 0.54 0.47 0.36 0.76 0.74 0.96

K = 5 0.83 X 0.54 0.38 0.36 X 0.53 0.65 X X

K = 6 0.68 X 0.61 X 0.23 X 0.52 0.49 X X

The behavior of VBS is peculiar: this algorithm behaves similarly to a wrapper
approach that tries several configurations of the model until it finds a stable
solution with respect to its internal criterion. Within this stability criterion, VBS
always converged to a solution where K = 6 (see VBS-2 in Fig. 2). However, by
taking a closer look at VBS learning dynamics one discovers that the maximum
likelihood solution is obtained always for K = 4 (see VBS-1 in Fig. 2), while
K = 5 is the second best-scoring solution with respect to the likelihood.

These results suggest that the most likely hypotheses are K = {4, 5, 6}. To
evaluate the agreement between the data partitions produced by the different
algorithms, we compared them with a baseline k-means clustering and with the
sample labels discovered by PAM in [3]. Table 1 summarizes the concordance of
the generated solutions in terms of the κ statistics: the GMM model is not shown
since it produced results only for K = 6, with a minimal overlap between its so-
lutions and those produced by the other algorithms. Besides GMM, model based
algorithms seem to produce partitions that are quite uncorrelated with respect
to those generated by the other algorithms: only VBS shows a fair agreement
with CoRe on the hypotheses K = 4 and K = 6. The κ values in Table 1 show a
substantial agreement between CoRe and k-means, especially for the hypotheses
K=4 and K=5, that are those most strongly advised by CoRe. The concordance
with the PAM labels is analyzed only on the K = 4 hypothesis since this is the
cluster number estimated in [3]. The KM solution shows the highest agreement
with PAM labels, confirming the results in [3], while Gaussian-based algorithms
seem to find different solutions with respect to both KM and PAM. As a gen-
eral comment, the model-based algorithms seem unable to converge to a shared
sample classification, producing quite discording dataset partitions. CoRe, on
the other hand, produces solutions that are a trade-off between the concordant
sample classification produced by PAM and KM, and the alternative partition
discovered by VBS.

To gather a better insight into the CoRe’s cluster profiles we looked at the
relevance ν̂il of the biomarkers characterizing CoRe’s sample groups. Figure 3.a
and 3.b show CoRe’s feature relevance for the K=4 and K=5 models, respec-
tively. Prolind (PRO) does not seem to play a significant role in the clustering
process. The profiles in Fig. 3 also clearly show, in each partition, a single cluster
differentiated by HER2/NEU expression, as expected.
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Fig. 3. CoRe relevance factors for the (a) four and (b) five clusters scenario

Table 2. Samples cross-distribution between PAM and CoRe (K = 4 and K = 5)

CoRe (K=4) CoRe (K=5)
PAM C4

1 C4
2 C4

3 C4
4 C5

1 C5
2 C5

3 C5
4 C5

5

P1 9 210 32 5 193 28 32 3 0

P2 24 0 159 24 0 76 131 0 0

P3 76 0 0 15 0 0 1 79 11

P4 0 0 3 76 0 4 5 0 70

Table 2 shows a detailed comparison between PAM and CoRe results: when
K = 4 both algorithms seem to agree on the existence of a large C4

2 -P1 group,
that CoRe characterizes with an high PR-relevance and a medium relevance of
the ER marker (see Fig.3.a). Part of PAM’s P1 cluster is split by CoRe and
assigned to C4

3 (roughly corresponding to PAM’s P2), which has a very similar
pattern of feature relevance with respect to C4

2 , except for a slightly higher
significance of the ER covariate. The two smaller groups identified by PAM, i.e.
P3 and P4, roughly correspond to CoRe’s C4

1 and C4
4 groups, respectively. CoRe

clusters, however, are larger than PAM’s P3 and P4, since they gather samples
from the highly populated P2 group. Interestingly, CoRe isolates sharply the
small P3 and P4 groups in the K = 5 hypothesis: the results in Table 2 show
a strong P3-C5

4 and P4-C5
5 overlap. Seemingly, the addition of the cluster C5

2

attracted those spurious P2 samples that, in the K = 4 hypothesis, were assigned
C4

1 and C4
4 . In our opinion, this suggests the existence of a fifth cluster that is

situated in between the P2, P3 and P4 groups from PAM.
The results in [3] showed that the P2 samples are associated with less aggres-

sive tumor features, while individuals from the P3 and P4 groups tend to develop
an increased number of metastatic lymph nodes. Therefore, the additional clus-
ter discovered by CoRe can possibly describe a bioprofile characterizing patients
that may or may not develop an aggressive form of breast cancer, or develop
metastatic lymph nodes at a latter stage of the tumor development.
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4 Conclusion

We have studied unsupervised cluster number estimation on a breast cancer
dataset, comparing the performance of hard clustering, neural and model based
algorithms. The experimental results showed how CoRe can be used to unsu-
pervisedly explore biomedical data, estimating the number of the clusters in the
dataset and producing a measure of the relevance of the samples’ covariates that
can be used to identify significant markers in the discovered bio-profiles. The
results of the Bayesian models suggests that their performance could have been
affected by the nature of the dataset, preventing them from agreeing on a com-
mon data partition and a stable cluster number estimate. The results produced
by CoRe seem to confirm the hypothesis presented in [3] concerning the existence
of a fifth tumor subgroup in the breast cancer case-study. Our hypothesis, that
shall by validated by clinical studies, is that such sub-group might differentiate
a form of breast cancer characterized by an initial, apparent, low aggressiveness
that might later evolve in a more aggressive, metastatic, form.
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Abstract. As part of the AIDTumour research project, the analysis of
MRS data corresponding to various tumour pathologies is used to assist
expert diagnosis. The high dimensionality of the MR spectra might ob-
scure atypical aspects of the data that would jeopardize their automated
classification and, as a result, the process of computer-based diagnostic
assistance. In this paper, we put forward a method to overcome this po-
tential problem that combines automatic outlier detection, visualization
through dimensionality reduction, and expert opinion.

Keywords: Proton Magnetic Resonance Spectroscopy, Brain Tumours,
Outlier Detection, Data exploration, Data Visualization, Dimensionality
Reduction; Medical Decision Support Systems.

1 Introduction

Decision making in oncology is a sensitive matter, and even more so in the spe-
cific area of brain tumour oncologic diagnosis, for which the direct and indirect
costs - both human and financial - of misdiagnosis are very high. In this area, in
which most diagnostic techniques must be non-invasive, clinicians should benefit
from the use of an at least partially automated computer-based medical Decision
Support System (DSS).

AIDTumour (Artificial Intelligence Decision Tools for Tumour diagnosis [1])
is a research project for the design and implementation of a medical DSS to
assist experts in the diagnosis of human brain tumours on the basis of data
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obtained by Magnetic Resonance Spectroscopy (MRS). This is a technique that
can shed light on cases that remain ambiguous after clinical investigation. The
MRS data used in AIDTumour and analyzed in this paper belong to a complex
multi-centre set containing cases of several brain tumour pathologies [2]. These
data have undergone a rigorous pre-processing quality control that validates
them from the viewpoint of the radiologists. Nevertheless, and for their use in
an automated computer-based DSS, the various origins of these spectra and the
complexity of their pre-processing make further data exploration advisable.

It might be problematic to include some of the spectra in an automated DSS
without further ado for three different reasons: Firstly, some may contain mea-
surement or acquisition artifacts that, even if not completely precluding diagnosis
by visual inspection, might induce errors in computer-based diagnosis: these are
what we call here artifact-related outliers. Secondly, atypical cases that do not
contain artifacts but are nevertheless unrepresentative of the main distributions
of the whole dataset: herein, these will be referred to as distinct outliers [3].
Thirdly, some cases with a clear biopsy-based diagnosis (tumour type attribu-
tion) may yield spectra that are quantitatively similar to those of other tumour
types, misleading a computer-based classification system. Even if representative
of the data as a whole, they are still unrepresentative of their own tumour type:
these we will call class outliers. Note that these three reasons are not always
mutually exclusive.

In this paper, we show the effectiveness of a method to identify and character-
ize potentially conflicting MRS data that combines techniques of dimensionality
reduction, exploratory visualization, and outlier detection, with expert knowl-
edge. The introduction of the latter is paramount, as it will help to skim those
cases truly conflictive out of those shortlisted by blind quantitative criteria.
Overall, this method is conceived as a preliminary step to data classification in
the DSS. Dimensionality reduction is not trivial in this setting, as the available
MRS data are scarce and high dimensional. Sammon’s mapping [4] is used to this
end. Generative Topographic Mapping (GTM [5]), a manifold learning model, is
used to quantify spectra atypicality.

2 MRS Data

The analysed MRS data correspond to 217 short-echo time (SET) and 195 long-
echo time (LET) single voxel 1H MR spectra acquired in vivo from brain tumour
patients. They include 58 (SET) and 55 (LET) meningiomas (mm), 86 (SET)
and 78 (LET) glioblastomas (gl), 38 (SET) and 31 (LET) metastases (me), 22
(SET) and 20 (LET) astrocytomas grade II (a2 ), 6 (SET and LET) oligoastro-
cytomas grade II (oa), and 7 (SET) and 5 (LET) oligodendrogliomas grade II
(od). For details on data acquisition and processing, see [2]. Class labelling was
performed according to the World Health Organization (WHO) system for diag-
nosing brain tumours by histopathological analysis of a biopsy sample. For the
reported analysis, spectra were bundled into three groups, namely: G1: low grade
gliomas (a2, oa and od); G2: high grade malignant tumours (me and gl); and



Exploratory Characterization of Outliers 191

G3: meningiomas. The clinically-relevant regions of the spectra were sampled to
obtain 195 frequency intensity values (measured in parts per million (ppm), an
adimensional unit of relative frequency position in the data vector), from 4.25
parts per million (ppm) down to 0.56 ppm, which become data attributes.

3 Methods

3.1 MRS Data Visualization through Sammon’s Mapping

In order to allow the visualization of the data through dimensionality reduction,
the spectra were mapped onto a 3-D space through Sammon’s mapping [4]. The
non-linear mapping is constructed as to minimize the inter-point distortions it
introduces, quantified by Sammon’s error measure:

1
∑

i<j δij

∑

i<j

(δij − ξij)2

δij
, (1)

where δij is the Euclidean distance between spectra i and j in the original
data space and ξij is the Euclidean distance between the projections of these
spectra in the 3-D space. In this study, the minimization of the Sammon’s error
was performed by the Newton method. A collection of models was obtained
by varying the initial points (100 different random values) and the step size (9
different values), for a total of 900 runs. The models with lowest Sammon’s error
were selected for further analysis.

3.2 Outlier Detection Using t-GTM

Generative Topographic Mapping (GTM [5]) is a non-linear latent variable model
defined as a mapping from a low dimensional latent space onto the multivariate
data space. The mapping is carried through by a set of basis functions and is
defined as a generalized linear regression model:

y = φ(u)W, (2)

where W is a matrix of adaptive weights that defines the mapping, and u is a
point in latent space. φ are M basis functions that, in the original formulation,
were chosen to be spherically symmetric Gaussians. For this Gaussian GTM,
the presence of outliers is likely to negatively bias the estimation of its adap-
tive parameters. In order to overcome this limitation, the GTM was recently
redefined [3] as a constrained mixture of Student’s t distributions: the t -GTM.
The mapping described by Equation (2) remains, with the basis functions now
being Student’s t distributions. As a byproduct of this reformulation of GTM,
and following [7], a statistic quantifying to what extent t -GTM considers a data
case to be an outlier can be defined as On =

∑
k p(uk|xn)β‖yk − xn‖2, where

β is the inverse of the noise variance. The larger the value of this statistic the
more likely the case is to be an outlier. Notice that p(uk|xn) is the responsibility
assumed by a latent point k : 1, . . . ,K for the data case n and, the same as for
the standard GTM, it is obtained as part of the maximum likelihood estimation
of the model’s parameters.
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3.3 Shortlisting Outlier Cases of Interest

The free software package KING [6] is used to visualize in 3-D the Sammon’s
mapping of the spectra described in section 2, enabling a preliminary data ex-
ploration. The data projections obtained with Sammon’s mapping were then
modelled by t -GTM, obtaining a value of On for each data case, indicating the
corresponding degree of atypicality. Histograms of On were generated to short-
list potentially conflictive cases of the three types described in the introduction.
Loose thresholds of the statistic were set for the selection of the lists of outlier
candidates. Using all this information, an expert in MRS then singled out those
spectra she/he considered to be truly atypical in any sense and compared them
to the characteristic spectra corresponding to their tumour type.

4 Experimental Results and Discussion

4.1 Short Echo Time 1H MRS Data

The histogram in Fig. 1 displays the distribution of the value of the statistic On,
first calculated for the complete SET MRS dataset. A threshold of On = 20 was
set to shortlist outlier candidate spectra. This yielded 23 potential outliers, which
were inspected by an expert who decided that only 19 of them (4 distinct outliers
and 15 artifact-related outliers) qualified as such, for different causes listed in
Table 1 (left). Notice that there are plenty of low grade gliomas (37% of all
outliers, while only 16% of all data). Six different types of artifacts were found
in the data, namely: spectra heavily contaminated by noise; bad water signal
suppression as part of the data pre-processing; incorrect spectrum alignment of
the ppm reference; incorrect baseline; the existence of polispiculated artifact;
and signal distorsion due to eddy currents (induced as a result of field gradient
switching in signal acquisition).
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Fig. 1. Histogram of statistic On for the SET dataset. The selected threshold at value
20 is represented as a vertical dotted line.
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Fig. 2. 3-D Sammon’s mapping view of two cases of interest (with groups of tumours
displayed in different shades of gray), on the left column, and their corresponding
individual spectra (solid lines) and mean spectra (dotted lines) of the tumour groups
they belong to, on the right column. The abscissa axis displays frequency in ppm.

To illustrate the visualization of the high-dimensional spectra through Sam-
mon’s mapping, Fig. 2 displays SET cases I1283 (a meningioma, which the expert
described as being contaminated by noise, and affected by bad water suppression,
polispiculated effect and eddy currents), and I0354 (a glioblastoma, which the
expert described as being affected by a polispiculated effect). Their atypicality
is clearly captured by the visualization.

Spectra can also be atypical specifically with respect to their group of tumours.
These are what we call class outliers. The histograms of On for each group
of tumours are omitted here for the sake of brevity. Five low grade gliomas,
20 high grade malignant tumours, and 13 meningiomas where shortlisted and
inspected by the expert, who considered that, out of these, none of the low
grade gliomas, only 9 high grade malignant tumours, and 8 meningiomas should
be tagged as class outliers. Some of them also contain artifacts, given that, as
mentioned in the introduction, artefact-related outliers and class outliers are
not mutually exclusive characterizations. They are described in Table 2 (left). It
is very interesting that, even though low grade glioma outliers are plentiful, as
seen in Table 1 (left), there is no class outlier amongst them in the SET spectra,
suggesting a well-defined against the rest but less-than-compact structure in this
group of tumours.

4.2 Long Echo Time 1H MRS Data

The histogram in Fig. 3 displays the distribution of On for the complete LET
MRS dataset. A threshold of On = 15 was set to shortlist outlier candidate
spectra. This yielded 21 potential outliers, which were again inspected by an
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Table 1. Outlier characterization of the SET (left) and LET (right) 1H MRS datasets.
Columnwise, Id is an anonymized case identifier; star superscripts indicate that there
are artifacts that do not preclude the expert’s correct interpretation of the case. Tum
refers to tumour type (see labels in section 2). Dis refers to Distinct outliers. Six types
of artifacts were found: noi stands for noise; wat, for bad water signal suppression; ali,
for alignment; lin, linebase; pol, for the polispiculated effect; and edd for eddy currents.
See main text for details.

Id Tum Dis Artifact-relat. outl.

noi wat ali bas pol edd

I0335 G1(a2) X

I1052∗ G1(a2) X

I1087∗ G1(a2) X

I0060 G1(oa) X

I0069 G1(oa) X

I0450 G1(oa) X

I0179 G1(od) X

I0135∗ G2(gl) X

I0172∗ G2(gl) X X

I0354∗ G2(gl) X

I0421∗ G2(gl) X

I1024∗ G2(gl) X

I0055 G2(me) X

I0244∗ G3(mm) X

I0375 G3(mm) X

I0381∗ G3(mm) X

I0390∗ G3(mm) X

I0393∗ G3(mm) X X X

I1283∗ G3(mm) X X X X

Id Tum Dis Artifact-relat. outl.

noi wat ali bas pol edd

I1061 G1(a2) X

I0062∗ G2(gl) X X X

I0105∗ G2(gl) X

I0172 G2(gl) X X

I0175∗ G2(gl) X X

I0354∗ G2(gl) X X

I0428∗ G2(gl) X X

I1044∗ G2(gl) X

I1057∗ G2(gl) X X X

I1379∗ G2(gl) X X

I0027 G2(me) X X

I0368∗ G2(me) X X

I1070 G2(me) X

I0390∗ G3(mm) X

I0420 G3(mm) X

I1074 G3(mm) X

I1090 G3(mm) X

I1378 G3(mm) X X
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Fig. 3. Histogram of statistic On for the LET dataset. The selected threshold at value
15 is represented as a vertical dotted line.
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expert, who decided that only 18 of them qualified as such (3 distinct outliers
and 15 artifact-related outliers). The corresponding characterization is presented
in Table 1 (right). Interestingly, in this case there is almost no low grade glioma
outlier and, instead, high grade malignant outliers predominate (67% of all out-
liers, while only 56% of all data).

Turning now our attention to class outliers, 9 low grade gliomas, 7 high grade
malignant tumours, and 10 meningiomas were shortlisted and inspected by the
expert, who considered that, out of these, none of the low grade gliomas, only
2 high grade malignant tumours, and 5 meningiomas should be tagged as class
outliers. Some of them also contain artifacts, and they are characterised in Table
2 (right). It is worth noting that there are far less class outliers in the LET
dataset than in the SET one, suggesting a much more compact definition of the
tumour groups in the former representation. It is also interesting that, again,
there is no class outlier amongst the low grade gliomas. Together with the almost
complete lack of outliers in this tumour group shown in Table 1 (right), this
indicates that they have a much more compact and well-defined structure in the
LET representation.

Table 2. Class outlier characterization of the SET (left) and LET (right) 1H MRS
datasets, by groups of tumours. Label description as in Table 1.

Id Tum Artifacts

noi wat ali bas pol edd

Low grade gliomas (G1)

∅
High grade malignant (G2)

I0021∗ gl

I0358∗ gl X

I0200∗ gl X

I1390 gl X

I0168∗ gl

I1098∗ gl

I1076∗ me X

I0352∗ me X

I1377∗ me

Meningiomas (G3)

I0160∗ mm

I1090∗ mm

I1073∗ mm X

I0009 mm

I0390∗ mm X

I1378∗ mm X

I0375 mm X X

I1149∗ mm

Id Tum Artifacts

noi wat ali bas pol edd

Low grade gliomas (G1)

∅
High grade malignant (G2)

I0105∗ gl

I1070 me

Meningiomas (G3)

I0114∗ mm

I1090 mm

I1378 mm X X

I0002∗ mm

I0009∗ mm
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5 Conclusion

In this paper, we have defined a method to identify and characterize poten-
tially conflicting MRS multi-center data corresponding to several brain tumour
pathologies, which combines dimensionality reduction, outlier detection and ex-
ploratory visualization techniques with expert knowledge. This combination of
data-based analysis and human expertise is one of the distinctive hallmarks of
Evidence-Based Medicine (EBM) for healthcare practice [8]. This method will be
embedded in a medical DSS resulting from the AIDTumour [1] research project.

Several research questions would require further research. First, the useful-
ness of outlier detection and characterization for the improvement of automated
tumour diagnostic classification should be assessed. For instance, does the fact
the LET MRS data include less class outliers mean that we should expect better
classification of tumour groups using these and not SET data? Second, only 2
glioblastomas and 1 meningioma tagged as artifact-related outliers, and 3 menin-
giomas tagged as class outliers appear both for SET and LET data. How can we
explain this level of mismatch? Specific policies to deal with this wide variety of
situations should be carefully implemented in the projected DSS.
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Abstract. Machine learning is a powerful paradigm within which to
analyze 1H-MRS spectral data for the classification of tumour patholo-
gies. An important characteristic of this task is the high dimensionality
of the involved data sets. In this study we apply several feature selection
algorithms in order to reduce the complexity of the problem on two types
of 1H-MRS spectral data: long-echo and short-echo time, which present
considerable differences in the spectrum for the same cases. The obtained
experimental results show that the feature selection algorithms enhance
the classification performance of the final induced models both in terms
of prediction accuracy and number of involved spectral frequencies. The
results obtained using a fast algorithm based on entropic measures of
subsets of spectral data are specially promising.

1 Introduction

In vivo nuclear proton magnetic resonance spectroscopy (1H-MRS) is a powerful
technique that helps to observe metabolic processes in living tissue [1]. Although
these metabolic functions are not fully understood, it is possible to employ ma-
chine learning techniques for the diagnosis and grading of adult brain tumours
[2]. Several recent examples in the literature use machine learning techniques for
distinguishing between different brain tumour pathologies (e.g. [3], [4]). Due to
the high dimensionality (near 200 spectral measurements in the present study),
these efforts use dimensionality reduction methods (feature selection and/or ex-
traction) to lower the complexity of the problem. Of added practical importance
is the interpretability of the solutions in terms of the obtained spectral frequen-
cies, which limits the applicability of methods such as PCA or ICA.

In a previous work, 1H-MRS long-echo data were analysed with the purpose
of obtaining classification models showing good generalization ability after a
strong dimensionality reduction process [5]. In the present study we are inter-
ested in performing a more detailed feature selection study in both long- and
short-echo types of data, treating long-echo and short-echo time spectral points
as the features. In particular, we use an Entropic Filtering Algorithm (EFA) for
feature selection as a fast method to generate a relevant subset of spectral fre-
quencies. Performance of other fast feature selection algorithms is also reported.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 197–205, 2008.
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The first goal is to obtain simple models (in terms of low numbers of features)
that generalize well. The second goal is to progress in the direction of assessing
the differential performance for the two types of spectra, which present notable
differences for the same cases.

2 An Entropic Filtering Algorithm

Mutual Information (MI) measures the mutual dependence of two random vari-
ables. It has been used with success as a criterion for feature selection in machine
learning tasks. In this work we use this concept embedded in a fast algorithm
that computes MI between a set of variables and the class variable by generating
first a “super-feature”, obtained considering the concatenation of each combina-
tion of possible values of its forming features. In symbols, let X = {X1, ..., Xn}
be the original feature set and consider a subset τ = {τ1, · · · , τk}. A single fea-
ture Vτ can be obtained uniquely, whose possible values are the concatenations
of all possible values of the features in τ . The conditional entropy between Vτ
and the class feature Y is then:

H(Y |τ1, · · · , τk) = H(Y |Vτ ) = −
∑

v∈Vτ

∑

y∈Y

p(v, y) log
p(v, y)
p(y)

. (1)

Proceeding in this way, the MI can be determined as a simple bivariate case:
I(Vτ ;Y ) = H(Y ) −H(Y |Vτ ). An index of relevance of the feature Xi ∈ X to a
class Y with respect to a subset τ ⊂ X , inspired on [6], is given by:

R(Xi;Y |τ) =
I(Xi;Y |Vτ )
H(Y |Vτ )

=
H(Y |Vτ )−H(Y |Xi;Vτ )

H(Y |Vτ )
. (2)

This index of relevance of a feature subset is to be maximized (it has a max-
imum value of 1). This measure is used in this study to evaluate subsets of
spectral frequencies, embedded into a filter forward-selection strategy, conform-
ing the Entropic Filtering Algorithm (EFA). A detailed description and a fast
implementation of the whole algorithm can be found in [5].

In order to apply the algorithm, a discretization process is needed. Many
dimensionality reduction studies use discretization schemes as a way to favor
classification tasks (such as [7], [8]). This change of representation does not
often result in a significant loss of accuracy (sometimes significantly improves
it); it also offers large reductions in learning time. The CAIM algorithm [9] is
selected because it is able to work with supervised data and does not require the
user to define a specific number of intervals for each feature.

3 Experimental Work

The echo time is an influential parameter in 1H-MRS spectra acquisition. In
short-echo time spectra (typically 20-40 ms) some metabolites are better eval-
uated (e.g. lipids, myo-inositol, glutamine and glutamate). However, there may
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be numerous overlapping resonances (e.g. glutamate/glutamine at 2.2 ppm and
NAA at 2.01 ppm) which make the spectra difficult to interpret [10]. A long-
echo time (270-288 ms) yields less metabolites but also less baseline distortion,
resulting in a more readable spectrum. There are a few studies comparing the
classification potential of the two types of spectra (see e.g. [10], [11]). These
works seem to give a slight advantage to using short-echo time information or
else suggest a combination of both types of spectra.
The analyzed 1H-MRS dataset is detailed as follows:

– 266 single voxel long-echo time spectra acquired in vivo from brain tumour
patients, out of which 195 are used in this study, including: meningiomas
(55 cases), glioblastomas (78), metastases (31), astrocytomas Grade II (20),
oligoastrocytomas Grade II (6) and oligodendrogliomas Grade II (5);

– 304 single voxel short-echo time spectra, of which 217 are used: meningiomas
(58 cases), glioblastomas (86), metastases (38), astrocytomas Grade II (22),
oligoastrocytomas Grade II (6) and oligodendrogliomas Grade II (7).

Class labelling was performed according to the World Health Organization
system for diagnosing brain tumours by histopathological analysis of a biopsy
sample. Both spectra were grouped into three superclasses: high-grade malig-
nant tumours (metastases and glioblastomas), low-grade gliomas (astrocytomas,
oligodendrogliomas and oligoastrocytomas) and meningiomas. The spectra con-
sist of 195 frequency intensity values, from 4.21 ppm down to 0.51 ppm.

3.1 Experimental Setup

The 1H-MRS data sets were randomly split into two parts: 70% for the fea-
ture selection process itself, a posteriori classifier induction and model selection
(hereafter called the training set), and the remaining 30%, used to ascertain
the generalization ability of the classifiers (the test set). This division was done
keeping the relative proportion of classes in the whole data, yielding 53 and 67
test observations for long-echo and short-echo time data, respectively.

Four different classifiers were designed using the training set by means of 3-fold
cross validation and the full set of frequencies. The classifiers are: the nearest-
neighbour technique with Euclidean metric (NN ) and parameter k (number of
neighbours), the Näıve Bayes classifier (NB), a C4.5 decision tree with param-
eter cp (complexity parameter) and a Random Forest (RF) [12] with parameter
nt (number of trees). The EFA is applied to the discretized 1H-MRS data (the
training part) to obtain what will be called Best Spectral Subset (BSS). Note
that the EFA does not need an inducer. The four classifiers can then be built
in the training sets using the continuous frequencies (both in the full set and in
the obtained BSSs) and evaluated in the corresponding test sets.

The filtering algorithm Relief [13] is also used as a feature selection method
for comparative purposes. This is actually a feature-weighting algorithm that
takes feature interactions into account and yields a set of feature weights that
can be sorted in descending order. A cut-point was established according to the
Pareto principle to obtain a feature subset. For many events, 80% of the effects
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(viz. classification ability) come from 20% of the causes (viz. spectral frequen-
cies). To this end, the obtained weights are linearly transformed so that the
smallest weight equals zero and their sum equals one. Then the top ranking
features such that their accumulated weight is closest to 0.2 are selected.

Forward Selection in wrapper mode [14] is also used in the comparison. This
algorithm incrementally adds one feature at each step: the one maximizing a
given criterion function. In this study, the classifiers referenced above were used
as the criterion function by means of 3-fold cross-validation in the training set.
In the next section, for every feature selection experiment, the size of the cor-
responding BSSs, their accuracy (Acc) and macro-averaged F1-measure1 on the
test set are reported, as well as the parameter values found by model selection.
This is done separately for the long-echo and short echo 1H-MRS data sets.

3.2 Long-Echo Time Experimental Results and Discussion

Long-echo time BSSs are reported in table 1 (left part). Five subsets (named
BSS-L(1) to BSS-L(5)) reached maximum relevance (R = 1), with just seven
spectral frequencies. The results for the four classifiers using the full set of fre-
quencies (indicated with NR), the corresponding results using BSS-L(1) to BSS-
L(5) and the Relief solution are displayed in table 2. Finally, the results using
Forward Selection in wrapper mode are presented in table 3 (left).

Table 1. Five spectral subsets found by the EFA that reach maximum relevance
(R = 1) on long-echo time 1H-MRS data (left table) and two on short-echo time
(right table)

BSS-L Spectral frequencies (ppm)

(1) 3.22 3.03 2.54 2.48 2.16 1.57 1.27
(2) 3.03 2.79 2.54 2.48 2.16 1.57 1.27
(3) 3.03 2.54 2.48 2.20 2.16 1.57 1.27
(4) 3.03 2.54 2.48 2.16 1.57 1.47 1.27
(5) 3.03 2.54 2.48 2.16 1.57 1.27 1.21

BSS-S Spectral frequencies (ppm)

(1) 3.70 3.03 2.37 2.10 1.45 1.04
(2) 3.70 3.50 3.03 2.37 1.45 1.04

The best results are obtained by evaluating NN on the EFA solutions BSS-L(1)
and BSS-L(5). The positions in the spectrum of these two subsets of frequencies
(of size seven) are depicted in Fig. 1, shown against average spectra per class.
Some of the selected frequencies can be related to known metabolites: 3.22 cor-
responds to the Choline peak; 3.03 to the Creatine peak; 2.16, 2.48 and 2.54
are roughly in the area of glutamine-glutamate and lipid/macromolecule peaks;
1.57 is located nearby the Alanine peak; finally, 1.21 and 1.27 are within the
lipids peak area. Using either of these subsets, test set performance is worse (for
C4.5 and NB), slightly better (for RF) or much better (for NN), compared to
using the full set of frequencies, providing evidence in favor of a feature selection
1 This is the arithmetic average of the F1-measures (harmonic mean of precision and

recall) obtained for the three tumor super-classes. Macro-averaged F1-measure gives
equal weight to each class and thus is more influenced by performance on rare classes.
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Table 2. Test set performance on the 1H-MRS long-echo time. NR = no reduction,
k = number of neighbours, cp = complexity parameter, nt = number of trees. Best
results have been highlighted in bold.

Reduction BSS NN NB C4.5 RF
method size Acc F1 k Acc F1 Acc F1 cp Acc F1 nt

NR 195 85.0% 81.0% 9 90.5% 88.1% 83.0% 77.2% 0.25 83.0% 75.4% 9

BSS-L(1) 7 94.3% 92.5% 12 88.6% 86.0% 75.5% 71.0% 0.25 83.0% 80.6% 5

BSS-L(2) 7 92.4% 91.3% 8 85.0% 81.5% 75.5% 70.0% 0.25 84.9% 82.6% 15

BSS-L(3) 7 90.5% 82.2% 5 85.0% 82.5% 75.4% 69.7% 0.25 88.6% 86.0% 15

BSS-L(4) 7 90.5% 87.8% 15 86.8% 84.2% 75.4% 69.8% 0.25 84.9% 84.4% 14

BSS-L(5) 7 94.3% 93.1% 13 86.8% 85.1% 79.2% 73.2% 0.25 85.0% 82.6% 8

Relief 15 71.7% 61.0% 10 60.4% 52.7% 62.2% 54.6% 0.25 71.7% 64.4% 5

Table 3. Left: 1H-MRS long-echo time test set results using Forward Subset Selection
(FSS) in wrapper mode. Center and right: test set confusion matrices using NN on the
subsets BSS-L(1) and BSS-L(5), respectively. True class falls vertically.

method size Acc F1 k/cp

FSS-NN 12 88.7% 87.0% 4
FSS-NB 11 81.1% 78.0% -
FSS-C4.5 7 73.6% 67.0% 0.25

True BSS-L(1)+NN
Class LG HG ME

LG 6 2 0
HG 0 30 0
ME 0 1 14

True BSS-L(5)+NN
Class LG HG ME

LG 7 1 0
HG 1 29 0
ME 0 1 14

process. The EFA solutions are superior to those yielded by the wrappers or
Relief. Among the classifiers, NN seems the best alternative in general.

How significant are the results for the NN classifier? Treating test set accu-
racy as a binomial random variable, and considering a gaussian approximation
thereof, the following CIs at the 95% level can be derived: 75% − 95% for the
NR case, at least 88% for BSS-L(1) and BSS-L(5) and 80%− 97% for FSS-NN.
Note that the CIs are very wide, given the small size of the involved test sets.

In order to ascertain which super-classes are the most difficult to predict, the
two test set confusion matrices are shown in Table 3 (center and right).

Table 4. Test set performance on the 1H-MRS short-echo time. NR = no reduction,
k = number of neighbours, cp = complexity parameter, nt = number of trees. Best
result has been highlighted in bold.

Reduction BSS NN NB C4.5 RF
method size Acc F1 k Acc F1 Acc F1 cp Acc F1 nt

NR 195 83.5% 81.0% 3 77.6% 72.4% 73.1% 67.8% 0.25 85.0% 81.9% 14

BSS-S(1) 6 89.5% 87.2% 10 92.5% 90.7% 88.1% 86.8% 0.25 86.5% 85.2% 11

BSS-S(2) 6 86.5% 83.5% 5 89.5% 87.3% 88.1% 86.8% 0.25 88.0% 85.5% 13

Relief 21 85.0% 81.5% 7 86.5% 84.2% 79.1% 75.5% 0.25 85.0% 83.0% 9
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Fig. 1. The 7 spectral frequencies in EFA-L(1) and EFA-L(5)

Table 5. Left: 1H-MRS short-echo time test set results using Forward Subset Selection
(FSS) in wrapper mode. Center and right: test set confusion matrices using NB on the
subsets BSS-S(1) and BSS-S(2), respectively. True class falls vertically.

method size Acc F1 k/cp

FSS-NN 5 88.5% 84.5% 5
FSS-NB 11 88.0% 86.6% -
FSS-C4.5 12 83.6% 79.8% 0.25

True BSS-S(1)+NB
Class LG HG ME
LG 10 0 1
HG 3 35 0
ME 0 1 17

True BSS-S(2)+NB
Class LG HG ME
LG 10 0 1
HG 3 34 1
ME 1 1 16

Previous published work analyzing similar 1H-MRS data used PCA followed
by LDA to distinguish between high-grade malignant tumours and meningiomas,
obtaining a mean AUC (area under the ROC curve) of 0.94, using 6 principal
components [4]. The same method was used to distinguish between high-grade
malignant tumours and astrocytomas Grade II (part of the low-grade gliomas
super-class), obtaining a mean AUC of 0.92, also using 6 principal components.
There is an interesting link with the present work in the low number of final
dimensions (six versus seven). However, two drawbacks of PCA are that all the
spectra participate in the linear combination, and the fact that the linear com-
bination may mix both positive and negative weights, which might partly cancel
each other. In [2], LDA with 6 spectral frequencies (3.72, 3.04, 2.31, 2.14, 1.51
and 1.20 ppm) achieved a 83% of correct classification on an independent test
set, this time using exactly the same three super-classes that we have analyzed
in this study. Two possible reasons for the comparatively low performance may
be that this particular solution does not make the problem linearly separable,
or that the class distribution is markedly non-gaussian.

3.3 Short-Echo Time Experimental Results and Discussion

Short-echo time BSSs are reported in table 1 (right part). This time two subsets
(named BSS-S(1) and BSS-S(2)) reached maximum relevance (R = 1), with
just six spectral frequencies, graphically represented in Fig. 2 (note again the
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Fig. 2. The 6 spectral frequencies in EFA-S(1) and EFA-S(2)

Creatine peak at 3.03 ppm). The results for the four classifiers using the full set of
frequencies, those obtained using BSS-S(1) and BSS-S(2) and Relief are displayed
in Table 4, and those using Forward Selection in wrapper mode are shown in
Table 5 (left). The two test set confusion matrices are shown in Table 5 (center
and right). Again, the subsets BSS-S(1) and BSS-S(2) yielded by the EFA obtain
the best results, above those with no reduction, Relief and the Forward Selection
solutions. Contrary to the long-echo type of data, where clearly NN achieved the
best results, this time the performance of NB is superior. Currently, we have no
explanation for this discrepancy. The CIs at the 95% level are: 68% − 88% for
the NR case, 86%−99% for BSS-S(1) and BSS-S(2) and 81%−96% for FSS-NN.

Previous existing work analyzing the same 1H-MRS data using 10 principal
components and LDA as classifier obtained at most 85% of correct classification
[3]. A different study reported 89% accuracy (again using LDA as classifier) with
5 spectral frequencies (3.76, 3.57, 3.02, 2.35, 1.28 ppm) in an independent test
set [2]. These results are very much in agreement to those reported herein.

4 Conclusions and Future Work

Several feature selection methods have been applied to a high-dimensional 1H-
MRS data set corresponding to different brain tumours. An entropic algorithm
has been shown to be the best option, providing a drastic dimensionality reduc-
tion while improving on the performance of the full set of spectral frequencies.
An added advantage of this method is its simplicity and the absence of any pa-
rameter tuning. Comparative results with similar studies show that the results
are very competitive, both in terms of the prediction accuracy and the parsimony
of the selected spectral frequencies, stressing the importance of feature selection
algorithms in this particular kind of data.

Very noteworthy is the differential behaviour of the classifiers in presence of
a strong reduction of dimension. In short-echo time data, the results for the NB
and C4.5 classifiers are better in the reduced feature set, but worse in long-echo
time data. The results for NN are always better and those of RF are about the
same in both cases. The experimental results also seem to indicate that, contrary
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to previous work, long-echo time may yield better classification results, both
before and after the feature selection process takes place, a fact that deserves
further investigation. In particular, the introduction of resampling techniques as
the bootstrap can yield better estimates. A specific and promising line of work
will also study the combination of both echo types.
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Abstract. Gene expression profiling offers a great opportunity for un-
derstanding the key role of genes in alterations which drive a normal cell
to a cancer state. A deep understanding of the mechanisms of tumorige-
nesis can be reached focusing on deregulation of gene sets or pathways.
We measure the amount of deregulation and assess the statistical sig-
nificance of predefined pathways belonging to MSigDB collection in a
colon cancer data set. To measure the relevance of the pathways we use
two well-established methods: Gene Set Enrichment Analysis (GSEA)
[7] and Gene List Analysis with Prediction Accuracy (GLAPA) [8]. We
found that pathways associated to different diseases are strictly con-
nected with colon cancer. Our study highlights the importance of using
gene sets genes for understanding the main biological processes and path-
ways involved in colorectal cancer. Our analysis shows that many of the
genes involved in these pathways are strongly associated to colorectal
tumorigenesis.

Keywords: Microarray, pathway analysis, prediction accuracy, machine
learning.

1 Introduction

Gene expression profiling has become a mainstay in the current research in ap-
plied genomics [1]. Current clinical practice consists in collecting specimens of
tissues in two different phenotypical conditions, such as diseased patients vs.
healthy controls. In this framework a major challenge is the identification of
the main pathways or biological processes involved in the analyzed pathology.
Such processes are coded through lists of genes defined on the basis of a-priori
biological knowledge or experimentally. In the first case, such lists are com-
posed of those genes which cooperate or are co-expressed in a particular cellular
mechanism or function [3,4,5]. In the second case, the gene set represents the
signature (response) of cells (system) to a given stimulus [6]. The focus of the
problem is to identify biological processes, cellular functions and pathways per-
turbed in the phenotypic conditions by analyzing genes co-expressed in a given
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pathway as a whole, taking into account the possible interactions among them
and, more important, the correlation of their expression with the phenotypical
conditions [6,9].

In this paper we describe the results obtained by applying this approach to a
data set composed of gene expression profiles relative to a case-control study of
patients affected by colon cancer. Two well known methods recently proposed for
finding deregulated pathways were applied. GSEA (Gene Set Enrichment Anal-
ysis) [7] finds perturbed pathways comparing the rank of genes in the data set
with the ones belonging to the given pathway. To this end a Kolmogorov-Smirnov
like statistic is used for assessing the statistical significance of the deregulation.
GLAPA (Gene List Analysis with Prediction Accuracy) [8] uses the prediction
accuracy of the phenotypic status of the patients for finding the pathways in-
volved in the pathology. Both use non parametric permutation tests [12] and
false discovery rate (FDR) [2] for assessing the statistical significance of the
estimates. The database of gene sets we use in this study is the Molecular Signa-
tures Database (MSigDB) [7]. This is a collection of 1687 curated gene sets with
sizes ranging from 2 to 1594 genes, obtained from online pathway databases,
publications in PubMed and expert knowledge.

2 Materials and Methods

2.1 Data Set Description

The gene expression profile data set was collected in Casa Sollievo della Sof-
ferenza Hospital, Foggia - Italy [11]. The data set is made up of 22 normal
and 25 tumor specimens of patients affected by colon cancer, profiled using the
Affymetrix (Santa Clara, CA) HGU133A GeneChip (22283 probe-sets).

2.2 GLAPA: Gene List Analysis with Prediction Accuracy

GLAPA method has been proposed by any of the co-authors in [8]. The method
uses a novel approach for finding deregulated gene sets. As a measure of relevance
or deregulation of a given gene set, the prediction accuracy of the phenotype is
used. The rationale is that a functional category coded through a list of genes
is perturbed in a particular disease if it is possible to correctly predict the oc-
currence of the pathology in new subjects on the basis of the expression levels
of those genes only. In other words, a functional category is informative for or is
deregulated in a disease if the expression levels of the genes involved in the cate-
gory are useful for training classifiers able to generalize, that is, able to correctly
predict the status of new subjects [26]. So, generalization ability of predictors
trained by using the expression levels of the genes co-operating in a given cel-
lular mechanism or function can be seen as a measure of the relevance of the
function in the pathology at hand. With the aim of estimating the relevance of
a given pathway L we compute the prediction error eL of a linear Regularized
Least Squares (RLS) classifier [27]. We trained the classifier by using the genes
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in the gene set with the strategy described in [8]. In particular we evaluated
the error rate associated to the gene set performing the leave-k-out cross vali-
dation (LKOCV) strategy. The statistical significance of the measured accuracy
is assessed against a couple of null hypothesis by using two independent per-
mutation tests [12]. The first one (T1) aims at measuring how eL is due to the
actual correlation between the genes in L and the phenotype and how it is due
by chance. To this end, we estimate the empirical probability density function of
eL under the null hypothesis Hy

0 in which the genotype and the phenotype are
supposed to be independent random variables. The nominal P -value py relative
to eL is so given by the percentage of random errors smaller than eL. The second
permutation test (T2) aims at evaluating how eL is dependent on the n genes
cooperating in the biological function coded by the list L and how it depends
only on the size of the list. In particular, in this test we assess if lists of the
same size as L, composed of genes randomly selected from the ones present on
the microarray, produce error rates smaller than eL. To this end, we estimate
the empirical probability density function of eL under a different null hypothesis
Hn

0 , where n denotes the size of L. Under this hypothesis, we assume that any
set L∗ of n probes provides an error rate less than or equal to eL for predicting
the actual phenotypic labels. The nominal P -value pn relative to eL is estimated
as the percentage of random errors smaller than eL. Moreover to account for
multiple hypothesis testing, an estimate of the False Discovery Rate (FDR) [2]
is computed. FDR is defined by the proportion of false hypothesis findings over
the amount of alternative hypotheses accepted at a given level of statistical sig-
nificance. The same procedure is adopted for computing an estimate of FDRy

relative to py and an estimate FDRn relative to pn. Another parameter that we
have considered in evaluating the tests is the power (πy and πn), defined as the
probability of accepting the alternative hypothesis H1 when it is true.

2.3 GSEA: Gene Set Enrichment Analysis

GSEA [7] provides a statistical method for assessing the significance of pre-
defined gene-sets starting from a microarray experiment. Given a gene expression
dataset, the genes are ordered in a ranked list S according to their differential
expression between the two classes. GSEA provides a score which measures the
degree of enrichment of a given gene-set L at the extremes (top or bottom)
of the rank-ordered list S. GSEA is based on a maximum deviation statistic
of two distribution functions, similarly to the Kolmogorov-Smirnov test that is
used to estimate the difference between the distributions. In fact, the score is
calculated by walking down the list S, increasing a running-sum statistic when a
gene in the gene-set in encountered, and decreasing it when genes not belonging
to the gene-set are encountered. The magnitude of the increment depends on
the correlation of the gene with the phenotype. The enrichment score (ES) is
the maximum deviation from zero in the walk. The gene-sets related to the
phenotypic distinction will tend to show high values of the ES. The significance of
the ES is assessed by permutation testing: the observed ES is compared with the
distribution of enrichment scores under the null hypothesis that the genotype and
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the phenotype are supposed to be independent random variables. The nominal
p-value is given by the percentage of random enrichment scores greater than the
observed value of ES. This procedure is similar to the one performed in the T1
permutation test of GLAPA.

Note that, with the aim of comparing analysis results across gene sets, the
primary statistic suggested by the authors of GSEA, is the normalized enriched
scores (NES). In fact by normalizing the ES, GSEA takes into account the dif-
ferences in gene set size and correlations between gene sets and the expression
data sets. NES is based on the gene sets enrichment scores for all dataset per-
mutations. Hence in our experiment we refer to NES for examining the relevance
of the gene sets.

3 Results and Discussion

3.1 Statistical Analysis

The deregulation of the whole collection of gene sets belonging to MSigDB was
measured applying GSEA and GLAPA tools on our colon cancer data set inde-
pendently. The GSEA software parameters were set to their default values. The
statistical significance of normalized enrichment score (NES) associated to each
gene set was assessed through a non parametric permutation test in which 1000
random permutations of the phenotypic labels were carried out. GSEA found
915 gene sets up-regulated in tumor and 769 up-regulated in normal specimens.
Among these, only 399 gene sets up-regulated in tumor and 3 up-regulated in
normal were found statistically significants with F̂DRy ≤ 25%.

For measuring the deregulations of each gene set L with GLAPA, we mea-
sured the prediction error of the phenotype eL associated to L. To this end,
for each gene set, 1000 cross validations of the data set were carried out. In
each cross validation, we used 30 examples for training and the remaining 17
for testing RLS classifiers with linear kernel. We found 1381 pathways with
an error rate eL ≤ 25%. For assessing the statistical significance of eL with
the permutation test T1, 1000 random permutations of the phenotypic labels
were performed. This permutation test revealed 690 statistically significant gene
sets (py ≤ 0.01, F̂DRy ≤ 0.024) having error rates eL ≤ 17%. In order to
determine if the deregulation of a particular pathway was due to the iden-
tity of the genes cooperating in the given pathway, or simply to the number
of genes present in the gene set, the permutation test T2 was carried out.
Specifically, 1000 gene sets were generated composed of n probes randomly
drawn from the ones available on the microarray. The error rate associated
to each random gene set was evaluated performing 200 cross validations and
compared with the error rate eL. Such analysis revealed 58 pathways (pn ≤
0.02, F̂DRn ≤ 0.25) having an error rate eL ≤ 11% (py ≤ 0.010, F̂DRy ≤ 0.024).
The table 1 shows the 21 statistically significant pathways found deregulated by
both methods.



210 A. Distaso et al.

3.2 Biological and Functional Analysis

Here we focus on the HDACI COLON SUL12HRS UP gene set that was
found deregulated by GLAPA software only. Our aim is to find biological con-
firmation of its statistical significance. This gene set, composed of twenty six
genes, seems to be specific for colorectal cancer. It was obtained experimentally
by SW620 colonic epithelial cells as described in [13]. ANXA2 (annexin A2; Lo-
cation: 15q21-q22) and ANXA5 (annexin A5; Location: 4q28-q32)genes encode
two members of the annexin family, a calcium-dependent phospholipid-binding
protein family that play a role in the regulation of cellular growth and in signal
transduction pathways. It has been suggested that annexin 2 and annexin 5 are
involved in cell proliferation/ differentiation and the pathogenesis of carcinoma.
Their overexpression has been reported in various carcinomas including colon
malignant tumors, and some findings suggest that they may be related to the
progression and metastatic spread of colorectal carcinoma [14].

The second gene analyzed was API5 (apoptosis inhibitor 5; Location: 11p11.2)
gene that is an inhibitor of apoptosis. Many growth factors and cytokines act as
cellular survival factors by preventing programmed cell death. Its expression is
often upregulated in tumor cells, particularly in metastatic cells; so inhibition of
Api5 function might offer a possible mechanism for antitumor exploitation [15].

Another gene belonging to this list is decay-accelerating factor (DAF) CD55
(decay accelerating factor for complement; Location: 1q32) that is a membrane
glycoprotein that regulates complement activation. The expression of DAF is
enhanced in colorectal cancer cells and the colonic epithelium of ulcerative colitis
in relation to the degree of mucosal inflammation [16] [17].

The CDH1 (cadherin 1, type 1, E-cadherin (epithelial); Location: 16q22.1)
gene belongs to the cadherin superfamily. The encoded protein is a calcium
dependent cell-cell adhesion glycoprotein. Mutations in this gene are correlated
with gastric, breast, colorectal, thyroid and ovarian cancer. The examination of
E-cadherin expression and distribution in colorectal tumors can be extremely
valuable in predicting disease recurrence [10].

Another important gene analyzed was GSR (glutathione reductase; Location:
8p21.1). The gastrointestinal tract is particularly susceptible to reactive oxygen
species attack which lead to carcinogenesis. An important role in defense strategy
against reactive oxygen species is played by antioxidants. In fact, superoxide
dismutase, glutathione peroxidase and reductase are in general over-expressed
in colorectal tumor [18].

HSP90AA1 (heat shock protein 90kDa alpha (cytosolic), class A member
1; Location: 14q32.33) gene is a member of molecular chaperones, specifically
of the heat shock protein 90 (Hsp90) family. HSP90 was low or non-detectable
in normal colon tissues while high levels of HSP90 expression were observed in
human colon cancer tissues, confirming the role of HSP90 as a potential marker
for malignant colon cancer [19].

The protein encoded by MYC (v-myc myelocytomatosis viral oncogene
homolog (avian); Location: 8q24.21) gene is a multifunctional, nuclear phos-
phoprotein that plays a role in cell cycle progression, apoptosis and cellular
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Table 1. Pathways of MSigDB database deregulated in our colon cancer gene espres-
sion data set. For each pathway we report the name, the number of probes (size) and
the most relevant statistical parameters as measured by GLAPA and GSEA tools.

GLAPA GSEA

Pathway Size eL py FDRy πy pn FDRn πn NES py FDRy

ADIPOCYTE BRCA UP 17 0.09 0.003 0.02 0.97 0.008 0.12 0.68 1.7 0.016 0.04

ADIP DIFF CLUSTER3 68 0.08 0.001 0.02 0.99 0.002 0.04 0.78 1.5 0.032 0.15

AS3 HEK293 DN 20 0.10 0.003 0.02 0.96 0.008 0.12 0.72 1.7 0.006 0.05

BLEO HUMAN LYMPH
HIGH 4HRS UP

33 0.09 0.001 0.02 0.97 0.007 0.12 0.73 1.4 0.129 0.22

BLEO MOUSE LYMPH
HIGH 24HRS DN

79 0.11 0.002 0.02 0.97 0.015 0.21 0.61 1.6 0.052 0.08

CANCER UNDIFFEREN-
TIATED META UP

96 0.09 0.002 0.02 0.98 0.008 0.12 0.69 1.9 0.001 0.01

CARBON FIXATION 37 0.09 0.009 0.02 0.84 0.008 0.12 0.74 1.59 0.029 0.10

CELL CYCLE CHECK-
POINT

47 0.11 0.004 0.02 0.97 0.02 0.24 0.60 1.81 0.008 0.03

CIS RESIST LUNG UP 19 0.11 0.004 0.02 0.95 0.02 0.24 0.66 1.55 0.049 0.12

CMV HCMV TIME-
COURSE 14HRS UP

77 0.11 0.001 0.02 0.96 0.02 0.24 0.64 1.61 0.021 0.09

CROONQUIST IL6 RAS
DN

37 0.10 0.001 0.02 0.97 0.02 0.24 0.66 1.71 0.018 0.05

FATTY ACID SYNTHE-
SIS

26 0.11 0.003 0.02 0.97 0.02 0.24 0.62 1.54 0.048 0.13

HG PROGERIA DN 39 0.11 0.002 0.02 0.97 0.02 0.24 0.67 1.84 0.004 0.02

HIFPATHWAY 31 0.10 0.002 0.02 0.97 0.01 0.13 0.69 1.69 0.013 0.06

JAIN NEMO DIFF 125 0.09 0.001 0.02 0.99 0.01 0.05 0.72 1.86 0.002 0.02

KLEIN PEL UP 102 0.09 0.002 0.02 0.99 0.01 0.09 0.71 1.73 0.006 0.05

NEMETH TNF DN 53 0.09 0.002 0.02 0.98 0.01 0.04 0.74 1.77 0.002 0.04

PENTOSE PHOSPHATE
PATHWAY

35 0.07 0.002 0.02 0.93 0.001 0.001 0.85 1.61 0.025 0.09

PURINE METABOLISM 191 0.10 0.002 0.02 0.98 0.015 0.212 0.63 1.85 0.002 0.021

SA G2 AND M PHASES 16 0.11 0.003 0.02 0.96 0.016 0.225 0.65 1.70 0.025 0.056

ZHAN MMPC SIM BC
AND MM

88 0.10 0.002 0.02 0.98 0.021 0.243 0.65 1.54 0.035 0.126

transformation. It functions as a transcription factor that regulates transcription
of specific target genes. Mutations, overexpression, rearrangement and transloca-
tion of this gene have been associated with a variety of tumors. c-MYC protects
from p53-mediated apoptosis. Some findings indicate that failure of the normal
apoptotic process together with de-regulation of c-MYC proto-oncogene might
promote the development of colorectal tumors and its overexpression is observed
in most colorectal cancers [20] [21].

An essential requirement for the development, progression and metastasis of
malignant tumors is angiogenesis. VEGF (vascular endothelial growth factor;
Location: 6p12) plays an essential role in the development of angiogenesis of
numerous solid malignancies, including colon cancer. This gene is a member of
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the PDGF/VEGF growth factor family and acts on endothelial cells mediating
increased vascular permeability, inducing angiogenesis, vasculogenesis and en-
dothelial cell growth, promoting cell migration, and inhibiting apoptosis. VEGF
is associated with the development and prognosis of colorectal cancer, but its
relation with degree of differentiation remains to be studied [22]; likely VEGF
functions as regulators of colon cancer cell invasion. VEGF expression is in-
duced in colon and other cancer cells as a result of hypoxia and multiple genetic
alterations. However it is evident that there is an association between VEGF
expression, p53 status and angiogenesis, suggesting that mutant p53 plays a
central role in promoting angiogenesis in colon cancer progression [23].

4 Conclusions

In this paper we have described the biological and functional relevance in colon
cancer of pathways found deregulated in a gene expression profile data set rela-
tive to a case-control study of patients affected by this pathology [11]. GLAPA
and GSEA methods were applied for measuring deregulation of pathways and for
assessing their statistical significance [7,8]. The pathway database used in this
study is a curated collection of 1687 gene sets obtained from different sources [7].
Other studies have pointed out the fundamental role of pathways in studying
onset and progression of tumors [6,24]. Indeed cancer is a heterogeneous dis-
ease caused by a complex of altered processes that could be grouped according
to the six hallmarks of cancer (self-sufficiency in growth signals, insensitivity
to anti-growth signals, evasion of apoptosis, limitless replicative potential, sus-
tained angiogenesis, tissue invasion and metastasis) [25]. Our study highlights
that pathway approach to the investigation of complex diseases allows to get a
well comprehensive picture of altered biological processes in cancer pathology.
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Abstract. Prognostic modelling involves grouping patients by risk of adverse 
outcome, typically by stratifying a severity of illness index obtained from a 
classifier or survival model.  The assignment of thresholds on the risk index de-
pends of pairwise statistical significance tests, notably the log-rank test. This 
paper proposes a new methodology to substantially improve the robustness of 
the stratification algorithm, by reference to a statistical and neural network 
prognostic study of longitudinal data from patients with operable breast cancer. 

Keywords: Risk modelling, log-rank test. 

1   Introduction 

Stratification of patients by risk of adverse outcome is central to clinical practice. This 
begins with modelling empirical data either with a classifier or a failure time model, 
depending on whether the data represent a snapshot in time of the patient’s condition 
at diagnosis, or evolution of the disease over time in a longitudinal cohort study.  
Either way, the equivalent of the linear argument β.x in a Generalised Linear Model 
defines a prognostic index that ranks patient data by severity of the illness. In the case 
of breast cancer, typically a piecewise linear model is used [1] from which the prog-
nostic index can be derived.  A good example of this is the Nottingham Prognostic 
Index (NPI) which is widely used in clinical practice [2] and takes the form: NPI 
score = 0.2*Tumour size (cm) + Node Stage (1...3) + Histological Grade (1…3). 

The same principles apply when flexible models are used, such as generic non-
linear algorithms including artificial neural networks.   

In the case of discrete time models of longitudinal data, the main variable is the 
event rate, also called the hazard rate 

1( , ) ( | , )p k k k ih x t P t t t t x−= ≤ >  (1) 

which is the probability that patient p with characteristics xp survives to the end of 
time interval tk  given that the patient is known to have entered that interval without 
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experiencing the event of interest.  This is the output of the Partial Logistic Artificial 
Neural Network (PLANN) model [3]. This index is usually averaged over time to 
define a time-independent risk score over a predefined time interval. 

The equivalent index to the NPI score is now the log-odds ratio 

PLANN Risk Index = ( )
( , )

log  
1- ( , )

p k

p k

h x t

h x t

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (2) 

where the conditional probability of class membership is directly estimated by the 
neural network output.  

Once the risk score is defined, the population of patients at risk needs to be strati-
fied for the purpose of tailoring adjuvant therapy and to enable comparisons between 
to be made between patient cohorts from different clinical centres, or subject to dif-
ferent clinical interventions, to be made between patients at similar risk by outcome. 
In survival analysis the most widely used statistic to test significant differences is the 
log-rank statistic.  

The next section reviews current practice in the application of the log-rank test to 
stratification of patient data.  This is followed by a case study of prognostic model-
ling of data from patients with operable breast cancer, comparing a statistical meth-
odology (Cox regression) with PLANN-ARD [4] that uses the ARD framework to 
regularise the PLANN model and performed well in comparison with alternatives in 
a recent double blind benchmark of linear and generic non-linear survival models 
[5]. In section 4 the prognostic scores obtained on the same data by these two meth-
ods are stratified, comparing the standard application of the log-rank test with a 
novel methodology proposed in this paper, to resolve significant issues of robustness 
in the allocation of patients into risk groups.  

2   Application of the Log-Rank Test to Stratification of Patient 
Data 

In the literature the approach to splitting risk indices into risk groups is not always 
stated clearly, sometimes stating the cut-off points of the respective risk scores with-
out a clear indication of how these were obtained [6-7]. Where the split of the indices 
is at all explained, expert knowledge has been a factor as in the case for the widely 
used NPI. This index is designed for ease of use and is derived by rounding a more 
cumbersome Cox regression calculation, the cut-off points being chosen to best match 
the risk groups from the original model which, in turn, was split on the basis of best 
match with known clinical groups. 

In another approach the indices are split into equal sized groups as suggested by 
Harrell et al [8]. This tutorial in biostatistics suggests using deciles as a starting choice 
and in a prognostic model for ovarian cancer Clark et al [9] used quartiles to partition 
the risk score. 

A suggestion for an automated method is to use successive top-down splits by 
maximising the log-rank test statistic [10]. 
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3   Prognostic Modelling of Breast Cancer Patients 

The reference data set for this case study consists of routinely acquired clinical re-
cords for patients recruited by Christie Hospital, Manchester, during 1983-89. The 
specific cohort of interest is patients with early, or operable breast cancer, defined 
using the standard TNM (Tumour, Nodes Metastasis) staging system as tumour size 
less than 5 cm, node stage less than 2 and without clinical symptoms of metastatic 
spread. This defines a case series (n=917) for a longitudinal cohort study with 5-year 
follow-up. The date of recruitment is the date of surgery and the event of interest is 
cancer specific mortality. 

Earlier studies identified the following six predictive variables: age at diagnosis, 
node stage, histological type (lobular, ductal or in situ), ratio of axillary nodes af-
fected to axilar nodes removed, pathological size (i.e. tumour size in cm) and oestro-
gen receptor count. All of these variables are banded and binary coded as 1-from-N. 
For details of the attribute assignment see [4]. 

Two analytical models were fitted to the data, starting with a piecewise linear 
model Cox regression, also known as proportional hazards. This model factorises 
dependence on time and the covariates, modelling the hazard rate for patient with 
clinical characteristics xp at time tk as follows: 

0

10

( , ) ( )
.exp

1 ( , ) 1 ( )

iN
p k k

i
ip k k

h x t h t
x

h x t h t
β

=

⎛ ⎞
= ⎜ ⎟− − ⎝ ⎠

∑  (3) 

where h0 denotes the empirical hazard for a reference population with covariate attrib-
utes all equal to zero and xi is the static covariate vector. This was taken to be the 
standard used by the software that implemented the piecewise linear model Cox re-
gression (SAS), which is the last attribute for each covariate. It was found that the risk 
group allocation is not sensitive to the choice of reference population. In contrast, the 
PLANN model is semi-parametric and with the following model for the hazard.  

1 1

( , )
exp . ( . . )

1 ( , )

h iN N
p k

h ih pi k h
h ip k

h x t
w g w x wt b b

h x t = =

⎛ ⎞
= + + +⎜ ⎟− ⎝ ⎠

∑ ∑  (4) 

where the indices i and h denote the input and hidden node layers and the non linear 
function ( )g ⋅  is a sigmoid. 

Both models optimise the same objective function, namely the log-likelihood 
summed over the observed status of the patient sampled over of 60 months, with an 
indicator variable that is 1 for death attributed to breast cancer and 0 if the patient is 
observed alive. Using target values τpk as indicator labels and tl as the time index 

( )( ) ( ) ( )( )
.

1 1

log , 1 log 1 ,
ltNo patients

pk p k pk p k
p k

G h x t h x tτ τ
= =

⎡ ⎤= − + − −⎣ ⎦∑ ∑  (5) 

Data for patients who are lost to follow-up are said to be right-censored and the pa-
tients no longer counts as part of the set of patients at risk. 
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In addition, over-fitting is avoided by regularisation, in the case of Cox regression 
using Akaike’s Information Criterion (AIC) and in the neural network model with 
Automatic Relevance Determination (ARD) [11].  

The prognostic index is defined in both cases as the covariate dependent term in 
eq. (2) and they are compared for the two models in fig. 1.   
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Fig. 1. Correlation between the prognostic derived with Cox regression and PLANN-ARD for a 
5-year study of a patient cohort with early breast cancer.  The proportionality of the hazards is 
borne out by the high correlation between the methods. In general, higher risk cohorts, longer 
follow-up times, studies of recurrence and models for other diseases will only be suitable for 
piecewise linear modelling if the proportionality of the hazards is observed. 

The next stage in the modelling process is to use the prognostic index as the basis 
to partition the patient cohort into groups at similar risk of adverse outcome. This is 
the subject of the next section.  

4   Robust Methodology for Stratification of Severity of Risk 

The most widely used method for stratification of an empirical distribution of prog-
nostic indices is to apply the log-rank test statistic from which the statistical signifi-
cance for pairwise data partitions can be measured. Given that the test only applies in 
a pairwise manner, that is to say, for separating two cohorts at a time, this requires a 
search for the most appropriate threshold to divide the distribution of prognostic index 
scores.  

An accepted strategy was implemented in SAS. It starts by sorting all the records 
by the value of the prognostic index. Next, the total data are divided into two groups 
at a threshold value that sweeps the full range of prognostic indices from minimum to  
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Fig. 2. The significance of data partitions in the top-down approach that is generally applied to 
stratify patient data in medical statistics detects the global maximum in (a), but this does not 
take into account that the statistical significance is high for a wider range of possible cut-off 
thresholds as shown in (b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Results from the proposed methodology for allocating risk groups from a risk index for 
severity of illness. Note that the group allocation frequencies vary smoothly, in contrast with 
the spot values of the log-rank test statistic in fig. 2. 

maximum. For each threshold, the log-rank statistic is calculated and hence a p-value 
results. The maximum of the log-rank statistic determines the first cut-off point.  
The same method is then repeated in each of the separated cohorts until no further  
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Fig. 4. Actuarial estimates of survival obtained with the Kaplan-Meier method, for the same 
cases (n=917), stratified using the log-rank test over a 60 month period. The top row uses  
the standard method and the bottom row uses the proposed method for increasing robustness in 
the risk stratification. The left column uses Cox regression modelling and the right column the 
PLANN-ARD neural network. The two modelling algorithms should be consistent, shown in 
fig. 1 but this is only apparent when the bootstrap method was applied. 

partitioning exceeds a pre-set confidence level which, for this study, is as p-value of 
0.01 (99% of confidence), corresponding to a test statistic value of around seven. 

In practice, the test statistic very much exceeds this value across a wide range of 
thresholds with the associated p-values forming a plateau indicating that there are a 
wide range of candidate cutpoints in addition to the maximum log rank statistic that 
has been selected as can be seen in fig. 2. 

A new methodology is proposed to make the stratification of risk indices more ro-
bust. The new approach is bottom-up according to the following procedure which 
involves two nested loops: 

 

Inner loop 
 

i. Bin the risk indices into discrete intervals each containing a minimum number 
of cases (e.g. nmin=10). 

ii. Calculate the log-rank statistic for each pair of adjacent cells and aggregate 
together the two cells with the smallest value of this test statistic. 
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iii. Repeat the process until the long-rank statistic is significant for all remaining 
cell pairs. Outer loop 

 

i. Draw a sample of the risk indices, with replacement, of size equal to the origi-
nal data size – this is a bootstrap re-sample of the data. 

ii. Apply the inner loop to convergence using the re-sampled data. 
iii. Allocate each value in the full range of the risk index to a risk group, from 

1..Ngroups 
iv. Repeat from i. a given number of times (e.g. nresamples =3000) 
v. Identify the distribution of values of Ngroups and discard all group assignments 

different from the mode of this distribution. 
vi. For each value in the full range of the risk index, build a distribution of risk 

group allocations – this clearly indicates the cases that fit firmly into a risk 
group and those that are near the boundary between adjacent groups. 

vii. Allocate each case in the original sample to the mode of the distribution of 
risk groups. 

In the current case study, the risk group distributions obtained by this method are 
plotted in fig. 3. 

The robustness of this approach to risk group identification is illustrated in fig. 4. 
The small size sample causing the unexpected outcome profiles in the solution with 6 
risk groups may be an indication that this methodology is over-fitted to the training 
data. 

5   Conclusions 

The application of the log-rank test statistic to stratify patients by risk of adverse 
outcome is subject to variability due to the high prevalence of similar scores for many 
different risk thresholds. This results in unstable boundaries between strata, causing 
unwanted variability in allocation of patients into risk groups. 

This paper proposes a robust methodology for risk group allocation which exploits 
bootstrap re-sampling in order to stabilise the distribution of risk groups predicted for 
each value of the risk score index. The effectiveness and robustness of this methodol-
ogy are shown by reference to a case study for operable breast cancer, using data from 
a longitudinal cohort study with 5-year follow-up. 

In addition, the generic applicability of the proposed methodology is illustrated us-
ing both piecewise linear and neural network models of survival.  While the results 
are consistent with earlier studies of the same data, the current findings are regarded 
as definitive on account of the robustness that has been added to the stratification 
process. 
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Abstract. Categorization of users is a fundamental task in Web person-
alization. Fuzzy clustering is a valid approach to derive user categories
by capturing similar user interests from web usage data available in log
files. Usually, fuzzy clustering is based on the use of Euclidean metrics
to evaluate similarity between user preferences. This can lead to user
categories that do not capture the semantic information incorporated in
the original Web usage data. To better capture similarity between users,
in this paper we propose the use of a measure that is based on the eval-
uation of similarity between fuzzy sets. The proposed fuzzy measure is
employed in a relational fuzzy clustering algorithm to discover clusters
embedded in the Web usage data and derive categories modeling the
preferences of similar users. An application example on usage data ex-
tracted from log files of a real Web site is reported and a comparison with
the results obtained using the cosine measure is shown to demonstrate
the effectiveness of the fuzzy similarity measure.

Keywords: Web mining, Fuzzy clustering, access log, Web personaliza-
tion, user profiling.

1 Introduction

The rapid development of the Web as a new medium for information dissemina-
tion has given rise to an increasing interest for Web personalization. Web log files
contain a huge amount of data about user access patterns. Hence, if properly ex-
ploited, they can reveal useful information about the browsing behavior of users
in a site. As a consequence, these data can be employed to derive categories of
users useful to deliver recommendations to currently connected users according
to the discovered user categories.

To reveal information about user interests from Web log files, different works
have proposed the application of Data Mining techniques, leading to the so-called
Web Usage Mining (WUM). In general, a WUM approach applies Data Mining
algorithms on Web usage data in order to discover interesting patterns in the
user browsing behavior [7], [4]. Among data mining approaches, clustering is an
effective way to group users with common browsing behavior [10], [11].
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In the choice of the clustering method for WUM, one important constraint to
be considered is the possibility to obtain overlapping clusters, so that a user can
belong to more than one group. Another key feature to be addressed is vagueness
and imprecision inherent Web usage data. To deal with the ambiguity and the
uncertainty underlying Web interaction data, as well as to derive overlapping
clustering, fuzzy clustering appears to be an effective tool [8], [6], [9].

In this paper, we employ fuzzy clustering for the categorization of users vis-
iting a Web site. In particular, we use CARD+, a fuzzy relational clustering
algorithm that works on data quantifying similarity between user interests. Two
main activities can be distinguished in our approach:

– The creation of the relation matrix containing the dissimilarity values among
all pairs of users;

– The categorization of users by grouping similar users into categories.

Instead of using standard similarity measures, such as the cosine based simi-
larity, we propose the use of a fuzzy measure to express similarity between Web
users which is derived from the similarity quantification of fuzzy sets.

2 Creation of the Relational Data

The first activity in the categorization of similar users consists in the creation
of the relation matrix including the dissimilarity values between all pairs of
users. To create the relation matrix, it is essential to measure the similarity
between two generic users on the basis of available data. Data about the browsing
behavior of users are obtained by the preprocessing of log files storing all the
information concerning the accesses to the Web site. The preprocessing of log
files is performed by means of LODAP, a software tool that we have implemented
for the analysis of Web log files in order to derive models characterizing the user
browsing behaviors. This aim is achieved through four main steps: data cleaning,
data structuration, data filtering and interest degree computation. Main details
can be found in [3]. As a result, LODAP extracts data which are synthetized
in a behavior matrix B = [bij ] where the rows i = 1, . . . , n represent the users
and the columns j = 1, . . . ,m correspond to the Web pages of the site. Each
component bij of the matrix indicates the interest degree of the i-th user for the
j-th page. The i-th user behavior vector bi (i-th row of the behavior matrix)
characterizes the browsing behavior of the i-th user. Based on the behavior
matrix, the similarity between two generic users is expressed by the similarity
between the two corresponding user behavior vectors.

In literature, different measures have been proposed to evaluate the similarity
degree between two generic objects. One of the most common measures employed
to this aim is the angle cosine measure. In the specific context of user category
extraction, the cosine measure computes the similarity between any two behavior
vectors bx and by as follows:

SimCos (bx,by) =
bxb

′

y

‖bx‖ ‖by‖
=

∑m
j=1 bxjbyj

√∑m
j=1 b2

xj

√∑m
j=1 b2

yj

. (1)
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The use of the cosine measure might be ineffective to define the similarity be-
tween two users visiting a Web site. In effect, to evaluate the similarity between
two generic users (rows of the available matrix), the cosine measure takes into
account only the common pages visited by the considered users. This approach
may produce ineffective results, leading to the loss of semantic information un-
derlying Web usage data related to the relevance of each page for each user.

To better capture the similarity between two generic Web users, we propose
the use of a fuzzy similarity measure. Specifically, two generic users are modeled
as two fuzzy sets and the similarity between these users is expressed as the
similarity between the corresponding fuzzy sets. To do so, the user behavior
matrix B is converted into a matrix M = [μij ] which expresses the interest
degree of each user for each page in a fuzzy way. A very simple characterization
of the matrix M is provided as follows:

μij =

⎧
⎨

⎩

0 if bij < IDmin
bij−IDmin

idmax−IDmin
if bij ∈ [IDmin, IDmax]

1 if bij > IDmax

(2)

where IDmin is a minimum threshold for the interest degree under which the
interest for a page is considered null, and IDmax is a maximum threshold of the
interest degree, after which the page is considered surely preferred by the user.

Starting from this fuzzy characterization, the rows of the new matrix M are
interpreted as fuzzy sets defined on the set of Web pages. Each fuzzy set μi is
related to a user bi and it is simply characterized by the following membership
function:

μi (j) = μij ∀j = 1, 2, . . . ,m (3)

In this way, the similarity of two generic users is intuitively defined as the sim-
ilarity between the corresponding fuzzy sets. The similarity among fuzzy sets
can be evaluated in different ways [12]. One of the most common measures to
evaluate similarity between two fuzzy sets is the following:

σ (μ1, μ2) =
|μ1 ∩ μ2|
|μ1 ∪ μ2|

(4)

According to this measure, the similarity between two fuzzy sets is given by the
ratio of two quantities: the cardinality of the intersection of the fuzzy sets and
the cardinality of the union of the fuzzy sets. The intersection of two fuzzy sets
is defined by the minimum operator:

(μ1 ∩ μ2) (j) = min {μb1 (j) μb2 (j)} (5)

The union of two fuzzy sets is defined by the maximum operator:

(μ1 ∪ μ2) (j) = max {μb1 (j)μb2 (j)} (6)

The cardinality of a fuzzy set (also called ”σ-count”) is computed by summing
up all its membership values:

|μ| =
m∑

j=1

μ (j) (7)
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Summarizing, the similarity between any two users bx and by is defined as
follows:

Simfuzzy (bx,by) =

∑m
j=1 min

{
μbxj , μbyj

}

∑m
j=1 max

{
μbxj , μbyj

} . (8)

This fuzzy similarity measure permits to embed the semantic information
incorporated in the user behavior data. In this way, a better estimation of the
true similarity degree between two user behaviors is obtained.

Similarity values are mapped into the similarity matrix Sim=[Simij ]i,j=1,...,n
where each component Simij expresses the similarity value between the user
behavior vectors bi and bj calculated by using the fuzzy similarity measure.
Starting from the similarity matrix, the dissimilarity values are simply computed
as Dissij = 1− Simij , for i, j = 1, . . . , n. These are mapped in a n× n matrix
R = [Dissij ]i,j=1,...,n representing the relation matrix.

3 Categorization of User Behaviors

Once the relation matrix has been created, the next activity is the categorization
of user behaviors in order to group users with similar interests into a number of
user categories. To this aim, we adopt the fuzzy relational clustering approach.
In particular, in this work, we employ CARD+, that we proposed in [2] as an
improved version of the CARD (Competitive Agglomeration Relational Data)
clustering algorithm [8]. A key feature of CARD+ is its ability to automatically
categorize the available data into an optimal number of clusters starting from
an initial random number. In [8], the authors stated that CARD was able to
determine a final partition containing an optimal number of clusters. However, in
our experience, CARD resulted very sensitive to the initial number of clusters by
often providing different final partitions, thus failing in finding the actual number
of clusters buried in data. Indeed, we observed that CARD produces redundant
partitions, with clusters having a high overlapping degree (very low inter-cluster
distance). CARD+ overcomes this limitation by adding a post-clustering process
to the CARD algorithm in order to remove redundant clusters.

As common relational clustering approaches, CARD+ obtains an implicit par-
tition of the object data by deriving the distances from the relational data to a
set of C implicit prototypes that summarize the data objects belonging to each
cluster in the partition. Specifically, starting from the relation matrix R, the fol-
lowing implicit distances are computed at each iteration step of the algorithm:

dci = (Rzc)i − zcRzc/2 (9)

for all behavior vectors i = 1, . . . , n and for all implicit clusters c = 1, . . . , C,
where zc is the membership vector for the c-th cluster, defined as on the basis
of the fuzzy membership values zci that describe the degree of belongingness of
the i-th behavior vector in the c-th cluster. Once the implicit distance values dci

have been computed, the fuzzy membership values zci are updated to optimize



226 G. Castellano and M.A. Torsello

the clustering criterion, resulting in a new fuzzy partition of behavior vectors.
The process is iterated until the membership values stabilize.

Finally, a crisp assignment of behavior vectors to the identified clusters is
performed in order to derive a prototype vector for each cluster, representing a
user category. Precisely, each behavior vector is crisply assigned to the closest
cluster, creating C clusters:

χc = {bi ∈ B|dci < dki∀c �= k} 1 ≤ c ≤ C. (10)

Then, for each cluster χc a prototype vector vc = (vc1, vc2, . . . , vcm) is derived,
where

vcj =

∑
bi∈χc

bij

|χc|
j = 1, . . . , NP . (11)

The values vcj represent the significance (in terms of relevance degree) of a given
page pj to the c-th user category.

Summarizing, the CARD+ mines a collection of C clusters from behavior
data, representing categories of users that have accessed to the Web site under
analysis. Each category prototype vc = (vc1, vc2, ..., vcm) describes the typical
browsing behavior of a group of users with similar interests about the most
visited pages of the Web site.

4 Simulation Results

We carried out an experimental simulation to show the suitability of CARD+
equipped with the fuzzy measure to identify Web user categories. We used the
access logs from a Web site targeted to young users (average age 12 years old), i.e.
the Italian Web site of the Japanese movie Dragon Ball (www.dragonballgt.it).
This site was chosen because of its high daily number of accesses (thousands of
visits each day).

Firstly, LODAP was used to identify user behavior vectors from the log data
collected during a period of 12 hours (from 10:00 a.m. to 22:00 p.m.). Once the
four steps of LODAP were executed, a 200×42 behavior matrix was derived. The
42 pages in the Web site were labeled with a number (see table 1) to facilitate
the analysis of results, by specifying the content of the Web pages.

Starting from the available behavior matrix, the relation matrix was created
by using the fuzzy similarity measure. Next, the CARD+ algorithm (imple-
mented in the Matlab environment 6.5) was applied to the behavior matrix in
order to obtain clusters of users with similar browsing behavior. We carried out
several runs by setting a different initial number of clusters Cmax = (5, 10, 15). To
establish the goodness of the derived partitions of behavior vectors, at the end of
each run, two indexes were calculated: the Dunn’s index and the Davies-Bouldin
index [5]. These were used in different works to evaluate the compactness of the
partitions obtained by several clustering algorithms. Good partitions correspond
to large values of the Dunn’s index and low values for the Davies-Bouldin index.
We observed that CARD+ with the use of the fuzzy similarity measure provided
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Table 1. Description of the retained pages in the Web site

Pages Content

1, ..., 8 Pictures of characters
9,..., 13 Various kind of pictures related to the movie
14,..., 18 General information about the main character
19, 26, 27 Matches
20, 21, 36 Services (registration, login, ...)
22, 23, 24, 25, 28, ..., 31 General information about the movie
32, ..., 37 Entertainment (games, videos,...)
38, ..., 42 Description of characters

(a) (b)

Fig. 1. Comparison of the Dunn’s index (a) and the Davies-Bouldin index (b) obtained
by the employed algorithms and similarity measures

data partitions with the same final number of clusters C = 5, independently from
the initial number of clusters Cmax. The validity indexes took the same values
in all runs. In particular, the Dunn’s index value was always equal to 1.35 and
the value for the Davies-Bouldin index was 0.13. As a consequence, the CARD+
algorithm equipped with the fuzzy similarity measure resulted to be quite stable,
by partitioning the available behavior data into 5 clusters corresponding to the
identified user categories.

To evaluate the effectiveness of the employed fuzzy similarity measure, we
applied CARD+ with the employment of the cosine measure. We carried out the
same trials of the previous experiments. Moreover, to establish the suitability
of CARD+ for the task of user category identification, we applied the original
CARD algorithm to categorize user behaviors by employing either the cosine
measure and the fuzzy similarity measure for the computation of the relation
matrix. In figure 1, the obtained values for the validity indexes are compared. In
this figure, in correspondence of each trial, the final number of clusters extracted
by the employed clustering algorithm is also indicated. As it can be observed,
CARD+ with the use of the cosine measure derived partitions which categorized
data into 4 or 5 clusters, resulting less stable than CARD+ equipped with the
fuzzy similarity measure. Moreover, the CARD algorithm showed an instable
behavior with both the similarity measures, by providing data partitions with a
different final number of clusters in each trial.
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Analyzing the results obtained by the different runs, we can conclude that
CARD+ with the employment of the fuzzy similarity measure was able to derive
the best partition in terms of compactness; hence, it revealed to be a valid
approach for the identification of user categories.

The information about the user categories extracted by CARD+ equipped
with the fuzzy similarity measure are summarized in table 2. In particular, for
each user category (labeled with numbers 1,2,...,5) the pages with the highest
degree of interest are indicated. It can be noted that some pages (e.g. P1, P2,
P3, P10, P11, and P12) are included in more than one user category, showing how
different categories of users may exhibit common interests.

Table 2. User categories identified on real-world data

User Relevant pages (interest degrees)
category

1 P1(55), P2(63), P3(54), P5(52), P7(48), P8(43), P14(66),
P28(56), P29(52), P30(37)

2 P1(72),P2(59), P3(95), P6(65), P7(57), P10(74), P11(66),
P13(66)

3 P1(50), P2(50), P3(45), P4(46), P5(42), P6(42), P8(34),
P9(37), P12(40), P15(41), P16(41), P17(38), P18(37), P19(36)

4 P2(49), P10(47), P11(38), P12(36), P14(27), P31(36), P32(29),
P33(39), P34(36), P35(26), P36(20), P37(37), P38(29), P39(30),
P40(34), P41(28), P42(24)

5 P4(70), P5(65), P20(64), P21(62), P22(54), P23(63), P24(54),
P25(41), P26(47), P27(47)

We can give an interpretation of the identified user categories, by individ-
uating the interests of users belonging to each of these. The interpretation is
indicated in the following.

– Category 1. Users in this category are mainly interested on information about
the movie characters.

– Category 2. Users in this category are interested in the history of the movie
and in pictures of movie and characters.

– Category 3. These users are mostly interested to the main character of the
movie.

– Category 4. These users prefer pages that link to entertainment objects
(games and video).

– Category 5. Users in this category prefer pages containing general informa-
tion about the movie.

The extracted user categories may be used to implement personalization func-
tions in the considered Web site.
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5 Conclusions

A fuzzy clustering approach has been presented to identify user categories start-
ing from Web usage data. A fuzzy measure has been proposed to evaluate similar-
ity between Web users. The measure has been integrated in CARD+, a relational
fuzzy clustering algorithm, in order to capture similarity in usage data and derive
user categories. Comparative results have shown that CARD+ equipped with the
fuzzy similarity measure overcomes CARD+ equipped with the standard cosine
similarity measure. Also, it overcomes the original CARD algorithm, whatever
the adopted measure is. Clusters derived by CARD+ using the fuzzy measure
are sufficiently separate and correspond to actual user categories embedded in
the available log data. The identified user categories will be exploited to realize
personalization functionalities in the considered Web site, such as the dynamical
suggestion of links to pages considered interesting for a current user, according
to his category membership.
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Abstract. The research activity described in this paper concerns the
personalisation process in e-learning contexts. Particular emphasis is laid
on the mechanisms of user profiling and association between user profiles
and pedagogical resources. A particular profiling model is proposed where
both the pedagogical resources and the user profiles are described in
terms of a fuzzy valued metadata specification. The adoption of specific
fuzzy operators enables the proposed model to perform associations with
a high degree of flexibility, yielding a customised resource allocation for
each user.

1 Introduction

The last decades have witnessed a growing interest for adaptive software systems,
which are able to take into account the peculiarities of the distinct users in
order to improve the interaction possibilities. The demand for adaptive systems
directly follows the increasing development of Web applications: the huge number
of users connecting on-line requires suitable tools for the personalisation of Web
contents [1]. The basic idea consists in realising interactive systems with the
capability of assigning to each user the contents which best match his interests
and preferences. Such a personalisation process is basically founded on two steps:

1. the automatic construction of models (user profiles) which represent the user
characteristics, interests and preferences;

2. the automatic selection of the contents to be proposed, on the basis of the
previously identified user models.

The efficacy of a personalisation process, therefore, is strictly connected with the
possibility of an automatic detection of the user profiles, through the analysis of
the users’ behaviour during their interactions with the system.

Personalisation processes have been successfully adopted in several real-world
applications, with the realisation of e-commerce infrastructures, information re-
trieval systems, digital libraries, and so on [2]. Moreover, personalisation pro-
cesses have been applied in the context of e-learning [3], with the aim of identi-
fying educational courses tailored on the single user’s requirements. In this way,
it is possible the definition of e-learning techniques as «user-centred» teaching
solutions. Starting from the early forms Adaptive Learning Environments [4], the
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research in this field led to the development of the current Personal Learning En-
vironments [5] which constitute the most advanced versions of e-learning systems
providing tools for configuring and managing the user learning experiences.

The personalisation process requires the contemporary definition of both user
and resource models: they should be compatible in order to determine the proper
association between user profiles and pedagogical contents. This paper proposes
a profiling system where both the pedagogical resources and the user profiles
are described by means of metadata, with values represented by fuzzy sets. In
this way, the association between profiles and resources is realised in terms of
fuzzy compatibility degrees. The employment of fuzzy sets and fuzzy operators
allows for non-binary associations and a compatibility ranking can be arranged,
so that it is possible to distinguish among resources with a greater or a lower
compatibility degree with respect to a specific user.

The paper is organised as follows. In the next section the model of the pro-
posed profiling system is described. Section 3 introduces the scheme of the profil-
ing system in the context of an e-learning application. Section 4 closes the paper
with some conclusive remarks.

2 The Model of the Profiling System

The model of the proposed profiling system has been conceived in order to satisfy
the following requirements:

– independence from the pedagogical resource representation and the user de-
scription;

– possibility of describing complex profiles, to which the users may be associ-
ated even partially;

– possibility of managing imprecise descriptions both of the pedagogical re-
sources and user profiles.

By satisfying those principles, it is possible to bring forward a highly modular
development of the profiling system which can be only weakly connected with
other components inside an e-learning environment.

2.1 Resourse Description

Each pedagogical resource is formally represented by metada describing its se-
mantics. Inside the profiling system, a resource is characterised only in terms of
its description, that is the ensemble of the associated metadata:

DESCR(resource) = {metadata},

where each metadata associates a resource with an Attribute and a Value:

metadata = (Attribute, V alue).

Actually, some metadata can not be precisely represented by single or collective
values. Some attributes, in fact, are characterised by imprecise values: that is the



232 C. Mencar, C. Castiello, and A.M. Fanelli

case of the «fruition time» (short, long, etc.), the «learning complexity» (easy,
average, expert, etc.), and so on. The classical systems for metadata definition
rely on discretisation of the attribute domain. This kind of approach is based on
arbitrary choices and may produce unexpected results. In this work, the employ-
ment of fuzzy logic is advocated to represent different properties (which can be
precise or imprecise) in a homogeneous form. Fuzzy logic has been proposed by
Zadeh [6] as an extension of classical logic and it is based on the concept of fuzzy
set, which differentiates from the conventional set by introducing the degree of
membership of an object with respect to a set. Precisely, a fuzzy set is defined
by a membership function associating each domain element with a membership
degree, that is a value in the range [0, 1]:

fuzzy_set : domain → [0, 1].

By applying the concept of fuzzy set to resource representation, the attribute
value for a specific resource is a fuzzy set defined over the attribute domain
(instead of a single element inside the attribute domain):

attribute_value : attribute_domain → [0, 1].

The adoption of fuzzy sets allows the uniform modelling of diverse attributes:

– punctual value attributes
(for instance: dimension= {“300Kb”/1});

– collective value attributes
(for instance: scope= {“Computer Science”/1,“Administration”/0.5});

– imprecise value attributes
(for instance: fruition time=short, being «short» a fuzzy set defined over
temporal quantities).

Punctual and collective attributes can be described by means of an intensional
fuzzy metadata process, with fuzzy sets represented in terms of pair sequences
(value/membership degree). Imprecise attributes can be described by means of
an extensional fuzzy metadata process, with fuzzy sets defined over the con-
tinuous attribute domain (trapezoidal fuzzy sets offer a compromise between
simplicity and generality).

The description of an illustrative pedagogical resource is reported in table 1,
where the fuzzy Attribute-Value pairs are reported. As it can be observed from
the analysis of the table, the «Title» attribute is punctually valorised by means
of the resource title. The same goes with the «Topic» attribute. The «Scope»
attribute assumes two distinct values with different membership degrees. This
kind of granular valorisation is adopted also for the «Keywords» attributes (it
can be noted that the keywords related to the resource are distinct from those
related to the prerequisites to access the resource). Finally, the «Fruition time»
attribute is described in terms of a trapezoidal fuzzy set, with the indication
of its associated parameters. In this way, the fruition time is represented in an
imprecise form, that is a time range of about 30-60 minutes, with a minimum
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Table 1. Description of a pedagogical resource by means of fuzzy metadata

Attribute Fuzzy Value
Title {“Basic Word Course”/1.0}
Topic {“Computer Science”/1.0}
Scope {“Word Processing”/1.0,“File management”/0.2}
Keywords {“Word Processing”/1.0,“File management”/0.2,
(related to the resource) “Word”/1.0,“Windows”/0.2}
Keywords {“Windows”/0.7,“File management”/0.5}(prerequisite)
Fruition time T (15, 30, 60, 90)

and a maximum time equal to 15 and 90 minutes, respectively. The illustrative
metadata process is not intended as an exhaustive valorisation including all the
possible attributes associable to the resource. In fact, a thorough valorisation is
not mandatory for the application of the proposed profiling model (even if some
attributes, such as the title, appear to be of primary relevance).

2.2 User Profile Description

The user profiles are data structures characterising user stereotypes. In order to
take into account stereotypes however complex, the structure of the user profile
is defined in terms of an ensemble of profile components:

profile = {profile_components}.

The profile components represent basic profiles and they are described in terms
of metadata specifications which are analogous to those adopted for the resource
description, that is:

profile_component = {metadata}.

The description of an illustrative profile component is reported in table 2. The
example refers to a manager profile, with interest to word processing and spread-
sheet utilities. To a lesser extent, this kind of user is interested also to database
instruments. Moreover, the profile is characterised also by a good acquaintance
with the Windows operating system and a quite good acquaintance with file
management. The fruition time to be devoted to the pedagogical resources is
about 15-30 minutes, with a maximum time equal to 60 minutes.

In real world situations it is quite uncommon that a user may be characterised
by a single profile. Moreover, the membership to different profiles can be partial.
To improve the adaptability of the profiling system, the proposed approach is
based on a (possibly) partial association of a user to different profiles:

DESCR(user) : {profiles} → [0, 1].

Three categories of profiles have been identified to be used inside the proposed
profiling system:
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Table 2. Description of a profile component by means of fuzzy metadata

Attribute Fuzzy Value
Role {“Manager”/1.0}
Keywords {“Word Processing”/1.0,“Spreadsheet”/1,
(related to the user) “Database”/0.3}
Keywords {“Windows”/1,“File management”/0.8}(prerequisite)
Fruition time T (0, 15, 30, 60)

1. expertise profiles, characterising the role of the users inside the e-learning
environment. The expertise profiles are shared among users and can be used
to suggest the association of the pedagogical resources;

2. preference profiles, characterising the preferences of users, not to be shared
among them. The preference profiles can be used to suggest the association
of the pedagogical resources;

3. acquaintance profiles, characterising the users in terms of the specific infor-
mation they possess. The acquaintance profiles are not to be shared among
the users and can be used to filter all the pedagogical resources which, al-
though compatible with the other profile categories, have already been as-
sociated to the users in the past.

For each user, three profile bases are identified (corresponding to the previously
described categories):

Expertise = {profiles}
Preference(user) = {profiles}

Acquaintance(user) = {profiles}.

It can be noted how it is not necessary to specify the user for the expertise profile
base, since it is shared among all the users.

2.3 Associating User Profiles with Resources

The homogeneous representation adopted allows the association of the pedagog-
ical resources with the profile components on the basis of a matching process:
the corresponding metadata can be compared by applying fuzzy operators. Ac-
tually, it is possible to define a compatibility measure among metadata in terms
of the possibility measure among fuzzy sets:

COMP (metadata1,metadata2) = POSS(fuzzy_set1, fuzzy_set2),

where

POSS(value1, value2) = MAXx(MIN(μvalue1(x), μvalue2(x))),

being μfuzzy_set(x) the membership degree of the element x inside the attribute
domain to the fuzzy set representing the attribute value.
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Fig. 1. Compatibility between a pedagogical resource and a component profile

The compatibility degree between a pedagogical resource and a profile com-
ponent can be evaluated in terms of aggregation of the previously computed
compatibility degrees:

COMP (resource, profile_component) = AGGR{COMP (mr,mc)},

being mr a resource metadata and mc a profile component metadata, with the
constraint that both metadata are related to the same attribute. The aggregation
operator is defined by means of a parameterised mean.

As an example, the evaluation of the compatibility degree between the re-
source described in table 1 and the profile component described in table 2 is
graphically represented in figure 1. It can be noted how the compatibility is
evaluated on the basis of the common set of attributes (that are: «Keywords»
and «Fruition time»). The aggregation operator can be applied over the obtained
compatibility degrees (highlighted in figure): by adopting the minimum function,
the final compatibility value is equal to 0.7.

The compatibility degree between a resource and a user profile is obtained
by aggregating the compatibility degrees between the resources and all the com-
ponents of the profile. In this case, the aggregation operator is defined as the
maximum compatibility degree:

COMP (resource, profile) = MAX{COMP (resource, profile_component)}.

Finally, the compatibility degree between a resource and a profile base is defined
as the maximum compatibility degree between the resource and all the profiles
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inside the base. The evaluation must take into account the partial membership
of the user to each profile:

COMP (resource, base, user) = MAX
{MIN(COMP (resource, profile), μuser(profile))|profile ∈ base}.

The specific meaning of the different profile bases which have been previously
introduced plays a role in specifying the compatibility between the given resource
and the single user, which is defined as follows:

COMP (resource, user) = MIN(MAX(COMP (resource, Expertise, user),
COMP (resource, Preference, user)),

1− COMP (resource,Acquaintance, user)).

3 The Profiling System Inside an e-Learning Context

The model of the profiling system described in the previous section may find
application inside an e-learning context, with the aim of providing an automatic
allocation of resources to different categories of users. The proposed model may
represent the basis for one of the modules composing the overall architecture of
the e-learning environment. Other modules may be devoted to the management
of the pedagogical contents and the organisation of the necessary databases for
the objects involved in the environment. In this section, the profiling module is
illustrated, taking for granted the independence requirements with respect to all
the other possibly involved modules.

The general scheme of the profiling module is depicted in figure 2. Two
databases are included in the scheme: the Resource Description (R-D) and the
Profile Description (P-D) databases, which are related to the descriptions of the
pedagogical contents and of the user profiles, respectively. The representation of
resources and profiles by means of their descriptions (which are in both cases

Fig. 2. The scheme of the profiling module and its connections with other management
modules
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compiled in terms of the metadata specifications illustrated in the previous sec-
tion) is due to the requirement of independence from the specific representations
adopted outside of the profiling module.

Among the software components of the profiling module, the Profile Matcher
component (PM) represents the core of the profiling mechanism. The PM, in
fact, is responsible for the automatic association process involving resources and
user profiles, by means of the compatibility evaluation based on fuzzy opera-
tors. In practice, the PM provides the index of the pedagogical contents to be
addressed to a particular user profile, ranked in terms of compatibility degrees.
The communication tasks of the PM are executed by a couple of interface compo-
nents: the PM-Persistence-Abstraction-Layer (PM-PAL) and the PM-Frontend
(PM-FE). The PM-PAL realises the interface between the PM and the R-D and
P-D databases. The employment of the PM-PAL is due to the requirement of
independence from the actual persistence layer. The PM-FE realises the inter-
face between the PM and the management modules which are part of the overall
e-learning environment architecture.

4 Conclusions

A profiling model which makes use of a fuzzy metadata specification is pre-
sented in this paper. The proposed approach allows a suitable representation of
pedagogical resources and user profiles, together with a more comprehensive as-
sociation among them, which is realised in terms of fuzzy compatibility degrees.
The model can find application in e-learning environments and the scheme of a
specific profiling module has been illustrated, addressing also the mechanisms of
integration inside a more general architecture of an e-learning platform.
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Abstract. During the recent years the Web has been developed rapidly making 
the efficient searching of information difficult and time-consuming. In this 
work, we propose a web search personalization methodology by coupling data 
mining techniques with the underlying semantics of the web content. To this 
purpose, we exploit reference ontologies that emerge from web catalogs (such 
as ODP), which can scale to the growth of the web. Our methodology uses  
ontologies to provide the semantic profiling of users’ interests based on the  
implicit logging of their behavior and the on-the-fly semantic analysis and an-
notation of the web results summaries.  

Keywords: Web Usage Mining, Semantic Annotation, Clustering, Ontology, 
User Profiles, Web Search, Personalization.  

1   Introduction 

While Web is constantly growing, web search is becoming more and more a complex 
and confusing task for the web user. The vital question is which the right information 
for a specific user is and how this information could be efficiently delivered, saving 
the web user from consecutive submitted queries and time-consuming navigation 
through numerous web results. 

Most existing Web search engines return a list of results based on the query with-
out paying any attention to the underlying user’s interests or even to the searching 
behaviors of other users with common interests. There is no prediction of the user’s 
information needs and problems of polysemy and synonymy often arise. Thus, when a 
user submits searching keywords with multiple meaning (polysemy) or several words 
having the same meaning with the submitted keyword (synonymy), he will probably 
get a large number of web results and most of them will not meet his need. For, ex-
ample, a user submitting the term “opera” may be interested in arts or computers but 
the results will be the same regardless of what he looks for.  

Some current search engines such as Google or Yahoo! have hierarchies of catego-
ries to provide users with the opportunity to explicitly specify their interests. However, 
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these hierarchies are usually very large; therefore, they discourage the user from 
browsing them in order to define the interested paths. To overcome these overloads in 
the users searching tasks, the user interests may be implicitly detected by tracking his 
search history and personalizing the web results.  

In this work, we propose a personalization method, which couples data mining 
techniques with the underlying semantics of the web content in order to build seman-
tic clusters of user profiles. Regarding the semantic clusters, they actually comprise 
taxonomical subsets of a general category hierarchy, such as ODP-Open Directory 
Project [17], representing the categories of interest for groups of web users with simi-
lar search tasks. In out methodology, apart from exploiting a specific user search his-
tory, we further exploit the search history of other users with similar interests. The 
user is assigned to relevant classes of common interest, so as to predict the relevance 
score of the results with the user goal and finally re-rank them. To this purpose, we 
exploit reference ontologies that emerge from web catalogs (such as ODP), which can 
scale to the growth of the web.  

Specifically, our methodology consists of five tasks: (1) gathers user’s search his-
tory, (2) processes the user activity, taking into consideration other users’ activities 
and constructing clusters of commonly preferred concepts, (3) defines ontology-based 
profiles for the active user based on the detected interests from his current activity and 
the interests depicted from the semantic cluster in which he has been assigned from 
previous searching sessions, (4) re-ranks the web results combining the above infor-
mation with the semantics of the delivered results and (5) constantly re-organizes the 
conceptual clusters  in order to be up-to-date with the users’ interests.  

Our approach has been experimentally evaluated by utilizing the Google Web Ser-
vice and the results show that semantically clustering users in terms of detecting 
commonly interesting ODP categories in search engines is effective. 

The remainder of the paper is structured as follows: Section 2 discusses related 
work. In Section 3, we describe the ODP-based reference ontology that our approach 
uses. Using this ontology, we outline the semantic annotation of web results to  
the ontology classes. Moreover, we present how the user profiles are defined over the 
reference ontology referred earlier as task (2) and how the semantic user clusters are 
formed, referred as task (3). In Section 4, we propose a novel technique for web 
search personalization combining profiles of semantic clusters with the emerging  
profile of the active user referred as tasks (4) and (5). In Section 5, we exhibit our 
experiments. Section 6 presents the conclusions and gives an outlook on further work. 

2   Related Work 

In this section, we present work that has been conducted in similar contexts, such as 
personalized web searching, usage-based personalization and semantic-aware person-
alization.  

Several ontology-based approaches have been proposed for users profiling taking 
advantage of the knowledge contained in ontologies ([4], [9]) in personalization sys-
tems. In [3], an aggregation scheme towards more general concepts is presented. 
Clustering of the user sessions is provided to identify related concepts at different 
levels of abstraction in a recommender system. 
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Significant studies have been conducted for personalization based on user search 
history. A general framework for personalization based on aggregate usage profiles is 
presented in [13]. This work distinguishes between the offline tasks of data prepara-
tion and usage mining and the online personalization components. [15] suggests 
learning a user’s preferences automatically based on their past click history and shows 
how to use this learning for result personalization. 

Many researchers have proposed several ways to personalize web search through 
biasing ranking algorithms towards possible interesting pages for the user. [16] extends 
the HITS algorithm to promotes pages marked “relevant” by the user in previous 
searches. A great step towards biased ranking is performed in [6], where a topic-
oriented PageRank is built, considering the first-level topics listed in the Open Direc-
tory. The authors show this algorithm overperforms the standard PageRank if the 
search engine can effectively estimate the query topic.  

The authors show this algorithm overperforms the standard PageRank if the search 
engine can effectively estimate the query topic.  

Specifically, regarding the exploitation of large-scale taxonomies in personalized 
search, a number of interesting works has been presented. In [2], several ways are 
explored of extending ODP metadata to personalized search. In [8], users’ browsing 
history is exploited to construct a smaller subset of categories than the entire ODP and 
a novel ranking logic is implemented. In [7], sets of known user interests are auto-
matically mapped onto a group of categories in ODP and manually edited data of 
ODP are used for training text classifiers to perform search results categorization and 
personalization. 

Our work differs from previous works in several tasks. We exploit large-scale tax-
onomies, such as ODP, to construct combinative semantic user profiles. In our emerg-
ing profiles, both user browsing history and automatically created clusters of user 
categories are incorporated in personalizing web results. In this way, we re-rank 
search results taking under consideration apart from the active user tasks, the subsets 
of “interesting” taxonomy categories that co-occur in other users searches, in the case 
that these users exhibit similar behavior with the active one. 

3   Ontology-Based User Clusters 

The general aim of this work is to introduce a method for personalizing the results of 
web searching. For this reason, we focused on constructing user profiles implicitly 
and automatically, according to their interests and their previous behavior on search-
ing. At this direction we were based on the work described in [1]. 

3.1   Reference Ontology 

Our first goal was to create a reference ontology for the user profiles. The profile of 
each user will be represented by a weighted ontology, depicting the users’ interest for 
every class of the reference ontology. We implemented an OWL ontology based on 
ODP [17] using Protégé [18]. 

The ontology created is actually a directed acyclic graph (DAG). Since we wish  
to create a relatively concise user profile that identifies the general areas of a user’s 
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interests we created our reference ontology by using concepts from only the first three 
levels of ODP, which are the directories used by Google search Engine. In addition, 
since we want concepts that are related by a generalization-specialization relationship, 
we remove subjects that were linked based on other criteria, e.g. alphabetic or geo-
graphic associations.  

3.2   Semantic Annotation 

The construction of the profile, i.e. the weighted ontology, for every user includes the 
semantic annotation of the user’s previous choices. The semantic characterization of 
the user choices is the one proposed in [5]. The user’s previous choices are analyzed 
into keywords and the keywords are semantically characterized. The calculation of 
the semantic similarity between each keyword and each term of the ontology was 
computed by using semantic similarity measures with WordNet [10][11]. The meas-
ure that was applied in our methodology is the Wu & Palmer [12] one. This measure 
calculates the relatedness by considering the depths of the two synstes (on or more 
sets of synonyms) in the WordNet taxonomies, along with the depth of the LCS 
(Lexical Conceptual Structure).  

Score = ))2()1((
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sdepthsdepth

lcsdepth

+  

This means: score∈(0,1]. The score can never be zero because the depth of the 
LCS is never zero. The score is one if the two input synsets are the exactly same.  

After applying semantic annotation, the keywords and consequently, the users’ 
choices are assigned to relevant classes of the ontology after the completion of the 
ontology assignment step in the proposed method.  

3.3   Definition of User Profiles 

In this step, the semantic annotations of the users’ choices are utilized to construct the 
profile for every user. The method applied is similar to [13]. From the web access 
logs kept in the web server our method extracts the user’s previous choices, which 
have already been semantically annotated. Therefore, for every user, we extract the 
concepts and the frequency of appearance from the previous choices that the specific 
user has made. In the end of this step, there is an accumulation of the preferences for 
every user and of the frequency for every concept, which is the weight, for every class 
(preference) in the ontology.  

In this step, apart from the accumulation of the concepts for which the user has 
shown interest, we construct the vector that represents each user’s profile. The vec-
tor’s size is the number of concepts that the ontology consists of. The value of each 
element of the vector corresponds to the weight of the user interest for this concept.  

The weight for a concept i for the user u, is calculated as: 
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where iucf
= the number of times that the concept i has been assigned to the user u. 
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ucf
= the sum of the times that all the concepts of the ontology has been assigned 

to the user u. 
For the concepts that there is no previous assignment of the user the value is set  

to zero. 
So for a user the profile is represented as follows: 
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Therefore, the weight of each concept is the relative frequency of the concept 

among all concepts of the ontology. The sum of all weight is equal to one, represent-
ing the percentage of the user’s interest for every concept. Moreover, for each user we 
create a file that has the profile vector. 

3.4   Semantic Clustering of User Profiles 

After creating each user profile, the suggested methodology moves on profile cluster-
ing (figure 1). From the profile creation step, a profile for every user is stored in the 
database and a file with the user’s vector weighted ontology is created. At this step, 
the profiles of all the users that reacted with the search engine are accumulated and 
are grouped into clusters with similar interests.  

 

Fig. 1. Creation of the Semantic Users' Profiles 

The clustering algorithm that has been applied is the K-Means [14]. K-Means 
is one of the most common clustering algorithms that groups data into clusters with 
similar characteristics together. In the end of the execution of this step the users are 
grouped into clusters with similar interests and the clusters are stored to the database. 
We should note that every time this step is executed, the clusters are constructed from 
the beginning and the users are grouped again. Thus, the clustering procedure is not 
based on the previous constructed clusters. This has been chosen as a way of develop-
ing the methodology, considering that the user’s choices will alter periodically.  



 Personalized Web Search by Constructing Semantic Clusters of User Profiles 243 

4   Personalization Algorithm 

The preprocessed user’s choices, their semantic characterization and the users’ clus-
ters are used for processing and personalizing the web search results. At this point 
every user that has reacted previously with the search engine has been assigned in one 
cluster. Every cluster consists of users with similar interests and can be depicted as a 
weighted ontology. The elements of the vector, representing the weighted ontology, 
would be the sum of interests for a concept of all the users belonging to the cluster 
divided by the sum of interests of all the users of the cluster for all the concepts of the 
ontology. The formulation is the same that was followed in the users’ profiles de-
scribed in paragraph 3.3.  

 

Fig. 2. The Personalization algorithm 

The personalized search includes the calculation of the similarity of each search re-
sult with the cluster’s interests. This calculation requires the execution of all the steps 
of the ontology-based user clusters for each result. Therefore, for every query the fol-
lowing steps are performed: 

1) Extracts the keywords from the results returned 
2) Applies the semantic annotation step with the difference that at this assign-

ment the ontology is not the whole reference ontology but a part of it which 
consists of the concepts of the ontology for which the cluster that the user be-
longs has a non-zero weight. The output of this step is a vector containing 
the similarity values of keywords with the concepts of the ontology and is 
depicted as: 
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Where:  j is the jth result of the search engine and m is the number of the 
concepts in the cluster.  

Also, each element of this vector is depicted as follows: 
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Where: k is the number of the keywords and m is the number of the con-
cepts in cluster. 

3) Since we have calculated the similarity of each result to the cluster we calcu-
late the score value for each result. This score is calculated as the internal 
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product of the cluster vector represented in relation (1) and the similarity 
vector represented in relation (2). 

So the score will be: 

Score=c × result_sim. 

The above three steps are executed for every result and the score value is kept in 
cache. Afterwards, the results of the search engine are organized for presentation to 
the user according to the score that has been calculated, beginning with the one with 
the highest score (Figure 2).  

5   Testing and Evaluation 

In order to evaluate the proposed method and prove the efficient behavior of our  
personalization method, we performed some queries with polysemy expecting the 
personalized results to be personalized according to the profile of the cluster that a 
user is set. We applied the queries in an experimental implementation that utilizes the 
Google search API. In one case, we applied our personalization methodology, 
whereas in the other case we extracted the results as they were returned by the search 
API. In this paper, we present one of the queries. 

The Google search API, used for the experimental implementation, returns the 
URL, the title and a summary for every result. We used a database for storing the us-
ers’ information and choices for every query submitted. Through the website we 
stored the IP address, the domain name and the user agent for the identification of 
each user. Moreover, the search engine stores in the database the query and the 
choices of the user for every query. So, for every result that is clicked by the user the 
search engine stores the title, the URL and the short summary returned in the data-
base. This database consists of the history of the requests and therefore is used as the 
web access logs in this methodology.  At next, we apply the steps of the methodology 
proposed earlier in the web access logs for the creation of the semantic users’ profiles 
clusters.  

Our experimental implementation was tested for two weeks by twenty users. The 
choices that they have made for every query were stored in the database. They were 
processed and the users’ profiles were created. Next, we clustered the users in three 
clusters. The user that made the queries has already been put in a cluster and the ref-
erence ontology of the cluster upon which the score of the results will be based  
has been created. We should note that the cluster has users that are interested in Act-
ing, Advertising, American, Animation, Apple, Appliances,  Artists, Audio, Ballet, 
Ballroom, Biography, Bonsai, Buses, Cables, Choices,  Companies, Darwin, DEC, 
Exploits, Flowers, Fraud, Games, Journals, Licenses, Mach, Mainframe, Morris, Mo-
saics, Music, Oceania, Opera, Painters, People, Pick, Programs, Quotations, Refer-
ence, Representatives, Roleplaying, Security, Series, Soaps, Sports, Sun, Supplies, 
Syllable, Telephony, Test Equipment, Youth, Assemblage, Characters,  Christian, 
Computer, Cracking, Creativity, Creators, Drawing, Editorial, Home, Instruments, 
Internet, Organizations, Radio, Searching, Unix with various weights for each concept 
of the reference ontology. 

The query we applied in the search engine was “opera”. The word “opera” has a 
twofold meaning. Opera is a form of musical and dramatic work and also it is a very 
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common used web browser. Thus, it is a query that the results of the search engines 
will refer both to music and computers. The user that is giving the query to the search 
engine asks for information about opera as a kind of music and expects results related 
to music. In table 1, the results of the search engine are presented. The first column 
represents the order of the results of the search API without any personalization, 
while in the second column the order of our personalized result is presented. Next to 
each title we give in parenthesis the general concept of the result. 

The first column represents the results that are returned from the search API with-
out personalization. In this column the results that the user searches are in places 3, 6, 
8, 9. On the other hand the second column has the personalized results and the results 
related with music are in places 2, 3, 6, 8. It is obvious that in the personalized results, 
the pages related with music are ranked higher. The cluster into which the user be-
longs includes many music topics and this has been taken into consideration while 
calculating the score of each result pushing the results related with music in higher 
positions. Also, because of the fact that the results returned have high similarity with 
the concepts of the cluster reference ontology the music related results are pushed 
closer to the top. In our example, the cluster that the user belongs except for the inter-
est in music shows also interest in computers, and this interest is depicted in the re-
sults of the personalization methodology applied. The first result in both queries was 
about computers because the weighted ontology depicting the cluster has higher 
weights for concepts related to computers than concepts related to arts. However, the 
methodology given the relatedness of the results with the cluster’s preferences has 
pushed the desired results in places higher than the places they were put without per-
sonalization.  

Table 1. Personalized and non-personalized results for query "Opera" for a user interested in 
opera related with music, while the cluster he belongs has interest in Arts and Computes  

Non Personalized Results Personalized Results 
Download Opera Web Browser (computers) Opera Software-Company (computers) 

Opera Software-Company (computers) Welcome to LA Opera | LA Opera (music) 
Opera - Wikipedia the free encyclopedia (music) Opera - Wikipedia the free encyclopedia (music) 

Opera (Internet suite) – Wikipedia, the free encyclopedia 
(computers) 

Opera Community (computers) 

Opera Mini – Free mobile Web browser for your phone 
(computers) 

Opera (Internet suite) – Wikipedia, the free 
encyclopedia (computers) 

Welcome to LA Opera | LA Opera (music) Opera in to the Ozarks (music) 

OperaGlass (computers) 
Opera Mini – Free mobile Web browser for your 

phone (computers) 
The Metropolitan Opera (music) The Metropolitan Opera (music) 
Opera in to the Ozarks (music) OperaGlass (computers) 
Opera Community (computers) Download Opera Web Browser (computers) 

6   Conclusions and Future Work 

In this paper, we presented a personalization methodology which is based on cluster-
ing semantic user profiles. The method analyzes and annotates semantically the web 
access logs. Next, it organizes the users’ profiles and groups the users into clusters. 
The personalization of the web search results is performed through an on-the-fly  
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semantic characterization and the score of each result is calculated. The scores of the 
results are kept in cache and the results are reorganized and presented to the user ac-
cording to this score putting the one with the highest score first. By the experimental 
implementation we showed that the personalized method proposed is effective. Future 
work includes the use of Fuzzy K-Means that allows the creation of overlapping clus-
ters, so that a user may belong to different cluster profiles with different weights. 
Also, the development of a reference ontology with more levels and alteration in fac-
tors such as the score of each result taking into consideration the user’s preference 
with greater weight than the rest users of the cluster.  
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Abstract. In this paper we present a preliminary work in which differ-
ent rating based collaborative filtering algorithms are compared in terms
of scalability and recommendation quality. Algorithms are tested using
a reference database and results show that the selection of one or other
algorithm depends on two factors: the scalability of the algorithms and
the recommendation quality.

1 Introduction

Collaborative filtering techniques are aimed at recommending items by exploiting
the preference patterns of a group of users to predict preferences for other items.
Unlike other recommendation methods, collaborative filtering tries to predict the
utility based on the items previously rated by the users. Several algorithms have
been proposed (see Huang et al. [1] and G. Karypis [2], for review) but the general
approach to collaborative filtering is based either on generating predictions for
user ratings on new items based on a similarity measure among users [3,4], or on
computing recommendations by initially exploring item similarities, and then
build a recommendation list by aggregating items which are similar to those
previously purchased by the user [5,6]. They are the well known user-based and
item-based approaches.

Different new approaches and variants have emerged. Wang et al. [7] defined
a similarity fusion method to unify user as well as item similarity in a more
general similarity measure. Algorithms were also proposed to find users who are
similar to the test user by clustering them in segments and treat the recom-
mendation problem as a classification problem [8]. Recent collaborative filtering
systems also tried to unify different methods to build more flexible recommender
systems. For instance, Huang et al. [9] developed a graph model that provides
a generic data representation that supports different recommendation methods.
More sophisticated solutions have been proposed to address emerging limitations
such data sparsity, scalability and the first-rater problem. For instance, based on
hybrid approaches that combine different techniques and information (such user
profiles and descriptions of item content) to construct the similarity measures,
Liu et al. [10], Shih et al. [11] or Han et al. [12] have proposed new collaborative
filtering recommenders.
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In this preliminary work four different collaborative filtering algorithms are
compared and experimental results are presented. The MovieLens dataset [13]
was considered to study both the performance and the recommendation qual-
ity of the tested algorithms. Similar works have been carried out before (see
the comparison presented by Zan Huang et al. [1]) but they mainly differ in
the algorithms and datasets. The intention of this work is to compare the algo-
rithms and decide which algorithms are more appropriate, given certain context
requirements or limitations.

The paper is organized as follows. In next section we briefly describe the
four algorithms we compare. Next, in section 3 we explain the experiments we
considered to test and compare the algorithms and in section 4 the results of the
experiments are presented and discussed. Section 5 concludes this work.

2 Collaborative Filtering Recommendation Algorithms

In a collaborative filtering recommendation problem a user is usually represented
as a N dimensional vector of item ratings, where N is the total number of items
available. If a test user k has selected1 item j and has evaluated that item with
rating rkj , the jth component of the user vector will be rkj . The complete rating
information is represented in a MxN user-item interaction matrix, A = UxI.
In the following subsections we briefly describe the approaches to rating based
collaborative filtering we have tested.

2.1 The User-Based Algorithm

The user-based algorithm generates recommendations by aggregating ratings
from similar users. In this approach every user is represented as a vector ak in
which each component aki denotes the user’s rating on item i, rki. The algorithm
first computes the user similarity matrix and then selects recommendations from
the similar users’ items. The element skl in the similarity matrix is obtained by
calculating the similarity between users k and l using some vector similarity
function. Different similarity functions can be considered but the most common
is the cosine measure, extended over all items both users have selected:

skl =

∑
i∈Bk∩Bl

rki · rli
√∑

i∈Bk∩Bl
r2
ki

√∑
i∈Bk∩Bl

r2
li

(1)

Once the similarity matrix is computed, the user-based algorithm selects rec-
ommendations from the similar users’ items by using various methods. A common
method is to rank each item according to how many similar users selected it:

νkj =

∑
l∈Uk

skl · rlj
∑

l∈Uk
|skl|

(2)

1 We will use the term ’select’ to refer to any action through which the user purchases,
reads, etc. an item.
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Here Uk denotes the set of users which are similar to user k and rlj the rating
of the user l on product j.

2.2 The Item-Based Algorithm

The item-based algorithm generates recommendations by looking into the set of
items the target user k has rated. Given this user and her collection of previously
rated items, Bk, the item-based algorithm creates a list of recommendations
by selecting new items that are similar to this collection. The algorithm first
computes how similar a target item j is to the items in the collection Bk and
selects the most similar ones. Once the most similar items are found, items are
ranked in a recommendation list by using some prediction measure.

The fist step of this algorithm is to compute the similarity between items
and select the most similar ones. The item similarity matrix can be obtained
using different measures: cosine based similarity, adjusted cosine similarity and
correlation based similarity. Among them we will consider the adjusted cosine
similarity given by:

sij =
∑

k∈U (rki − r̄i) · (rkj − r̄j)
√∑

k∈U (rki − r̄i)2
√∑

k∈U (rkj − r̄j)2
(3)

Here rki represents the rating of user k on item i and r̄i the average rating of
the ith item.

Though other measures are also possible (see [5]), items in the recommen-
dation list are usually ranked with a prediction measure computed by taking a
weighted average over all user’s ratings for items in the collection Bk:

νkj =

∑
i∈Bk

rki · sij
∑

i∈Bk
|sij |

(4)

2.3 The Item-to-Item Algorithm

The item-to-item algorithm was proposed by Greg Linden et al. [6] to produce
recommendations in real time, to scale to massive datasets and to generate high-
quality recommendations.

The item-to-item collaborative filtering algorithm matches each of the user’s
selected and rated items to similar items and then combines those similar items
into a recommendation list. The algorithm is quite similar to the item-based
proposed by Sarwar et al. [5] but it includes several advantages: (1) the similarity
computation is extended only to item pairs with common users (co-ocurrent
items) and (2) the recommendation list is computed looking into a small set that
aggregates items that were found similar to a certain basket of user selections.
These simple modifications make the item-to-item algorithm faster than the
item-based.

To determine the most similar match from a given item, the algorithm builds
a co-ocurrence matrix by finding items that users tend to select together, M .
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The similarity between two items i and j is not zero if at least m + 1 users
have selected the pair (i, j), with m ≥ 0 some predefined threshold. It is possible
to compute the similarity between two items satisfying this property in various
ways but a common method is to use the cosine similarity described in equation
3. Predictions for new items are computed with equation 4 (see [6] for details).

2.4 The Horting Approach

The horting approach, proposed by Charu C. Aggarwal et al. [14], is a graph col-
laborative filtering algorithm based on the concepts of horting and predictability.
The technique is proposed as a fast, scalable and accurate collaborative filtering
algorithm.

The algorithm builds a graph by analyzing two conditions for any two users
k and l. The first condition is the horting condition and states whether there is
enough similarity among each pair of users (k, l) to decide if the behaviour of one
user predicts another’s or not. It is said that user k horts user l if card(Bk∩Bl) ≥
min(F · card(Bk), G), where F ≤ 1 and G is some predefined threshold. The
second condition is the predictability condition. Two users k and l satisfy this
condition if there exists a linear rating transformation Ts,t = s ·r+ t for any pair
(s, t) of real numbers. The (s, t) pair is chosen so that the transformation Ts,t

keeps at least one value in the rating domain (see [14] for further details on s-t
value pair restrictions). User l predicts user k if user k horts user l and if there
exists a pair (s, t) such that the expression 5 is satisfied, with U a positive real
number. ∑

j∈Bk∩Bl
|rkj − Ts,t(rlj)|

card(Bk ∩Bl)
< U (5)

To compute the recommendation list a directed graph is considered. Each
arc between users k and l represents that user l predicts user k and therefore
it has associated a linear transformation Tsk,l,tk,l

. Using an appropriate graph
search algorithm a set of optimal directed paths between user k and any user
l that selected item j can be constructed. Each directed path allows a rat-
ing prediction computation based on the composition of transformations. For
instance, given the directed graph k → l1 → ... → ln with predictor values
(sk,1, tk,1), (s1,2, t1,2), ..., (sn−1,n, tn−1,n) the predicted rating of item j will be
Tsk,1,tk,1 ◦ Ts1,2,t1,2 ◦ ... ◦ Tsn−1,n,tn−1,n(rnj). Since different paths may exist, the
average of this predicted ratings is computed as the final prediction.

3 The Experimental Evaluation

3.1 The Test Dataset

We have evaluated the algorithms using a dataset from the MovieLens recom-
mender system [15]. The whole database has about 100.000 preferences that 943
users have specified for 1682 different items. For the scope of this work a selec-
tion of 6633 preferences was considered. The sparsity level of this subset was
about 96% and the database has ratings in a five point scale, from 1 to 5.
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3.2 Evaluation Metrics

All the studied algorithms generate a recommendation list in which each item is
ranked using a prediction value. For each user we measured the recommendation
quality in terms of MAE, a weighted average of the absolute errors ei = fi − yi,
where fi is the prediction and yi the true value. For collaborative filtering, fi

represents the prediction of a user rating and yi the true user rating. Other
measures such precision and recall, the F-measure or the Rank Score [3] are also
possible. We have used MAE as our quality evaluation metric since it is the most
commonly used and the easiest to interpret.

Besides MAE we considered relevant to measure the performance of the al-
gorithms in terms of time consumed and scalability in time with the number of
users. To elaborate the scalability comparison, we split the time consumed by
each algorithm in two different contributions: the offline contribution and the
online contribution. Table 1 explains each contribution for every algorithm.

Table 1. Tasks for each algorithm and execution mode

Algorithm Offline opperations Online opperations
user-based user similarity computation prediction computation using a

weighed statistical measure
item-based item similarity computation prediction computation using a

weighed statistical measure
item-to-
item

item-to-item correlation and item
similarity computation

prediction computation using the
item-to-item correlation matrix
and the item similarity, using a
weighed statistical measure

horting horting and predictability condi-
tion evaluation and computation
of prediction parameters s, t for
every user

graph building, shortest path
search and prediction computa-
tion from the directed paths

3.3 Experimental Procedure

To test the recommendation quality of the algorithms, we considered a selection
of 2664 preferences specified by 93 users on 664 items. Following the train/test
ratio results derived from the work of Sarwar et al. [5] we randomly selected the
80% of the preferences for the training set and the rest for testing purposes. To
test the scalability of the algorithms we generated six different datasets, each
one with a different number of users, items and preferences. Table 2 summarizes
these datasets.

To evaluate the item-to-item algorithm a co-ocurrence threshold m must be
specified in order to take advantage of the co-ocurrence matrix. In these ex-
periments we considered m = 2. Besides, to compute the prediction for either
user-based, item-based or item-to-item algorithms the neighbourhood size was
chosen so that the prediction computation is extended over all similar users or
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Table 2. Datasets used for the scalability test

Dataset Preferences Users Items
DB1 1714 60 538
DB2 2008 70 584
DB3 2286 80 620
DB4 2664 93 664
DB5 4060 134 792
DB6 6633 200 900

items (similarities greater than zero in equations 1 and 3) though better results
could be achieved if the neighbourhood size is small.

The horting algorithm requires parameters F, G and U to be fixed. These
values were selected to achieve recommendation quality results comparable with
the other approaches. They strongly depend on the database properties and their
final values were set to {F = 0.4, G = 6, U = 0.525}.

The prediction step of the horting algorithm also requires a graph search
algorithm. Aggarwal et al. [14] considered a shortest path search algorithm but
we found more reasonable to use a minimum error path search algorithm. Such
algorithm performs a depth search in the graph to find the paths which produce
predictions with minimum error. The error can be computed as the accumulative
error of all rating transformations Ts,t defined by the path that links two users.
Paths with an accumulated error greater than a certain fixed threshold were
skipped during the search process. This threshold was set to 0.8, which means
the 20% of the rating scale.

4 Experimental Results

The algorithms were implemented in Java and the experiments were executed
in a Intel Core 2 Duo T7200 with a 1GB of DDR2 RAM running Windows XP
SP2. The Java Runtime Environment was JDK1.5 and the database engine was
MySQL version 5.0.45.

Recommendation quality. Figure 1 shows the impact of the different collab-
orative filtering algorithms in the recommendation quality. It can be observed
from these results that both item-based and item-to-item algorithms give better
results in this database than user-based or horting. Besides, they have nearly the
same MAE, what is consistent with the expected results, since they only differ
in the way items are aggregated into a recommendation list.

An advantage of the horting algorithm is that it can be adjusted to pro-
duce better recommendations, by decreasing either the error threshold or the
predictability threshold U; or by increasing parameters F or G. Despite these
changes can produce better predictions, the amount of recommendations per
user may decrease and the number of users that do not have predictions will
increase.
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Fig. 1. Recommendation quality for MovieLens dataset

Fig. 2. Scalability of the offline operations for the different algorithms

Offline computation. Figure 2 plots the scalability results that correspond to
the offline operations for the different recommendation algorithms. As we can
see the horting algorithm is the less scalable, followed by the user-based. Both
the item-based and the item-to-item algorithms seem to scale linearly with the
number of users, but the item-to-item algorithm is more time consuming since
requires to compute the additional co-ocurence matrix mentioned in section 2.3.
Checking horting and predictability conditions is time intensive which makes
the algorithm have scalability problems. For 140 users and above, both the user-
based and the horting based algorithms have serious scalability problems.

Online computation. The online computation scalability results are shown
in figure 3. Scalability results are presented in this figure for the item-based,
item-to-item and the horting algorithms. The user-based was discarded since
computation times are huge compared to the other algorithms. These results
show that the algorithm which scales best for the online tasks is the horting
based collaborative filtering.
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Fig. 3. Scalability of the online operations for the most scalable algorithms

5 Conclusion

In this paper we have summarized a work in which we evaluated four different al-
gorithms that produce recommendations following a rating collaborative filtering
approach. Algorithms were tested using the MovieLens database. The algorithm
execution was split into two contributions: the offline and the online computa-
tions. From the experiments we can see both the item-based and the item-to-item
collaborative filtering algorithms produce good quality recommendations though
they may suffer from scalability problems in the online computation step as the
number of users/items increases.

At first sight it seems the horting graph approach is the best if we assume the
online computation time is the most important factor. Besides, a graph based
approach offers the possibility to explore transitive relations among users and
build predictions in situations where the interaction matrix is very sparse. The
graph search process and predictability functions Ts,t can be revised in order to
offer better recommendations and make the horting based approach compara-
ble to the item-based or item-to-item algorithms in terms of recommendation
quality.

Depending on our requirements we could choose a different algorithm. If the
online computation time is the most important factor to decide on a recom-
mendation algorithm, we should choose the horting approach, but if we need
recommendation quality, the item-based or the item-to-item algorithms should
be considered instead.
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Abstract. An agent-based system framework is developed to provide a flexible 
environment for analysing bioprocesses based on a whole process understand-
ing. In this system, agent components cooperate with each other in performing 
their tasks. These include the description of the whole process behaviour, 
evaluating process operating conditions, monitoring of the operating processes, 
predicting critical process performance, and providing decision support when 
coping with process deviations. In all cases the function of the system is to en-
sure an efficient manufacturing process and to maintain the product quality. The 
implementation of the agent-based approach is illustrated via a process monitor-
ing scenario.  

Keywords: Bioprocess modelling, agent-based system, bioprocess interaction, 
process improvement.  

1   Introduction 

With the pressures to achieve faster development of new biopharmaceutical products 
and a need to realise cost effective and higher yielding process, there has been in-
creased interest in the use of mathematical models to describe whole bioprocess per-
formance (Zhou, et. al., 1997). Process models can help us to understand the process 
in greater detail and to allow decisions to be made in a more effective manner. During 
the process development phase, such models can be used to guide decision-making in 
selecting the most efficient process sequences and the values of key operating vari-
ables. During product manufacture, process deviations are a key concern and tools 
allowing a swift response will be beneficial in ensuring the quality of products and the 
efficiency of manufacture are maintained. 

Developing bioprocess models is time-consuming and there are several factors  
that should be considered in order to achieve more efficient process descriptions. 
Firstly, a bioprocess contains multiple unit operations, and there are strong interac-
tions between the steps which need to be considered in order to investigate the whole 
process performance (Davies, et. al. 2000; Meirels, et. al. 2003). Secondly, the time-
critical information such as the occurrence of an abnormal situation in the manufac-
turing process needs to be captured and to be responded to swiftly and effectively. 
This requires an evaluation of the whole process situation in a timely manner and a 
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capacity to provide constructive decisions to cope with the unexpected situation. Ad-
ditionally, the iterative process of model development requires a flexible system 
structure to accommodate the updating of process models and knowledge base. 

Traditional bioprocess modelling considers the process units separately, making it 
difficult to investigate interactions between unit operations, and also limits the capac-
ity to achieve iterative model development. What is required is a system that allows 
whole process descriptions to be evolved using the available system information and 
to be updated as new information arises.  

Agent-based techniques are ideally suited to such a problem. “An agent is a computer 
system that is situated in some environment, and that is capable of autonomous action in 
this environment in order to meet its design objectives” (Wooldridge and Jennings, 
1995). A multi-agent system normally consists of a number of agents that work together 
to solve problems by collaborating and communicating with other software agents in a 
network (Sycara, 1998). The agents interact with one another, typically by exchanging 
messages through the computer network infrastructure. These agents share information, 
knowledge and tasks among themselves. They coordinate and negotiate with each other 
to achieve common goals. In addition, a multi-agent system can more easily manage the 
detection and response to important time-critical information that could appear from a 
number of different information sources (Soler, et. al. 2002).  

Multi-agent systems provide an excellent environment for modelling whole bio-
processes characterised by multiple unit operations, and with strong interactions be-
tween steps. The modular approach of system development enables the user to define 
a multi-agent architecture providing the ability to integrate unit operation models to-
gether. Applying a multi-agent system architecture will also make the system flexible, 
extendable and reusable, which can support the integration of existing unit operation 
models, as well as providing for the addition of others when they become available.  

The communication ability between agents is well-suited to tackle unit interac-
tions, and the ability to respond to time-critical information allows agents to detect 
changes in process operations and to represent the dynamic bioprocess operation  
behaviour. They provide a capacity to monitor time-critical information in the manu-
facturing process, particularly in detecting deviations in upstream unit operation and 
predicting the consequences on the subsequent downstream processing whilst provid-
ing guidance in terms of possible corrective actions so as to improve process effi-
ciency and ensure product quality.  

In this paper, an agent-based system framework is proposed to provide a flexible 
environment for the necessary integration of bioprocess models to form the whole 
bioprocess descriptions and to evaluate strategies for plant-wide manufacturing im-
provements. The architecture of the multi-agent system is introduced in section 2, and 
the application of the proposed system is illustrated in section 3. 

2   Framework for Agent-Based Plant-Wide Bioprocess Description  

2.1   Multi-agent System Architecture 

Figure 1 illustrates the multi-agent system architecture proposed in this work. The sys-
tem comprises a process knowledge base, unit operation models, a group of functional 
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agents and a user interface. The process knowledge base itself contains data and infor-
mation from the different unit operations along the process sequence. The data sets 
include experimental data which is obtained from small-scale experiments, and histori-
cal manufacturing data. Information on the unit operation conditions and equipment 
details are also provided in the knowledge base. Data and information can be classified 
and organised at different levels in the knowledge base for convenient utilization.  

The unit operation models can be developed based on a first principles understand-
ing and may use parameter values derived from small scale experiments. Models can 
also be obtained based on the data-based methods, in which case they will essentially 
be black-box by nature. Experimental data combined with the first principle models 
will mimic steady-state unit operation behaviour, and provide for the fast generation 
of unit operation descriptions. Data-driven models can be developed by applying data 
mining techniques to the manufacturing data and will result in a dynamic model 
which can describe and predict manufacturing process behaviour. The combination of 
these two types of models will lead to a hybrid model which integrates the best fea-
tures of these two different types of models with improved predictive performance of 
the manufacturing process and more comprehensive process description ability. 
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Agents are organised in a hierarchical architecture within the framework. The 
lower level agents are able to access the process knowledge base and datasets, and  
to represent the unit operation behaviour by utilising unit operation models. The 
higher level agents will be able to integrate unit operations, then communicate and  
co-operate to simulate the interaction between units and therefore provide a whole 
process description. The collaboration of agents at different levels would enable the 
identification of the optimal process operation conditions in order to achieve best 
overall plant performance, and provide decision-making when coping with various 
scenarios that may occur in the manufacturing process.  

The hierarchical architecture of the agent-based system has the benefit of making 
the agents work most efficiently. It is easy to add new agents into the system, and the 
modification can be done without significant changes in the system structure. Updat-
ing and adding new information and unit operation models to such a system can also 
be achieved easily. This facilitates the timely assembling of process models and the 
updating of process descriptions, especially when the process information is updated 
or new process models become available to the knowledge base, i.e. as process data 
accumulates with the running of more manufacturing campaigns.  

2.2   Function of Agents 

The proposed agent-based system comprises a coordination agent, unit operation 
agents and a group of first principle (FP) agents and artificial intelligent (AI) agents.  

The Co-ordination agent is responsible for task decomposition and coordinating the 
activities of the sublevel agents. It receives the tasks specified by the user, e.g. whole 
process description, process monitoring, process performance prediction, process op-
timization, etc.. It decomposes the tasks and assigns the tasks to the sub-level agents to 
execute. Co-ordination agent also guide the decision-making based on the decision 
rules in coping with process variations, and finally notify the result to the user.   

Unit operation agents represent the individual unit operation behaviour in the bio-
process, such as fermentation, centrifugation and chromatography. They work as a 
team in the evaluation of process conditions (i.e. the fermentation harvest time, cen-
trifugation flowrate and the loading conditions of chromatography) for improving the 
whole process performance. Unit operation agents can carry out different activities 
according to the requirement of the Co-ordination agents, which include process de-
scription based on process models, searching for feasible process operation conditions, 
detecting process deviations against historical process operation data, etc..  Unit opera-
tion agents can also choose specific unit operation models to describe the process op-
eration performance, e.g. first principle models, data-based models, hybrid models, 
based on the requirement of the Co-ordination agent and the availability of the models.   

FP agents access both the experimental dataset and the first principle models de-
veloped using experimental data. AI agents are designed to perform the tasks of proc-
ess simulation and process performance prediction using black-box models developed 
based on the manufacturing data.  

FP agents and AI agents act on the information received from the Unit operation 
agents.  If a hybrid model is required for a more sophisticated process description, 
then both the FP and AI agents will be utilised to derive a hybrid model, under the 
supervision of the Unit operation agents.  
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3   Application of the Agent-Based System Framework  

The proposed agent-based system framework can be applied during process develop-
ment or once manufacturing has commenced. In the process development stage, the 
proposed agent–based system can be used to evaluate the design space for process 
operations, and to identify the optimal process operation performance. In the manu-
facturing stage, the agent-based system can be applied during process monitoring to 
identify abnormal process operation events and provide suggestions to cope with the 
deviations. In this section, we discuss the application of the agent-based system in a 
process monitoring scenario. A typical intracellular protein production process is used 
as an example to illustrate the system implementation. 

3.1   Application Scenario 

Figure 2 shows part of a process flowsheet for the production and isolation of an intra-
cellular product alcohol dehydrogenase (ADH) from a S. cerevisiae strain. In this proc-
ess, the micro-organism is cultured in a fed-batch fermenter. Cells are harvest using a 
high-speed disc-stack centrifuge, and then re-suspended and disrupted in a homogen-
iser to release the intracellular protein. The same kind of centrifuge is used to remove 
the cell debris. Subsequent processing of the protein supernatant will include multiple 
chromatographic purification and ultrafiltration steps for product concentration.  

(1) (3) (4) (7)(6)(2) (5)

 
Fig. 2. Flowsheet of an intracellular product recovery process. (1) Fermenter, (2) Harvest Tank, 
(3) Disc-stack centrifuge, (4) Homogeniser, (5) Disc-stack centrifuge, (6) Microfiltration, (7) 
Chromatography column 

In this process, upstream unit operations have a pronounced impact upon the effec-
tiveness of downstream recovery. For example, substrate concentration, feeding strat-
egy and harvest time are important factors for the cell growth, since they affect the 
biomass concentration, protein level, the size of cells and the ability of the cells to be 
disrupted during the homogenisation step. In the homogenisation unit, the operation 
pressure and number of passages can create variability in the centrifuge feed, thus 
affecting the following centrifugation performance. To obtain the target clarification 
level, the centrifuge flowrate should be adjusted to account for the number of pas-
sages and pressure in the homogenisation step. If the whole process productivity 
needs to be considered as a target for the manufacturing process, the trade-off be-
tween all of the unit operations has to be investigated.  

In the manufacturing scenario, process operation conditions and the key process 
performance parameters, such as cell growth profile in the fermentation process, solid 
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concentration in the centrifugation supernatant, etc. should be controlled within  cer-
tain boundaries in order to maintain product quality and process consistency. The 
proposed agent-based system can be used to monitor the process operation perform-
ance, and to set an alert if any deviation is detected during the manufacturing process. 
The system can also help to predict trends in the subsequent process units under alter-
ative operation conditions based on the process models. With the application of deci-
sion-rules and optimisation strategies, agents in the system will also collaborate to 
provide strategies to maintain the efficiency of the manufacturing process. This is 
driven by agent-based decision-making and the proposal of alternative unit operation 
conditions to cope with any deviations detected.  

3.2   System Implementation 

The proposed agent-based framework was implemented using JADE as the agent de-
velopment platform. FIPA ACL was used as the communication language in JADE.  
An ontology and domain specific vocabulary was defined in the multi-agent system to 
facilitate the communication between agents and interpret the content information of 
the messages exchanged between agents. With the communication language and the 
ontology, agents will be able to understand each other and to communicate effectively 
to exchange and share information, and achieve timely decisions in dealing with vari-
ous scenarios. 

The ADH process is used as an example to illustrate the implementation of the 
agent-based system. Unit operation models for fermentation, centrifugation, homog-
enization and chromatography operations were developed in Matlab. An agent system 
was set up in which a group of Unit operation agents were used to represent the unit 
operations along the process sequence. Additionally a Coordination agent was used to 
coordinate the unit operations, and a User agent to communicate between the user and 
the agent system, to get user commands and present the results to the user.  

Here we take the monitoring of fermentation process as an example. The main kind 
of deviation that may be expected in the fermentation would be whether the culture 
growth rate changes relative to historical trends. This affects subsequent processing of 
the batch. Hence if the final biomass concentration deviates from the target level, may 
necessitate a change of the downstream unit operation conditions. In a manufacturing 
scenario, set points will exist for each stage of the process and it is the function of the 
agents to cooperate in proposing appropriate control actions to bring the problem back 
within the defined process envelop.  

A 1000L yeast fermentation was studied in this example. Set points for unit opera-
tion conditions and the key control parameters in this process are list in Table1. 

Table 1. Set points for unit operations and key control parameters 

Set points of unit operation conditions Key control parameters 
Fermentation time(hr): 30 Biomass concentration of  
Centrifugation I  Flowrate (L/hr):300     fermentation broth: > 120g/L 
Homogenization Pressure (Bar): 400 Supernatant clarification of  
Centrifugation II Flowrate (L/hr): 200     centrifuge II: >95% 
Chromatography loading flowrate 

(m/s):0.02 
Productivity: >0.5 gADH/hr 
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As the fermentation progresses, data such as the on-line OD600 which can be  
used to infer the level of biomass concentration was evaluated using the multi-agent 
system. 

Agents in the multi-agent system carried out the following activities in executing 
the process monitoring task: 

• The Fermentation agent compares the current operation data with historic 
manufacturing data based on request from the Co-ordination agent.  

• If the deviation is within the normal operation boundary (less than 10%), the 
Fermentation agent will report that operation is satisfactory. If more than a 
10% derivation is detected, the Fermentation agent will trigger an alert. In such 
an event, the Fermentation agent collaborates with the other Unit operation 
agents to predict the downstream unit operation behaviour at the set point of 
each unit operation condition.  

• The Coordination agent evaluates the whole process operation performance to 
check whether the desired level of process productivity will be achieved. If by 
operating the process at the identified set points will not satisfy this require-
ment, the coordination agent will suggest changes to the unit operation condi-
tions according to a set of decision rules.  

• The Co-ordination agent will eventually propose possible actions to the user in 
order to accommodate the deviation.    

In this scenario, an alert is triggered by the Fermentation agent at 24 hr of fermenta-
tion. A greater than 10% deviation of OD600 is detected from the set point. Based on 
the process model prediction and decision rules, the agent system suggests alternative  
 

Agent Dialogue

( INFORM 
      :sender      Co-ordination Agent  
      :receiver    User Agent 
      :content     “( Fermentation time(hr): 24
                          Solid concentration (OD600): 23.56
                          Alert: Deviation detected, OD is low!
                          Suggested operation condition:  
                          Harvest time(hr): 30
                          Centrifuge I flowrate (L/hr): 300
                          Homogenisation pressure (Bar): 500
                          Centrifuge II flowrate (L/hr): 150
                          Chromatography loading flowrate (m/s): 0.02
                          Predicted clarification level: 96%
                          Predicted productivity (g/hr): 0.64  )” 
      :language     FIPA SL 
      :ontology     MAS-ontology  
)

 

Fig. 3. Message between Co-ordination and User agent in the event of a deviation being de-
tected. The agent proposes a possible choice of action to follow in this event. 
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unit operation conditions to cope with the lower biomass concentration detected in the 
fermentation process. Higher homogenisation pressure is suggested to improve the 
protein release, and simultaneously altering the centrifuge II flowrate to maintain the 
clarification level. A typical dialogue between the Co-ordination and the User agents is 
shown in Figure 3, which illustrates a summary of the process monitoring result, and 
the suggested corrective actions to cope with the deviation detected in the fermentation 
process. 

4   Conclusion 

A systematic framework for the generation of an agent-based whole bioprocess de-
scription is proposed in this paper. The agent-based framework provides a flexible 
environment for the necessary integration of process models for the description of 
whole process behaviour and the inclusion of the interactions between unit operations. 
In such a system, agent components run on top of process models and datasets, they 
communicate with each other to exchange process information, cooperate in perform-
ing the tasks for whole process description, evaluate unit operation conditions, and 
identify process optimization strategies. The system also has the capacity to monitor 
the manufacturing process, to predict process performance in the case of process 
variations, and assist in decision–making to improve process efficiency within the 
process design space.       

The application of the agent system approach is discussed via a selected scenario 
which demonstrates how such a framework can provide for the better integration of 
process operations for the purposes of plant-wide process description and process 
improvement. The implementation of the multi-agent system is illustrated based on a 
typical intracellular protein production process.  
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Abstract. Available knowledge to describe food processes has been capitalized
from di�erent sources, is expressed under di�erent forms and at di�erent scales.
To reconstruct the puzzle of knowledge by taking into account uncertainty, we
need to combine, integrate di�erent kinds of knowledge. Mathematical concepts
such that expert systems, neural networks or mechanistic models reach operating
limits. In all cases, we are faced with the limits of available data, mathemati-
cal formalism and the limits of human reasoning. Dynamical Bayesian Networks
(DBNs) are practical probabilistic graphic models to represent dynamical com-
plex systems tainted with uncertainty. This paper presents a simplified dynamic
bayesian networks which allows to represent the dynamics of microorganisms in
the ripening of a soft mould cheese (Camembert type) by means of an integra-
tive sensory indicator. The aim is the understanding and modeling of the whole
network of interacting entities taking place between the di�erent levels of the
process.

Keywords: Knowledge integration, food processing, cheese ripening, Dynamic
Bayesian Networks, uncertainty.

1 Introduction

Available knowledge to describe microbiological and physicochemical changes present
during food processes has been capitalized from di�erent sources (experts, literature,
sensors). It is expressed under di�erent forms (database, expert opinions, mechanistic
models ...) and at di�erent scales (microbial view, sensory view). The reconstruction
of dynamics and interactions between the di�erent levels of knowledge is a complex
problem due to the heterogeneity of knowledge.

A part of our work is to propose mathematical tools which allow to integrate this
capitalized heterogeneous knowledge in order to describe and represent the principal
kinetics of observed phenomena by taking into account uncertainty relative to knowl-
edge process (see figure 1.a). The reconstruction of the puzzle of knowledge could lead
to a better understanding of the whole network of interacting entities taking place be-
tween di�erent levels of food processes.

Mathematical concepts based on expert systems [11, 12] or "‘black box"’ models
[13,18] such that neural networks or "‘white box"’ such that mechanistic models [2,20]

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 265–272, 2008.
c� Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. a) Knowledge integration to represent the dynamics of food processes. b) A Simplified
representation of the coupled dynamic of K. marxianus (Km) growth with lactose consumption
(lo) influenced by temperature (T) and involving odor changes (Od) for four time slices by means
of a DBN.

either reach their limits of feasibility or are not suited. The first one requires expert
knowledge sometimes too important for the capacity of human reasoning. The second
one is not interpretable and is unable to explain any results that it obtains (i.e. the rules
of operation are completely unknown). The last one provides fragmented knowledge
and does not often allow to take into account, for instance, sensory properties. In the
three cases, we are faced with the limits of interpretability, mathematical formalism
and the limits of human reasoning. This leads to combine, integrate di�erent kinds of
knowledge coming from di�erent sources collected at di�erent scale [1].

With this intention, Dynamical Bayesian Networks (DBNs) [17] are practical prob-
abilistic graphic models to represent dynamical complex systems tainted with uncer-
tainty. The graphical structure of the network provides an intuitively appealing interface
by which humans can model highly-interacting sets between variables and provides a
qualitative representation of knowledge. The use of probabilities enables to take into
account uncertainty pertaining to the system by quantifying dependence between vari-
ables in the form of conditional probabilities. The main interest to use DBNs is to
permit to combine expert knowledge with experiments through data acquisitions at dif-
ferent levels and scales of knowledge. In addition to the possibility to represent dynamic
processes, the use of DBNs allows to elaborate new models by modifying the structure
of network and to combine di�erent networks together in order to obtain a new model.

The cheese, during ripening, represents an ecosystem and a bio-reactor diÆcult to
apprehend in the whole. Cheese ripening remains a complicated process to control
where operator’s evaluation and reasoning have a decisive role. Micro-organisms are
the major actors in the process of cheese ripening [7, 8]. The degradations of substrate
components can be carried out simultaneously or successively and involve a change of
the rheological characteristics of cheese. The aim of this paper is to present a simplified
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model based on Dynamic Bayesian Networks which allows to represent the dynamics
of microorganisms in the ripening of a soft mould cheese (Camembert type) by means
of an integrative sensory indicator.

2 Basic Notions of Dynamic Bayesian Networks (DBNs) [17]

DBNs are classical Bayesian networks [19] in which nodes �Xi(t)� i � 1 � � �N�, repre-
senting random variables, are indexed by time t. They provide a compact representation
of the joint probability distribution for a finite time interval [1� �] defined as follows:

P(X(1)� � � � � X(�)) �
N�

i�1

��

t�1

P(Xi(t)�Pa(Xi(t))) (1)

where X(t) � �X1(t)� � � � � XN(t)�, Pa(Xi(t)) denotes the parents of node Xi(t) and P(Xi(t)�
Pa(Xi(t))) denotes the conditional probability function associated with the random vari-
able Xi(t) knowing Pa(Xi(t)). This probability represents the beliefs about possible
trajectories of the dynamic process X(t). Figure 1.b illustrates a DBN representing a
coupled dynamic of a micro organism (Kluyveromyces marxianus, noted Km) with its
substrate consumption (lactose noted lo) influenced by the temperature (T) and causing
odour evolutions (Od) during the ripening of Camembert-type cheese. In the structure
elaboration of DBNs by means of interactions with the experts of food science, tempo-
ral arcs can be seen as the persistence of a phenomenon during time whereas others arcs
can be seen as causal influences between variables. Each static network is called a time
slice of the DBN. In our framework, we assume the first-order homogeneous Markov
property which means that the parents of a variable in time slice t must occur in either
slice t or t-1 and that conditional probabilities are time-invariant. DBNs can be then
specified simply by giving two slices and the link between them.

DBNs provide very useful tools to combine expert knowledge with data at di�erent
levels and scales of knowledge. Indeed the structure of the model can be built explicitly
on the basis of the expert knowledge and the parameters of the model (conditional
probability functions) can be learnt automatically without a priori knowledge on the
basis of a set of data (called parameters learning).

2.1 Parameters Learning

The techniques for learning DBNs are mostly extensions of the techniques for learning
BNs. They can relate to either the structures of graph (i.e. topology) or the parameters
of DBNs (i.e. conditional probability distributions) or both joined together. According
to the figure case, di�erent methods exist to learn the structure or the parameters from
substantial and�or incomplete data. Learning DBNs is a huge research subject, we invite
readers to read the following papers [4, 5] for further details. According to the concern
to interact with experts, the topology of the graph will be obtained from expert opin-
ions. Let �t

i jk be the probability that Xi(t) � xk given that its parents have instantiation y j,
i.e. �t

i jk � P(Xi(t) � xk �Pa(Xi(t) � y j). The most used and simplest method, which will
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be used in this paper, is to estimate �t
i jk by the occurrence rate of the event (Xi(t) �

xk� Pa(Xi(t)) � y j) in the training data S � �S 1� � � � � S Q� which contains Q sequences:

�
t
i jk �

Nt
i jk�

l Nt
i jl

(2)

where Nt
i jk �

�Q
m�1 I(Xi(t) � xk� Pa(Xi(t)) � y j�S m) and I(Xi(t) � xk� Pa(Xi(t)) �

y j�S m) � 1 if the event (Xi(t) � xk� Pa(Xi(t)) � y j) occurs in case S m.

2.2 Inference (Knowledge Propagation)

Exploitation of such DBNs consists in "query" expressed as conditional probability.
The most common task we wish to solve is to estimate the marginal probabilities
P(Xi(t)��Xi(t) � xi(t)� (i� t) � �1� N� � �1� ���) where � is the length of observable data
xi(t). Inference consists in computing the probability of each state of a variable when
we know the state taken by other variables. In general, DBN inference is performed
using recursive operators that update the belief state of the DBN as new observations
become available [17].

– If � � t, inference is filtering where the goal is to recursively estimate the belief
state using Bayes’ rule.

– If � � t this is smoothing where we look for to estimate the state of the past, given
all the evidence up to the current time.

– If � � t this is prediction where we might want to predict the future.

3 Cheese Ripening Description

For soft-mould cheese the most important biochemical phenomena occur during ripen-
ing. There exists relationships between microbiological and physicochemical changes
which depend on environmental conditions (e.g. temperature, relative humidity ...) [14]
and influence the quality of ripened cheeses [10, 15]. The ripening expert is able to ex-
plain a part of the complex reactions that are taking place in the real cheese through his
perception of the quality changes. Based on this qualitative understanding of the process
he generally makes his control decisions. Model cheeses were prepared from pasteur-
ized milk inoculated with Kluyveromyces marxianus (Km), Geotrichum candidum (Gc),
Penicillium camemberti (Pc) and Brevibacterium auriantiacum (Ba) under aseptic con-
ditions (detailed in [15]).

3.1 Step of Ripening: Sensory Description

Experts use their senses to follow cheese ripening and they probably aggregate (which
so called "‘chunk"’ in cognitive science [6]) these informations to regulate the evolution
of the process. We look for information aggregation as much as possible. During inter-
view with expert-operators, we observed that sensory information taken at line were
chunked to represent in four phases the cheese ripening evolution:
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– Phase 1 is defined by the surface humidity evolution of cheese corresponding to
drying process. At the beginning, the surface of cheese presents a very wet aspect
and diminishes until a nearly dry aspect characterizing the first phase of ripening.

– Phase 2 is defined by the apparition and the evolution of P. camemberti-coat (i.e the
white-coat at the surface of cheese), the first change of color and the "mushroom"
odor development.

– Phase 3 is defined by the increase of the thickening of the creamy under-rind. P.
camemberti cover all the surface of cheeses and the color is light brown.

– Phase 4 is defined by strong ammoniac odor perception and the dark brown aspect
of the rind of cheese.

3.2 Microbial Behavior during Ripening

K. marxianus is one of the dominant species in the yeast flora of Camembert cheeses
and has a key role in ripening. One of its principal activity is the fermentation of lac-
tose (noted lo) [7, 8]. Three dynamics are apparent in the timeline of K. marxianus
growth [15, 14]. Firstly, there is an exponential growth during about five days what
corresponds to a decrease of lactose concentration. Secondly, the concentration of K.
marxianus remains constant during about fifteen days and thirdly decreases slowly. G.
candidum is used as a starter in the dairy industry and plays a key role ripening because
it contributes to the development of flavor, taste and aroma of cheeses [3, 16]. One of
its principal activities is the consumption of lactate (noted la). Three dynamics are ap-
parent in the timeline of G. candidum growth [15, 14]. Firstly, there is a latency period
during about three days. Secondly, there is an exponential growth what corresponds to
a decrease of lactate concentration and thus an increase of pH. Thirdly, the concentra-
tion of G. candidum remains constant to the end of ripening. There is a lack of well
suited measure to follow the growth of P. camemberti. For instant, the sampling method
destroy the mycelia of P. camemberti. So the viable cell counted are not directly cor-
related with the growth of P. camemberti on the surface of cheese. We thus decide that
this micro-organism will not be taken into account in our modelization. B. auriantiacum
is an sensitive bacteria growing slowly after a latence period about one week and the
population becomes more stable at the end of ripening.

4 First Results

From the knowledge summarized above about ripening process, we propose to build
a dynamic bayesian network (see Fig. 2) representing the dynamic behaviors of each
variable, not from a microscopic but macroscopic point of view: each dynamic is only
characterized by the phase in which the network is at time t. From the analysis of
experiments and according to expert opinions, we identified four relevant variables
(the derivative of pH, la, Km and Ba) allowing to predict phase at time t � 1. After
parameters learning (see Section 2.1) obtained from trials run at di�erent relative
humidities varying between 88% and 98% and temperatures varying from 8oC to
16oC, we compare the results of the model with one trial carried out at 88%, 16oC
non available in learning database. The Figure 3.a allows to show the probability
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Fig. 2. DBN representing the dynamic of
variables depending on the observation of
ripening phases
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Fig. 4. Probability of la(t), pH(t), Ba(t), lo(t), Gc(t) and predict phase by observing the phase at
each time step during ripening with a relative humidity of 88% and a temperature temperature
16oC

P(Km(� � Æt)�Km(1)�Gc(1)�Ba(1)� lo(1)� la(1)� �phase(t)� t � �1� ���), �� � �1� 40� and
Æt � 1 day, obtained from the DBN where (Km(1)�Gc(1)�Ba(1)� lo(1)� la(1)� �phase(t)� t �
�1� ���) are observed evidences coming from the ripening carried out at 88% and 16oC.
The Figure 3.a shows, for instance, that the probability for that Km is equal to 3�16�107

colony forming unit per gram of wet cheese (i.e. about 7.5 in decimal logarithm scale
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noted "log10(cfu�g)") at time of 9 days is equal to 47% (i.e. P(Km(9)�7.5)�47%). From
the Figure 3.a, we estimate the mean of Km(t) (see dotted line in Figure 3.b) and we test
the adequation of our model with data coming from trial and thus its predictive charac-
tere. For example, the simulated kinetic of Km presents a mean error of 0.12 log10(cfu�g
of wet cheese) with the measured kinetic which is lower than measure error admitted
by expert: 0.5 log10(cfu�g of wet chesse). In the same way, the Figure 4 shows the sim-
ulated mean evolution of la, pH, Ba, lo, Gc (in dotted line) during ripening at a relative
humidity of 88% and a temperature of 16oC. They allow to compare results obtained
from simulation with raw data and highlight the predictive character of model in par-
ticular about the prediction of the ripening phase from derivatives. We can see that the
model correctly predicts the phase in 90% of cases (see predicted phases Æ in Figure 4).

5 Conclusion and Discussions

According expert knowledge, we defined a first dynamic bayesian network allowing to
describe a network of interactions taking place between variables at di�erent scales dur-
ing the ripening of a soft mould cheese. The first results show that the model describes
and predicts the kinetics of the characteristic variables of cheese ripening according to
the observation of ripening phases. Moreover, it allows to correctly predict the phase at
time t�1 knowing the phase at time t. DBNs thus presents interesting and promising re-
sults to take explicitly into account the fragmented and heterogeneous knowledge on the
dynamics of the process. However, further tests must be to carry out at di�erent process
controls in order to test the robustness of model and to validate it. In further studies, we
hope to complex the model by integrating: (1) specific sensory indicators characterizing
ripening phases, (2) more precise dependencies between microscopic variables and the
knowledge of proteolysis and lipolysis activities. However, according to the complex-
ity of microbiological and�or physicochemical activities in food processes, available
knowledge is often tainted with vagueness, imprecision and incompleteness. In order to
integrate this kind of knowledge, we can imagine to have to combine RBDs with recent
theories like possibility theory [9], Dempster-Shafer theory [21] allowing to process
imprecision and incompleteness.
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Abstract. The paper studies the design and analysis of some nonlinear and  
neural adaptive control strategies for a wastewater treatment process, which is 
an activated sludge process with nonlinear, time varying and not exactly known 
kinetics. In fact, an adaptive controller based on a dynamical neural network 
used as a model of the unknown plant is developed and then is compared with  
a classical linearizing controller. The neural controller design is achieved by  
using an input-output feedback linearization technique.  

Keywords: Nonlinear systems, Neural networks, Bioprocesses. 

1   Introduction 

During the last years, the control of bioprocesses has been a significant problem at-
tracting wide attention. The main engineering motivation in applying control methods 
to bioprocesses is to improve operational stability and production efficiency.  

It is well known that traditional control design involves complicated mathematical 
analysis and has difficulties in controlling highly nonlinear and time-varying plants as 
well. A powerful tool for nonlinear controller design is the feedback linearization 
technique [1], [2], but the use of it requires the complete knowledge of the system.  

Recently, there has been considerable research activity in the applications of neural 
networks (NN) to identification and control of nonlinear systems [3], [4]. In order to 
deal with the control of nonlinear uncertain systems, during the past few years, NN 
based adaptive control strategies have been developed [5], [6]. In [5], a combined 
adaptive NN scheme was designed for a class of nonlinear systems, using the sum of 
the output of a simple adaptive controller and the output of a NN as the control input. 
More recently, a NN adaptive control with input-to-state stable internal dynamics is 
developed in [6]. There are many application of NN adaptive control such as robotics, 
chemical processes etc., but a few applications for bioprocesses [7].   

In this paper, the design and the analysis of some nonlinear and neural control 
strategies for controlling a bioprocess with incompletely known and time varying 
dynamics are presented. Using the feedback linearization approach, the design of a 
linearizing controller and of an adaptive controller based on a dynamical NN is 
achieved. Practically, the NN transform the originally unknown system to a dynamic 
NN model; the weights of this model must to be determined by adaptive techniques. 
The ability of dynamical NNs to learn static and dynamic highly nonlinear systems is 
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a well-known property [8]. However, when one uses models to develop control algo-
rithms, the presence of a modelling error term could destroy the stability of the sys-
tem. In this paper the adaptive regulation problem will be developed only when the 
modelling error term is zero. The adaptation laws of NN weights are derived using a 
Lyapunov stability property of the closed loop system. The derived control method is 
applied in a depollution control problem, for a wastewater treatment bioprocess with 
strongly nonlinear, time varying and not exactly known dynamical kinetics. 

2   Dynamical Neural Network Model and Control Strategies 

Consider the class of multi-input/multi-output square nonlinear dynamical systems 
(that is, the systems with as many inputs as outputs) of the form: 

CxyuxGxfuxgxfx
n

i
ii =+=+= ∑

=
;)()()()(

1

&  (1) 

with the state nx ℜ∈ , the input nu ℜ∈  and the output ny ℜ∈ . nnf ℜ→ℜ:  is an 

unknown smooth function called drift term and G a matrix whose columns are the 
unknown smooth functions ig ;  note that f and ig  contain parametric uncertainties 

which are not necessarily linear parameterizable. C is a nn×  constant matrix. 
This paper deals with the control of the processes described by (1). The control ob-

jective is to make the output y of (1) to track a specified trajectory refy . However, the 

problem is very difficult or even impossible to be solved if the vector fields f and gi 
are assumed to be unknown. Therefore, in order to provide a solution to this problem, 
it is necessary to have a more accurate model for the unknown plant. For that purpose, 
in order to model the nonlinear system (1), dynamical NN are used.  

Dynamical neural networks are recurrent, fully interconnected nets, containing dy-
namical elements in their neurons. They can be described by the following system of 
coupled first-order differential equations [8]: 
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or compactly 
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with the state nx ℜ∈ˆ , the input nu ℜ∈ , the output n
Ny ℜ∈ , W a nn×  matrix of 

adjustable synaptic weights, A - a nn×  diagonal matrix with negative eigenvalues 

ia , B - a nn×  diagonal matrix of scalar elements ib , and 1+nW  a nn×  diagonal 

matrix of adjustable synaptic weights: =+1nW }{ 1,1,1 =+ nnn wwdiag L . )ˆ(xΦ  is a n-

dimensional vector and )ˆ(xΨ  is a nn×  diagonal matrix, with elements the activation 

functions )ˆ( ixφ  and )ˆ( ixψ , usually represented by sigmoids of the form: 
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where km  and 2,1, =kkδ  are constants, and 0>β  is a constant that shifts the sig-

moid, such that 0)ˆ( >ixψ  for all ni ...,,1= . 

Next, by using the feedback linearization technique, two nonlinear controllers for 
the system (1) are presented: a linearizing feedback controller, and a nonlinear adap-
tive controller using dynamical neural networks. Firstly, the linearizing feedback 
controller case is considered, which it is an ideal case, when maximum prior knowl-
edge concerning the process is available. We suppose that the functions f and G in (1) 
are completely known, the relative degree of differential equations in (1) is equal to 1, 
and all states are on-line measurable. Assume that we wish to have the following first 
order linear stable closed loop (process + controller) behaviour: 

0)()( =−+− yyyy refref Λ&&  (4) 

with nidiag ii ,...,1,0},{ =>= λλΛ . Then, by combining (1) and (4) one obtains the 

following multivariable decoupling linearizing feedback control law: 

( ) ( )ν+−= − )()( 1 xCfxCGu  (5) 

with ))(( xCG  assumed invertible, which applied to the process (1) result in ν=y& , 

where ν  is the new input vector designed as )( yyy refref −+= Λν & . The control law 

(5) leads to the linear error model tt ee Λ−=& , where yye reft −=  is the tracking er-

ror. For 0>iλ , the error model has an exponential stable point at 0=te . 

Because the prior knowledge concerning the process is not realistic, next it will be 
analyzed a more realistic case, when the model (1) is practically unknown, that is the 
functions f and G are completely unknown and time varying. To solve the control 
problem, a NN based adaptive controller will be used. The dynamical NN (3) is used 
as a model of the process for the control design. Assume that the unknown process (1) 
can be completely described by a dynamical NN plus a modelling error term ),( uxω . 

In other words, there exist weight values *W  and *
1+nW  such that (1) can be written as: 

CxyuxuxBWxBWAxx n =+++= + );,()()( *
1

* ωΨΦ& . (6) 

It is clear that the tracking problem can be now analyzed for the system (6) instead 

of (1). Since *W  and *
1+nW  are unknown, the solution consists in designing a control 

law ),,( 1 xWWu n+  and appropriate update laws for W and 1+nW  such that the network 

model output y  tracks a reference trajectory refy . The dynamics of NN model output 

(6), where the modelling error term ),( uxω  is assumed to be 0, can be expressed as: 

uxCBWxCBWCAxxCy n )()( *
1
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Assume that )(*
1 xCBWn Ψ+  is invertible, which implies relative degree equal to one 

for input-output relation (7). Then, the control law (5) is particularized as follows 
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where the new input vector ν  is defined as )( yyy refref −+= Λν & , which applied to 

the model (7) results in a linear stable system with respect to this input, as ν=y& . 

Defining the tracking error between the reference trajectory and the network output 
(7), as yye reft −= , then the control law (8) leads to a linear error model tt ee Λ−=& . 

For nii ,...,1,0 =>λ , the error te  converges to the origin exponentially. 

Note that the control input (8) is applied both to plant and neural model. Now, we 
can define the error between the identifier (NN) output and real system (ideal identi-
fier) output as )ˆ( xxCyye Nm −=−= . Assuming that the identifier states are closely 

to process states [8], then from (3) and (6) we obtain the next error equation: 
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with *~
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111
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+++ −= nnn WWW . Since control law (8) contains the unknown 

weight matrices *W  and *
1+nW , this becomes an adaptive control law if these weight 

matrices are substituting by their on-line estimates calculated by appropriate updating 
laws. Since we are interested to obtain stable adaptive control laws, a Lyapunov syn-
thesis method is used. Consider the following Lyapunov function candidate: 
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where 0>P  is chosen to satisfy the Lyapunov equation IPAPA T −=+ . 
Differentiating (10) along the solution of (9), where C is considered to be equal to 

identity matrix, finally one obtains: 
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and consequently, for the network weights the following updating laws are obtained: 
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Theorem 1. Consider the control law (8), and the tracking and model errors defined 
above. The updating laws (13) guarantee the following properties [8]: 
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which implies 2, Lee mt ∈ . By definition, )( ixφ  and )( ixψ  are bounded for all x  and 

by assumption all inputs to the NN, the reference refy  and its time derivative are also 

bounded. Hence, from (8) we have that u is bounded and from tt ee Λ−=&  and (9) we 

conclude that ∞∈ Lee mt && , . Since ∞∩∈ LLee mt 2,  and ∞∈ Lee mt && , , using Barbalat’s 

Lemma [9], one obtains that 0)(lim =∞→ tett  and 0)(lim =∞→ temt . Using now the 

boundedness of )(),(, xxu ΨΦ  and the convergence of )(tem  to 0, we have that 

W& and 1+nW&  also converge to 0. But we cannot conclude anything about the conver-

gence of weights to their optimal values. In order to guarantee this convergence, 
)(),(, xxu ΨΦ  need to satisfy a persistency of excitation condition [9]. 

3   Linearizing and NN Adaptive Control of a Wastewater Process 

Next, the control methods are applied for an activated sludge process, which is an 
aerobic process of biological wastewater treatment [10], [11]. Usually, a wastewater 
treatment with active sludge is operated in at least two interconnected tanks: an aera-
tor in which the biological degradation of the pollutants takes place and a sedimenta-
tion tank (settler) in which the liquid is clarified. This process is very complex, strong 
nonlinear and characterized by uncertainties regarding its parameters.  

In this paper a simplified model of a wastewater treatment process for the removal 
of two pollutants ( 1S  and 2S ) from the treated water will be used. The dynamics of 

the plant (aerator + settler) is described by the following mass balance equations [11]: 

)()()()1)(()()()( tXtrDtXrtDtXttX r++−= μ&

1111 )()()1)(()()()/1()( inStDtSrtDtXtYtS ++−−= μ&

2222 )()()1)(()()()/1()( inStDtSrtDtXtYtS ++−−= μ&

inc CtDtCCWtCrtDtXtYYktC )())(()()1)(()()()/1/1()( max21 +−++−+−= αμ&

)())(()()1)(()( tXrtDtXrtDtX rr +−+= β&  

(15) 

where X , 1S , 2S , C  and rX  are the concentrations of the biomass (active sludge) 

in the aerated tank, of the substrate (pollutant) 1, of the substrate (pollutant) 2, of the 
dissolved oxygen and of recycled biomass respectively; maxC  is the maximum con-

centration of dissolved oxygen, VFD in /= – the dilution rate ( inF  the influent flow 

rate and V the constant aerator volume), μ – the specific growth rate, 1Y  and 2Y  are 

the consumption coefficients of substrates 1S  and 2S  respectively, r – the rate of 

recycled sludge, β – the rate of removed sludge, Ck – a model constant, W – the aera-

tion rate, 1inS  and 2inS  are the concentrations of influent substrates 1S  and 2S  re-

spectively, and inC  is the concentration of dissolved oxygen in the inflow. 

For this bioprocess, the main control objective is to maintain the wastewater  
degradation at a desired level despite the load and concentration variations of the 
pollutants. Furthermore, an adequate control of dissolved oxygen concentration in 
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aerator is very important. Then the controlled variables are concentrations of pollut-

ants 21 SSP +=  and dissolved oxygen C inside the aerator, that is TCPy ][= . Re-

garding the input control variables, the most realistic case is that when the rate of 

recycled sludge r and the air flow rate W  are the control inputs: TWru ][= .  

From (15) it can be seen that relative degrees of both controlled variables P  and 
C, respectively, are equal to 1; therefore a square model of the form (1) is obtained: 

))(()()1)(()()()/1/1()( 2121 inin SStDtPrtDtXtYYtP +++−+−= μ&

inc CtDtCCWtCrtDtXtYYktC )())(()()1)(()()()/1/1()( max21 +−++−+−= αμ&  
(16) 

We consider that the specific growth rate is a Monod-type model [10]: 

))]())(())((/[()()()()( 221121max tCKtSKtSKtCtStSt CSS +++= μμ , (17) 

with maxμ – the maximum specific growth rate of microorganisms, 1SK , 2SK  – the 

saturation constants for the substrates, CK  – the saturation constant for oxygen. 

In the ideal case when the process is completely known, it can be shown, after long 
but direct calculations applied to linear approximations of the model (15) and (17) 
that, the process is minimum phase. Under these conditions, the exactly linearizing 

controller (5) with piecewise constant reference TCPy ][ *** =  is particularized as: 
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 is nonsingular and so invertible as long as P and 

CC −max  are different from zero (conditions satisfied in a normal process operation). 

We assume now that in equation (16), the terms )()()/1/1( 21 tXtYY μ+  and 

)()/)(/)(( 21 tXYtYtkC μμ +  respectively are completely unknown and time varying. 

Then these equations can be written in the form: 
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As in the previous case our objective is to determine the control inputs r and W so 

that P and C follow the desired outputs *P  and *C  while 1η  and 2η  are considered 

unknown functions. If r and W can be chosen as 

⎟
⎟
⎠

⎞
⎥
⎦

⎤
⎢
⎣

⎡
+⎥

⎦

⎤
⎢
⎣

⎡
−
−+

−⎜
⎜
⎝

⎛
⎥
⎦

⎤
⎢
⎣

⎡

−
−

⋅⎥
⎦

⎤
⎢
⎣

⎡
⋅=⎥

⎦

⎤
⎢
⎣

⎡ −

2

121

*

*

2

11

)(

)(

0

0

η
η

λ
λ

CCD

PSSD

CC

YY
B

W

r

in

inin , (20) 

then the error equations are: 111 ee λ−=& , 222 ee λ−=&  with PPe −= *
1 , CCe −= *

2 .  

Because the functions 1η  and 2η  are not known, our objective is to obtain on-line 

estimates of these unknown functions by using a neural network of the form (2): 
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Hence, r and W in (20) are modified so that the on-line estimations )(ˆ
1 tη  and 

)(ˆ
2 tη  are used in place of 1η  and 2η . The parameters ijw  and 1, +niw  are adjusted by 

using the adaptation laws (13).  

4   Simulation Results and Conclusion 

The performance of multivariable neural adaptive controller (20), (21), by comparison 
to the exactly linearizing controller (18) (which yields the best response and can be 
used as benchmark), has been tested by performing extensive simulation experiments. 

For a proper comparison, the simulations were carried out under identical condi-
tions. The simulations were designed so that several set point changes on the con-
trolled variables P and C occurred.  

The system’s behaviour was analyzed assuming that the pollutant concentrations 

1inS  and 2inS  act as perturbations of the form: ))20/sin(2.01(800)(1 ttSin π+= , 
))15/cos(2.01(700)(2 ttSin π+= , and the kinetic coefficient maxμ  is time-varying as 
))10/sin(1.01()( 0

maxmax tt πμμ += . Also, the influent flow rate inF  is time-varying. 
The gains of control laws (18), respectively (20) are =1λ  0.4, =2λ  1.5. 

 

 

Fig. 1. Simulation results for neural adaptive control by comparison to exactly linearizing 
control: 1 – exactly linearizing control, 2 – neural adaptive control 
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The values of the parameters of the bioprocess are: 10
max 4.0 −= hμ , 5.01 =Y , 

42 =Y , lmgCin /8= , 7.0=Ck , hmFin /5.6 30 = , 3100mV = , lmgKC /2= , =1SK  

lmgK S /1002 = , 09.0=α , 2.0=β . The initial values of the weights are set to 0.5 

and the design parameters were chosen as: ,4.01 =m  ,5.12 =m  ,1.021 == δδ  

,021 == ββ  ,81 −=a  ,152 −=a  ,01.021 == bb  5.221 == pp . The behaviour of 

closed-loop system using NN based adaptive controller, by comparison to the exactly 
linearizing law is presented in Fig. 1. The first two graphics correspond to the con-
trolled variables P and C respectively and the last two graphics correspond to the two 
control inputs. It can be seen that the response of the overall system with neural adap-
tive controller, even if this used much less priority information, is comparable to those 
obtained using the linearizing controller. Note also the regulation properties and the 
ability of NN controller to maintain the pollutant P at a very low level despite the 
high load variations (for 1inS , 2inS  and inF ), and time variation of process parameters. 

It can be concluded that when process nonlinearities are not completely known and 
bioprocess dynamics are time varying, the NN adaptive controllers are viable alterna-
tives. The proposed NN adaptive control strategy can be used for the control of other 
bioprocesses such as biomethanization process, production of some enzymes etc. [7]. 
As a future problem remains the controller design when the real plant is of higher 
order then assumed, or in the presence of other unmodelled dynamics. 
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Abstract. Epilepsy is one of the most frequent neurological disorders.
The main method used in epilepsy diagnosis is electroencephalogram
(EEG) signal analysis. However this method requires a time-consuming
analysis when made manually by an expert due to the length of EEG
recordings. This paper proposes an automatic classification system for
epilepsy based on neural networks and EEG signals. The neural networks
use 14 features (extracted from EEG) in order to classify the brain state
into one of four possible epileptic behaviors: inter-ictal, pre-ictal, ictal
and pos-ictal. Experiments were made in a (i) single patient (ii) different
patients and (ii) multiple patients, using two datasets. The classification
accuracies of 6 types of neural networks architectures are compared. We
concluded that with the 14 features and using the data of a single patient
results in a classification accuracy of 99%, while using a network trained
for multiple patients an accuracy of 98% is achieved.

Keywords: Neural Networks, Epilepsy, Seizure Prediction, Data Min-
ing, Classification, EEG processing.

1 Introduction

Epilepsy is a common disorder that has been with us ever since ancient times,
affecting about 50 million people in the world (according to the International
League Against Epilepsy). Epilepsy targets the brain, a temporal change in the
brains electrical activity that expresses itself in motor, psychic, sensorial and
sensitive manifestations most commonly associated with spasms. Trough a visual
analysis of an EEG chart a trained specialist can identify the several states of a
seizure, where it begins, where it manifests onto observable characteristics and
when it ends. To conduct such monitoring in real time or in a way that does not
prevent the patient from performing every day tasks is a technological challenge
that has the potential to minimize the impact of this illness and improve quality
of life.

Techniques normally used in seizure prediction include methods based on
the analysis of the EEG signal. This area of investigation generally includes,
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among others, the analysis of nonlinear dynamics, wavelet transform and signal
quantification. In epileptic seizures prediction and detection, one of the most
interesting methods is the development of computational methods described as
classifiers (e.g. neural networks). The main goal of these studies is to accurately
determine the epileptic EEG states through the processing of extracted EEG
features. In [1] Approximated Entropy was used as feature, achieving an ac-
curacy of 100%. However the classification was made only between two classes
(normal and epileptic), this approach is not the best choice if the goal is the
prediction of seizures. Another study [2] used some of the features applied in
our work and obtained a classification accuracy of 96.7%. Although the dataset
used were captured from a single brain region (temporal epilepsy, epileptogenic
focus: hippocampal formation).

Other computational tools such as neuro-fuzzy computing techniques were re-
cently demonstrated as highly promising in the identification of seizure patterns
[3]. These efforts represent the increase variety of methods and techniques used
in the processing of epileptic EEG. An extensive analysis of recent published
works can be found in [4].

The number of patients analyzed in each study has a direct influence in the
values of sensitivity. Usually, when the studies are based on EEG data of a small
number of patients the sensitivity results tend to increase. On the other hand,
when the studies reunite several patients, the sensitivity of the methods tends to
decrease. This can be explained by several factors such as unique brain dynamics
of each patient. Another important information is the absence in several studies
of false positive rate information (specificity). The increased sensitivity cannot
be obtained based in a large number of false positives. This would invalidate the
development of any closed-loop seizure prevention system.

We propose several neural networks capable of classifying the different states
of an epileptic seizure, using as evaluation metrics: accuracy, sensitivity and
specificity. In order to build in the near future a prediction system our classifica-
tion focus is on the pre-ictal state. By training different types of neural networks
and testing them in different ways we attempt to identify wining characteristics
that could get an accurate classification in different datasets. The classifier pro-
posed distinguishes among four classes: inter-ictal (normal brain state), pre-ictal
(just before the seizure), ictal (during seizure) and pos-ictal (after a seizure and
before the normal brain state).

The organization of the paper is as follows. The next section describes the
EEG Data and features extraction methods. Section 3 presents the neural net-
works studied including a brief description of each one. In section 4 the experi-
ments made are described and finally in section 5 the conclusions are presented.

2 EEG Data

The data used in this study was collected from two patients. Both records are
from the database of Freiburg Center for Data Analysis and Modeling [5]. The
first one is a temporal epilepsy (with three seizures in a total of 2049 entries
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separated by 5 seconds) and the second a frontal epilepsy (with two seizures in
a total of 1365 entries separated by 5 seconds).

The intracranial recordings utilized were acquired using Neurofile NT digital
video system with 128 channels, 256 Hz sampling rate, and a 16 bit analogue-to-
digital converter. Applying energy concepts, wavelet transform, nonlinear sys-
tems theory, a total of 14 features were extracted from intracranial EEG signal.

2.1 Features Extraction

The features extracted are listed in table 1. In [6,7] you can found a deeper
explanation about these features and their extraction.

Table 1. Features

Concept Features

Signal Energy

Accumulated energy
Energy level
Energy variation (short term energy (STE))
Energy variation (long term energy (LTE))

Wavelet Transform

Energy STE 1 (0Hz − 12.5Hz)
Energy STE 2 (12.5Hz − 25Hz)
Energy STE 3 (25Hz − 50Hz)
Energy STE 4 (50Hz − 100Hz)
Energy LTE 1 (0Hz − 12.5Hz)
Energy LTE 2 (12.5Hz − 25Hz)
Energy LTE 3 (25Hz − 50Hz)
Energy LTE 4 (50Hz − 100Hz)

Nonlinear system dynamics
Correlation dimension
Max Lyapunov Exponent

Signal energy (accumulated energy and energy variation). Based on the
algorithm presented in [8], the authors relate the EEG study with accumulated
energy concept. Accumulated energy is determined by the sum of the successive
values of signal energy. Then the derivative of the function is determined and
analyzed, allowing the pattern evaluation; according to several authors, pre-
seizure activity is related to the increase of EEG signal energy.

Accumulated energy was approximated by using moving averages of signal
energy (using a short-term energy observation window vs. a long-term energy
observation window).

Wavelet transform (decomposition coefficients analysis). The signal is
decomposed in different frequency bands, and the extracted coefficients represent
new functions (versions of the same original signal). The coefficients obtained by
wavelet decomposition with four levels are processed and accumulated energy
of these series is determined. Accumulated energy was approximated by using
moving averages of coefficients energy (using a short-term energy observation
window vs. a long-term energy observation window).
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Nonlinear dynamics. Several approaches, based on the chaos theory, were
used successfully in EEG analysis; due to the aperiodic and instable behavior of
the epileptic brain, the structure is suitable to nonlinear techniques. Functions
designed for this purpose (TSTOOL[9] matlab toolbox) were used to process
EEG signal and determine the Lyapunov exponents (quantification of the expo-
nential growth of the average distance between two nearby trajectories through
error approximation) and correlation dimension (estimator method) of signal
short segments.

2.2 Feature Preparation

The datasets were normalized by feature in the interval [0 1]. This normalization
gives an identical influence of each feature for the calculation of neural network
weights.

3 Neural Networks Applied

After some preliminary tests, we chose six neural network variants to our study.
These neural networks cover a wide spectrum of the available neural network
approaches, allowing us to gather a good knowledge about the use of neural
networks in the Epileptic Seizure Detection problem. For a more comprehensive
explanation about the neural networks described in the next subsections see [10].

3.1 Radial Basis Function (RBF)

In our study we used Exact Fit variant [11], where the number of neurons in the
1st layer is equal to the number of prototypes in the input (in our case, 14). The
spread constant used, i.e. the area of input space to which each neuron responds,
was 1.5.

3.2 Feed-Forward BackPropagation (FFBP) and Layer-Recurrent
Networks (LRN)

FFBP [12] and LRN [13] have been used. LRN are composed by an arbitrary
number of layers, with a feedback loop around each layer, except for the output
layer. This feedback loop provides a single delay to the network. Our networks
were configured using 2 layers, being the hidden layer composed by 10 tansig
neurons and the output layer by 4 linear neurons. Both networks were trained
with the Levenberg-Marquardt algorithm.

3.3 Elman and Distributed Time Delay (DTD) Networks

We used Elman Networks [13] with one hidden layer, composed by 10 tansig
neurons, followed by a linear output layer, with Lvenberg-Marquardt backprop-
agation function. Distributed Time Delay networks [14] are dynamic neural net-
works, where the output of the various layers also depends on the past output
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of these layers. This capability is achieved by using tapped delay line memories,
which record the past outputs of each layer. Our network was designed with a
hidden layer of 10 tansig neurons, with a boolean output layer. The training
function was the Levenberg-Marquardt backpropagation function, and we used
a one step time-delay.

3.4 Feed-Forward Input Time-Delay BackPropagation (FFTD)

Input Time-Delay networks [14] are very similar to Feed-Forward Networks
trained with the backpropagation algorithm. The only difference is that they
take as inputs not only the training data, but also a predefined time-delay from
the data. Therefore, they can deal with temporal and spatial data. Our configura-
tion is very similar to Feed-Forward BackPropagation (one hidden layer with 10
tansig neurons, and Levenberg-Marquardt backpropagation training function).
The Input Time-Delay used was one time unit.

4 Experiments

In order to apply the neural networks previously presented we used Matlab
R2007b with Neural Networks Toolbox. Within this platform we implemented
several scripts that allowed us to run the experiments. The developed code and
the data files for training and testing are available1.

4.1 Evaluation Metrics

To evaluate our results we used three different metrics: sensitivity (1), i.e. the
capacity of correctly identify positive cases (pre-ictal), specificity (2), i.e. the
capacity of correctly identify negative cases (non pre-ictal), and accuracy (3),
i.e. the proportion of correct classified instances. The use of four brain states
is useful in order to better evaluate the accuracy of the classifiers built. These
metrics are largely used in this domain, making easier to compare our results
with other works. In order to implement these metrics each entry of the datasets
were previously classified by a medical expert as: inter-ictal, pre-ictal, ictal or
pos-ictal.

Specificity(%) =
True Negatives

T rue Negatives + False Positives
× 100 (1)

Sensitivity(%) =
True Positives

T rue Positives + False Negatives
× 100 (2)

Accuracy(%) =
Correct cases

Total
× 100 (3)

1 http://student.dei.uc.pt/˜racosta/epilepsy

http://student.dei.uc.pt/~racosta/epilepsy
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Table 2. Results of the several experiments SP - Specificity, SS - Sensitivity, AC -
Accuracy

RBF FFBP Elman Recurrent FFTD DTD
SP SS AC SP SS AC SP SS AC SP SS AC SP SS AC SP SS AC

Single(1) 96 98 93 99 98 98 99 93 98 99 97 97 99 97 98 99 97 98
Single(2) 97 97 91 100 100 99 99 100 98 100 100 98 99 100 98 99 97 98

Different(1:2) 89 2 63 66 26 54 85 0 8 32 94 28 74 60 64 81 0 22
Different(2:1) 93 0 2 77 3 44 99 0 48 59 53 18 96 0 68 85 34 42

Multiple(1+2:1) 100 97 100 99 99 98 99 92 98 98 76 95 99 65 96 99 96 98
Multiple(1+2:2) 100 100 99 99 82 97 98 96 97 100 41 91 96 92 93 99 90 97

4.2 Single Patient

In this test, we used the data extracted from a single patient to test and train
the neural networks. Were used 70% of the patient data to train the network,
while the others 30% were used to test it. From each set of 3 entries were taken
2 entries to the training set and the other one to the testing set. The results
obtained using the neural networks in two different patients are shown in Table
2 (row 1 for patient A and row 2 for patient B).

We can see some interesting results for the three performance criteria (1),(2)
and (3). FFBP, Elman, Recurrent, FFTD and DTD show very good results in
both patients.

4.3 Different Patients

In this test, we trained the network with the data from one patient and tested
it with the other patient. The results obtained are shown in Table 2 (rows 3
and 4).

There is an evident degradation of performance. This is probably because the
patients have different kinds of epilepsy and the networks do not have sufficient
generalization capability. This seems to indicate that seizure prediction with
neural networks needs a personalized network, specific for each patient.

4.4 Multiple Patients

In this test, we trained the network with the data from both patients, and tested
with one of them. This was done by concatenating both datasets into one. The
results obtained are shown in Table 2 (rows 5 and 6).

In this case there are still good results, with Elman and DTD networks, both
with memory. This is an interesting indication that the memory may improve the
generalization capability of the network. The RBF neural network obtained very
good results, however the networks had more than 3000 neurons. This can lead
to the impossibility of training these networks due to their excessive memory
needs, at the same time this seems to show that they are strongly addicted to
the training datasets (almost one neuron for each data entry). In the future the
use of more than two datasets to train the neural networks should be studied.
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5 Conclusions and Discussion

In this paper we propose the classification of epileptic EEG data into four states
(inter-ictal, pre-ictal, ictal and pos-ictal) applying several neural networks archi-
tectures.

From the EEG data were extracted 14 features: accumulated energy, level,
lyapunov exponents, correlation dimension, five variants of energy STE and five
variants of energy LTE.

The classification accuracies of the following neural networks are compared:
1) Radial basis function, 2) Feed-Forward BackPropagation, 3) Layer-Recurrent,
4) Elman, 5) Feed-Forward Input Time-Delay BackPropagation, 6) Distributed
Time Delay.

The results show that it is possible to find a good classifier to the four brain
states based on neural networks (with an accuracy of 99%). However the classifier
of one patient cannot be used for another patient. The variability of physiologi-
cal systems can only be overcome personalizing the architecture and the training
of the network. The performance of the classifier, if it is intended to be used for
example to give the patient an alarm of an approaching seizure (classifying cor-
rectly the pre-ictal state), must be checked by both sensitivity and specificity. If
one limits to only one of them, no practical usefulness can be given to the results.

Considering the brain as a nonlinear complex dynamic system, memory in
the networks seems to be a natural element. Further research is needed to find
more elaborated memory architectures and its appropriate training algorithms.
Neural networks as classifiers have here a high potential because they can com-
pute in real time with a high number of features. This characteristic enable the
development and construction of transportable devices, improving substantially
the quality of life of epileptic patients intractable by medication and that must
learn to live with seizures.
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Abstract. Because of the irregular characteristic of Grid environment, we are 
unable to predict the performance using the traditional method. In this paper, we 
propose a novel method for predicting the performance in Grid Computing envi-
ronment. The method, based on frequencies of application attributes appeared in 
discernibility matrix collected during a period of time; predict the applications 
performance that the traditional methods can't obtain. We use the novel method 
in Data Ming Grid and obtain better result than traditional methods. The results 
of the experiment show that the use of reduct algorithm can process uncertain 
problem in Data Mining Grid. The theoretical foundation of ruduct provides a 
feasible solution to the problem of predicting Data Mining Grid.  

Keywords: Predicting performance, Distributed computing, Soft computing. 

1   Introduction 

Grid computing [1] [2] [3] is driven by the vast improvements in wide area network 
performance. It has emerged as a promising attractive computing paradigm. Computa-
tional Grids aim to aggregate the power of heterogeneous, geographically distributed, 
multiple domain spanning computational resources to provide high performance or 
high throughput computing. To achieve the promising potentials of computational 
Grids, an effective and efficient scheduling system is fundamentally important. In 
concept, Grid computing is a subset of distributed computing; in function, Grid com-
puting is expansion and continuity to distributed computing. Grid emphasizes coordi-
nation and cooperation between Grid resources. 

It becomes the encouraging trend, because of the following reasons: 

1. Grid computing can effectively make use of the existing resources. 
2. It can condense a large amount of computing capability to solve the problem which 

can not be solved before grid. 
3. It will build widely distributed computing platform to integrate all kinds of resource 

including computation power resource, data resource, network resource and so on. 

In this paper, we propose a novel method for predicting the performance in Grid 
Computing environment. We use the concept of Reduct in Rough Set theory and 
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history record collected during a period of time to predict the applications runtime 
that the traditional methods can't obtain. The approach is based on frequencies of 
attributes appeared in discernibility matrix. The theoretical foundation of rough sets 
provides an intuitive solution to the problem of application run time estimation on 
Data Ming Grid. The results of the experiment show that the use of Rough Set theory 
can process uncertain problem in distributed and dynamic environment, and obtain 
better result than traditional methods. 

The rest of this paper is organized as followed: We introduce some related works 
and related reduct concept in section 2, 3; and then we propose a novel reduct algo-
rithm in section 4; in section 5, we introduce the data mining framework, DMG. We 
conduct experiment to evaluate our approach in section 6. Finally in section 7, we 
conclude this paper. 

2   Related Works 

Early work in the parallel computing area proposed using similarity templates of 
application characteristics to identify similar tasks in a history [4] [5] [6] [7]. Re-
cently, another effective approach to predict execution times on Grid is [8]. They 
investigate a use of sampling: in order to forecast the actual execution times of a 
given data mining algorithm on the whole dataset, they run the same algorithm on a 
small sample of the dataset. Many data mining algorithms demonstrate optimal scal-
ability with respect to the size of the processed dataset, thus making the performance 
estimate possible and accurate enough. However, in order to derive an accurate per-
formance model for a given algorithm, it should be important to perform an off-line 
training of the model, for different dataset characteristics and different parameter sets. 

Presented in [9] is a method, named the Dynamic Rule Prediction (DRP), which 
predicts the behavior of a system and its application in designing a controller. The aim 
of the author is to overcome some of the limitations and shortcoming of the other 
modeling methods. The effectiveness of this method is verified. The controller based 
on DRP possesses two main features. It can control the system without any prior 
knowledge of the controlled plant. It is, also, superior as its high-speed prediction. 
The author focuses on the robot manipulator controllers and applications of this  
approach in it. 

In designing running mechanism of a tracked vehicle running on off-road, the  
sinkage of the vehicle should be predicted by some methods to optimize the running 
mechanism. In order to verify the accuracy of these empirical models, seven plates 
with similar load and contact area but different dimensions of length and width were 
employed as well as a new pressure-sinkage measurement system equipped by a ma-
nipulator. The results of the tests show that these empirical models are not always 
coincident with the real situation. So [10] proposed a new method to predict the sink-
age of a plat more accurately, by using fuzzy neural network. Because the soil parame-
ters and the load exerted on the plat are ambiguous, we propose a fuzzy prediction 
method using possibility function to express the distribution of the sinkage.  

In [11], author presents the possibility of the design of frontal neural networks and 
feed-forward neural networks (without pre-processing of inputs time series) with 
learning algorithms on the basis genetic and eugenic algorithms and Takagi-Sugeno 
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fuzzy inference system (with pre-processing of inputs time series) in predicting of 
gross domestic product development by designing a prediction models whose accu-
racy is superior to the models used in praxis. 

In this paper, we develop a rough sets based technique to address the problem of 
automatically selecting characteristics that best define similarity. In contrast to above 
methods, our method determines a reduct as template, instead of using greedy and 
genetic algorithms. Rough sets provide an intuitively appropriate theory for identify-
ing templates. The entire process of identifying similarity templates and matching 
tasks to similar tasks is based on rough sets theory, thereby providing an appropriate 
solution with a strong mathematical underpinning. 

3   Reduct Concept 

An attribute a is dispensable in B⊆A if POSB(d)= POSB-{a}(d). A reduct of B is a set 

of attributes B’⊆B such that all attributes a∈B-B’ are dispensable, and POSB(d)= 
POSB’(d).  

A reduct consists of the minimal set of condition attributes that have the same  
discerning ability as the original IS. In other words, the reduct includes the most sig-
nificant attributes. All reducts of a dataset can be found by constructing a kind of 
discernibility function from the dataset and simplifying it. Unfortunately, it has been 
shown that finding minimal reduct or all reducts are both NP-hard problems. 

There are usually many reducts in an information system. In fact, one can show 
that the number of reducts of an information system may be up to C|A|/2

|A|. In order to 
find reducts, discernibility matrix and discernibility function are introduced. 

The discernibility matrix of an information system is a symmetric matrix: 

     |U|×|U| 

with entries cij defined as: 
{a∈A|a(xi)≠a(xj)} if d(xi)≠d(xj), Φ otherwise. 
A discernibility function can be constructed from discernibility matrix by or-ing all 

attributes in cij and then and-ing all of them together. After simplifying the dis-
cernibility function using absorption rule, the set of all prime implicants decides the 
set of all reducts of the IS. 

4   A Novel Reduct Algorithm 

The heuristic comes from the fact that intersection of a reduct and every items of 
discernibility matrix can not be empty. If there are any empty intersections between 
some item cij with some reduct, object i and object j would be indiscernible to the 
reduct. And this contradicts the definition that reduct is the minimal attribute set dis-
cerning all objects (assuming the dataset is consistent). 

A straightforward algorithm can be constructed based on the heuristic. Let candi-
date reduct set R=Φ. We examine every entry cij of discernibility matrix. If their in-
tersection is empty, a random attribute from cij is picked and inserted in R; skip the 
entry otherwise. Repeat the procedure until all entries of discernibility matrix are 
examined. We get the reduct in R. 
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The algorithm is simple and straightforward. However, in most times what we get 
is not reduct itself but superset of reduct. For example, there are three entries in the 
matrix: {a1, a3}, {a2, a3}, {a3}. According the algorithm, we get the reduct {a1, a2, a3} 
although it is obvious {a3} is the only reduct. This is because that our heuristic is a 
necessary but not sufficient condition for a reduct. The reduct must be a minimal one. 
The above algorithm does not consider this. In order to find reduct, especially shorter 
reduct in most times, we need more heuristics. 

A simple yet powerful method is sort the discernibility matrix according |cij|. As 
we know, if there is only one element in cij, it must be a member of reduct. We can 
image that attributes in shorter and frequent |cij| contribute more classification power 
to the reduct. After sorting, we can first pick up more powerful attributes, avoid 
situations like example mentioned above, and more likely get optimal or sub-optimal 
reduct. 

The sort procedure is like this. First, all the same entries in discernibility matrix are 
merged and their frequency is recorded. Then the matrix is sorted according to the 
length of every entry. If two entries have the same length, more frequent entry takes 
precedence. 

When generating the discernibility matrix, frequency of every individual attribute 
is also counted for later use. The frequencies is used in helping picking up attribute 
when it is need to pick up one attribute from some entry to insert into reduct. The idea 
is that more frequent attribute is more likely the member of reduct. The counting 
process is weighted. Similarly, attributes appeared in shorter entry get higher weight. 
When a new entry c is computed, the frequency of corresponding attribute f(a) are 
updated as f(a)=f(a)+|A|/|c|, for every a∈c; where |A| is total attribute of information 
system. For example, let f (a1) =3, f (a3) =4, the system have 10 attributes in total, and 
the new entry is {a1, a3}. Then frequencies after this entry can be computed: 
f(a1)=3+10/2=8; f(a3)=4+10/2=9.  

5   The Structure of the DMG 

The DMG, Data Mining Grid, is a dynamic and distributed environment where data 
mining application is running. Its core component is task scheduling and resource 
allocation. These key questions can be solved through the algorithm proposed by us.  

The Data Mining Grid is mainly made up by following components: 

5.1   DMGrid Client Node 

In consideration of ease of use, the system adopts Browser/Server mode. Grid client 
exchanges information with Grid portal through Internet Explorer browser. Users 
submit the requirement of data mining and receive the final result at Grid client. 

5.2   DMGrid Portal Node 

It provides a single access way to distributed data mining application based grid. 
Users can make use of the whole grid resource transparently through the grid portal. 
This component is responsible for translating users' demand into the RSL language 
(Resource Specification Language) that can be recognized by grid, is used for grid 
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resource discovery and grid resource allocation management. The final result is re-
turned to grid portal first, and then returned to users by the portal. 

5.3   DMGrid Resource Broker Node and DMGrid Tasks Allocation Broker 
Node 

User’s data mining requirement has driven grid resource discovery. According to 
users' demand condition, DMGrid resource broker looks for the resources which meet 
the condition in a large number of grid resources, including algorithms, computing 
capability and data resource. It is an important job that finds appropriate resource [12] 
[13]. As to any application based on grid, it is first to find appropriate resource, then 
allocate tasks and management them. It can be predicted that there may be many 
nodes which meet a condition. Resource broker is used for finding available resource 
among MDS (Meta Directory Service); mapping between data resource and comput-
ing resource, i.e., the task allocation broker is responsible for dispatching a certain 
task on a certain node. 

5.4   Grid Node 

The Grid nodes are made up of personal computer, high performance computer and 
cluster. Each node is installed GLOBUS, as grid middleware. They are the data car-
rier and the computation implementation entity. 

The rationale of design and development the grid enabled data mining system is as 
follows: 

• DMGrid adopts the standard, common and open grid service mode, follows OGSA 
norm, and offers unified support to the data mining applications. 

• Based on Globus Toolkit and according to the existing networks system structure, 
DMGrid use the grid service to realize communication, operates each other and re-
source management. 

• DMGrid is open, supports various data mining tools and algorithms, the extensibil-
ity is good. 

• DMGrid is able to realize the improvement of performance by increasing network 
node, high performance computing node and cluster, the scalability is strong. 

• DMGrid can deal with distributed huge volumes of high dimensional dataset, sup-
port heterogeneity data source. 

• The main purpose to design and develop the DMGrid system is to improve the 
performance. 

• Users carry out the data mining tasks in a transparent way; the concrete system 
structure, operation and characteristic in the grid environment is to be hidden. 

• In the field of data mining, the security of the data and personal secrets are a sensi-
tive topic. Data Ming Grid supports the choice of place that the data mining execute. 

6   Primary Result of Experiment 

We contact the experiment in the Data Mining Grid, The simulated environment  
is composed of three machines which installed with GT3[14]. Each machine is  
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Table 1. Condition Attributes and Corresponding Reduct in Each Experiment 

Experiment Number Condition Attributes Reduct 

1 time, algorithm, parameter, disk cache, 
data size 

algorithm, 
parameter, data 
size

2 operating system, time, algorithm, 
parameter, disk cache, data size, 
dimensionality, file name 

algorithm, 
parameter, data 
size,
dimensionality 

3 CPU type, operating system, time, 
algorithm, parameter, disk cache, data 
size, dimensionality,  file name, operating 
system version, CPU speed 

algorithm, 
parameter, data 
size,
dimensionality, 
CPU speed 

4 memory type, CPU type, operating 
system, time, algorithm, parameter, disk 
cache, data size, dimensionality, file 
name, operating system version, CPU 
speed, available memory, disk type 

algorithm, 
parameter, data 
size,
dimensionality, 
CPU speed, 
available
memory 

5 IP, memory type, CPU type, operating 
system, time, algorithm, parameter, disk 
cache, data size, dimensionality, file 
name, operating system version, CPU 
speed, available memory, disk type, 
bandwidth, mainboard bus 

algorithm, 
parameter, data 
size,
dimensionality, 
CPU speed, 
available
memory, 
bandwidth 

 

interconnected by a switched fast Ethernet. Three distributed machines with different 
physical configurations and operating systems: a Pentium III running Windows 2000 
with an 833-MHz processor and 512 Mbytes of memory; a Pentium 4 running Win-
dows 2000 with a 2.0 GHz processor and 1Gbytes of memory; and a Sun Sparc sta-
tion running Sun OS 5.8 with a 444-Mhz processor and 256 Mbytes of memory. For 
each data-mining job, we recorded the following information in the history: the algo-
rithm, file name, file size, operating system, operating system version, IP address of 
the local host on which the job was run, processor speed, amount of memory, band-
width, and start and end times. We used histories with 100 and 150 records, and as 
before, each experimental run consisted of 25 tests. 

We differentiated the test case from the historical records by removing the runtime 
information. Thus, a test case consists of all the information specified except the  
recorded runtime. The runtime information recorded in the test case was the task's 
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actual runtime. The idea was to determine an estimated runtime using our prediction 
technique and compare it with the task's actual runtime. 

We compiled a history of data-mining tasks by running several data-mining  
algorithms and recording information about the tasks and environment. We executed 
several runs of data-mining jobs by varying the jobs' parameters such as the mining 
algorithm, the data sets and the sizes of the data sets. The algorithms we used were 
from the Weka package of data-mining algorithms.  We generated several data sets of 
sizes varying from 1 to 20 Mbytes. 

In our experiment, the mean error was 0.23 minutes, and the mean error as a  
percentage of the actual runtimes was 7.6 percent. This shows that we accurately 
estimated the runtime for data-mining tasks on Grid. The reduct that our algorithm 
selected as a similarity template included the bandwidth, algorithm, file size, dimen-
sionality, and available memory attribute. Table 1 shows the condition attributes and 
corresponding reduct in each experiment. Because the reduct algorithm operate en-
tirely on the basis of the condition attributes available in the history and require no 
external additional information, thus the more abundant the information correlating 
with performance, the more accurate the prediction is. 

7   Conclusions and Future Works 

We have presented a novel reduct to predicting the performance of Data Ming Grid. 
The approach is based on frequencies of attributes appeared in discernibility matrix. 
The theoretical foundation of reduct provides an intuitive solution to the problem  
of application performance estimation on Data Mining Grid. Our hypothesis that 
reduct algorithm is suitable for predicting performance in Data Mining Grid is vali-
dated by the experimental results, which demonstrate the good prediction accuracy of 
our approach.  

In the future, we will use the technique to build a wide Web service interface, so 
that some applications can visit this interface to obtain the performance parameter 
which they needed for enhancing the performance of system. 
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Abstract. In this paper is presented an improved model of ambient intelligent 
based on non-traditional Grids. It is studied the fault tolerance of the proposed 
model taking into account the redundancy at link level. 

1    Introduction 

A new paradigm – shifting technology [1] started to emerge in the late years, as a 
third wave of computing and it represents a new way for the interaction between the 
electronics and the human individuals. The third wave brought the collection of de-
vices and their reactive interface into focus. A concept included in this third wave is 
“ambient intelligence” being described [8] as a sensitive, adaptive, and responsive to 
the presence of people and objects environment where technology is embedded, hid-
den in the background and augments activities through smart non-explicit assistance. 
This environment should also preserve the security, privacy and trustworthiness while 
utilizing information when needed and appropriate. Ambient intelligence is designed 
to be used into an environment suitable to be controlled; therefore its primary target is 
the “smart” home [7]. Into such an environment, besides the sensor, actuators and 
multimedia processing another participant might appear: the PCs. This participant is 
not taken into consideration in the ambient intelligence approach. On the other hand, 
today the multimedia ambient concept is centered on a PC approach (e.g. Microsoft 
Media Center). This PC controls the network. Providing the case this center fails, the 
whole network is down. The user is the system and configuration manager making 
this concept still connection and device oriented. 

The idea behind our approach is that the PC is just another node in the network. It 
can move (spatially), it can disappear or appear at will, or it can sleep. When it is 
awake and the human user interacts with it, it can be seen as a merged sensor-actuator 
entity. When it is awake it provides computational power, therefore the network can 
use it to process operations. Doing so, other nodes in the network can sleep, therefore 
reducing overall power consumption. Any concept involving ambient intelligence 
cannot be addressed without taking into account the sensors within it. One of the 
major challenges in building such networks is to maintain long network lifetime but 
also sufficient sensing area. To achieve this goal, a broadly-used method is to turn off 
redundant sensors. This article addresses the problem of redundancy among sensors in 
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a third wave architecture. The results presented here can be employed in designing 
effective sensor scheduling algorithms to reduce energy consumption while maintain-
ing a fault-tolerant architecture.  

2   Non-traditional Parallel Model 

In order to entirely describe the intelligent grid it should be stated that, while ambient 
intelligence represents a composition of the sensor and multimedia networks, the 
intelligent grid represents a composition of the sensor and multimedia networks and 
computational network, as well. 

The levels of this proposed model are illustrated in figure 1. The pieces of equip-
ment (sensors, actuators, controllers, PCs, DSPs) though extremely heterogeneous, 
are all grouped into the device level. The links between them, as well as the associa-
tion to the Internet are at the connection level, while the collection level is composed 
not only of streaming data sources but also of all the networks and their capabilities. 
In the same figure, the individual networks are also denoted.  

Studying this approach from the power, cost and size style, due to its heterogene-
ous nature, this model must be assessed by device. The sensors, actuators, controllers 
and DSPs are already very well on the way of becoming “disappearing electronics”. 
Many solutions [11] emerged in the last years, though lately the idea of energy har-
vesting [12] is looked at from a system approach. All this is encouraged by the results 
of the industry [13]. The main problem in “disappearing electronics” is that 
 

 

Fig. 1. The intelligent grid 
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these super low-power devices should need no batteries or outside power supply, 
instead relying upon microgenerators. Thus, the area of nanogenerators is blossoming. 
Two main areas are developing in this area: nanoscale thermoelectric energy harvest-
ing [14] and Nano-Piezotronics[15, 16]. The PCs are forecasted to disappear for a 
while now [17], and every major company [18] is preparing for it.  

Security and privacy [19, 20] is a thorny problem in this type of networks, due to 
its inherent mix and distributed nature. Portability, scalability and configurability are 
another problem. Changing of the application usually means changing the software, 
which, of course, implies everything to fall apart. A real solution is considered to be 
the raising of the abstraction level [10]. 

Reliability [30] is another major problem, due to the fact that unreliability is inher-
ent to the disappearing electronics concept. This is primary caused by the fact that 
nodes may emerge unexpectedly, may move, may fail and may finish their energy 
reserves (temporary or not). All this problems are forced into focus by the cost, power 
and size constraints. The solution used in ambient intelligence in order to achieve 
reliability is redundancy [10, 7]; therefore we expect it to be also a solution. 

2.1   A Middleware Discussion 

During the programming of any networks, first of all is a significant need for pro-
gramming abstractions that simplify tasking, and for a middleware that supports such 
programming abstractions [21]. However, we must take into account the fact that our 
grid is composed of three distinct types of network, with their specific requirements. 
A summary of the programming requirements for each individual type of network is 
presented in table 1. 

Table 1. Overview of the programming requirements 

Networks based on Programming requirements 
Sensor Multimedia Computation 

Concealed issues  hardware and 
distribution  

hardware distribution 

Restricted Resources 
 Energy X   
 Computing power X X X 
 Bandwidth X X X 

Network Dynamics high medium low 
Scale of Deployments N*(100…1000) N*(10…100) N*(10…100) 
Real-world Integration    

 Time scale X X X 
 Location scale X X  

Collection and Processing of Data 
 Preprocessing X X  
 Aggregating data X X X 
 Local processing  X X 
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In choosing a middleware we must see if it can support all the requirements in their 
worse case scenario. 

There are already a series of middleware for every type of network, and in table 2 
we present the types of approaches. 

Table 2. Types of middleware and their usage 

Networks based on Type of approach 
Sensor Multimedia Computation 

Events X   
Remote Procedure Call  X X 
Object Request Broker  X X 
Message-oriented   X 
Databases X X  
Mobile Agents X X X 

It can be noticed that the only approach for middleware that covers all the angles  
is mobile agents. Among all the agent-oriented middlewares in use today the most 
widespread is JADE (Java Agent DEvelopment framework). JADE is a completely 
distributed middleware system [28] with a flexible infrastructure allowing easy exten-
sion with add-on modules. The framework facilitates the development of complete 
agent-based applications by means of a run-time environment implementing the life-
cycle support features required by agents, the core logic of agents themselves, and a 
rich suite of graphical tools. JADE is consistent with the FIPA specifications. 

 

Fig. 2. The intelligent grid with intelligent agents 

2.2   Intelligent Agents 

Using intelligent agents allows us to look at the controller/DSP/PC as an agent, with 
all the implications that the artificial intelligence includes. The agents have several 
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important features like autonomy, proactivity and an ability to communicate. This 
allows them to execute complex, and often long-term, tasks and to initiate a task even 
without an explicit stimulus from a user. Thus, the architecture of the overall grid as 
described in figure 1 on which the concept of intelligent agents is imposed is de-
scribed in figure 2. Using this agent concept, at the device level we are left only with 
the sensors and actuators, at the connection level is present the middleware; while at 
the collection level we have the agents. The agents may run individually on a hard-
ware platform, or may be more than one on a hardware platform.  

The interesting thing is that, raising the abstraction level, the physical aspect of the 
platform is not relevant. Our sole interest is in the agents, and the way they interact 
and solve the problems. The hardware platform on which an agent is located can be 
changed at any time, due to agent mobility.  

3   Redundancy Issues 

3.1   Redundancy at Sensing Areas Level 

While the application potential of networks containing sensors is limitless, the con-
struction of such networks is particularly challenging. One of the main challenges is 
to maintain long network lifetime as well as sufficient sensing area. First of all, the 
high density of sensors wastes a lot of energy. A broadly-used approach for reducing 
energy consumption in sensor networks is to turn off redundant sensors by scheduling 
sensor nodes to work alternatively based on heuristic schemes [31]. This action might 
generate blind points and consequently, reduces the network’s coverage range.  

3.2   Redundancy at Link Level 

As described in detail in literature, the failure of the transmission medium can not be 
separated from the failure of the component[32]. But if the same component is redun-
dant linked to several other components we can overcome this particular difficulty. 
The cost, implied by the extra wires can be justified in certain applications, in which 
the failure of the transmission medium has a much higher probability than the failure 
of the component itself.  

4   Implementation 

The hypotesis in which the redundancy at link level was implemented are that the 
controlers and sensors are in a well known physical area. The sensors in the same area 
are connected to a controller, but sensor areas overllap in certain degree. An example 
is shown in figure 3. 

This architecture leaves the marginal sensors with less coverage than the middle 
ones. A possible solution would be the ring connection of the sensors, but that is only 
possible in specific situations. Anyhow we shall concentrate on the middle part, in 
which the sensor redundancy/coverage is maximum. 
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Fig. 3. Redundancy at link level 

As previously justified, we used JADE. On every controller an agent requests, 
from time to time, all the other agent’s read sensor values. The agents send those 
values, and the intiator uses all the values in order to set a variable[32]. The trans-
mision wires between the sensors and controllers were supposed to be fail-stop, that 
is, if an error occurs, the line sends no value. The errors were injected in such manner 
as to affect as many sensor lines possible. The maximum number of errors in which at 
least one value of the sensor is recived by any controller is: maximum errors=full 
covered sensors*(coverage-1). 

 

Fig. 4. Sensor coverage variable, number of controllers fixed 

There are three independent variables implied by this architecture: number of con-
trollers, number of errors and sensor redundancy/coverage The performance metric 
used to evaluate this variables was execution time. Figure 4, depicting the variation of 
time with the variation of sensor redundancy while maintaining the number of con-
trollers invariable, shows that the number of injected errors has little effect on the 
overall execution time. In figure 5 we show the results obtained by maintaining a 
fixed number of errors (1), while varying the total number of controllers. The effects 
of enlarging sensor redundancy are obvious, the time increasing with the growth of 
sensor coverage. It should be mentioned here that the function best describing all this 
variations is: y=a+bx2. 
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Fig. 5. Number of controllers variable, number of errors fixed 

An interesting result is shown in figure 6, presenting the time, when variating the 
total number of controllers and the total number of errors. The first three functions,  
have the same allure, having a tendency of limiting in the upper section. If the last 
function, ploted for the situation in which 3 lines are dead, would be charted for a 
larger number of controllers, the overall outline would be the same asthe others. 

 

Fig. 6. Number of controllers variable, number of errors fixed 

5   Conclusions 

This paper offers a new architecture, of an intelligent grid, based on intelligent agents. 
The reliability issue when using redundancy is studied. In this regard, the proposed 
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architecture proved to be with a high degree of fault tolerance. This issue was estab-
lished by error injection in the system. The measurements obtained substantiate this 
conclusion. Future research will focus on studying the nature of an error and of pro-
posing a method for identifying and correcting the errors. 
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Abstract. Grid is a new solution to computationally and data intensive com-
puting problems. Since the distributed knowledge discovery process is both 
data and computational intensive, the Grid is a natural platform for deploying a 
high performance data mining service. In order to improve the performance of 
data mining applications, an effective method is task parallelization. Existing 
mechanisms of data mining parallelization are based on NOW or SMP, it is 
necessary to develop new parallel mechanism for grid feature. In this paper, 
we present a framework for high performance DDM applications in Computa-
tional Grid environments called Data Mining Grid, with the function for de-
composing data mining application into subtasks and then combine those  
subtasks to form directed acyclic graph. This kind of parallel mechanism de-
composes application according to the actual computation power of each node 
in dynamic Grid environment. 

Keywords: Grid Computing, Distributed Computing, Data Mining, Knowledge 
Discovery in Database, Performance Optimization, Parallelization. 

1   Introduction 

Knowledge Grid is software architecture for geographically distributed PDKD (Paral-
lel and Distributed Knowledge Discovery) systems [1]. This architecture is built on 
top of a computational Grid and Data Grid that provides dependable, consistent, and 
pervasive access to high-end computational resources[2] [3]. The Knowledge Grid 
uses the basic Grid services and defines a set of additional layers to implement the 
services of distributed knowledge discovery on world wide connected computers 
where each node can be a sequential or a parallel machine. 

The Knowledge Grid provides a specialized broker of Grid resources for Parallel 
and Distributed Knowledge Discovery (PDKD) computations: given a user’s request 
for performing a DM analysis, the broker takes allocation and scheduling decisions, 
and builds the execution plan, establishing the sequence of actions that have to be 
performed in order to prepare execution, actually execute the task, and return the 
results to the user. The execution plan has to satisfy given requirements and con-
straints-available computing power. Once the execution plan is built, it is passed  
to the Grid Resource Management service for execution. Clearly, many different 
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execution plans can be devised, and the Resource Allocation and Execution Manage-
ment services have to choose the one which minimizes response time [4, 5]. In order 
to obtain the minimal response time, an efficient approach for data mining applica-
tions is to parallelize the tasks in grid environment. 

However, many data mining applications have proved difficult to parallelize, be-
cause various pruning mechanisms are used extensively in data mining applications 
and a powerful pruning mechanism leads to a highly variable search process that 
conflicts with a uniform workload requirement for good performance [6]. Fortunately, 
the computation is coarse grain parallel, i.e., it can be parallelized into large, seldom 
interacting tasks. Coarse grain parallel computations are suitable computations for 
Grid [7]. 

In this paper, we propose a new parallel framework on grid for three classes of data 
mining problems, i.e. association rule mining, classification rule mining, and pattern 
discovery. According to each existing computing power of grid, the broker can de-
compose a data mining task to resources available. 

The rest of this paper is organised as follows: in section 2, we present the frame-
work that parallelize data mining tasks in Grid environment. In section 3, we present 
how to optimize the parallel framework. Finally section 6 concludes this paper. 

2   Related Work 

In [8], it is from San Diego Supercomputing Centre which development a middle-
ware to store and access datasets over networks. It is the category of data replication 
mechanism in fact, for example [9] [10], because it does not handle application im-
plementing in real time. In [11] [12], they are grid computing problem solving envi-
ronment constructed using MPI and CORBA but is limited to that domain. 

In [13], it uses a central server to receive requests and dispatch tasks based on  
system real time parameters. The main shortcoming of this system is the lack of 
dynamics. In [14] [15], the systems specialize in parameter-sweep computation, 
especially supporting dynamic parameters, i.e. parameters whose values are deter-
mined at runtime. However, the systems aim at optimizing user parameters and 
budget for computational tasks only. It has no capability to access remote dataset and 
optimize the data transfer. 

Like [15], [16] provide deployment of parameter-sweep applications on grid. The 
system emphasizes on data-reuse. The system can appraise the data file that all tasks 
need, duplicate the data from user node to computation node. When a lot of tasks are 
assigned to the same resources, it has a try to reuse the data duplicated to make data 
transmission reduce to minimally. However, the system doesn’t support the multiple 
repositories of data; this method is not applicable to grid. 

In this paper, we present a framework for high performance DDM applications in 
computational grid environments called DMGrid, which is based on grid mechanisms 
and implemented on top of the Globus 4.0 toolkit. It integrates Grid services by sup-
porting distributed data mining, task scheduling and resource management services 
that will enlarge the application scenario and the community of Grid computing users. 
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3   The Rationale for Design and Development of the Data Mining 
Grid 

The rationale of design and development the grid enabled data mining system is as 
follows: 

• DMGrid adopts the standard, common and open grid service mode, follows 
OGSA norm, and offers unified support to the data mining applications. 

• Based on Globus Toolkit and according to the existing networks system struc-
ture, DMGrid use the grid service to realize communication, operates each other 
and resource management. 

• DMGrid is open, supports various data mining tools and algorithms, the extensi-
bility is good. 

• DMGrid is able to realize the improvement of performance by increasing net-
work node, high performance computing node and cluster, the scalability is 
strong. 

• DMGrid can deal with distributed huge volumes of high dimensional dataset, 
support heterogeneity data source. 

• The main purpose to design and develop the DMGrid system is to improve the 
performance. 

• Users carry out the data mining tasks in a transparent way; the concrete system 
structure, operation and characteristic in the grid environment is to be hidden. 

• In the field of data mining, the security of the data and personal secrets are a  
sensitive topic. Data Ming Grid supports the choice of place that the data mining 
execute. 

4   The Structure of the Data Mining Grid 

Fig. 1 describes the distributed system framework that we designed and developed. It 
is mainly made up by following components: 

• DMGrid Client Node: In consideration of ease of use, the system adopts 
Browser/Server mode. Grid client exchanges information with Grid portal 
through Internet Explorer browser. Users submit the requirement of data mining 
and receive the final result at Grid client. 

• DMGrid Portal Node: It provides a single access way to distributed data mining 
application based grid. Users can make use of the whole grid resource transpar-
ently through the grid portal. This component is responsible for translating users' 
demand into the RSL language (Resource Specification Language) that can be 
recognized by grid, is used for grid resource discovery and grid resource alloca-
tion management. The final result is returned to grid portal first, and then re-
turned to users by the portal. 

• DMGrid Resource Broker Node and DMGrid Tasks Allocation Broker Node: 
user’s data mining requirement has driven grid resource discovery. According to 
users' demand condition, DMGrid resource broker looks for the resources which 
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meet the condition in a large number of grid resources, including algorithms,  
computing capability and data resource. It is an important job that finds appro-
priate resource [11] [12]. As to any application based on grid, it is first to find 
appropriate resource, then allocate tasks and management them. It can be  
predicted that there may be many nodes which meet a condition. Resource bro-
ker is used for finding available resource among MDS (Meta Directory Service); 
mapping between data resource and computing resource, i.e., the task allocation 
broker is responsible for dispatching a certain task on a certain node. 

• Grid Node: The Grid nodes are made up of personal computer, high performance 
computer and cluster. Each node is installed GLOBUS, as grid middleware. They 
are the data carrier and the computation implementation entity. 

 

Fig. 1. The framework of distributed data mining on grid 
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5   Parallelizing Data Mining Tasks in Grid Environment 

DMGrid services can be used to build parallel applications solving environment. It 
can decompose a complex data mining application to some coarse grain subtasks and 
describe those subtasks as a Directed Acyclic Graph (DAG). In this DAG, the nodes 
are data mining algorithms and data sets, and the links are relationship of data sets. In 
this section, we present how to map data mining application to DAG. 

5.1   Uniform Description for Data Mining Applications 

We study main classes of data mining applications, that is, association rule mining, 
classification rule mining, and pattern discovery and so on. We note the resemblance 
existing in the data mining computation models. Table 1 is a comparison of specifica-
tions of these three classes of applications. 

A certain data mining application is computing on a pattern. Not only are all tasks 
of any one application of the same kind, but tasks of different applications are actually 
very similar. They all take a pattern and a subset of the database and count the number 
of records in the subset that match the pattern. In the classification rule mining case, 
counts of matched records are divided into c baskets, where c is the number of distinct 
classes. 

Table 1. A comparison of specifications of three classes of data mining applications classes 

 Pattern Discovery Assoc. Rule Mining Class. Rule Mining 
Data-base Sequences Transaction records Database relation 
Pattern Partial sequence Itemset Attribute-value condition 
Good 
pattern 

occurrencepattern> 
min_occurrence 

supportpattern> 
min_support 

Info_gainattribute= 
Maxsibling_attributes 
(info_gainattribute) 

Task Countingoccurrence 
of pattern in subset 
of database 

Counting support of 
itemset over subset 
of database 

Building histogram of pattern 
on classes over subset of 
database 

The similarities among the specifications of these applications are obvious, which 
inspired us to study the similarities among their computation models. They usually 
follow a generate-and-test paradigm-generate a candidate pattern, then test whether it 
is any good. Furthermore, there is some interdependence among the patterns that 
gives rise to pruning, i.e., if a pattern occurs too rarely, then so will any super-pattern. 
These interdependences entail a lattice of patterns, which can be used to guide the 
computation.  

In fact, this concept of pattern lattice can apply to many data mining application 
that follows this generate-and-test criterion. We call this application class as data 
mining based on lattice theory. 

We propose to use a directed acyclic graph structure called Data Mining DAG, 
DM-DAG for short, to characterize data mining applications based on lattice theory. 

The DM-DAG build for data mining applications has as many vertices as the num-
ber of all possible patterns. Each vertex is labeled with a pattern and no two vertices  
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Fig. 2. A DM-DAG for an association rule mining application 

are labeled with the same pattern. Hence there is a one-to-one relation between the set 
of vertices of the DM-DAG and the set of all possible patterns. Therefore, we refer to 
a vertex and the pattern it is labeled with interchangeably. Fig. 2 shows a DM-DAG. 

6   Conclusions 

Data mining is a nontrivial process of computation. An efficient data mining applica-
tion should overcome many factors affecting its performance. With the emergence of 
globalization grid computing platform, it causes large-scale resource sharing and 
cooperation becomes possibly. This brings the new vitality for the development of 
distributed data mining. The grid can provide the high expensive computation re-
sources which the data mining needs. At the same time, the grid environment is con-
sistent with the inherent property of distribution and heterogeneity of data. It is a new 
trend to merge grid and data mining to meet demands of applications. In this process, 
optimizing the strategy of tasks allocation is extremely important feasible way to 
improve the performance of distributed data mining application. 
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Abstract. The emergence of ASP hosting Grid based data mining services is 
being seen as a novel and feasible solution for organizations that value their 
knowledge resources but are constrained by the high cost of knowledge dis-
cover tools. In this paper, we present a novel E-service delivery pattern for the 
Grid based data mining services. This pattern has several strong suits than the 
present methods for delivering data mining services such as supporting clients 
with many kinds of choices, especially the choice of the ASP. We have devel-
oped tools to support the E-service delivery pattern. The detailed information is 
including: the preferences of tasks, the functionality of ASP and the information 
of data resource and computation resources to run the application. We have re-
alized the map function to match the requirement of client, the capability of re-
source and ASP. 

Keywords: Grid Computing, Distributed Computing, Data Mining, Knowledge 
Discovery in Database, Grid service. 

1   Introduction 

ASP, Application Service Provider, is more and more focused on the knowledge as a 
key to support DSS (decision support system) service for the clients. Data mining is a 
main method for extracting knowledge. With the development of Grid computing tech-
nology[1,2,3,4], data mining service taking Grid as platform has appeared. This kind of 
data mining service based Grid delivery has appeared as an is emerging as an magnetic 
alternative for many institution, which are the most restrained by the high expense of 
knowledge discovery tools. The greatest advantage of this kind of service is for using 
the software to pay, and does not need to undertake the cost for buying, installing and 
training. ASP emphasizes the survival ability of hire tools [5]. The client should not buy 
a high cost software tool and set up, but only hire the usage of some software tools of 
ASP. DM has several features which let it to conform to the ASP pattern. The appropri-
ate characteristics for providing knowledge discovery are as bellow: 

• Commercial application can be various demands from client characteristic to  
market decision. Such variety demands knowledge discovery systems that could 
support more solution for meeting the requirements. Data mining systems have 
been developing from only one algorithm to complex system including many 
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algorithms, lots of customers, different data formats and distributed data set. 
This trend of development is different from others decision-making system 
which can provide all commercial decision. ASP can lighten this question 
through integrating many kinds of data mining systems of totally different needs 
satisfied with customers. 

• Applications like E-business support a framework to integrate many organiza-
tions requirement to support contend in area domain, which were former wide 
organization and multi-country. These organizations want to obtain income by 
using intelligence tools from the information resources and thereby gain a com-
petitive edge. The small-scale company is not fit for the expensive expenses of 
this kind of software. ASP is a kind of better solution for this case.  

• An organization obtains the income is relatively long by using a completed suit 
of data mining tools in its inside. Because this needs a long time to learn curve 
concerned the usage of knowledge discovery tools. If one requires benefits at 
once, the usage of ASP is the best way. 

2   Related Work 

2.1   DigiMine 

DigiMine [6] is setting new standards for the delivery of powerful data mining and 
analytics. DigiMine managed data mining solutions transform raw data into action-
able business intelligence for more profitable marketing campaigns, sales interactions 
and customer relationships. The company's solutions are powered by a managed data 
warehouse and delivered via the Internet, providing fast deployment, a low total cost 
of ownership and outstanding return on investment. DigiMine uncovers valuable 
business intelligence and enables companies to take immediate action by delivering 
advanced analytics and personalization tools. 

DigiMine Inc. is tackling an underserved area of data mining: wireless. The com-
pany, founded by three Microsoft defectors, has a new service called Wireless Busi-
ness Intelligence that analyzes log-file data for wireless content providers, service 
providers, and carriers.  

DigiMine provide daily reports to help clients fine-tune their efforts in wireless 
content, commerce, and products. For example, clients could have the data analyzed 
to determine what type of content is best suited for certain wireless-user demograph-
ics, or why wireless shoppers abandon their shopping carts at particular points.  

The wireless industry, which suffers from severe customer churn, could certainly 
use some assistance identifying relevant content for users. It's not that large wireless 
providers are lacking sophisticated data warehouses. The problem is that many of the 
data warehouses weren't designed to let those providers act quickly on information, 
with reports generated in batches or only periodically. 

2.2   Kinetic 

Kinetic[7] Services has been providing distinct value through full lifecycle data  
warehousing and business intelligence solutions. Through the unique skill sets, a 
consistent, proven approach and a set of rigorous controls, Kinetic have built a solid 
reputation and a foundation for success from which it continue to build. 
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Kinetic Services offers the following solutions:  

• Strategy and Audit Services 
• Full Data Warehouse and BI Life-Cycle Design and Build 
• Center of Excellence Creation and Support 
• Remote Hosting, Management and Support 

Kinetic is designed with an impressive suite of reusable components. Kinetic Ser-
vices provide knowledge transfer, training and documentation to empower them as 
systems evolve. 

In order to provide an alternative and make products available to more of the mar-
ket, Kinetic Networks decided to open-source its production software of Kinetic Net-
works Extract Transform and Load tool (KETL). This ETL tool allows companies to 
manage the complex manipulation of data while leveraging the affordability of an 
open source data integration platform. KETL's flexible and production-proven ETL 
engine provides the foundation for successful data warehousing or data integration 
efforts. Its comprehensive feature set is furthered enhanced by open source participa-
tion to provide superior capabilities at a lower entry cost. 

2.3   Webminer 

WebMiner ASP [8] is a subscriber-based data mining tool for e-commerce Web sites. 
By evaluating both customer databases and clickstream data, rules are generated that 
are used to segment users allowing customization for future Web site visitors. 

All the data in Webminer is freely available from SGD or published works cited in 
Webminer. Webminer makes it easy to perform sophisticated searches by organizing 
some of the vast wealth of published genomic data under one roof.  

Webminer includes a variety of information about every ORF in the yeast genome: 
its promoter, the protein it encodes, and how its mRNA levels change under many 
different conditions. 

3   Concerned Concept 

A variety of technologies that support Web services is starting to appear. The leading 
candidates include SOAP, SOAP Messages with Attachments, WSDL, UDDI, and 
ebXML. Currently, these technologies are not available as supported products, but 
they are maturing quickly. 

3.1   SOAP 

SOAP (Simple Object Access Protocol) is technology developed by DevelopMentor, 
IBM, Lotus, Microsoft, and UserLand. SOAP provides an extensible XML messaging 
protocol, and it provides an RPC programming model application layer. At this time, 
more than 30 SOAP implementations are available. The two most popular implemen-
tations are an open source Java implementation from the Apache Software Foundation 
and a Microsoft implementation within the .Net SDK. 
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3.2   SOAP Messages with Attachments 

SOAP Messages with Attachments, developed by Hewlett Packard and Microsoft, 
defines a binding for a SOAP 1.1 message to be carried within a MIME multi-
part/related message, enabling a SOAP message to carry multiple XML documents 
and non-XML attachments. Microsoft BizTalk Server uses SOAP Messages with 
Attachments, so this technology is included in a supported product. 

3.3   WSDL 

WSDL is an XML format for describing network services as a set of endpoints oper-
ating on messages containing either document-oriented or procedure-oriented infor-
mation. The operations and messages are described abstractly, and then bound to a 
concrete network protocol and message format to define an endpoint. Related con-
crete endpoints are combined into abstract endpoints (services). WSDL is extensible 
to allow description of endpoints and their messages regardless of what message for-
mats or network protocols are used to communicate, however, the only bindings de-
scribed in this document describe how to use WSDL in conjunction with SOAP 1.1, 
HTTP GET/POST, and MIME. 

3.4   UDDI 

The Universal Description, Discovery, and Integration (UDDI) specification defines a 
SOAP-based Web service for locating Web services and programmable resources on 
a network. UDDI provides a foundation for developers and administrators to readily 
share information about internal services across the enterprise and public services on 
the Internet. 

3.5   eb-XML 

ebXML (Electronic Business XML) is a B2B XML framework being developed by 
the ebXML Initiative. The ebXML Initiative is a joint project of UN/CEFACT (the 
United Nations body for Trade Facilitation and Electronic Business) and OASIS (Or-
ganization for the Advancement of Structured Information Standards). The ebXML 
membership includes representatives from more than 2000 business, governments, 
institutions, standards bodies, and individuals from around the world. ebXML is a 
complete B2B framework that enables business collaboration through the sharing of 
Web-based business services. 

4   E-Service Delivery Pattern for Data Mining 

The E-service Delivery Pattern shows in fig.1. 
This pattern can effectively get over the shortcoming of existing delivery pattern to 

match the demand of applications. The procedure of this pattern follows three steps: 

1. The specification among clients and ASPs must be exchanged 
2. The ASP searches the corresponding nodes for matching the specification of cli-

ent, computing resource, data set resource and concerned algorithm; 
3. The portal selects some nodes that can obtain the best benefits to execute the  

application. 
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Fig. 1. E-service Delivery Pattern 

5   Conclusion and Future Works 

The emergence of Grid based ASP service is to be a feasible solution for meeting the 
applications intelligence demands of knowledge discovery. In this paper we have 
presented a novel ASP pattern to overcome the shortcoming of existing data mining 
application. We have also presented the benefits of this solution pattern. It can support 
the preferences of clients, ASP and resources. 

At present, our works focus on the ranking schemes for ASP. We believe that rank-
ing, along with negotiation techniques for Grid services are very important research 
problems in this direction. 
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Abstract. This paper presents a design and implementation of an intelligent 
testing system for checking the e-business application operation capable of the 
examinees. A novel architecture for on-line examination system is proposed. 
That system adopts the common client-server pattern with two major parts, the 
client component also called Student site and the application-oriented server 
component here also called Teacher site. The Student site provides examinee a 
GUI (Graphics User Interface) embedded a WWW browser for answering the 
paper. The Teacher site mainly includes paper management subsystem for man-
aging paper database, a building paper subsystem for building a new paper, and 
a scoring paper subsystem for scoring the paper of the examinees. In this paper, 
we also analyze the system architecture, some key questions and the corre-
sponding solutions.  

Keywords: We would like to encourage you to list your keywords in this  
section. 

1   Introduction 

The use of information technology (IT) has become a primary survival factor for 
business organizations in a global competitive environment, as the e-business tide is 
spreading through various domains violently in modern society. Developing e-
business is an important factor to accelerate national economy increasing. 

In order to adapt and grasp this situation and respond the proposal in the Elev-
enth Five Planning of Nation “accelerate developing e-business, apply information 
technology widely and popular information knowledge and craftsmanship widely in 
the whole society.”. So the education and the training of the e-business knowledge 
are actively developed in whole society. Under that great background, we develop 
the Examination System for e-Business Application Operation (ESBAO) which is a 
part of e-business education and training software system supported by Shanghai 
Informatization Office, so as to check the user’s ability of the e-business application 
operation. 

Commonly, the traditional e-business education and training adopts two ways: the 
theoretics teaching in classroom and the computer-based application operation in e-
business simulation environment which is like as e-business web site (but not same as). 
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Here, We will introduce examination system that is for checking the examinee’s ability 
of e-business application operation. This system has some characters as follows: 

I. Checking the ability to e-business application operation of the students or the ex-
aminees 

The ESBAO system gives marks for the students according to whether their opera-
tions which include the key operation steps and the operational results are correct or 
not under the e-business simulation environment. For example, if the question is buy-
ing commodity A by the searching way, you can do the correct answer as following 
workflow: start up searching engine -> select commodity A -> start up 

purchasing engine -> make orders -> finish. Your answer also can be completed 
through the other workflow. This system gives marks for you just according to 
whether starting up searching engineer and successfully purchasing A or not. 

II. Intelligence 
The intelligence of ESBAO is embodied mostly with the intelligence of building 
examination paper subsystem and scoring examination paper subsystem in Teacher 
site. For example, the teacher can building the examination paper by himself through 
GUI, also he can only start up the Building Paper Agent (BPA) which can build ex-
amination paper automatically. When the teacher scores the examination papers, he 
only needs to star up scoring paper engine through GUI, then the system would check 
and mark the examination papers and record the examinees’ scores in the database. 

The rest of the paper is organized as follows: In section 2 we introduce the design 
of the ESBAO system architecture. In section 3 discuss the system design and imple-
mentation essential. In section 4, we discuss the key technologies for system imple-
mentation. Finally it is the conclusion of this paper. 

2   System Architecture 

We use the XML technology[1], the Component technology[2], the Database Trigger 
and Stored Procedure technology[3] and other information technology to design and 
realize the ESBAO. This system mainly comprises Paper Database, Paper Creator, 
Building Paper Agent, Monitor for monitoring application operations of the exami-
nees, Answer Generator and Scoring Paper Generator. The Fig.1 depicts the system 
architecture and the workflow. 

In Fig.1, the Paper Database is collector of examination questions described by 
XML document style. The teacher can simply and quickly creates a new XML docu-
ment paper, only need to start up Paper Creator component engine that can work 
automatically. The Paper Creator is very expediently for the teacher to parser XML 
document paper to automatically analyze and deal the paper’s structure, attributes, 
scores, contents etc. When the teacher finishes building paper, the corresponding 
standard answers are automatically created. These building paper procedures also can 
work automatically by Building Paper Agent, after the teacher start up the agent.  

When the examinees answer the questions of the paper, it is necessary to operating 
in the e-business simulation environment which is like but not same as the e-business 
web site. The main difference is that e-business simulation environment sets a moni-
tor program in some main operation steps to capture who and whenever and however 
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to operating. The monitor program is oriented special operation workflow, and it is 
sequential and discretely in workflow and in work time, so as to the system records 
the operations which are the some key operation steps or result in database. When 
scoring the papers, we can use Answer Generator to transfer the recorders of the data-
base to XML formatted answer sheets. In this system, all of documents are XML-
based format. 

When the teacher starts up the Scoring Paper Generator which can score papers 
automatically, it can compare examinees’ answers with the standard answer to give 
marks. Because the all document are uniform XML format, it only needs to judge the 
data identity, then to mark the scores. 

 

Fig. 1. System Architecture and Workflow of the ESBAO 

3   Discuss the System Design and Implementation Essentials 

The ESBAO system can check the examinee’s application operation procedures and 
results under the e-business simulation environment. Its designing goal is to test e-
business application operation ability. 

It is necessary to solve some important questions as follows: 

• capturing and analyzing the operations 
• concurrency of many operations 
• building paper and scoring paper automatically 

3.1   Capturing and Analyzing the Operations 

The most methods to recording the operation procedures are relative with the struc-
ture of the e-business simulation environment. If it is Client/Server structure, the 
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ESBAO system can set monitor program in client and server together. If it is 
Browser/Server structure (this system uses this structure in fact), the system can only 
set monitor program focused in server to search and capture the operations of the 
client. As the above mentioned, this monitor methods are discretely in the business 
workflow. So before building monitor program centralized in server, we must firstly 
be confirmed the monitored objects. That means we need to confirm which operation 
steps and results need to be monitored. 

The simply solution is to add triggers in database to monitor add, delete and up-
date operations. These data changing often be from the activity and the operation in 
business environment. Furthermore, because the system design is based on server 
component program, we can add log records in component to capture operations. We 
can add an examination monitor switcher for all components. When beginning the 
examination, the system open this switcher, then the operations and activities can 
request these components to create some fixed format records which can reflect the 
operation types. 

Furthermore, if some contexts of simulation environment has used middleware or 
middleware platform[4], we can set a series of monitor program to realize the opera-
tion capturing and analyzing. 

3.2   Concurrency of Many Operations 

At current, the concurrency is not very difficult to implement contrasted to past time, 
because the most of commerce software and the system program developing architec-
ture provide responding solution. 

But in the ESBAO system, because there are many examinees to take part in ex-
amination together in a server e-business simulation environment, so there are some 
questions to solve as follows. For example: 

• When we operate a certain defined resource, if the resource is not database (the 
database can balance the concurrent operation) but data file, media or print de-
vice, Once the resource be locked by one student’s operations, the other students 
can not use that resource to finish the operation. Besides the later operation 
could overlap the previous operation, so some different meanings are arose. 

• In some typical e-business application workflow, some enterprise entity applica-
tion, especially the application come down to financing, auction, sale or paying 
etc., often be sensitive to the activity entity. For example, auditing the order, the 
auditing order can not be looked through by other people. The kind of opera-
tions, such as the above operation of auditing order, can not fit as the examina-
tion questions. 

Besides some e-business application workflows often need at least two aspects to 
finish. For example, the online auction in which there are some business entity which 
often affect and restrict each other. So, to check many people cooperation operation is 
an interesting approach issue. 

In this system, we can adopt the following ways to solve the above concurrent 
questions. 
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• Adopt memory database and data view 
In the common situation, the data of the examinee operation often distribute in temp 
data cache and view but not operate directly in the center database. Then the data of 
examinee operation can not be interfered each other. 

• Isolate the public data and private data 
In some typical workflow, the system can create some backups of used data and re-
source. Different examinees can use different backups. It is not need to backup the 
data which is not relative with these operations. 

• Using programs to simulate many people cooperation operation  
For example, in the contesting auction, the system adds the dummy contest rival to 
contest with the examinee. 

• Data restore 
After the examination, in order to keep the stability and standardization, the system 
provided toolkits which can restore the data and the resource to the primal status. 

3.3   Manage Papers and Score Papers Automatically 

In order to manage the papers, using the paper database is a good solution. In  
the database, all examination questions have been test to be sure the correctness in the 
examination procedure. To the examination in simulation environment based on  
the components and comprised of some work units, the teacher can use the papermak-
ing toolkit to build the questions and do parameter setting in operation units of the 
integrate workflow to form a series of operation rules. The component and the work 
units can judge the mark referring those rules, so those methods can make the ques-
tions type and formal to be more diversified. 

In the ESBAO system, besides the checking paper automatically based on XML 
documents compared, we add the personality requirement and evaluating guidelines, 
which make the marking automatically to be more impersonality. In most situations, 
e-business operations can not record and weight by estimated way. For example, 
using the searching engine, we can search one commodity through various ways. In 
that procedure, it is difficult to judge the operation is correct or not. Those lead to the 
process-typed questions and result-typed questions appeared. The called process-
typed question means to emphasize the sequence of a series of operations, but the 
result-typed questions only emphasize the final result. For those two different ques-
tions types, we need use different judging standards to deal. So in the process-typed 
questions, we can set some monitor points in the operation procedure, also we can 
divide the integrated workflow to many sub objects. The system not stickle to the real 
application workflow, but add more require and evaluation guidelines artificially. 
This mark based on the subdivision workflows is apparently more correct.  

4   Key Technologies for System Implementation 

On the above discussion, we analyzed the system design requirement. Because of the 
characters of testing contexts and the intelligence requirement, we adopt some tech-
nologies to implement the system as follows: 
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• Component technology 
Considered the characters of the operation mode, the design based on components 
gives priority of business- oriented or procedure- oriented. In order to combine conven-
iently the script language of simulation environment (in this system, our simulation 
environment adopted the ASP script), we use the C++ and VB to compile the COM we 
needs. For example, in order to record the examinees’ answers, we need to set monitor 
program to monitor that operation procedure. In ESBAO system , we use the compo-
nent technology to enclose most functions to strengthen the software reused. 

• XML technology 
In this system, we use XML-based documents to store the data of the papers, and use 
XML technology, such as XML DOM ,XML SAX and ADO, to realize the dynami-
cally mapping from the XML documents to database recorders, transferring informa-
tion and maintaining information etc. 

• Database technology 
One hand the database is the carrier of the data storage, the other hand the system can 
use the database triggers and/or the component events to stimulate the database stored 
procedures to record the operations of the examinees. 

• Agent technology[5] 
In this system, the Building Paper Agent is an automatic component in fact, in which 
we add the message mechanism to realize the autonomy of the agent. We use C++ to 
implement the agent. 

5   Conclusion 

In this paper, we discuss an operation-oriented intelligence examination system, 
which is for e-business application operation examination, and present a novel system 
architecture for the Examination System for e-Business Application Operation (ES-
BAO). The ESBAO system mainly include an answering paper subsystem for exami-
nees in the Student site, paper management subsystem in Teacher site for managing 
paper database, a building paper subsystem in Teacher site for building a new paper, 
and a scoring paper subsystem in Teacher site for scoring the paper of the examinees. 
In this paper, we detailedly discuss the system structure, some key questions and the 
corresponding solution. 
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Abstract. Fuzzy cognitive map is an approach to knowledge representation and 
inference. Little research has been done on the goal-oriented analysis with 
FCM. We propose a methodology based on the use of Fuzzy cognitive map and 
immune algorithm to find the initial state of system from among a large number 
of possible states. Finally, an illustrative example is provided, and its results 
suggest that the method is capable of goal-oriented decision support. 

1   Introduction 

FCM is a soft computing method for simulation and analysis of complex system, 
which combines the fuzzy logic and theories of neural networks. It offers a more 
flexible and powerful framework for representing human knowledge [1, 2] and rea-
soning. FCM have been used for representing knowledge and artificial inference, and 
have found many applications, for instance, geographic information systems [3, 4], 
fault detection [5], policy analysis [6], etc. Little research has been done on the goal-
oriented analysis with FCM. In this paper, we propose a methodology based on the 
use of Fuzzy cognitive map (FCM) and immune algorithm for goal-oriented decision 
support. It aims to provide a means for goal-oriented decision support. 

The paper is organized as follows. Section 2 presents the formalization and the  
inference process of FCM. Section 3 presents a brief overview of the immune  
algorithm. Section 4 presents how to use FCM for goal-oriented decision support. 
Section 5 applies the proposed methodology to goal-oriented analysis. Section 6 is the 
conclusion and suggestions for future works. 

2   Fuzzy Cognitive Map 

2.1   Formalization of Fuzzy Cognitive Map 

The graphical illustration of FCM is a signed directed graph with feedback, which is 
consisted of nodes and weighted arcs. Nodes of the graph stand for the concepts that 
are used to describe the behavior of the system and they are connected by signed and 
weighted interconnections representing the causal relationships. A FCM is a method 
to draw a graphical representation of a system, and consists of nodes-concepts, each 
node-concept represents one of the key-factors of the system, and it is characterized 
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by a value C∈(0,1), and a causal relationship between two concepts is represented  
as an edge wij. wij indicates whether the relation between the two concepts is direct  
or inverse. The direction of causality indicates whether the concept Ci causes the 
concept Cj.  

A FCM is a 4-tuple (V, E, C, f) where --V={v1, v2, … , vn} is the set of n concepts 
forming the nodes of a graph. 

E:(vi, vj)→ wij is a function wij∈E, vi, vj ∈V, with wij denoting a weight of 
directed edge from vi to vj. Thus E (V×V)=(wij) is a connection matrix. 

C: vi
→ Ci is a function that at each concept vi associates the sequence of its 

activation degrees, such as Ci(t) given its activation degree at the moment t. C(0) 
indicates the initial vector and specifies initial values of all concept nodes and C(t) is 
a state vector at iteration t. 

f is a transformation function, which includes recurring relationship between 
C(t+1) and C(t). 
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Eq. (1) describes a functional model of FCM. An FCM represents a dynamic 
system that evolves over time, it describes that the value of each concept is calculated 
by the computation of the influence of other concepts to the specific concept. 

2.2   Inference in Fuzzy Cognitive Map 

Considering it as a discrete dynamic system and calculating its final state numerically 
can carry out the inference process of the FCM. It is by numeric matrix operation 
instead of explicit IF/THEN rules[7], this is one of the main advantages of FCM. 

The inference of FCM includes forward-evolved inference and backward-evolved 
Inference. The forward-chains of FCM to derive future states of the system it 
represents.. The backward-evolved inference uses the transpose of E, our FCM 
matrix, Et. Backward-evolved inference yields a specific concept node value that 
should be accompanied with a given consequence. 

The forward inference process of FCM starts with a stimulus event vector. 
Inputting the event into the FCM. Multiplying the stimulus vector to the FCM matrix 
is the first in a series of such multiplications that eventually yields one of the 
following: 

A fixed point: if the FCM equilibrium state of a dynamical system is a unique state 
vector, the state vector remains unchanged for successive iterations, then it is called 
the fixed point. 
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A limit cycle: if the FCM settles down with a state vector repeating in the form 
A1→A2→…→Ai…→A1 

then this equilibrium is called a limit cycle. 
A chaotic attractor: the FCM state vector keeps changing with each iteration 

repeating states are never found. 
We Infer with FCM we pass state vectors X repeatedly through the FCM 

connection matrix W, thresholding or non-linearly transforming the result after each 
pass. We illustrate this by the following example: The first concept node vector be:X1 
= (1 0 0 0 0), the connection matrix W: 
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X1W=[0,0,-1,0,1] X2=f(X1W)  (1,0,0,0,1) =X2 X2W=[0,0,-1,1,1] X3=f(X3W)  
(1,0,0,1,1) =X3 X3W=[-1,1,-1,1,1] X4=f(X3W)  (1,1,0,1,1) =X4  X4W=[-1,1,-1,0,1] 
X5=f(X4W)  (1,1,0,0,1) =X5 X5W=[0,0,-1,0,1]   X6=f(X5W)    (1,0,0,0,1) =X6=X2  

So X2 is a fixed point of the FCM dynamic system. This example illustrates that we 
can apply this kind of FCM-based forward-evolved inference approach to decision-
making problems.  

We can also compute backward-evolved inference by using the transpose of W, our 
FCM matrix, Wt. Backward-evolved inference yields a specific concept node value 
that should be accompanied with a given consequence, it does the opposite with 
forward-evolved inference. 

3   Immune Algorithms 

3.1   Natural Immune System 

The natural immune system is a complex adaptive pattern-recognition system that 
defends the body from foreign pathogens. The main purpose of the immune system is 
to recognize all cells within the body and categorize those cells as self or non-self. It 
has dramatic and complex mechanisms that recombine the gene to cope with the 
invading antigens, produce the antibodies and exclude the antigens. A two-tier line of 
defense is in the system including the innate immune system and adaptive immune 
system, its basic components are lymphocytes and antibodies [8]. The lymphocyte is 
the main type of immune cell participating in the immune response that possesses the 
attributes of specificity, diversity, memory, and adaptability, there are two subclasses 
of the lymphocyte; T and B. each of these has its own function. The B-lymphocytes 
are the cells produced by the bone marrow, where each exhibits a distinct chemical 
structure. A B-lymphocyte can be programmed to make only one antibody that is 
placed on the outer surface of the lymphocyte to act as a receptor. The antigens will 
only bind to these receptors with which it ma In contrast, the T-lymphocytes are the 
cells produced by the thymus. kes a good fit [9]. By use of these T-lymphocytes, they 
help regulate (suppression or promotion) the production of antibodies. These receptor 
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molecules are able to recognize disease-causing pathogens. When antigens and 
receptor molecules have complementary shapes, they can bind together. Once the 
binding ensures the recognition of the antigen, the immune response proceeds. After 
an antigen is recognized by immune cell receptors, the antigen stimulates the B-cell to 
proliferate and mature into terminal (non-dividing) antibody secreting cells (plasma 
cells) [10]. 

Based on above facts, for solving the optimization problems, the antibody and 
antigen can be looked as the solution and objection function, respectively. 

3.2   Immune Algorithm 

The immune algorithm (IA) is a heuristic search and optimization technique inspired 
by simulating the principles of natural immune system to guide their trek through a 
search space.  

The immune algorithm is a 8-tuple (C, E, P, M, S, R, U, T), where C-coding; E-
fitness function; P-initialize antibody population; M-population size; S-immune 
selection; R-crossover; U-mutation; T-stopping condition. 

The main steps of this algorithm are as follows: 

1. An initial individuals (antibodies) population are randomly formed; 
2. Calculate the objective function and the affinity between antigen and antibodies 

and normalize the vector of the objective function; 
3. The set of the cloned will suffer the crossover and mutation operation process; 
4. Select the best n individuals (antibodies)  with highest fitness values; 
5. Clone the best n individuals (antibodies) ; 
6. The fitness values of these new individuals (antibodies) are calculated. 
7. Check the stopping criterion. If a termination condition is satisfied, stop the 

algorithm. Otherwise, go to step 2. 

4   Goal-Oriented Analyses 

Many decision support systems ask the user to identify a goal and then proceed di-
rectly to the process of finding recommendations for achieving the selected goal. The 
goal –oriented decision analysis starts with an expectation goal that can cause an 
FCM to converge to a given fixed or limit cycle attractor. The objective of finding the 
appropriate initial state from among a large number of possible states that an FCM 
can represent is essentially a search problem, which can be optimized. This turns out 
to be an NP hard problem in FCM’s. 

4.1   The Proposed Approach  

The forward-evolved inference uses a series of vector matrix multiplication to find 
attractors for a given stimulus vector, while the backward-evolved inference aims to 
find what initial state, it does the opposite with forward-evolved inference.  

The presented methodology for backward-evolved inference proposed by 
following four steps: 
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1) Define the goal state vector F; 
2) Define a diagonal matrix D for calculate error. The ith diagonal value, di∈

[0,1],of matrix D; 
3) Use IA to Optimize the objective function in Eq(3) 

E(a,g)=(a-g)D(a-g)T (3) 

Where E(a,g) defines the error between the target state G and the attractor A. a 
denotes the attractor the FCM converges to, g denotes the target state. 

The essential elements of algorithm are explained as follows. 

4.2   Explanation of the Algorithm  

4.2.1   Antibody Encoding 
In the proposed algorithm, individuals (antibodies) population is the binary coded. 
Each antibody is defined as a vector and consists of n variables.  

Definition:         B =[x1x2…xi…xn] 
Each antibodies can be decoded back into a candidate initial state.  

4.2.2   Fitness Function 
The search initial state from among a large number of possible states requires the 
definition and calculation of an objective examining function (usually an error 
function) when the objective function reaches a minimum that corresponds to a set of 
weights. When the objective function is very small, a steady state is reached. 

We define the following objective function, where, A denotes the candidate initial 
state vector, is G denotes the target state.D is a n×n diagonal matrix. 

E(A,G)=min(E) e(a,g)=(a-g)D(a-g)T (4) 

The objective function can be used as the core of fitness function  
F (x)=I (E (x)), where I is an auxiliary function.  
The following function g is used, the fitness function is normalized to (0, 1): 
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4.2.3   Antibody Selection 
In order to guarantee diversity of antibody, we use consistency-adjusting factor based 
on fitness selection.  

Define p is selection probability of antibody, pf is selection probability based on 
fitness, pd is selection probability based on consistency antibody. 
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Where μα ,  are adjusting constant, n is antibody number, Ci is the consistency of 

antibody, its is calculated as given below. 
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The antibody pool is seen composed of N antibodies having M genes. For those 
cells marked with S={k1, k2, …, ks}, they are alleles that come from the jth gene. 
From the information theory, the entropy Hj (N) of the jth gene in the immune system 
can be computed as given below: 
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ijijj ppNH
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(7) 

Where Pij is the probability that the ith allele comes out of the jth gene. By this 
entropy calculation, it assigns a measure of uncertainty to the occurrence or non-
occurrence not of a single allele of genes, but of the whole set of alleles of genes. Note 
that if all alleles at jth genes are the same, then the entropy of that gene becomes zero. 

The similar degreed between antibody u and antibody v: 
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the consistency of antibody v: 
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Where: acij is the similar degreed between antibody i and antibody j, Tac is threshold. 

4.2.4   Genetic Operators 
The implementation of genetic operations is same as in genetic algorithms. It 
including the crossover operator and mutation operator requires the selection of the 
crossover point(s0 and mutation point(s) for each antibody under a predetermined 
crossover probability and mutation probability. The crossover operator provides 
search of the sample space to produce good solutions. The mutation operator performs 
random perturbations to selected solutions to avoid the local optimum. 

There are many different crossover operators. In our experiments, we consider 
uniform crossover. Since strong relativities between weights of FCM, there is a small 
effect to evolution of FCM if we only change one of them. Uniform crossover 
generalizes this scheme to make every locus a potential crossover point. A crossover 
mask, the same length as the individual structures is created at random and the parity 
 

 

Fig. 1. FCM modeling 

W36 

W53 

M P CP 

PROF 

FIN PROD

INV 

W35 

W34 

W54 

W64 

W31 
W12 

W42 



330 Y. He 

of the bits in the mask indicates which parent will supply the offspring with which 
bits. In natural evolution, mutation is a random process which one allele of a gene is 
replaced by another to produce a new individual structure. In the algorithm, Also, 
random mutation and roulette wheel selection are applied.  

5   Application 

To demonstrate the feasibility of the proposed method, we applied the method to 
Goal-Oriented Analysis. We adopted following example. The system structure is 
shown in Fig.1 [11]. Where MP-market position; CP-competitive position; PROF-
profitability; FIN-Financing position; PROD-Productivity position; INV-Investments. 

The connection matrix W of decision system and define diagonal matrix D are fol-
lows, we set the goal state vector F= [0.6, 0.55, 0.7, 0.5, 0.5, 0.6]: 
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Using Immune algorithm optimize the search for the initial state from among a 
large number of possible states. We set the population (antibodies) size at 50, and 
probability of crossover: 0.7, probability of mutation: 0.015, the maximum number of 
generations: 500. 

The search result is follows:[0.5514,0.6103,0.7012,0.6237,0.5403,0.5223]. The av-
erage fitness among individuals in offspring with generations is shown in Fig.2. The 
test results show that the method is capable of Goal-Oriented Analysis. 

 

Fig. 2. The average fitness 

6   Conclusion 

We have developed a method for goal-oriented analysis and have discussed how im-
mune optimization finds the appropriate initial state from among a large number of 
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possible states. The feasibility and effectiveness of the method were illustrated. Con-
summating the proposed method and exploring the applying area are the direction of 
our future work. 
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Combination Study of Multi Fuzzy Cognitive Map 

Chun-Mei Lin 

Department of Computer, Shaoxing College of Arts and Sciences  
Shaoxing Zhejiang 312000, China 

Abstract. Multi-expert constructing Fuzzy cognitive map is a typical multi-
expert knowledge combination problem. In this paper, we investigate the use of 
Dempster-Shafer evidence theory as a tool for multi-expert knowledge combi-
nation. In proposed method, we use each expert opinion as a evidence, the pos-
sible value of weight as frame of discernment, the expert’s evaluation to a 
weight on frame of discernment as basic probability assignment, and Dempster-
Shafe rule as combined basis of basic probability assignment m. Finally, the 
weight is given according to combined basic probability assignment. The strat-
egy can gradually reduce the hypothesis sets and approach the truth with the ac-
cumulation of evidences, which make the result of decision more all –around 
and more scientific. The experimental result is shown that the method can keep 
exactitude information, reduce conflict factor and improve knowledge quality. 

1   Introduction 

Multi-expert constructing fuzzy cognitive map (FCM) is a typical multi-expert 
knowledge combination problem. Generally, the constructing FCM process is that 
each expert builds individual FCM, and then combines them by weight average. 
However, the method cannot effectively keep exactitude information, reduce conflict 
factor and improve knowledge quality. There is an urgent need to develop methods 
for multi-expert knowledge combination. Dempster-Shafer evidence theory provides 
solving method for the problem. In this paper, we investigate the use of Dempster-
Shafer evidence theory as a tool for multi-expert knowledge combination 

The paper is organized as follows. Section 2 presents the formalization representa-
tion of FCM. Section 3 presents the basic concepts of evidence theory. Section 4 pre-
sents how to use evidence theory for Multi-expert opinions combination. Section 5 
applies the proposed methodology to multi-expert opinions combination. Section 6 is 
the conclusion and suggestions for future works. 

2   Fuzzy Cognitive Map 

FCM[4][5] is an approach to knowledge representation and inference that are essential 
to any intelligent system. It emphasizes the connections as basic units for storing knowl-
edge and the structure represents the significance of system. FCM can be easily built 
and represent knowledge directly, And form mapped relations with the knowledge 
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structures in the brains of the experts of this area, FCM have been used for representing 
knowledge and artificial inference and have found many applications, for instance, geo-
graphic information systems [6], [7], fault detection [8],, policy analysis [9], etc. 

A FCM consists of nodes-concepts, each node-concept represents one of the key-
factors of the system, and it is characterized by a value C∈(0,1), and a causal rela-
tionship between two concepts is represented as an edge wij. wij indicates whether the 
relation between the two concepts is direct or inverse.  

3   Dempster-Shafer Evidence Theory  

In this section we briefly review basic notions of Dempster-Shafer theory of evidence.  
Dempster-Shafer evidence theory provides a powerfully intelligent tool for multi-

expert Opinions combination. It is introduced by Dempster[1] and extended later by 
Shafer[2]. Dempster-Shafer theory is concerned with the question of belief in a 
proposition and systems of propositions. Evidence can be considered in a similar way 
when forming propositions, and it is concerned with evidence, weights of evidence 
and belief in evidence. The theory does not make any assumption concerning the way 
human imagination works. Simply, it describes decision-makers receiving 
information from different sources and evaluating to what extent the evidence that 
they provide is compatible or contradictory.  

3.1   Frame of Discernment  

In Dempster-Shafer theory, a problem domain is represented by a finite setΩof 
elements; An element can be a mutually hypothesis, an object or our case  a fault. we 
calledΩas the frame of discernment. In the standard probability framework, all 
elements inΩare assigned a probability. And when the degree of support for an event 
is known, the remainder of the support is automatically assigned to the negation of the 
event. 

3.2   Mass Functions, Focal Elements and Kernel Elements 

When the frame of discernment is determined, the mass function m is defined as a 
mapping of the power set m: 2Ω→［0,1］ 

0)m( =φ  (1) 

∑
Ω⊂

=
A

Am 1)(
 

(2) 

The mass function m is also called a basic probability assignment function. m (A) 
expresses the proportion of all relevant and available evidence that supports the claim 
that a particular element of H belongs to the set A but to no particular subset of A. In 
engine diagnostics, m(A) can be considered as a degree of belief held by an observer 
regarding a certain fault; different evidence can produce different degrees of belief 
with respect to a given fault. Any subset A of Ω such that m(A) > 0 is called a focal 
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element; the union of all focal element C =∪m(A)≠0A is called a kernel element of 
mass function m in  the frame of discernment. 

3.3   Belief and Plausibility Functions  

The belief function Bel is defined as: 

Bel：2Ω→［0,1］ Ω⊂∀A  

∑ ∑∑
⊂ Φ≠∩Ω⊆

=−==
AB ABB

BmBmBm )()()()ABel(-1PI(A)
 

(3) 

The belief function Bel(A) measures the total amount of probability that must be 
distributed among the elements of A; it reflects inevitability and signifies the total de-
gree of belief of A and constitutes a lower limit function on the probability of A. 

The plausibility function Pls and double function Dou are defined as: 
Pl: 2Ω→［0,1］ 

A)Bel(Dou(A)),ABel(-1PI(A) ==  (4) 

The plausibility function Pl(A) measures the maximal amount of probability  
that can be distributed among the elements in A; it describes the total belief degree re-
lated to A and constitutes an upper limit function on the probability of A. it describes 
the total belief degree related to A and constitutes an upper limit function on the prob-
ability of A. 

3.4   Evidence Combination 

Let Bel1 and Bel2  be two belief functions in the same frame of discernment, then the 
corresponding basic belief assignment are m1  and m2 based on information obtained 
from two different information sources in the same frame of discernment Ω,  
focus elements are X1，X2，…，Xk  and Y1，Y2，…，Yk， if Xi∩Yj=A, 

X Ω⊂ , then m1(Xi)m2(Yj) is the probability assignment to A, The total belief of A is: 
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Where )()(k 21 YmXm
YX
∑

=∩
=

φ , K represents a basic probability mass associated 

with conflicts among the sources of evidence. It is determined by summing the prod-
ucts of mass functions of all sets where the intersection is null. K is often interpreted 
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as a measure of conflict between the sources. The larger the value of K is, the more 
conflicting are the sources, and the less informative is their combination.  

The produced function m =m1⊕  m2 is also a mass function in the same frame of 
discernment Ω, it represents the combination of m1 and m2 and carries the joint in-
formation from the two sources.  

In the case of n mass functions m1, m2, . . ., mn in Ω, according to rule of evidence 
combination: 
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4   Multi-expert Opinions Combination  

According to the formulized definition of FCM, experts’ opinions are reflected on the 
estimate of the degree of the cause that is between nodes in the referred concept set, 
namely weight estimate. In the construction of FCM, multi-experts’ opinions combi-
nation is represented as the combination of the corresponding elements in the connec-
tion matrix provided by experts. Then each expert’s estimate of some cause relation 
can be regarded as evidence. The possible values of the affection degree of the cause 
relation between concepts form a frame of discernment. The combined probability as-
signment function is regarded as the evidence of last weight integration. 

A FCM equals the code of experts’ knowledge; In general, because of experts’ dif-
ferent preferences and knowledge structures, the understandings about the problem 
may be different. Such as, different experts differ in how they assign causal strengths 
to edges and in which concepts they deem causally relevant. There is a requirement to 
build a selection rule of concept set and to enact a standard of cause effect degree be-
fore FCM combination. 

Definition 1: Connection Matrix Standardization 
Suppose there are n experts, the FCM of each expert’s is established according to 

their own experiences and knowledge. The connection matrices of n experts’  are  
F1，F2，…，Fn. The union (m) of all experts’ concepts is regarded as a set of con-
cept. The connection matrices of experts’ are expanded to m×m, and we fill the row 
or column absent of concept nodes with 0. The process is called the standardization of 
connection matrix. 

The general process of combining multi-experts’ FCM with evidence theory is as 
follows: 

1. A frame of discernment is firstly defined, it translates the research of proposition 
into the research of a set. 

2. Basic probability assignments are established according to evidence. 
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3. Basic probability assignment functions are combined according to the 
combination rule of evidence theory, then the target type is determined by the 
rule of belief evaluation. 

4. Applying weighted average on all elements of the frame according to the 
integrative basic probability assignment function 

4.1   Building of Discernment Frame 

The selection of frame of discernment depends upon our knowledge, cognition and 
what we know and want. In application of FCM, expert estimates  the weight using 
linguistic weight. Their values are usually nothing, very weak, weak, medium, strong, 
very strong. 

Example 1: 
(none, very weak, weak, strong, very strong, extremely strong) →{0, 0.2, 0.4, 0.6, 
0.8, 1} 

Example 2: 
(none, weak, strong, extremely strong) →{0, 0.4, 0.6, 1} 

The possible values of weight form a frame of discernment, which is defined by 
the demand of accuracy. 

We can define a frame of discernment according to the example above. 
Ω={0，0.2，0.4，0.6，0.8， 1} 
Or: Ω={0，0.4，0.6，1} 

4.2   Building of Mass Function  

According to the experience and knowledge, each expert makes a basic probability 
assignment function m(also called the mass function m ) for every element of the 
connection matrix in a frame of discernment. Suppose there are n experts, we can gain 
n basic probability assignment functions: m1, m2, …, mn .  

N experts’ evaluating  a weight in the frame of discernment  can capture a matrix 
form: The matrix M is as follows: 
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Where each row in matrix M represents the evaluation  of  ith expert; Each column of 
matrix M represents the evaluation that n experts get after evaluating the  jth element 
of the frame of dscernment. mij  denotes the ith expert’s probability assignment of the 
jth element of the frame of discernment Ω.   

The result that the ith expert estimates a weight in the frame of discernment is a 
fuzzy value. A basic probability assignment function mi is produced by solving 
membership of the fuzzy value. 

For example, solveing m, when a fuzzy value is 0.48, the membership function is 
defined as follows:  

Fig.1. the six membership functions corresponding to each one of the six linguistic 
variables the fuzzy number 
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According to formula above:μ0.4(0.48)=0.6, μ0.6(0.48)=0.4 
We can obtain the base probability assignment m=[0,0,0.6,0.4,0,0] 

4.3   Evidence Combination 

Firstly, the conflict between the expert’s opinions is calculated  with 

)()( 21 YmXmk
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∑

=∩

=
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If combination condition is satisfied, then the combinative base probability 
assignment is calculated according to formula bellow: 
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4.4   Calculate Integrated Weight 

The integrated weight w is defined as: 
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(7) 

Where aj is the base probability assignment of the jth state, θj is the jth state value of 
the frame of discernment. 

5   Application 

To demonstrate the feasibility of the proposed method, we applied the proposed 
method to the combination of three experts’ opinions. 

We define a frame of discernment:  
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Ω={0，0.2，0.4，0.6，0.8， 1} 
three experts give judgment to the cause affection degree of Ci and Cj in concept 

set{C1，C2，…Cn}, see table 1. 

Table 1. Expert knowledge 

State expert 0 0.2 0.4 0.6 0.8 1 
Expert 1 0 0 0.7 0.3 0 0 
Expert 2 0 0.1 0.8 0. 0 0 
Expert 3 0 0 0.9 0.1 0 0 

According to formula )()( 21 YmXmk
YX

∑
=∩

=
φ

， we get k=0.41.  

The combinative result of Expert 1 and expert 2  according to Eq (7) is shown  in 
table 2. 

Table 2. Experts knowledge combination (1) 

State expert 0 0.2 0.4 0.6 0.8 1 
Expert 1 0 0 0.7 0.3 0 0 
Expert 2 0 0.1 0.8 0.1 0 0 
Combination result 1 0 0 0.95 0.05 0 0 

Again, according to )()( 21 YmXmk
YX
∑

=∩

=
φ

，we get k=0.14.  

The combinative result of expert 1, expert 2  and expert 3 according to Eq (7) is 
shown in table 3. 

Table 3. Experts knowledge combination (2) 

State Expert 0 0.2 0.4 0.6 0.8 1 
Result 1 0 0 0.95 0.05 0 0 
Expert 3 0 0 0.9 0.1 0 0 
Combination result 0 0 0.994 0.0058 0 0 

The result of three experts’ conbination can be seen from table 3. The base 
probability assignment is 0.994 when state value is 0.4 and m(0.6) is 0.0058. 

Using  Eq (9) to solve the integrated weight according to the combined base 
probability assignment function m. 

Based on the example above, we get wij :wij=0.4*0.994+0.6*0.0058=0.40108. 

6   Conclusion 

We have developed a method for Multi-Expert Opinions Combination Based on Evi-
dence Theory. . In the method, we use multi-expert knowledge as evidence, the possi-
ble value of weight as frame of discernment, expert’s evaluation to a weight on frame 
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of discernment as basic probability assignment, and Dempster-Shafe rule as combined 
basis of basic probability assignment m. Finally, the weight is given according to 
combined basic probability assignment. The strategy can gradually reduce the  
hypothesis sets and approach the truth with the accumulation of evidences, which 
make the result of decision more all–around and more scientific.  Consummating the 
proposed method and exploring the applying area are the direction of our future work. 
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A Hermeneutic Approach to the Notion of Information  
in IS 

Su-Fen Wang  
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Abstract. In the field of information systems (IS), ‘information’ is probably the 
most important and fundamental notion. And yet, existing studies of it seem in-
adequate and lacking of sufficient depth, and further work is therefore desper-
ately in need. We adopt Hermeneutics to approach the essence of information. 
We describe how Hermeneutics might enable us to look at the mechanism 
whereby information is created and information flow takes place, and explain 
implications this approach might have to requirement identification in IS. 

1   Introduction 

Arguably ‘information’ is probably the most fundamental and the most important con-
cept for information systems and information science [1]. Boland maintains that since 
the very beginning of the emergent discipline of information systems, research on 
information systems has suffered from the elusive nature of information and the lack of 
methods and techniques for handling the essence of information, and points out that 
how well this problem is addressed has profound impact to all aspects of information 
systems – the research, development and use of information systems, both in theory 
and in practice [1]. This is one hand. On the other hand, there are various forms about 
such key concepts as information, data and meaning ([2],[3],[4],[5],[6]). These con-
cepts and terminology are often isolated, disjoint, and form an often contradictory 
amalgam of knowledge and cause confusion in research. Therefore, ‘How to under-
stand and to deal with the essence of information’ would seem to have become an 
important and tough problem for the discipline of IS. 

We aim to tackle this problem. We put forward a new approach to this problem by 
using results of ‘information philosophy’ in Section 2. We suggest and explain the 
general process of information realization based on Hermeneutics in Section 3. In the 
final section, we give some concluding remarks about the work to be presented in this 
article and explain implications this approach might have to requirement identification. 

2   A New Perspective on the Essence of Information 

We suggest using results of research in ‘information philosophy’ ([7], [8]) in  
recent years thereby to formulate a new perspective for approaching the problem of 
‘information’. 
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The new perspective is to understand and engage the essence of information from 
‘why information is called information in the first place’ through investigating the 
relationship among information, data and meaning. In particular, new meaning is 
created through a specific type of activities and behavior, called interpretation. That 
is, we observe that in order to understand the essence of information we adopt a per-
spective that information in IS can only be created through practice and being en-
gaged through interpretation. This is the pivotal point of the ideas that we develop in 
the paper. 

We believe that information is carried by non-empty, well-formed and meaningful 
data [8], and an information system is a social system making use of IT. Thus the 
relationship among information, data and meaning can only be explored through 
communication and negotiations between humans. It is conducted within the never-
ending cycle of ‘information is carried/embodied/projected by data; meaning is cre-
ated from information through interpretation of data; then further information may be 
created due to the intention of a human agent, which is again carried by data’ 
Through communication and negotiations between them, people obtain understanding 
of the world around them and of themselves. So, ‘why information is called informa-
tion in the first place’ must be considered form the viewpoint of human’s existence. 

The process above is that of information (impact) realization, and the associated 
mechanism is that of information realization. On the one hand this process captures 
the relationship between information, data and meaning. On the other hand, this proc-
ess is accomplished through the interaction between the three. We believe that infor-
mation is independent of informees (the receivers of information), borrowing Floridi’s 
term [8]. But we also believe that the impact of information, which is concerned with 
the reason why a piece of information can be seen as such, namely due to its capabil-
ity of informing, can only be materialised through the interaction between the three, 
i.e., information, data and meaning. This entails the involvement of human agents 
within the process, or the interpretation/creation of meaning. Information realization 
is concerned with how people use information, and how information supports people 
who need information. Therefore the process of information realization becomes a 
process of meaning interpretation and realization. 

The informing process through accessing information is that of interpreting the 
meaning of information for the informee in the sense that what the information means 
to him/her. It would seem that this has not been adequately addressed. Furthermore, 
exploring meaning would seem a basic problem for hermeneutics. In the sections that 
follow, we will put forward a proposal on how a mechanism for exploring meaning 
might look like by drawing on hermeneutics. 

3   A Hermeneutic Approach to the Problem of Information in IS 

3.1   The General Process of ‘Information Realizing’ Mechanism 

Hermeneutics is the study of interpretation. Hermeneutics emerged as a concern with 
interpreting ancient religious texts and has evolved to address the general problem of 
how we give meaning to what is unfamiliar and alien([9],[10], [11]). 

In the context of IS, data, information and meaning are in a state of co-existence. 
Information is borne by data, and meaning is created due to reception of information 
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through looking at data or interpreting data. Thus these data are in the position of the 
target, i.e., ‘text’ in Hermeneutics. 

We consider information systems as social systems that are technically and tech-
nologically implemented, so, we adopt Ricoeur’s Hermeneutics as the theoretical 
foundation for our investigation into the mechanism that enables the realization of 
information and information flow within the context of information systems([10]). 

Ricoeur combines ontological Hermeneutics with methodological and epistemo-
logical Hermeneutics through linking Hermeneutics with the text theory. 

The general process of information and information flow realization (see Fig.1) 
may be seen as having three stages, namely the Semantics Layer, Reflection Layer, 
and Ontological Layer. Each of the layers is connected with the ‘text’ (i.e., data) of 
the information system. The transformations between the three layers embody those 
between objective meaning (in the sense of being independent of the receiver of in-
formation), inter-subjective meaning and subjective meaning. 

 
Fig. 1. The general process of information realization 

3.2   An Analysis of Various Elements in the ‘Information Realizing’ Process 

3.2.1   Data Analysis 
With Hermeneutics, data in information systems are read and interpreted as texts. We 
give data here slightly different characteristics from those that appear in more ‘gen-
eral’ research of information systems([6], [8], [9]).  

We think that data links information and meaning, which enables the communica-
tion between people. Through communication, people acquire self-understanding. 
Thus data should have the following characteristics: 

1. Data are fixed life expressions by being written. They have multiple meanings 
and multiple layers of meaning. There are literal meaning, sender’s meaning, 
hidden and latent meaning produced by various factors, such as the multiple 
traits of literal meaning, the knowledge background and psychological factors of 
the sender and so on. 

2. There is a dialectic relation between the sender’s meaning and the meaning that 
may be seen as inherent to the data([14], [15]).  

3. Meaning created through information carried by data and the relevance of data 
is derivative from the dialectic relation between data and its receiver.  

4. Data is not limited by their direct references; data enable people to enter a pos-
sible world from a given one, i.e., the data world.  
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Therefore, the process of information realization is a process of interpretation of 
multiple layers of meaning and that of realization of multiple meanings. This in turn 
enables data to have their complex characteristics as just discussed. 

3.2.2   Semantic Analysis  
The analysis of the information content of data, through interpreting the data, we can 
obtain objective information content carried by the data. The objective information 
content is taken as the meaning that the sender of the data wishes the data to carry. So 
‘objective’ here means being independent of the receiver of the data. Data may have 
various meanings, such as the literal meaning, which may in turn refer to a particular 
event.  

Literal meaning is the direct and basic meaning, and the others are indirect, second 
or metaphoric meaning. These indirect meanings are nested within the direct meaning. 
This is similar in a way to information nesting [12].  

We begin to interpret data that have multi-stipulations. But every kind of interpreta-
tion is based on its own frame of reference in order to seek agreement with the rich and 
multi-vocal meanings of data. The interpretation process of data is illustrated in Fig. 2. 

 

Fig. 2. The process of linguistic analysis 

3.2.3   Reflection Layer 
The information forming process embodies the communication between people by 
means of the inter-relationship of data, information and meaning. Its goal is for people 
to achieve understanding of themselves by communicating with one another. 

Thus our interpretation of data is not just the understanding of the information con-
tent that is carried by the data, but also the meaning of the sender of the data. The 
purpose of this is, through understanding the sender’s meaning, to ascertain what 
world we ourselves are in, and make sure of what ‘I’ am, and what I should do. This 
is self-understanding, to achieve which there has to be a process of reflection. 

Reflection is of course self-reflection, and not a concrete reflection on a particular 
event. Reflection is a process of transforming the ‘otherness’ of the data into an ‘ut-
terance event’ for me. The receiver’s ‘utterance event’ is a new event, that is, it is not 
the repetition of the ‘‘utterance event’ that created the data in the first place, but is 
new creation according to the requirements of ‘speaking’. This way, the interpretation 
of reflection is completed. Thus, self-understanding is realized through reflection. 
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Reading links two incidents of speaking: data as utterances, and reading as new ut-
terances. Ricoeur makes use of Gardmer’s ‘fusion of horizons’ to refer to the widen-
ing of the understanding of the subject after she/he has entered the world of data. 

We place data at the position of a production medium. Through the interpretation 
cycle, more meaning is obtained; and through ‘fusion of horizons’, self-understanding 
is achieved. 

Reflection process is completed through reading data and conversing with data, 
and reading through ‘fusion of horizons’ and game-playing. 

3.2.4   Ontological Layer 
After reflection, self-understanding comes into being according to the form in which 
it can exist, and it creates new data. This is not an end, but the beginning of a new 
cycle. This process of information realization and information flow constitute a basis 
of exchange between human being. 

4   Concluding Remarks - Implications to Requirements 
Identification for Information Systems 

Through semantic interpretation of the semantic layer, the receiver obtains the infor-
mation content of the data sent by the sender. Much of the information content exists 
in the form of being implied and implicit, through obtaining which the receiver ob-
tains her/his understanding of the sender. Through assimilation via reflection, the 
receiver strives to find the way to further understanding her/himself, namely to make 
something ‘alien’ to be of his/her own. Then on the ontological layer, the receiver 
expresses his/her own utterance with new data. Through such a never-ending cycle, 
human exchange is achieved, which in turn enables us to increasingly understand 
ourselves (see Fig. 3). 

 

Fig. 3. The communication pattern between subjects 

Our work along this line seems to have implications for the identification of re-
quirements in IS. There are three problems concerning requirements of IS, namely,  

• The content of IS requirements by the user  
• How required information is identified, and 
• How data that an IS will actually store and process are identified.  
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These can now be looked at within such a never-ending Hermeneutic cycle. The 
content of information requirement from the point of the view of the user would now 
be what is needed for her/him to understand her/himself in the context of using an IS 
to approach and complete her/his tasks and the meanings that are subsequently pro-
duced. The required information should be identified through the stages of semantic 
understanding, reflection and ontological realization. Finally, the data that an IS proc-
esses should be among the original set of data and the new data. These can be seen in 
Fig 4. To work out the details of how a mechanism for analyzing information and 
information flow within the context of IS would require much more work and it is 
therefore beyond the scope of this paper. 

 

Fig. 4. How to identify the required information through the stages of semantic understanding, 
reflection and ontological realization 

References 

1. Boland Jr., R.J.: The Information of Information Systems. In: Boland Jr., R.J., Hirschheim, 
R.A. (eds.) Critical Issues in Information Systems Research, ch.14, pp. 363–379. John 
Wiley & Sons LTD, Chichester (1987) 

2. Checkland, P., Scholes, J.: Soft Systems Methodology in Action. Wiley, Chichester (1990) 
3. Checkland, P., Holwell, S.: Information, Systems and Information Systems: making sense 

of the field. John Wiley & Sons Ltd, Chichester (1998) 
4. Davis, G., Olsont, M.: Management Information Systems: Conceptual Foundations, Struc-

ture and Development, 2nd edn., p. 200. McGraw-Hill, New York (1985) 
5. Stamper, R.: Organisation Semiotics. In: Mingers, J., Stowell, F. (eds.) Information Sys-

tems: an Emerging Discipline?, pp. 267–283. McGraw-Hill Publishing Co., New York 
(1997) 

6. Mingers, J.: Information and meaning: foundations for an intersubjective account. Info. 
Systems J. 5, 285–306 (1995) 

7. Floridi, L.: Philosophy of Computing and Information. Blackwell, Malden (2004) 
8. Floridi, L.: Is Information Meaningful Data? Philosophy and Phenomenological Re-

search 70(2), 351–370 (2005) 
9. Hirschheim, R., Klein, H.K., Lyytinen, K.: Information systems development and data 

modeling. Cambridge University Press, Cambridge (1995) 
10. Ru-Lun, Z.: The inquire of meaning: contemporary western hermeneutics. Liaoning Pub-

lishing (1985) 
11. Gadamer, H.: Philosophical Hermeneutics. University of California Press, Berkeley (1976) 
12. Dretske, Fred, I.: Knowledge and the Flow of Information. MIT Press, Cambridge (1981) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 346–353, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Access Control Labeling Scheme  
for Efficient Secure XML Query Processing 

Dong Chan An and Seog Park 

Department of Computer Science & Engineering, Sogang University 
C.P.O. Box 1142, Seoul Korea 100-611 
{channy, spark}@sogang.ac.kr 

Abstract. Recently XML has become an active research area. In particular, the 
need for an efficient secure access control method of dynamic XML data in a 
ubiquitous data streams environment has become very important. In this paper, 
we propose the access control labeling scheme for efficient secure query proc-
essing under dynamic XML data streams. The proposed labeling scheme sup-
ports the process of dynamic XML data without re-labeling existing labels and 
secure query processing. We have shown that our approach is efficient and se-
cure through experiments. 

Keywords: Labeling Scheme, Access Control, XML. 

1   Introduction 

XML has become a widely popular standard for representation and exchanging data 
over the Internet. Query language like XPath and XQuery are developed by W3C 
group for XML data. The efficient secure processing of XPath or XQuery is an impor-
tant research topic. Since logical structure of XML is a tree, establishing a relationship 
between nodes such as parent-child relationship or ancestor-descendant relationship is 
essential for processing the structural part of the queries. For this purpose many pro-
posals have been made such as structural indexing and nodes labeling. Relatively little 
work has been done to enforce access controls particularly for XML data in the case of 
query access control. Moreover, the current trend in access control within traditional 
environments has been a system-centric method for environments including finite, 
persistent and static data. However, more recently, access control policies have become 
increasingly needed in continuous data streams [2], and existing access control models 
and mechanisms cannot be adequately adopted on data streams [6]. 

The rest of this paper is organized as follows. Section 2 presents related work in the 
area of XML access control and labeling scheme. Section 3 introduces the algorithm 
and techniques of the proposed method. Section 4 shows the experimental results 
from our implementation and shows the processing efficiency of our framework. Our 
conclusions are contained in Section 5. 

2   Related Work 

The traditional XML access control enforcement mechanism [3], [4], [7], [8] is a 
view-based enforcement mechanism. The semantics of access control to a user is a 
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particular view of the documents determined by the relevant access control policies. It 
provides a useful algorithm for computing the view using tree labeling. However, 
aside from its high cost and maintenance requirement, this algorithm is also not scal-
able for a large number of users.  

XML data has a hierarchical structure and the required capacity might be very 
huge. A method that can take XML data into appropriate fragmentation so as to proc-
ess it in pieces is consequently needed for the small memory of a mobile terminal to 
manage massive XML data [1], [7]. When XML streams data, which is generated 
under a sensor network, the data is structurally fragmented and transmitted and proc-
essed in XML piece streams, the efficiency of memory and the processing time of 
mobile terminals can be reconsidered. Moreover, when certain data is updated in an 
XML data streams, not the whole XML data but only the changed fragment needs to 
be transmitted, taking advantage of a reduced transmission cost.  

The recent Hole-Filler Model [6], [4] has been proposed as a method that frag-
ments XML data structurally. XFrag [5] and XFPro [9] proposed an XML fragmenta-
tion processing method adopting the Hole-Filler Model. Nonetheless, this method has 
problems of late processing time and waste of memory space due to additional infor-
mation for the Hole-Filler Model.  

The labeling technique of [13] has shown up as a consequence of the appearance of 
the dynamic XML document. This technique is typical of the prime number labeling 
scheme applied to information which rarely affects other labels. This technique assigns 
a label for each node, a prime number, to represent the ancestor-descendant relation and 
is designed not to affect the label of other nodes when updating the document. However, 
since it searches a considerable range of the XML tree again and re-records updated 
order information during the updating process, it presents a higher updating cost. 

 

Fig. 1. Query Processing of Mobile Terminal under XML Data Streams Environment 

3   Proposed Method 

The proposed environment of the dynamic role-based prime number labeling scheme 
is shown in Fig. 1. It depicts medical records that need accurate real-time query  
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answers by checking the authority and the role of valid users via access control policy 
when a query is requested. First of all, considering the characteristics of the proposed 
environment, the fragmentation of the XML document, problems such as low process-
ing time and waste of memory space needed due to additional information for the 
Hole-Filler Model in existing XFrag [5] is minimized as shown in Fig. 2. This means 
that information such as tag structure is no longer needed because the order of XML 
documents no longer needs to be considered. 

After a fragmenting of XML data streams, proper role-based prime number label 
for accessible roles’ product are assigned to nodes of the medical records XML 
document as referring to Table 1. Since roles are limited in any organization, it is 
possible to represent roles with a prime number and a prime number is expansible. 

 

Fig. 2. Partial Fragmentation in XML Data Streams 

Table 1. Role-Based Prime Number Table 

Role Role-Based Prime Number 
Patient 2 
Doctor 3 

Researcher 5 
Insurer 7 

3.1   Proposed Labeling Scheme 

Labeling Notation. The labels of all nodes are constructed by four significant com-
ponents (l, L1, L2, and L3), which are unique. 

1. Level component (l) – It represents the level of node in the XML document. 
The level of tree from root to leaf is marked but the level of root is null. 

2. Ancestor label component (L1) – The component that succeeds to the label of 
parent node, which eliminates the level component from a parent node label, is 
inherited.  

3. Self label component (L2) – It represents the self label of node in the XML 
document. 

4. Prime number product component (L3) – It represents the prime number prod-
uct of accessible role for node.  

<stream:filler id=“1.1” > 
  <date> 05-09-2007 </date> 
  <doctor> 
    <diagnosis> cancer </diagnosis> 
    <dname> David </dname> 
  </doctor> 
  <bill>$40,000</bill> 
  <patient> 
    <pname> Mark </pname>     
    <sex> Male </sex> 
    <BT> 38 </BT> 
    <BP> 150 </BP> 

  ...  </patient> 
</stream:filler> 

<stream:filler id=“1”> 
  <hospital> 
   <deptname>Surgery</deptname> 
      <record> 
          <stream:hole id=“1.1”/> 
          <stream:hole id=“1.2”/> 
 …  </record> 
  <deptname>Pediatry</deptname> 
      <record> 
          <stream:hole id=“2.1”/> 
          <stream:hole id=“2.2”/> 
 …  </record> 

…   </hospital> 
</stream:filler> 
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The Fig. 3 is labeled XML tree by applying the labeling scheme. 

 

Fig. 3. Proposed Labeling of Medical Records XML Document 

Labeling Scheme. The Labeling for an XML document is following. 
l L1.L2.L3 

1. The root node is the first level. Because it does not have a sibling node and 
parent node, root node is labeled with “null” 

2. The first child of root node is labeled with label (N1), “1a1.L3”. The second 
child of root node is labeled with label(N2), “1b1.L3”. Because parent node’s 
label(L1) is “null”, l and L2 is concatenated. The third component (L3) is op-
tional in this level. If the third component is all roles’ accessible, third compo-
nent is able to omit. 

3. The first child of second level N1 is labeled with label (NN1), “2a1.a1.L3”. The 
second child of second level N2 is labeled with label (NN2), “2b1.a1.L3”. Be-
cause parent node’s label (L1) is inherited. The third component (L3) is labeled 
with prime number product for node’s accessible roles. 

4. The first child of third level NN1 is labeled with label (NNN1), “3a1a1.a1.L3”. 
The second child of third level NN2 is labeled with label (NNN2), 
“3b1a1.a1.L3”. Because parent node’s label (L1,L2) is inherited.  

5. The first child of third level NNN1 is labeled with label, “4a1a1a1.a1.L3”. The 
second child of third level NNN2 is labeled with label, “3b1a1.a1.L3”. Because 
parent node’s label (L1,L2) is inherited. 

6. The third component (L3), prime number product of accessible role for node is 
generated by following. 

- Date (210) : product of (accessible role prime numbers) 2,3,5,7 
- Doctor (30) : product of 2,3,5 
- Bill (14) : product of 2,7 
- Diagnosis (30) : product of 2,3,5  

3.2   Query Processing by ‘Role-Based Prime Number’  

The proposed security system’s architecture is shown in Fig. 4. The query processing 
procedure in Fig. 4 can be considered in two steps. The role check is done in Step 1 
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using the ‘Role-Based Prime Number Table’ and final access authority is checked at 
Step 2 using the ‘Role Privacy Table’. Once a query from a mobile terminal is regis-
tered, access authority is checked at Step 1 by checking the prime number of the 
query terminal node. That is, access to Step 1 is permitted when the remainder of the 
L3(product of accessible role prime numbers) divided by the role of user becomes 
zero. Accessibility is finally checked at Step 2 referring to the ‘Role Privacy Table’ of 
Table 2. Moreover, query access is rejected by ‘denial-takes-precedence’ [11]. 

 

Fig. 4. Proposed Security System 

Table 2. Role Privacy Table 

Role 
Department Record 

Patient Doctor Insurer Researcher 
a1.a1 Mark David ING - 
a1.b1 Mary David AIG - 

Sugery 
(a1) 

… … ... … - 
b1.a1 Mary Angela AIG - Pediatry 

(b1) … … ... … - 

Example 1. (predicate + positive access control + negative access control) 
(1) //record/patient[pname=Mark]  
(2) "Angela" with role of doctor requests a query  
- step1, terminal node pname=Mark’s is verified : ‘4a1a1d1.b1.42’ 
- Angela’s role is doctor(3), 42%3=0, access is permitted  
- step2, Only prefix label ‘b1a1’ is permitted for Angela by ‘Role Privacy Table’ 
- [pname=Mark] is ‘4a1a1d1.b1.42’, access rejected  
- access to step1 permitted, access to step2 rejected. Finally, query access rejected  

 
Example 2. (negative access control) 
(1) //record/patient/pname  
(2) one with role of researcher requests a query  
- step1, terminal node pname’s label is verified : *.*.42  
- researcher’s role is 5, 42%5≠0, access rejected. Finally, query rejected  
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As shown in Example 2, the main benefit of the proposed method is that it proc-
esses the rejection query quickly.  

3.3   Update Labeling Scheme and Node Relationship 

In this section, update on XML documents are described by commonly used tree 
operations, namely, INSERT an element, text, or attribute, and DELETE an element, 
text, or attribute. In fact, deletion can be realized more easily. The deletion of a node 
will not affect the ordering of the nodes in the XML tree. However, INSERT operation 
is more complicated than DELETE operation. 
 
Definition 1. (Insert Operation) For any two existing adjacent self labeling, Nleft and 
Nright, a new labeling Nnew can always be allocated between them without modifying 
already allocated labeling by the following insert operation, where len(N) is defined 
as the bit length. 

1. Insert a node before the first sibling node, Nnew = Nleft with the last bit “1” 
change to “01”  

2. Insert a node after the last sibling node, Nnew = Nright with the last bit “1” + 1, 
(+ means summation, if the last bit is “9”, last bit extension “9→91”) 

3. len(Nleft) ≥ len(Nright) then, Nnew = Nleft ⊕1, (⊕ means concatenation) 
4. len(Nleft) <  len(Nright) then, Nnew = Nright with the last bit “1” change to “01” 

To insert a node between “1a1” and “1b1”, the size of “1a1” and “1b1”is equal, 
therefore we directly concatenate one more “1” after “1a1” (see Definition 1.). To 
insert a node between “1a1” and “1a11”, the size of “1a1” is 3 which is smaller than 
the size 4 of “1a11”, therefore we change the last “1” of “1a11” to “01”, the inserted 
label string is “1a101”. Obviously, “1a1” ≺ “1a101” ≺ “1a11” lexicographically. To 
insert a node between “1a11” and “1b1”, the size of “1a11” is 4 which is larger than 
the size 3 of “1b1”, therefore we directly concatenate one more “1a111” after “1a11”. 
Our proposed dynamic role based-prime number labeling scheme guarantee that we 
don’t have update costs in XML updating. 

Using labels of the parent nodes as a part of creating labels for child nodes helps to 
determine the ancestor-descendant relationships and the sibling relationship between 
nodes. For instance, “2a1.a1”, we can understand that its parent is “1a1” and all nodes 
beginning with “2” are its siblings. All of its children nodes shall have “3a1a1” at-
tached at front. 

4   Evaluation 

In this section, we compared our proposed labeling scheme in various ways. We used 
one PC with an Intel Pentium IV 2.66GHz CPU, 1GB Memory, and MS Windows 
XP. We have implemented proposed labeling scheme in JAVA (JDK1.5.0) and used 
SAX parser. And we used XMark [12] datasets to generate XML documents. 
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Label Size and Re-Label. We analyzed the performance of GRP [10] scheme, which 
supports dynamic XML data. The first ten XML documents were generated by 
XMark, same as that used by [10]. Then we generated labels from those documents 
using our proposed dynamic labeling scheme and compared with those two schemes 
in term of total length of labels. We discovered that our dynamic labeling scheme can 
be average 3 times shorter compared to GRP scheme. Detailed figures are presented 
in the Fig. 5. For prime number labeling are required to re-calculate is counted in Fig. 
6. But our proposed labeling need not re-label the existing nodes in updates. 
 
Rejection Query and Query Processing Time. Access control policy and actual 
number of detection of rejection queries was compared to this. The Fig. 7 demon-
strates that the intended 30 rejection queries were detected 100%. Average query 
processing time was compared in two cases: one applied the access control method 
proposed in this paper and the other did not. Referring to role-based prime number 
which is generated before query processing, and query processing time including the 
pure procedure of authority checking was measured. In case of referring to access 
control information does not affect the system performance was discovered. Fig. 8 
shows the result. 
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5   Conclusion 

In this paper, we point out the limitations of existing access control and labeling 
schemes for XML data assuming that documents are frequently updated. Our dynamic 
role-based prime number labeling scheme where labels are encoded ancestor-
descendant relationships and sibling relationship between nodes but need not to be 
regenerated when the document is updated. Also our labeling scheme supports an 
infinite number of updates and guarantees the arbitrary nodes insertion at arbitrary 
position of the XML tree without label collisions.  

In terms of security, system load is minimized and a perfect access control is im-
plemented by application of two-step security. First of all, a query by unauthorized 
user is promptly rejected applying the characteristics of the prime number and a 
stricter access control can be applied by the application of two-step security 

We will further research how to efficient secure query processing in ubiquitous 
sensor networks in the future. 
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Abstract. We present a method for mapping security levels among the com-
ponents of a distributed system where data in the local sources are represented
in XML. Distributed data is integrated using a semantic-based approach that
maps each XML schema into an RDF schema and subsequently integrates those
schemas into a global RDF schema using a global as view (GAV) approach. We
transform the security levels defined on the XML schema elements of each local
source into security levels on the triples of the local RDF schemas, which form
a lattice. We show how the merged data in the global schema can be classified in
different security classes belonging to the global partially ordered security graph.

1 Introduction

Data interoperation systems integrate information from different local sources to en-
able communication and exchange of data between them. A common model for these
systems involves a global representation of the local data, which acts as a mediator for
translating queries and conveying data to and from these sources using the global-as-
view (GAV) approach [13]. Semantic Web languages such as RDF Schema (or RDFS)
[4] and OWL [16] are particularly suited to represent the global information and to
abstract from the particular data formats (relational, XML, etc.) or from the different
schemas within the same format, thus addressing respectively problems of syntactic
heterogeneity [6] and of structural (or schematic) heterogeneity [17].

We describe a possible scenario in which we consider two healthcare organizations,
for instance a health insurance company and a hospital that want to integrate some
of their patient data. The data are stored in XML. Figures 1.1 and 1.2 show respec-
tively portions of the XML schemas of the hospital and of the health insurance com-
pany. Although data pertain to the same domain, the XML schemas display structural
heterogeneities—the element patient is contained (nested) in the element hospital in
one schema, while in the other schema the element hospital is contained (nested) in the
element customer. In reality, the relationship between patients (or customers) and hos-
pitals is “many-to-many” but due to the hierarchical nature of XML such relationships
need to be represented using containment.

� Work partially supported by NSF Awards ITR IIS-0326284 and IIS-0513553.
�� Primary affiliation: Dipartimento di Ingegneria dell’Informazione, Università di Modena e

Reggio Emilia, Italy. Work partially supported by MUR FIRB Networked Peers for Business
project (http://www.dbgroup.unimo.it/nep4b).

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 354–362, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



A Secure Mediator for Integrating Multiple Level Access Control Policies 355

Fig. 1. 1. Hospital XML schema 2. Insurance XML schema 3. Hospital RDF schema 4. Insurance
RDF schema 5. Global RDF schema

In addition to structural heterogeneity, our example also illustrates a case of seman-
tic heterogeneity in that two elements that refer to the same concept have different
names: patient and customer. In order to overcome syntactic, structural, and semantic
heterogeneities, schemas can be integrated at a semantic level. For example, the prob-
lem of structural heterogeneities has been addressed in a previous approach [17], where
a two-step integration framework is proposed. In the first step, the XML schemas are
transformed into RDF schemas. RDF is a language built on top of XML, which can be
used to describe relationships between entities. These relationships can be expressed in
terms of triples of the form (s, p, o). The first element, s, is the subject of the triple, the
second element, p, is the predicate or property, and the third element, o, is the object or
value of the property. The subject of the triple is also called domain of the property and
the object is called range of the property. We define a mapping function μ next.

Definition 1. The mapping function μ maps an XML schema element to an RDF schema
element. If v is a complex XML schema element, then μ(v) belongs to the set of RDFS
classes. If v is a simple XML schema element or an attribute, then μ(v) belongs to the
set of RDF properties.

As shown in Figures 1.1 and 1.3, the complex XML schema element patient is mapped
to the RDFS class patient, whereas the simple XML schema element creditcard is
mapped to the RDF property creditCard. As can be seen in Figures 1.3 and 1.4., the
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two structurally heterogeneous elements are now mapped to two different classes. A
property called rdfx:contained is used to record the parent-child relationship between
complex XML elements. The second step is that of merging the local RDF schemas into
a global schema and it consists of: (1) merging of equivalent RDFS classes and RDF
properties from the local sources into a single class or property on the global schema;
(2) copying a class or property into the global RDF schema if an equivalent class or
property does not exist. A possible global RDF schema is shown in Figure 1.5. Here the
local classes patient and customer have been mapped to the global class patient.

The problem that we address in this paper is the security of the interoperation model
described above. In particular, if the local schemas are integrated in the global schema,
how can the security policy of the global schema be specified taking into account the
local security policies?

We adopt a model in which each local organization enforces a multiple level access
control model on its schemas [3]. In this model, data are categorized into security levels
and users are assigned security clearances. We define a partial order or lattice � on
the set of security levels as follows: given two security levels si and sj , data classified
at level si can be accessed by anyone with security clearance sj , such that si � sj .
The partial order can be represented by a directed acyclic graph. A chain in the graph
represents a total order among the security levels along the chain.

The paper is organized as follows. Section 2 presents our security framework, in-
cluding the autonomy, confidentiality, and availability requirements, the local security
lattices and the process in which they are merged to form a global security lattice; we
introduce definitions and a theorem that states that the security mappings that need to
be established between two local schemas and between a local and a global schema
satisfy the requirements. The last two sections, Sections 3 and 4, give a brief overview
of related work, of our main contributions, and point to future work.

2 Security Framework

In this section we discuss the process of mapping security levels associated with the
elements of the local XML schemas to the global RDF schema triples. The local se-
curity policies are represented as local security lattices associated with both the XML
and the RDF schema levels. Local security lattices are merged into a global security
lattice representing the global security levels associated with the global RDF schema.
We assume that the only action that is permitted on the local sources is the read action.
The results can be extended also to the write action, but we assume that users can only
write and change the values of the local sources they are associated with. The security
of the interoperation systems must satisfy the following requirements:

– Autonomy. The local security policies must not be affected by the security policy
of the global level.

– Confidentiality. Given a security clearance, if a schema element is not accessible
locally before the integration, then it must not be accessible after integration.

– Availability. Given a security clearance, if a local schema element is accessible
before integration, then it must continue to be accessible after integration.
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We also make the following assumptions and observations on the local XML and RDF
schemas: very sensitive portions of the local XML schemas might not be shared at all;
the global level contains the RDF schema, but not the instances (which reside locally).
The security levels on the local XML schema elements are used to restrict access to the
corresponding XML instance elements.

Definition 2. A security specification on the XML schema tree is a pair [v, s] where v is
a node of the local XML schema and s is the security level associated with v. We denote
the set of security specifications by SX .

We modify a previously proposed model to specify the security levels globally, which
assigns security levels to RDFS triples based on RDF patterns [11]. Instead, we assign
security levels to RDFS triples based on XML schema elements.

Definition 3. A security object is a pair [t, s], where t is an RDFS triple and s is the
security level associated with t. We denote the set of security objects of a local RDF
schema by SL.

We consider two kinds of RDF schema triples: subject triples and subject-object triples.

Definition 4. A subject triple is an RDFS triple (s, p, o) where the subject s is a mapping
μ(v) of an XML schema element v, and the predicate p and object o belong to the
RDFS vocabulary. A subject-object triple is an RDFS triple (s, p, o) where the subject
s and object o are two mappings μ(u) and μ(v) of two XML schema elements u and v
which are in a parent-child or containment relationship, and the predicate p is either
rdfs:domain or rdfx:contained.

For example, (hospital, rdf:type, rdfs:Class) is a subject triple where only the subject
hospital is mapped from an XML schema element. The triple (creditCard, rdfs:domain,
patient) is a subject-object triple where the subject creditCard and the object patient
are mapped from XML schema elements. Security levels assigned to subject triples will
restrict access to information on single entities of the original XML schemas whereas
in subject-object triples the two elements of the local XML schema may have different
security levels. Accordingly, we define two security mappings that associate security
specifications on the local XML schemas to security objects on the local RDF schemas.

Definition 5. A subject security mapping σ maps a security specification in SX of the
form [v, s] to a set of security objects in SL, of the form [t, s], such that (1) t is a subject
triple; (2) s is the same security level for all security objects. There are, therefore, as
many security objects as there are triples t that correspond to XML schema element v. A
triple t can either correspond directly to an element v or can be classified by inference
using RDFS entailment [11].

For instance, consider the security specification [SSN, adm] in Figure 2.1. The subject
security mapping σ maps that security specification to security object [(SSN, rdf:type,
rdfs:Class), adm] in Figure 2.3 and to security object [(SSN, rdf:type, rdfs:Resource),
adm] containing the entailed triple (because due to inheritance every class is also a
resource in the RDFS model).



358 I.F. Cruz, R. Gjomemo, and M. Orsini

Fig. 2. Security levels and mappings: 1. Hospital XML schema 2. Insurance XML schema 3.
Hospital RDF schema 4. Insurance RDF schema 5. Global RDF schema

Definition 6. A subject-object security mapping κ maps a pair of security specifica-
tions [v1, s1] and [v2, s2] in SX to a security object [t, s] in SL, where t is a subject-
object triple and the security level s is the least upper bound (LUB) of the security
specifications levels s1 and s2.

Every subject-object triple is assigned to the least upper bound (LUB) of the security
levels of the corresponding XML schema elements. Instead, the subject triples are as-
signed to the security level of the corresponding XML schema element. For instance,
consider the security specifications [hospital, pub] and [budget, adm] in Figure 2.1.
where hospital and budget are in a parent-child relationship. The subject-object secu-
rity mapping κ maps them to the security object [(budget, rdfs:domain, hospital), adm],
if LUB(pub, adm) = adm. Figure 2 shows the mappings of the security specifications
on the XML schemas to the security objects on the local RDFS triples.

Next, we discuss the process of merging the local security lattices into a global se-
curity lattice representing the global security levels associated with the global RDF
schema, and the classification of the global RDFS triples. The merging process can be
carried out by an agreement among the security administrators of the local sources.
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Fig. 3. 1. Global security lattice 2. Hospital security lattice 3. Insurance security lattice

Some local security levels from different sources may be merged in the global secu-
rity lattice, while others may be just copied into it. Constraints on the orderings among
security levels at the different local sources are used to define the global order. One re-
quirement of the merging is that there are no cycles in the resulting partial order [9,14].
The partial order � in the local sources must also be preserved in the global security
lattice. Therefore, one or more local security levels can be merged into a global security
level.

Definition 7. The mapping function θ maps a local security level to a global security
level. The mapping function Θ maps a set of local security levels, Li, to a set of global
security levels Θ(Li) = {θ(l)| l ∈ Li}.

We show an example in Figure 3 in which the dotted lines represent the mappings
defined by θ. The local levels s-adm (secure administration) and adm (administration)
are merged into the global level s-adm and � is preserved globally. The classification
of the global triples is performed by exploiting the mappings between the triples of
the local and of the global RDF schemas and the mappings between the local security
levels and the global ones after the merging. A global triple will be assigned a security
level by taking into account the security levels of the corresponding triples in the local
sources. In the most general case, the local triples mapped to the same global triple will
have local security levels mapped to different global security levels. Therefore, there
can be more than one candidate security level for a global triple.

Definition 8. Let S be a subset of the global security levels. The source of S, source(S),
is the subset of S such that for each element si in source(S) there is no element sj in
S such that sj � si in the graph induced by S. Each element si is called minimal.

In Figure 3.1, source({dir,med, med-ins}) is the set {med, med-ins}.

Definition 9. Let SG be the set of security objects of the global RDF schema and SLi

be a set of local security objects in SL, where the triples in each security object in SLi

are mapped to the same global triple tgi . Let Li be the set of local security levels of SLi.
The global security mapping γ maps each SLi to a subset SGi of SG, whose elements
share that same triple but have as security level one of the security levels in source(S),
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where S = Θ(Li). The cardinality of the set SGi is the same as the cardinality of
source(S).

For instance, consider two local triples (cost, rdfs:domain, visit) in Figure 2.3 and
(cost, rdfs:domain, benefit) in Figure 2.4. that are mapped to the same global triple
tg1 = (cost, rdfs:domain, visit) in Figure 2.5. The global security mapping γ maps
the set S1 formed by the two local security objects [(cost, rdfs:domain, visit), adm]
and [(cost, rdfs:domain, benefit), stat] to the set SG1 formed by the global security
objects [(cost, rdfs:domain, visit), stat] and [(cost, rdfs:domain, visit), adm], because
source(S1) = {adm, stat}.

Theorem. Assuming security autonomy after source integration, the local security map-
pings σ and κ and the global security mapping γ preserve data confidentiality and
availability.

Proof Sketch. By means of the local security mappings σ and κ, the local security
levels are mapped either to themselves (in the case of a subject triple) or to their least
upper bound (in the case of a subject-object triple). Given two local security levels
l1 and l2, we have l1, l2 � LUB(l1, l2). The global security mapping γ maps a set
of local security objects to a set of global security objects where the global security
levels are minimal. It may be that a global triple is associated with a global security
level g � LUB(l1, l2), but due to the security autonomy of the local sources the local
triple will remain classified at level LUB(l1, l2). Therefore, if an XML schema element
cannot be accessed before integration, it will continue to be inaccessible afterwards,
thus guaranteeing the confidentiality of the data.

Through the subject security mapping σ, the local security level remains the same,
therefore the XML schema element remains available. Subject-object security mapping
κ maps two security specifications to a security object, therefore the security level ob-
tained may be more restrictive. This type of mapping deals with the security of the
relationship between the subject and the object elements. Even if the relationship is re-
stricted, they can always be accessed individually at the corresponding single triples’
security levels. The global security levels obtained by the global security mapping γ
are minimal because some local triples are classified at those minimal security levels.
Therefore, the minimal global security levels guarantee the availability of the data.

3 Related Work

XML Access Control Models. XML access control models have been the focus of
recent research, including approaches in which the access control model is expressed in
terms of tuples that specify who can access which schema element, what type of access
is allowed, and how the access rights propagate on the XML tree [2,7,8].

RDF/S Access Control Models. A method for transforming RDF graphs into trees so
as to hide subtrees of a given node has been proposed [12]. Related work includes the
work by Farkas and Jain [11] that has been mentioned in Section 2.

Secure Interoperation Models. The approach by Pan et al. uses a mediator among
database systems in an RBAC access control model and mappings between roles in
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different local sources [15]. In another approach, Candan et al. propose a secure inter-
operation model where a global mediator can enforce global access control rules, or just
be a conveyer of the information exchanged between the local sources [5]. Bonatti et al.
propose the merging of sets of ordered security levels using a logic programming ap-
proach [3]. In other work, Dawson et al. propose a framework for secure interoperation
between local applications mediated by a global application [9]. The work of Farkas et
al. is the closest to ours [10]. However, they use a “top-down” approach in which they
start from the RDF global schema, whereas we start from the XML sources. Another
difference is that they use discretionary access rights, whereas we use multiple level
security lattices.

4 Conclusions and Future Work

We have proposed a translation model for security levels from local XML schema
sources to a global RDF schema. We follow a bottom-up approach and respect the prin-
ciple of local autonomy in that local security policies continue to be valid. In the future,
we will consider the implications of having specifications of security levels not only on
the XML schema elements, but also on their instances. We will expand our approach
to full XML schemas, including for example IDREF tags. We will also investigate how
this approach can be generalized to other data representation models. Furthermore, we
plan to incorporate our model into the MOMIS system [1].
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Abstract. The use of gateways as a user-friendly way to access the Grid
is increasing, as evidenced, for example, by the popularity of TeraGrid
Science Gateways. Such gateways, however, imply additional layers of
software abstraction, which in turn implies more levels of trust delega-
tion - thus compounding security problems of enforcing trust at different
layers.

In this paper we present the Domain Account Model (DAM), extend-
ing the Shibboleth and GridShib ones to enable interoperability between
identity-based (i.e. GSI) and attribute-based (i.e. SAML) Grid autho-
rization mechanisms, to ease the administration of user attributes by al-
lowing domain separation between Real and Virtual Organizations (VO),
and to improve the trust management by means of the OAuth protocol.

1 Introduction

Identity fragmentation over different administrative domains has recently been
recognised as one of the main usability issues of multidomain systems [1]. The
lack of consistent identity management in Grids denies users a seamless experi-
ence in the access and usage of resources belonging to different administrative
domains. This problem has been addressed in grid systems [2] by leveraging
Public Key Infrastructures (PKI) to provide each user with credentials that can
be shared among different domains. A limitation of this solution, however, is the
lack of privacy that comes from the need to expose the entire user certificate to
other parties.

In addition, users must manage their own credentials, which limits the wide
usage of grids. A common solution, for example, is to store credentials in an on-
line repository (e.g. MyProxy [3]) and delegate them to portals and services. The
underlying security mechanisms in such systems, however, are not transparent
to end users, and often require significant user effort to operate.

This paper first enlarges upon existing approaches to these problems (section
2), highlighting additional open issues, and then proposes the Domain Account
Model (DAM) as a potential solution (section 3).

2 Existing Models

In recent years various models have been put forward to handle Identity Manage-
ment issues. In Shibboleth [4] and OpenID [5], Identity Providers (IdP) are re-
sponsible for authenticating users within their home domain and releasing signed
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SAML assertions of authenticity (Security Assertions Markup Language [6]).
These assertions can be used by federated resources, namely Service Providers
(SP), to enforce authorization at resource domains. Shibboleth also allows users
to control which attributes can be released to each SP, thus preventing unneeded
disclosure of user information.

The Community Account Model (CAM) [7] (developed as part of the TeraGrid
project) employs the notion of a web gateway as a usable and scalable solution
to access grid resources. Usability is achieved by authenticating users into the
TeraGrid ’Science Gateway’ with traditional methods (e.g. username/password)
- so that users no longer need to possess and manage an X.509 certificate as
an explicit authentication/autorization token (”X.509 unawareness”). Scalabil-
ity is obtained through attribute-based authorization. On the down side, CAM
only allows coarse grained authorization to be enforced on grid services, as all
community users access protected resources using the identity of the Gateway
(whose credentials are located at the gateway itself).

The limitations of CAM are addressed in the GridShib project [8] which inte-
grates the gatewayapproachwith the IdPparadigmprovidedby the Shibboleth ar-
chitecture [4]. SAML assertions released by the IdP are pushed to the Shib-enabled
Gateway for authorization. Once assertions are verified by the SP, the GridShib
SAML tool (GS-ST) enables the Gateway to bind them to new proxy credentials.
These credentials can then be used to authenticate to a Shib-enabled Resource
running in a Globus Toolkit (GT) container. When a request is received by the
container, credentials are parsed by the GridShib For Globus Toolkit (GS4GT)
plugin to extract IdP assertions. This allows resource providers to enforce autho-
rization on a user-attribute basis [9]. The user can also create SAML attributed
proxy credentials on-demand using the Shib-enabled GridShib Certification Au-
thority (GS-CA). This component authorizes users according to SAML assertions
released by the IdP, and embeds these assertions in short-lived proxy credentials.
The user can then contact resources directly, i.e. bypassing the Science Gateway.

2.1 Open Issues

The identity management mechanisms described in the previous section protect
user privacy and increase the usability of grid resources. Nevertheless, our own
experience with these models has revealed some open issues.

First of all the model depicted by GridShib only refers to containers capable of
handling user attributes as SAML assertions; therefore it cannot be considered as
a global comprehensive solution. Typically, resources accessible through a Gate-
way are deployed in containers belonging to different administrative domains.
Each domain can apply local policies for managing and upgrading its own con-
tainers. Thus, it is likely that some of these resources will still be protected using
identity-based authorization (e.g. gridmap-files), which is not well supported by
GridShib. In fact, within the GridShib model resources can be accessed in two
ways: either (1) through the Gateway, using proxy credentials of the Gateway
itself, or (2) directly, using proxy credentials released by the GS-CA. As such,
there is an inconsistency in accessing gridmap-protected resources.
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A second limitation of the Shibboleth and Gridshib models is the poor sup-
port for Virtual Organizations (VOs). VOs are a foundational concept in grid
computing: they are made up of different Real Organizations (ROs) members,
entitled to access and share resources. VO-specific attributes are usually assigned
to VO members (e.g. roles, as in the RBAC model [10]) to enable a scalable VO
administration. In existing models, VO-specific attributes need to be maintained
and released by the IdPs of ROs. However this solution faces scalability problems
as the number of VOs and of ROs involved in the VO increases - since each SP
needs to trust every IdP of every RO involved in the VO. The presence of mul-
tiple, distributed IdPs likewise compounds the problem of VO administration.

Finally, existing models do not offer a solution to limit the actions performed
by entities delegated by the users. Access to the basic Grid services is typically
achieved by stacking up software layers in increasing levels of abstraction. This
enhances usability by hiding the innermost complexities of the infrastructure,
but also increases the levels of trust delegation: a multi-layered architecture
needs to implement security mechanisms to enforce trust at each level. In certain
scenarios, user’s consent must be requested when a delegated entity acts on her
behalf in order to prevent malicious behaviour and increase trustworthiness.

3 The Domain Account Model

In this section we introduce the Domain Account Model (DAM) - which builds
upon existing models to address the open issues described in 2.1.

The main innovation in the DAM is the adoption of Virtual Organizations as
contexts of resource sharing. VO resources can be accessed by means of VOs easy-
to-use graphical interface, known as gateways. Usability can greatly benefit from
gateways, but this comes at a cost to security - since the gateway is enabled to act
on the user’s behalf, once she has logged into the gateway. In DAM, however, the
Gateway has less autonomy and acts more as an intermediary, enabling users to
access resources in the context of a VO. It is worth noting that a single Gateway
can be bound to a number of VOs. The adoption of VOs in this way, has three
main consequences.

Firstly, there is the need to support interoperability between identity-based
and attribute-based authorization. In DAM, user proxy credentials released by
a VO-specific Certification Authority (VO-CA) are required to access resources
(either directly by users, or by the gateway on the users behalf).

Secondly, there is the need to separate user attributes into two sets: RO-
specific attributes and VO-specific ones. RO-specific attributes are maintained
and released by the IdP of the RO the user belongs to, while VO-specific at-
tributes are released by an Authorization Authority managed in the context of
the VO (VO AA). To access VO resources the Gateway needs to include VO-
specific attributes in the users proxy credentials.

Thirdly, as the Gateway is just an intermediary between users and resources,
there is a need to support advanced trust scenarios between the user and the
Gateway itself. The approach taken in DAM entails controlling the gateway
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access both to the VO CA and to the VO AA. Two main scenarios have been
identified, depending on the level of trust the user places on the gateway. In the
first scenario (user-gateway full trust) users would completely trust the gateway
once logged in - that is; the mere act of logging into the portal is an explicit
delegation of complete trust to the gateway. If total trust is enforced, the gateway
can retrieve any user VO-specific attribute from the VO AA, without asking for
user approval. In the second scenario (user-gateway partial trust) users would not
entirely trust the gateway. The user is able to control the activities the gateway
is performing on her behalf. In order to approve, restrict or deny the gateway
request, however, the user must be informed of which attributes the gateway
is aking to retrieve. This raises issues of privacy relating to the user attributes
stored in the VO AA. As described shortly, OAuth [11] specifications offer one
solution to this - in brief; third-parties, acting on behalf of the user, can retrieve
sensitive data given explicit approval from the user.

A general diagram of the DAM is shown in Figure 1. Subsequent sections
describe in more detail how DAM works.

Fig. 1. DAM Overview

3.1 Identity- and Attribute-Based Authorization Interoperability

A key advantage of the DAM proposal is that, by delegating user credentials to
the Gateway, the Gateway is able to access resources protected with identity-
based mechanisms. Thus DAM supports interoperability by obviating any need
for the Gateway to use its own identity to access resources. The delegation
process is shown in Figure 2.

The user authenticates herself to the IdP and obtains SAML assertions she
can send to the Gateway for authorization (Steps 1 and 2). After authorization,
the Gateway asks the Online CA (could be a GridShib-CA instance) to issue
new user proxy credentials. This request to the Online CA also includes SAML
assertions received from the user in Step 2. The Online CA replies with new
proxy credentials containing (1) the user’s Distinguished Name (DN) as sub-
ject, and (2) SAML assertions received from the Gateway as extensions (Step
3). The Gateway uses these proxy credentials for resource access authentication.
If the resource is protected with an attribute-based mechanism (e.g. GridShib
GS4GT handler), then authorization is based on user attributes contained in
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Fig. 2. Identity- and Attribute-based Authorization Interoperability

a certificate extension (Step 4a). If the resource is instead protected with an
identity-based mechanism, (e.g. GSI GridMap file) then authorization is based
on the certificate subject (Step 4b). The Gateway can also delegate credentials
to resources (e.g. by using GSI delegation), thus enabling interoperability be-
tween resources protected with identity-based and attribute-based mechanisms
(Step 5).

In Figure 2 the user-gateway full trust scenario is assumed in the interaction
between the Gateway and the VO CA. If the gateway is not fully trusted by the
user, as in the user-gateway partial trust scenario, then the interaction between
the Gateway and the VO CA can be subject to user’s consent, as will be explained
shortly (section 3.3).

3.2 Real and Virtual Organization Domains

Separation of administrative domains is a desirable feature in order to achieve
flexibility and efficiency in attributes administration. DAM extends the federa-
tion model by adding an extra layer supporting management of the user’s VO-
specific attributes. Each different federated administrative domain can manage
RO-specific user attributes (i.e. in a LDAP server) whereas VO-specific user at-
tributes are kept in a separate repository belonging to the VO domain. In this
way, a VO domain can define its own policies for controlling resource access (e.g.
by using the eXtensible Access Control Markup Language, XACML [12]).

In DAM, each administrative domain maintains full control over internal user
privileges by defining RO-specific user attributes in IdP. VO-specific user at-
tributes are defined in the VO Attribute Authority within the VO domain. By
introducing this jurisdiction separation, VO resources need only trust the VO
AA, instead of all real organization IdPs.

As in CAM, the DAM approach adopts the use of Shib-enabled Gateways
for transparent access to different VO resources, but enriches this use with the
domain separation model - as depicted in Figure 3 and explained below.
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Fig. 3. Separation between RO and VO domains

During the authentication step against her IdP (step 1) the user retrieves
IdP attributes as SAML assertions. The user then delegates these IdP attributes
to the gateway (step 2), at which point the gateway can retrieve VO-specific
user attributes from VO AA (step 3). Finally (step 4), the gateway binds the
VO-specific user attributes to the gateway proxy certificate (alternatively, a user
proxy certificate may be obtained from the VO CA, as depicted in Figure 2).

This approach has two key advantages: (1) the VO authorization mechanism
is based on VO domain policies, thus VO resources can enforce authorization
locally [13]; and (2) domains remain protected even if an IdP is compromised.

In Figure 3 the user-gateway full trust scenario is assumed in the interaction
between the Gateway and the VO AA. If the gateway is not fully trusted by the
user, as in the user-gateway partial trust scenario, then the interaction between
the Gateway and the VO AA can be subject to user’s consent, as will be explained
shortly (section 3.3).

3.3 User-Gateway Partial Trust Scenario in DAM

In DAM the RO and the VO domains are linked together by a Gateway which
acts as a bridge. In order to meet the requirements addressed by the user-gateway
partial trust scenario, the DAM also integrates the OAuth model. OAuth is an
open protocol defining how a user can authorize a consumer to access the user’s
resources protected by a service provider (SP), without requiring the user to
disclose her own SP credentials to the consumer. Thus, OAuth can act as a
means to enforce user control interaction upon VO-specific attributes retrieval.
In DAM terms, the consumer is embodied in the gateway, while the service
provider is the VO AA (storing the user’s attributes as protected resources).

As described in Figure 4 the user first logs into the gateway (step 1). The
gateway then requests user attributes from the VO AA (step 2) - which returns
a Request token as response. This token is redirected to the user for approval
(step 3). Provided that the VO AA is Shib-protected, the user can authenticate
locally at her own IdP (step 4) and then present the IdP authentication assertion
at the VO AA along with the request token approval/denial. If approved, the
VO AA exchanges the request token with an access token and passes it to the
gateway. The access token is eventually used by the gateway to actually retrieve
the VO-specific user’s attributes.
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Fig. 4. OAuth model integration in DAM

The user-gateway partial trust scenario can also act as a means to enforce
user control interaction upon user’s proxy credentials retrieval. In this case the
interaction flow is the same described in Figure 4, but the service provider is
now embodied in the VO CA.

4 Conclusions

In this paper we introduced the Domain Account Model (DAM) as an extension
of existing CAM and GridShib models. The motivations behind the DAM design
are threefold. First, to support interoperability between attribute and identity
based authorizations. Second, to enable and contextualize resource access for
users belonging to different administrative domains. Third, to improve the user’s
control over resource usage by delegated entities.

An outstanding non-technical issue concerns the integration of DAM with
grids regulated by policies defined by the International Grid Trust Federation
(IGTF) [14] (such as EGEE [15] and OSG [16]). The DAM’s use of online Cer-
tificaton Authorities does not comply with such regulations. Future work will
focus on experimenting DAM within different scenarios in which VOMS [17]
serve as the VO AA. Planned extensions include the definition of a VO policy
framework based on a standard language (e.g. XACML), and the addition of
auditing functionalities.
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Abstract. In the last few years the security of the user’s identity has
become of paramount importance. In this paper we investigate the be-
havior of a fuzzy controller with a multimodal biometric system as input
designed with the aim of preventing user substitution after the initial
authentication process. In particular this paper presents the results of
the system behavior tested with impostor users.

1 Introduction

Recently, access control has become one of the most important issues in appli-
cation design. In many contexts it is of paramount importance to be sure that a
person is who he/she claims to be, therefore access control authentication plays
a main role. In literature [15] authentication techniques are mainly divided into
two main classes: weak and strong authentication methods. Weak authentication
is based on knowledge, such as a password, or on a token, e.g., a key, magnetic
or chip card. In recent years, these traditional methods for authentication have
been shown to suffer flaws in security. Such flaws include forgotten or easily
guessed passwords, PIN numbers written on the back of cards, etc. Therefore,
there have been an intense study of alternative methods to alleviate problems.

Strong authentication methods have been developed to address drawbacks
of traditional techniques [13]. They include biometric systems, such as physical
biometrics (fingerprints [10], hand or palm geometry and retina, iris or facial
characteristics [6]) or behavioral features (signature, voice, keystroke pattern
and gait). Biometrics is based on the fact that a person possesses certain char-
acteristics — such as retinal patterns, fingerprint patterns, gait, etc. — that are
biologically or behaviorally unique to an individual. The user’s claimed identity
is corroborated by these characteristics, rather than a forgettable password.

In highly sensitive environments, a single, initial authentication may not be
sufficient to guarantee security, but it may be necessary to check the identity
of the session working user many times (e.g., at random intervals) to prevent
identity substitution after the initial authentication step.

Our research [1,2,3] proposes a methodology, based on biometric authenti-
cation techniques, studied to guarantee a high and prolonged-in-time level of
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security. Focus of this paper is the study of the behavior of the multimodal
system proposed in [3] in case of malicious users who try to substitute the au-
thenticated ones. In such a scenario, the system must distinguish between the
initial authentication phase, in which it recognizes the user profile and allows
the access, and the subsequent authentication steps, in which the system contin-
uously checks the trustworthiness level and decides if its trust in user’s identity
is high enough to allow the user to continue performing the current activity.

The structure of the paper is as follows. Section 2 describes the general archi-
tecture of the fuzzy methodology used to ensure the user identity during time,
Section 3 shows some experimental results used to test the behavior of the sys-
tem when a malicious user tries to substitute the authenticated one and, finally,
Section 4 reviews the conclusions of this work and proposes some future work
and open issues.

2 A Fuzzy Controller for Continuous Multi-modal
Authentication

In this section we briefly overview the multimodal system proposed in [3] that
has been used to perform the study target of this work. In [3] a fuzzy controller
that computes an output variable expressing trust in the user identification was
presented. The proposed biometric system exploits two different biometric de-
vices (a face recognizing device and a fingerprint based device) achieving an
effective continuous biometric authentication ruled by a fuzzy controller. The
face trait is adopted in order to ensure a continuous control of the face of the
users. The fingerprint system can be used in a non synchronously manner when
specific conditions occur.

In order to improve the privacy of a user during the overall system, the bio-
metric authentication process is carried out at local level, by using, if needed,
on-board biometric authentication devices. In this case the identification data
that are sent to the fuzzy system represent the result of the biometric matcher,
and correspond to the trustworthiness evaluation parameters that will be pro-
cessed by the fuzzy controller in order to obtain the trust value.

Our controller follows the Mamdani approach with a center of area defuzzi-
fication [11,5]. Indeed, when applied to trust-based decision support systems,
Mamdani is an intuitive approach since the output is modeled using linguistic
variables rather than linear or quadratic equations. Experimental results confirm
the goodness of our choice (see [3]).

A detailed description of the biometric multi-modal system considered in this
work has been presented in [4]. We suppose that, after the initial authentication
in which the user enters a password useful to individuate the templates for
the biometric matching phases, the system checks the identity of the user on
the basis of the only face recognition matching value BIOFACE. If BIOFACE
goes down a certain threshold, then the fuzzy controller intervenes and a new
fingerprint acquisition is required. At this point the fuzzy controller computes its
trustworthiness in the user identity on the basis of face and fingerprint matching
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scores. If the trust value is really too low then the session ends, otherwise the
control can go back to the fuzzy controller for a new trust value computed using
new acquisitions for face and fingerprint, or back to the face recognition device.
In the latter case the face recognition system continually provides new biometric
matching values till BIOFACE goes again down the threshold and the cycle
restarts or the session time ends. This cycle ends when the session is closed by
the system, or ended by the user.

2.1 Architecture of the Fuzzy Controller

The core of the approach is a trust evaluation process that continuously checks
the identity of the user who is performing a certain activity. After receiving the
initial authentication, the server accepts or refuses the user on the basis of the
biometric matching values (BIOFACE and BIOFINGER) computed by the mul-
timodal biometric system in input. BIOFACE has to be higher than a certain
threshold (th), which is fixed for the application. In case the user is authenti-
cated, the system receives one value BIOFACE, defined in the range of the pos-
sible values assumed by the fuzzy membership functions [0, 100], (e.g., 85) which
represents how the biometric acquisition matches the user’s template. Then, the
user identity is kept under control by a face recognition system that continuously
proposes new values for BIOFACE during the entire working session. If, at time
t, BIOFACE goes under a certain threshold th, the system requires two new ac-
quisitions for BIOFACE and BIOFINGER and the fuzzy controller is activated
to compute a TRUST value. The TRUST value is the parameter used by the
system to choose among three different options:

1. end of session (TRUST in user’s identity is too low);
2. new fingerprint and face acquisition (TRUST is low and needs to be con-

firmed)
3. new face acquisition (TRUST is enough high to trust only the face recogni-

tion system to ensure the user identity)

Fingerprint
acquisition module

Video camera
(face acquisition)

Fuzzy Controlle r
trust trust < 25

25 < trust < 65

EXIT

bioface < th

User

User

trust > 65

biofinger

bioface

Fig. 1. Architecture of the Multi-modal Fuzzy Trust Model
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2.2 Fuzzy Controller Operations

The entire process implemented in our approach is shown in Figure 1. At the
core of the system, the information obtained by the biometric engines at local
level, i.e. the value BIOFACE and BIOFINGER, are fed into a fuzzy inference
engine in order to calculate a trust value TRUST that expresses the level of
trust of the system in the user’s identity after the initial authentication at time
t0, when BIOFACE and BIOFINGER are initialized; at each time ti (i > 0), a
new value of BIOFACE keeps under control the user identity and in case it goes
down a threshold th the system asks for a fingerprint acquisition. In this case a
TRUST value is computed by the fuzzy inference engine, and then defuzzified
through a defuzzifier engine, using the standard centroid-of-area technique. The
output is then fed to a decision point to compute the next step at time ti+1. If
the output trust is low the system asks for trust enforcement by going through
the acquisition phase. In this case the system asks for a user re-authentication,
that can be face, fingerprint-based or based on both, depending on the TRUST
defuzzified value at that time ti+1. In particular, the system re-acquires the
parameters BIOFACE and BIOFINGER if the TRUST value at time ti+1 belongs
to a certain range (e.g., [25, 65] are the values experimentally chosen for our
prototype, see Section 3) previously defined, while re-acquires only BIOFACE if
the TRUST value at time ti+1 is higher than the range high threshold. When the
trust level decays to the value of very low, or when the maximum value of the
examination time is reached, the execution step goes to the end of the session
and the process stops.

3 Experiments

The simulations of the multi-modal fuzzy trust controller have been carried out
by considering the cases of genuinge-impostor changes, after a first good authen-
tication with a genuine user. In this approach the datasets used respectively for
face and finger authentication show the behavior of different impostors that try
to access the system during a genuine working session. In particular, the simu-
lation of the matching score of a fingerprint biometric system can be effectively
achieved under the following hypothesis:

– the different pressures of the user fingertip on the sensor are independent
among them,

– both ‘genuine’ or ‘impostor’ match scores follow a normal distribution.

Without lack of generality, in the followings, means and standard deviations for
‘genuines’ and ‘impostors’ are estimated on data obtained from real biometric
systems e.g., [14,9,8,7]. Figure 2 shows the distributions obtained by simulating
the match score of 360,000 fingers (50% genuines, 50% impostors).

The match scores of a biometric system for face authentication can be effectively
simulated once the experimental conditions are fixed. In our work we considered a
face biometric system authenticating a user sit in front of his/her console. Without
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Fig. 2. The distribution of Genuine and Impostor of the simulated fingerprint biometric
system

lack of generality, we assumed that the biometric system uses a camera placed in
front of the user (e.g., a webcam on the top of the console’s monitor). We assume
that the same camera has been used to enroll the user, at least the first time the
user has been checked by the fingerprint biometric system.

When the user is sit in front of the console, the face biometric system pro-
cesses frames that are very similar to the ones used during the enrollment phase
(assuming very low variability of the face during the day, no particular facial
expression of the user and no evident ambient/light variations). In this case, the
matching values tend to be close to the 100% perfect score. If the activities of
the user requires some rotations of the head, or movements from the desk, the
matching score suddenly degrades. We assumed three different user states:

– working in front of the console,
– making a phone call,
– moving away from the desk/camera.

The transitions between the three states occur with a fixed probability (let
assuming for example that moving out from the office is less likely than placing
a phone call and that working in front of the console is more likely than making
a phone call). As in the case of the fingerprint simulation, the face matching
score of each state is assumed to be distributed as a normal. Figure 3 contains
the obtained matching score of a section of a genuine-impostor simulation, by
showing the decrease of matching values when a malicious user attempts to
corrupt the system (Figure 3(b)) respect to the normal activity carried out by
an authorized user (Figure 3(a)).

3.1 Discussion and Results

A real-world case in which permissions and identity of one hundred of users have
to be checked during one hour working sessions is considered. The aim of this
approach is to ensure a continuous check of the user identity, without interrupting
the user working-session with a high number of finger authentication requests,
in the case of right user, or by stopping the entire working session if an attempt
of intrusion occurs.
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Fig. 3. Part of one genuine and impostor distribution of the simulated face biometric
system

For all the experiments conducted the parameters values, related to the thresh-
olds of face and trustworthiness, have been maintained to the best settings ob-
tained in our previous work [3], in order to validate the generalization capabilities
of the approach. The face threshold assumed values in the range [0− 100], while
for TRUST a reduced range of [50− 70] has been considered, in order to ensure
at least a satisfactory value of the trustworthiness during the entire working
session. In particular the experiments demonstrate that is possible to effectively
design a satisfactory balance between the number of finger requests and the
trustworthiness by setting the parameters of the approach respectively to 50 for
the face threshold th and to 65 for the TRUST.

As previously indicated [3], another important aspect that can influence the
number of the finger authentication requests during a working session regards
the choice of the membership functions used by the fuzzy controller during
the biometrics and trust evaluation. For this reason several experiments have
been carried out in order to set, given the optimal values for the biometric pa-
rameters, the membership functions of the fuzzy controller that minimize the
finger authentication requests during a working session, but paying more at-
tention to the cases in which a relevant trustworthyness decrease unexpectedly
occurs.

The simulations of this multi-modal authentication approach to one hun-
dred of malicious users have been carried out, showing the behavior of the
fuzzy controller for each user. An example is given in Figure 4, with the dis-
tributions of two users of the matching values of the malicious face (a),(d),
and finger (b),(e), and the outputs obtained from the multi-modal fuzzy con-
troller, that show the distributions of the TRUST, BIOFACE and BIOFINGER
(c),(f).

It is important to underline that each user of the considered dataset is de-
fined with different biometric matching scores, and for each user an independent
impostor tries to attack the working session. Experiments show that the num-
ber of finger requests strongly depends on the behavior of the user in front of
the camera, but when a malicious user attempts to corrupt the system, the
trust value immediately undergoes the low level value and the impostor will be
flush out by the multi-modal fuzzy controller, as shown in Figure 4(c) and (f).
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Fig. 4. Distribution of face and finger of one impostor and output of the fuzzy controller

Furthermore, the entire simulation process shows how, for each user considered,
the mean number of finger requests after a genuine-impostor swap is very low,
equal to 0.84. In the best cases the finger request is not needed, since the low
level trustworthiness threshold ends the suspect working session. The best re-
sults obtained from all the individuals during a malicious working session shows
how our approach is able to ensure a continuous user authentication process and
it is able to grant a satisfactory level of trustworthiness without interrupting
the user too many times, capturing any intrusion tentative from an impostor
user. Moreover, in [4] experimental results showing the good performance of our
system during a complete working session without intrusion are presented.

4 Conclusions

In this paper we discuss a biometric approach for continuous user authentica-
tion by using a fuzzy controller. In particular we investigate the behavior of a
multimodal biometric system as input designed with the aim of preventing user
substitution after the initial authentication process. Satisfactory results obtained
from the experiments show that the proposed approach for fuzzy continuous au-
thentication is feasible and effective, flushing out the malicious attack.
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Abstract. The policy gradient method is a popular technique for imple-
menting reinforcement learning in an agent system. One of the reasons
is that a policy gradient learner has a simple design and strong theoreti-
cal properties in single-agent domains. Previously, Williams showed that
the REINFORCE algorithm is a special case of policy gradient learning.
He also showed that a learning automaton could be seen as a special
case of the REINFORCE algorithm. Learning automata theory guaran-
tees that a group of automata will converge to a stable equilibrium in
team games. In this paper we will show a theoretical connection between
learning automata and policy gradient methods to transfer this theoreti-
cal result to multi-agent policy gradient learning. An appropriate explo-
ration technique is crucial for the convergence of a multi-agent system.
Since learning automata are guaranteed to converge, they posses such an
exploration. We identify the identical mapping of a learning automaton
onto the Boltzmann exploration strategy with an suitable temperature
setting. The novel idea is that the temperature of the Boltzmann function
is not dependent on time but on the action probabilities of the agents.

1 Introduction

In policy gradient learning, the parameters of the policy function get updated
towards the gradient of the performance of the current policy. Their performance
can even be augmented by means of approximating the value function, leading
to theoretical convergence guarantees in single-agent MDPs [1,2]. While these
policy gradient learners perform well in a wide variety of reinforcement learning
tasks, there are no general theoretical guarantees how they will perform in a
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multi-agent setting. However, previous research does indicate that policy gradi-
ent learners can perform well in multi-agent settings; in [2,3] the focus was on the
convergence in a very simple 2-agent, 2-action setting, while in [4,5,6] settings
where agents can observe the environment and the other agents were studied.

Research in the domain of learning automata theory began with the research of
Tsetlin [7] in the beginning of the 60s. A Learning Automaton can be described as
an independent decision making device that is suited for learning optimal control
based on a scalar reinforcement signal. In its current form, a learning automaton
models the internal state of an agent as a probability distribution according to
which actions should be chosen [8]. These probabilities are adjusted according to
some reinforcement scheme using the success or failure repsonse the environment
generated. These schemes often have nice theoretical properties which lead to
understanding their behavior in a multi-agent setting. An overview of the theory
of learning automata is provided in [9] or more recently in [8].

An important topic in the field of LA is how a collection of automata could
be interconnected and how these interconnections behave in a single environ-
ment. Even in a multi-agent environment they provide theoretical guarantees
for convergence to an equilibrium point in a team game. Williams formulated
the connection between a learning automaton using the LR−I algorithm and his
REINFORCE algorithm [10]. Yet he only showed this connection for a 2-action
learning automaton. In this paper we will construct a mapping between a policy
gradient learner and an n-action learning automaton.

Exploration is a crucial factor for the convergence of multiple agents learning
in the same environment. Since the learning automata are guaranteed to con-
verge in a multi-agent setting, they posses such an essential exploration strategy.
Because the Boltzmann function is a popular action selection strategy in multi-
agent systems, we also investigate the mapping of the action selection strategy of
learning automata onto the Boltzman function. The exploration of the learning
automata depends purely on the action distribution over its actions. When map-
ping this exploration strategy we need to identify the appropriate temperature
of the Boltzmann function for a given input.

The paper is structured as follows. We shortly repeatMarkov Decision Processes
and Policy gradient Learning in Sections 2 and 3 respectively. In Section 4 we give
a short overview of learning automata theory. Next, in Section 5 we proof there is a
theoretical connectionbetween learning automata and the policy gradientmethod.
In the section thereafter we identify the mapping between the exploration of the
learning automata and the temperature for the identical Boltzmann function. We
show by empirical results that the exploration strategy we found outperforms a
Boltzmann with a decaying temperature (which is often used in multi-agent learn-
ing research). In the final section we summarize and conclude.

2 Situated Learner

In this paper we consider the standard Markov Decision Process (MDP) and
reinforcement learning framework as can be found in the literature [11,12]
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Environment

Agent

action at reward rt+1

Fig. 1. Learning System in its environment

(schematically depicted in Figure 1). We consider an agent to be situated in
an environment. We assume that time progresses in discrete time steps: t ∈
{1, 2, . . .}. The state the agent is situated in is st ∈ S and the action it takes
is at ∈ A. The dynamics of the environment are defined by the state transition
probabilities: P a

ss′ = Pr{st+1 = s′|st = s, at = a} and the expected rewards:
Ra

s = E{rt+1|st = s, at = a}, ∀s, s′ ∈ S and ∀a ∈ A. How an agent selects its
next action is defined by its policy function π(s, a,θ). The only restriction we put
on this policy function is that it is differentiable with respect to its parameters,
i.e. ∂π(s,a,θ)

∂θ exists for all θ.
In this paper the set of actions is assumed to be discrete. Further, we use a

subscript for indicating time steps, e.g. at is the action selected by the agent at
the time step t. The reward signal, resulting from action at being selected at
time instance t is denoted by rt+1. The goal of the agent can be described as
optimizing the long-term expected discounted reward from starting state s0:

ρ(π, s0) = lim
t→∞E{r1 + γr2 + · · ·+ γt−1rt|π, s0} =

∑

a

π(s0, a,θ)Qπ(s0, a), (1)

where the state-action pair values for a certain policy are given by:

Qπ(s, a) = lim
t→∞E{r1 + γr2 + · · ·+ γt−1rt|π, s0 = s, a0 = a} (2)

3 Policy Gradient Learning

Function approximation has always been a fundamental element of reinforce-
ment learning theory. However, most of the research focused on finding a good
approximation of the value function and then compute the policy using the value
function approximation. While this approach provides a good solution to many
problems, it has its limitations. It is oriented towards finding deterministic poli-
cies and arbitrarily small changes in the estimated value of an action can give
discontinous changes in the action selection mechanism. The latter turned out
to be a key problem for establishing convergence guarantees for value-function
based algorithms.[1].

Another approach is to approximate the policy function directly using an
independent function approximator with its own parameters. This approximator
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could be a neural network that outputs action probabilities, with the parameters
to be updated being the weights of the nerural network. Formally we can say
that if θ are the parameters of the policy π and ρ is the expected discounted
reward for policy π, then in the policy gradient approach, the parameters of π
should be updated according to:

Δθ ∝ γ
∂ρ

∂θ
, (3)

where γ is the learning rate or step size. If this condition is met, then θ can be
assured to converge to a locally optimal solution in a single agent MDP. In [2]
it was proven that an unbiased estimate of the gradient can be obtained from
experience using an approximate value function satisfying certain properties.

4 Learning Automata

A learning automaton is an autonomous mechanism that is capable of making
adaptive decisions in a highly uncertain, stochastic environment. Its goal is to
select the optimal action from the set of possible actions based on reinforcement
signals given by the environment. We start the section by discussing the formal
model of the agent–environment interaction in general and the learning automata
learning model in particular and then we proceed to the learning algorithms used
with the model.

4.1 Formal Model for Environment–Automaton Interaction

An automaton, situated in an environment, selects at each time step, one action a
from the set of all possible actions A using an internal action probability vector p,
i.e. p(a) ∈ [0, 1], ∀a ∈ A and

∑
a p(a) = 1. The probability that the learning au-

tomaton selects action i is thus given by p(i). In fact, p directly defines the policy.
Based on this action selection, the environment then gives a reward or feedback
signal r to the agent. The feedback signal is assumed to be binary r ∈ {0, 1}, where
1 denotes a positive feedback from the environments and 0 is a negative feedback.
In addition, the signal is stochastic, i.e. the environment has a distribution c with
c(a) = Pr{r = 1|a}. Note that in the description of a learning automaton we did
not talk about the concept of states. This is because in its purest, simplest form
a learning automaton is stateless and as such has no notion of states.

Learning automata utilize the above described model for agent–environment
interaction for learning optimal performance of the agent in unknown, stochastic
environments. Based on the feedback signal, the probability distribution p is up-
dated each time step by using an updating scheme. Different update schemes with
varying properties exist. In this paper, we apply the Linear Reward–Inaction
(LR−I) scheme that is described next.

4.2 Linear Reward–Inaction Scheme

The idea behind this update scheme is that when an action was successful, i.e.
r = 1, the action probability for this action should be increased and all other
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action probabilities should be decreased appropriately. However, when an action
was not successful, the action probabilities remain the same.

at = a i.e. action selected at timestep t

pt+1(a) = pt(a) + αtrt+1[1− pt(a)]
pt+1(b) = pt(b)− αtrt+1pt(b), ∀b �= a,

where αt ∈ [0, 1] is the step size or learning rate parameter. We can rewrite these
equations using vector notation as follows:

pt+1 = pt + αtrt+1[ea − pt], (4)

where ea is defined as a unit vector with unity at position a which corresponds
to the action select at time t. In our experiments rt+1 is a binary valued variable
while the learning automata theory is provided for a reward signal from the
continuous interval [0, 1]. This assumption can be made without loss of generality.

An important result for the linear-reward inaction scheme is the following:

Theorem 1. [9] A team of learning automata using the LR−I update scheme
with a suitable step size will independently of each other (i.e. without any com-
munication) converge to a pure Nash equilibrium point in a common pay-off
game (i.e. team game)

5 A Learning Automaton as a Policy Gradient Learner

Williams showed how a 2-action learning automaton using the LR−I scheme is a
special case of the REINFORCE algorithm [10]. In this section we will give the
theoretical connection between the policy gradient method and the more general
n-action learning automaton. One of the main differences between REINFORCE
and the general policy gradient method is that REINFORCE only uses the actual
returns to find an unbiased estimate of the gradient, while the general policy
gradient method use the assistance of a learned value-function. In Section 6 this
will be one the of the restrictive conditions we will try to relax.

In order to formalise the mapping, we need to find the link between the
different components of both mechanisms such as the policy, the update method
and the learning rate. First note that the parameter vector θ for a learning
automaton is exactly the action probability vector p, which also represents the
current stochastic policy. So this means that the parametrization of the policy
here is given by the identical function:

π(a,θ) = θT ea = pT ea.

If we let δi(a) be the Kronecker delta defined as

δi(a) =

{
1 if a is the ith action
0 otherwise,
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Then we have that the derivative of the policy towards one of its parameters
for a learning automaton is exactly the Kronecker delta function:

∂π(a,θ)
∂θi

= δi(a)

According to the policy gradient method the parameters of the policy function
are updated as follows:

θi
t+1 = θi + γi

∑

a

∂π(a,θ, s0)
∂θi

Qπ(s0, a) (5)

In case of the stateless learning automaton, this update becomes:

θi
t+1 = θi + γi

∑

a

∂π(a,θ)
∂θi

Qπ(a)

= θi
t + γi

∑

a

δi(a)Qπ(a) (6)

where γi is the learning rate for the ith action. However, a learning automaton
does not store any approximation of action values or average rewards obtained
for an action. The stateless automaton only uses the actual returns to estimate
Qπ(a).This results in:

θi
t+1 ≈ θi

t + γi
∑

a

δi(a)rt+1

= θi
t + γirt+1

If we write this in vector notation we get:

θt+1 ≈ θt + γrt+1 (7)

with γ the vector of learning rates, one for each θi.
Now, the only step that remains is to identify the connection between the up-

dating of the automaton according to the learning automaton formulation given
in Equation 4 and the policy gradient view given in Equation 7. This leads to :

γ rt+1 = αtrt+1[ea − pt]
γ = αt[ea − pt] (8)

Thus we can conclude that a learning automaton is a stateless policy gra-
dient learner which uses the identical function as parametrization of its policy
parameters and uses a variable step size equal to the one given in Equation 8.

As a consequence, many results of learning automata theory, such as The-
orem 1, carry over directly to policy gradient methods (under the constraints
explained above). Thus independent policy gradient learners can now be used to
play stateless games under the guarantee of convergence to a Nash equilibrium.
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6 Experiments: Multi-agent Policy Gradient Learning

Learning in a multi-agent environment is substantially more difficult than learn-
ing in a single agent environment. Because multiple agents are acting in the same
environment, this environment is perceived as non-stationary from the viewpoint
of each agent. Due to this non-stationarity, convergence guarantees of traditional
single-agent learning techniques become invalid or the single-agent algorithmsmal-
function. Furthermore, characteristics like asynchronous action selection, delayed
rewards, incomplete information and conflicting interests come into play. All these
characteristics make learning in a multi-agent system a very challenging task.

In this section, we will test the performance of the policy gradient method and
the learning automata in a single-state game. In the game, there are two players,
player 1 (the row player) and agent 2 (the column player). Both agents share the
same utility function, i.e. the game is a team game. In the first set of experiments,
the settings of the policy gradient method will be those that were established in
Section 5. In the next experiments we relaxed these conditions to investigate their
influence on the performance. We use two performance criteria: 1) the number
of times the method finds the optimal solution 2) the speed of convergence.

6.1 Test Games

The test game we used is shown in Fig. 1 on the left and is called the Climbing
Game (originally published in [13]).

In the Climbing Game, the optimal solution is attained when both agents
select their 1st action. However, large negative rewards surround the optimal
solution and therefore it might be more favorable to select another safer, yet
sub-optimal action.

Since we are going to apply the learning automata update scheme of Equation
4 , we first need to normalize the rewards in the unit interval and then use those
values stochastically, i.e. the reward is used as a probability of receiving a positive
reward signal equal to 1. So this means that rewards are actually generated with
a binomial distribution whose mean is dictated by the game.

6.2 Applying Learning Automata Theory

In the previous section we have shown how a learning automaton can be seen
as policy gradient learner with a variable learning rate. In the experiment we let

Table 1. The single-state games used in the test runs. The game on the left is the
Climbing Game and the game on the right is a 2 player variant. In both cases, both
agents share the same utility function.

⎛

⎜
⎜
⎝

b1 b2 b3

a1 11, 11 −30, −30 0, 0
a2 −30, −30 7, 7 6, 6
a3 0, 0 0, 0 5, 5

⎞

⎟
⎟
⎠

⎛

⎝
b1 b2

a1 100, 100 99, 99
a2 0, 0 98, 98

⎞

⎠
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Table 2. Percentage of convergence and average reward for a pair of learning automata
and a pair of policy gradient learners using the identical mapping playing the Climbing
game (averaged over 1000 runs)

Climbing Game

Algorithm α % NE % Opt Avg. Rew Avg. Steps

LA 0.01 17.4 9.6 6.236 8972.28
LA 0.05 32.4 21.2 6.75 812.834
LA 0.1 39.2 25.4 6.632 275.796
LA 0.25 33.4 22 5.42 61.988
LA 0.5 32.8 16 4.8 20.342

PG as LA 0.01 18.8 9.8 6.262 9148.08
PG as LA 0.05 34.4 21.2 6.702 818.38
PG as LA 0.1 37.4 24.8 6.336 262.39
PG as LA 0.25 38.4 22.4 5.588 61.478
PG as LA 0.5 33.4 18 4.864 20.124

two automata (or two agents) play the climbing game for at least 5000 iterations.
After these 5000 training iterations we keep a log of which action each of the two
players converged to. The results for the climbing game are shown in Table 2.
We compute the percentage of convergence to the optimal action and the aver-
age reward obtained all averaged over 1000 games. Although learning automata
theory guarantees convergence to a Nash equilibrium, the empirical results do
not seem to comply with this theory. This can be explained that the theoretical
guarantee is only valid under an adequate choice of learning rate parameter. An
experiment with a learning rate setting of α = 0.00005 resulted in a convergence
of over 90% to a Nash equilibrium.

The following conclusions can be drawn from the table. Both techniques have
almost the same percentage of finding a Nash equilibrium and the optimal joint-
action. Also, the average reward tells us that when the agents do not converge
to a Nash equilibrium, they converge to the same sub-optimal actions. Thus the
performance of both techniques are almost identical. Which is not surprising given
the above mapping. This conclusion can be strengthened by two statistical tests.

For a first test, we investigate the relative frequencies of the possible joint-
actions. The central limit theorem says that each relative frequency pij (i.e.
the absolute frequencies, qij , divided by the number of iterations) is distributed
according to a normal distribution: pij ∼ N(qij ,

qij(1−qij)
n ) and the difference

of two such distributions is again a normal distribution: pI
ij − pII

ij ∼ N(qI
ij −

qII
ij ,

qI
ij(1−qI

ij)

n + qII
ij (1−qII

ij )

n ). We can now compute the statistic T as

T =
rows∑

i

cols∑

j

(qI
ij − qII

ij )2

qI
ij(1−qI

ij)

n +
qII

ij (1−qII
ij )

n

. (9)

Since we assume both algorithms to be identical (H0 can be formulated as: we
detect no statistical difference between both algorithms) we assume that Equation
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9 is distributed according to the χ2 distribution with one degree of freedom less
than the number of categories. If this assumption is wrong, T will be larger than
the critical value found by the χ2 percentile point and we can reject H0 (which
would indicate that the algorithms differ). We computed different T values for
different learning rates, see the left column of Table 3. The critical value we
used is χ2

8 because we have 9 different joint-actions but one joint-action can
be computed as one minus the sum of all the others which leaves us with one
degree of freedom less. The statistic T is smaller then the critical value for all the
tested settings of learning automata. We can conclude that there is no statistical
difference between the two algorithms.

A second statistical test we applied on our data is Bowker’s Test for Symmetry
[14]. This test not only compares the performance of the algorithms but it also
considers the time steps at which the algorithms converged to the same solution.
Bowker’s test is thus a stronger and more restrictive test.

Table 3. Statistics obtained for the chi-square test and Bowker’s Test for Symmetry
playing the Climbing Game. All statistics are tested against a χ2 distribution with an
accuracy of 95%.

α T

0.01 3.919728
0.05 5.636051
0.1 7.605683
0.5 6.936435

compare to χ2
8 = 15.50731

α QBowker

0.01 10.82503
0.05 14.82659
0.1 19.29709
0.5 28.06774

compare to χ2
36 = 50.99846

All the results in the table confirm what we expected: there is no statisti-
cal difference detected between the learning automata and the policy gradient
learners with the same parameterization and the same learning rate even in the
more restrictive Bowker’s test.

6.3 A Different Policy Parameterization

In the next experiment the policy parametrization function that is used is no
longer the identical function. Instead we use a Boltzmann distribution as a
parametrization function:

π(a,θ) =
eθ

′
ea/T

∑
b∈A eθ

′
eb/T

(10)

with a temperature setting value of T denoting the amount of exploration.
Note that the Boltzmann distribution is a smooth function with respect to

its parameters θ. Because of this choice for the policy function, the policy pa-
rameters θ do not represent action probabilities anymore. Therefore the theo-
retical connection is no longer fulfilled. Furthermore, we will use a value-function
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approximation fω that stores an indication of the quality of each action. The
parameters ω are updated according to:

ωt+1(a) = (1 − β)ωt(a) + βrt+1, (11)

where β is the learning rate parameter. The above learning rule is guaranteed
to converge to the optimal value function if all actions are tried infinitely and β
fulfills the following conditions[2]. The learning rate β should be taken in [0, 1]
and

∑∞
t βt = ∞ and

∑∞
t β2

t < ∞. This approximation is then used for updating
the parameters of the policy function as is expressed in Equation 6.

As pointed out before, the amount of exploration is a crucial factor in the
convergence of a multi-agent system. Learning automata apply the action prob-
abilities directly without the use of an action selection function (i.e. they use
the identical function). If we want to map this behavior for 2 actions onto a
Boltzmann exploration function, we are looking for the temperatures t1 and t2
that give fix-points of the equations

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

p1 =
e

p1
t1

e
p1
t1 + e

p2
t2

p2 =
e

p2
t2

e
p1
t1 + e

p2
t2

(12)

For 2 actions the temperatures t1 and t2 are identical and can be expressed
as: t = p1−p2

ln p1−ln p2
. We tested this new setting on a simple 2 player, 2 action game

(Figure 1).

Table 4. Experimental results of the Policy gradient method using Boltzmann explo-
ration playing the 2 action climbing game. The table shows the results for different
temperature setting. The first part shows the results for the temperature setting based
on Equation 12. Part 2–4 shows the results for decaying temperature settings with
different starting temperatures.

PGM - Boltzmann
action prob. based temperature

α % NE AvgRew AvgSteps

0.01 22 99.11 4884.91
0.05 37 99.36 3520.98
0.25 28 99.24 1310.21
0.1 36 99.33 589.64
0.5 31 99.14 196.93

PGM - Boltzmann
Decaying temperature

startT decay α % NE AvgRew AvgSteps

10 0.9991 0.01 0 99 3614.71
10 0.9985 0.05 0 99 1525.63
10 0.9975 0.1 0 99 1055.09
10 0.9943 0.25 0 99 464.27
10 0.9772 0.5 0 99 130.83

PGM - Boltzmann
Decaying temperature

startT decay α % NE AvgRew AvgSteps

2 0.9994 0.01 0 99 3847.91
2 0.9990 0.05 0 99 1942.92
2 0.9984 0.1 0 99 1219.63
2 0.9963 0.25 3 99.03 543.21
2 0.9951 0.5 12 99.07 148.7

PGM - Boltzmann
Decaying temperature

startT decay α % NE AvgRew AvgSteps

0.5 0.9997 0.01 0 99 4919.91
0.5 0.9995 0.05 2 99.02 2677.02
0.5 0.9991 0.1 11 99.1 1558.28
0.5 0.9963 0.25 5 99.05 542.05
0.5 0.9851 0.5 10 99.1 147.12
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We tested 4 different policy gradient learners on this game. The first one is
the policy gradient learner using Boltzmann as its action selection strategy with
a temperature set by Equation 12. The second to fourth results show policy
gradient learners also using the Boltzmann function as their action selection,
however, they use a temperature starting at startT which is decayed with a factor
decay every timestep. The results show that the policy gradient learner using the
temperature that doesn’t depend on time outperforms the other learners.

7 Conclusion

In this paper we investigated the connection between a policy gradient learer
and learning automaton. We showed theoretically and empirically that a pol-
icy gradient learner with an identical function parametrization and a variable
learning rate matches the behaviour and characteristics of a learning automaton.
By establishing this connection we argued that the theoretical properties of a
multi-automata system; among which is the guarantee to convergence to a Nash
equilibrium without any communication in a team game, should be transferable
to independent policy gradient learners.

Furthermore we found an expression for the temperature for finding the fix-
point of the Boltzmann exploration function. This temperature is no longer
dependent on the time but on the action probabilities of the agent. We showed
empirically that policy gradient learners using this novel temperature setting
have higher percentage of convergence to a Nash equilibrium.

In future research we will further try to adopt the theoretical properties of
learning automata to suit the framework of policy gradient learners. This should
give us a broader base for relaxing the necessary conditions for theoretical con-
vergence and provide a major contribution to the field of policy gradient learning.
A second track that remains to be investigated is the application of the variable
learning rate to more general reinforcement learners combined with the new
exploration strategy.
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Abstract. The analysis of the collective behavior of agents in a dis-
tributed multi-agent environment received a lot of attention in the past
decade. More accurately, coordination was studied intensely because it
enables agents to converge to Pareto optimal solutions and Nash equi-
libria. Most of these studies focussed on team games. In this paper we
report on a technique for finding fair solutions in conflicting interest
multi-stage games. Our hierarchical periodic policies algorithm is based
on the characteristics of a homo egualis society in which the players also
care about the proportional distribution of the pay-off in relation to the
pay-off of the other players. This feature is built into a hierarchy of learn-
ing automata which is suited for playing sequential decision problems.

1 Introduction

A great deal of attention in the multi-agent learning community has been fo-
cussed on coordination because coordination enables agents to converge to de-
sired equilibrium points; often Nash equilibria which aren’t always fair solutions.
These equilibrium points might be points where all the agents receive their high-
est possible pay-off (i.e. fair) or where only one agent receives a high pay-off (i.e.
possible unfair). Another performance criteria is how well the overall system be-
haves. For some systems, a fair criteria would be to take the performance of the
worst performing agent as the performance of the global system. Thus the faster
all machines process their jobs, the better we grade the system. Defining what an
optimal solution is for all agents is relatively easy in an identical pay-off game,
however in this example the machines are also in competition for resources and
as such, the game can be more naturally modeled as a conflicting interest game.
Defining what the fairest solution is in a conflicting interest game is harder and
designing agents that can learn to play such a policy is even more complex.

In this paper, we propose a technique called hierarchical periodic policies for
a hierarchy of learning automata. The algorithm is based on excluding actions.
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By doing so, the agents shrink the joint-action space and the search for the
optimum can be continued in this reduced joint-action space. However, since the
agents are playing conflicting interest games, they have different preferences to
different solutions in the game. Therefore, we have to incorporate a mechanism
by which the agents will allow each other to visit different equilibria even if
those equilibria are not personally favorable. This mechanism of social behavior
is based on the characteristics of a homo egualis society [1]. In a homo egualis
society, the players do not only care about their personal pay-off but also on
how this pay-off relates to the pay-off of the other players.

The remainder of the paper is organised as follows. In the following section we
show that pure and mixed Nash equilibria might not always be fair results. We
also provide explain what how a fair solution can be found by alternating the
policy that is played. Thereafter, we show how sequential decision problems can
be modeled as multi-stage games. In Section 3 learning automata are introduced.
Different learning automata can be combined to form more complex structures
such as hierarchies. The following section explains the algorithm of the periodic
policies. In Section 5 we report on related work which provided baseline results
for our experiments. In a final section we conclude.

2 Conflicting Interest Games

2.1 Fairness

Consider the Battle of Sexes game (see Table 1). By analysing the game it is
easy to see that the pure Nash equilibria are joint-actions (Football, Football)
and (Opera,Opera). Although both Nash equilibria are the only optimal pure
solutions in the game, in terms of fairness, these solutions are not optimal since
both Nash equilibria favor either one of the players.

Since the pure Nash equilibria are not fair, we could check the mixed Nash
equilibria. It is easy to verify that the mixed Nash equilibrium is ((2

3 , 1
3 ), (1

3 , 2
3 ))

Thus the row player selects action Football with probability 2
3 and the action

Opera with probability 1
3 . The column player selects action Football with proba-

bility 1
3 and the action Opera with probability 2

3 . By playing this mixed strategy,
both players receive an expected pay-off of 2

3 . This is indeed a fair solution, how-
ever, this pay-off is less than what both agents would receive by playing either
of the pure Nash equilibria.

The solution concept called periodic policies [2] provides a technique for single
state games by which the agents alternate between converging to different pure
Nash equilibria in a manner such that the overall average pay-off of all the agents
is both fair and as high as possible. In the example of the Battle of the Sexes

Table 1. The reward matrix of the Battle of the Sexes

M =

⎛

⎝
Football Opera

Football (2, 1) (0, 0)
Opera (0, 0) (1, 2)

⎞

⎠
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game, the players would alternate between the two pure Nash equilibria, giving
an average reward of 1.5 for both players which is fair and significantly better
compared to the pay-off of the mixed Nash equilibrium.

A periodic policy is defined as follows:

Definition 1. [3] In a periodic policy, the agents alternate between periods of
time in which different pure Nash equilibria are played.

The inspiration for the periodic policies algorithm comes from the homo egualis
society. In such a community, the players do not only care about their own
personal gain or pay-off, but also how their own utility relates to the utilities of
the other players.

2.2 Multi-stage Games

A multi-stage game is a game where the participating agents have to take a
sequence of actions. A traditional MDP can be extended to the multi-agent case,
called a Markov Game. Formally, we can define a Markov Game as a five-tuple,
M = 〈A, {Ai}∀i∈A, S, T, R〉 where:

– A is the set of agents participating in the game,
– {Ai}i∈A is the sets of actions available to agent i,
– S is the set of states (same as defined with an MDP),
– T (s,a, s′) is the transition function stating the probability that a joint-action

a will lead the agents from state s to state s′,
– and Ri : S → R is the reward function denoting the reward agent i gets for

entering a certain state.

In the remainder of this paper we limited ourselves to tree-structured multi-
stage games. This means that there are no loops possible between the game
stages and once branches are separated their paths will never be joined again.

We can view a multi-stage game as a sequence of single state games.

3 Learning Automata

3.1 Learning Automata Model

A learning automaton is an independent entity that is situated in a random
environment and is capable of taking actions autonomously. The stochastic en-
vironment is responsible for generating a scalar value indicating the quality of
the action taken by the learning automaton. This scalar value, which we call
reward, is then fed back into the learning automaton.

The quadruple 〈A,R,p, U〉 expresses a learning automaton. A =
{a(1), . . . , a(n)} denotes the set of actions the learning automaton can take.
Rt(at(i)) ∈ R is the input that is given to the LA to indicate the quality of
the chosen action. The probabilities of the automaton for selecting action at(i)
are stored in the vector pt = [pt(1), . . . , pt(n)]. Note that at the beginning of
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the game all action probabilities are chosen to be equal: p0(1) = p0(2) = · · · =
p0(n) = 1

n . Each iteration the action probabilities are updated based on the
reinforcement obtained from the environment using an update algorithm U . For
the experiments in this paper, we used the Linear Reward-Inaction (LR−I) [4]
scheme because this scheme guarantees convergence to a pure policy in single-
state games. Let at = a(i) be the action chosen at time step t. Then the action
probability vector p is updated according to

pt+1 = pt + αrt(eat − pt) (1)

with α the step size parameter and eat a unit vector with unity at position
at. Multiple automata can be combined into more complex structures such as
hierarchies which are described next.

3.2 Hierarchical Learning Automata

The interaction of the two hierarchical agents in Figure 1 goes as follows. At the
top level (or in the first stage) Agent 1 and Agent 2 meet each other in a game
with stochastic rewards. They both take an action using their top level learning
automata LA A and LA B. Performing actions ai by LA A and bk by LA B
is equivalent to choosing automata LA Ai and LA Bk to take actions at the
next level. The response of environment E1: rt ∈ {0, 1}, is a success or failure,
where the probability of success is given by c1

ik . At the second level the learning
automata LA Ai and LA Bk choose their actions aij and bkl respectively and
these will elicit a response from environment of which the probability of getting
a positive reward is given by c2

ij,kl. At the end of the episode all the automata
that were involved in one of the games, update their action selection probabilities
based on the actions performed and the responses of the environments using the
LR−I update scheme.

4 Learning Fair Policies

To obtain a fair solution as defined above in multi-stage conflicting interest
games, we will include a social feature inspired by the homo egualis equation.
By extending hierarchical learning automata with the ability to (temporarily)
exclude actions, the joint-action space is reduced in size and the agents can
find other equilibria. If the actions are excluded in an intelligent manner, the
automata are able to find different periodic policies which favored either one of
the players, resulting in an overall fair average.

This core idea of the technique is not new, in [5,2] an algorithm is introduced to
let agents learn fair periodic policies in one-stage conflicting general-sum games.

Before we explain the algorithm we have to initialise the agents. In the initial-
ization, we initialize the averages of the last phase (wh) and the global average
(vh) to 0.
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Fig. 1. An interaction of two agents constructed by learning automata hierarchies.
The top-level automata play a single stage game and produce a reward r1. Then one
learning automata of each hierarchy at the second level play another single stage game,
resulting in reward r2.

The algorithm itself consists of two different phases, the independent explo-
ration phase and the communication phase. During the independent learning
phase the agents start to explore their action space without any form of commu-
nication. Since all the automata are using the LR−I update scheme and because
the agents act as selfish reinforcement learners, all the automata at the top level
will eventually converge to a pure action and so will at least one of the automata
at the lower level. If all the hierarchies are converged to a single path in their
hierarchy, the agents are also converged to a unique path in a multi-stage game.
The pseudo-code of the exploration phase, which resembles the learning algo-
rithm for hierarchies using the Monte Carlo reward [6], can be seen in Algorithm
1. The difference between the two algorithms is that a separate combined reward
must be computed for each agent (since the rewards for all the agents might be
different). Another addition is that each automaton keeps track of the global av-
erage pay-off received throughout the whole game, as well as the average pay-off
during the last exploration phase.

After a given period of time (during which the agents converged, in the algo-
rithm if s = N)) the communication phase takes place (see Algorithm 2). The
communication phases uses only a few time steps and work as follows: the agents
communicate their global average pay-off and the average-pay-off they received



396 M. Peeters et al.

Algorithm 1. Pseudo-code for the independent learning phase of the hierarchi-
cal periodic policies
1: current phase time step s ← 0
2: repeat
3: t ← t + 1
4: s ← s + 1
5: for each hierarchy h ≤ H do
6: Activate the top-level automaton A0

h|0
7: end for
8: repeat
9: for each hierarchy h ≤ H do

10: Let the active automaton select an action: ahi

11: end for
12: Implement the joint action (a1i, a2j , . . . , aHm) and observe the immediate re-

ward vector R
13: for each hierarchy h ≤ H do
14: Activate the next automaton based on action ahn

15: end for
16: until l = L (the number of levels in the hierarchy)
17: A reward is now given to each agent: rh

18: for each hierarchy h ≤ H do
19: for each level l ≤ L do
20: Update the global average reward: vh ← vh(t−1)

t
+ rh

t

21: Update the average reward of current phase: wh ← wh(s−1)
s

+ rh

s

22: Update the learning automaton that was active during the last trial:
23: assume that this automaton chose action al

h|i(t) during the last episode

24: pi(t + 1) = pi(t) + αrh(1 − pi(t)) (i.e. update the probability of that action
positively)

25: pj(t + 1) = pj(t) + αrhpj(t)∀j �= i (i.e. update the probability of all other
actions negatively)

26: end for
27: end for
28: until s = N (the time each independent exploration phase lasts)

during the last learning phase to their opponent. The agent that is excluding
actions checks whether he still is the best performing agent (i.e. a higher global
average and a better average during the last phase). If he still is performing
better he excludes another action. The agent starts by excluding the action he
converged to at the bottom level. During the next phase, if he is still the best
performing agent he will exclude another action at the same level. If at one
point, there are no more actions available at this level, the agent will exclude
an action of the level above and as such making his way up in the hierarchy.
If the agent is not excluding he checks whether he is switched from the worst
performing automaton to the better learning automaton. If this is the case it is
now his turn to exclude one or more actions.
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Algorithm 2. Pseudo-code for the exclusion or communication phase of the
hierarchical periodic policies
1: for each hierarchy h ≤ H do
2: broadcast vh to all h′ �= h
3: broadcast wh to all h′ �= h
4: for each h′ �= h do
5: receive from broadcast vh′

6: receive from broadcast wh′

7: end for
8: if X = true then
9: if vh < vh′

AND wh > wh′∀h′ �= h then
10: X ← false
11: else if vh > vh′

AND wh > wh′∀h′ �= h then
12: Exclude action at lowest level possible
13: else if vh > vh′

AND wh > wh′∀h′ �= h then
14: X ← false
15: Include all actions
16: end if
17: else
18: if vh > vh′

AND wh > wh′∀h′ �= h then
19: X ← true
20: Exclude action at lowest level possible
21: end if
22: end if
23: vh ← 0
24: end for

5 Related Work

A previous attempt to solve conflicting multi-stage games using learning au-
tomata by Zhou et al. [7] consisted of a 2 level chain of learning automata.

In this setting there are 2 agents both with 2 connected learning automata
players. The restriction Zhou et al. put on both games is that they are zero sum
games.

The authors showed that the linear chain of learning automata setup asymp-
totically converges to playing game B if either one of the matrices (A or B)
has a pure Nash equilibrium and thus one of the two agents always deviates
from choosing game A, resulting in non-cooperation. Furthermore, the authors
showed that if game B has a pure Nash equilibrium, the learning automata at
the lower level will converge to this equilibrium. Producing a similar theoretical
result for a hierarchy of learning automata is a challenging problem that we do
not tackle in this paper.

Instead, we use these results as the baseline for our own experiments. We
present empirical results of hierarchical periodic policies and show that they
are capable of finding fair solutions in a larger variety of conflicting multi-stage
games. In the multi-stage game explained above, the agents at the lower level
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can only be situated in either game A or game B because the joint-actions at
the high level lead to either one of these games. Now consider the problem where
each joint-action at the top level leads to a different game: A, B, C or D.

6 Experiments

6.1 Zero-Sum ABBB

The first game under study is depicted in Table 2. Note that we omit the reward
matrix of the first stage, since no rewards are given in this stage. In this game A
is only played if both automata at the top level chose to play game A, otherwise
game B is played. Because these matrices do not have pure Nash equilibria,
experimental results have showed that the top automata in a linear chain of
automata oscillate between which game to choose and the automata at the lower
level oscillate between which strategy to choose. If the same game is played
with hierarchical learning automata (Figure 1), there are less oscillations and
the automata will eventually converge. However, to which action the automata
converge can differ each run.

Table 2. Reward matrices of a multi-stage game without pure Nash equilibria

A =

(
0.6, 0.4 0.2, 0.8

0.35, 0.65 0.9, 0.1

)

B =

(
0.4, 0.6 0.8, 0.2

0.65, 0.35 0.1, 0.9

)

A fair and stable solution can be obtained using the hierarchical periodic
policies. Figure 2(a) shows the average reward over time for the hierarchical
agents with and without periodic policies. The figure shows that the agents
without periodic policies obtain an unfair equilibrium in which Agent 1 has a
higher reward (HLA Agent 1 line ≈ 0.58) than Agent 2 (HLA Agent 2 line
≈ 0.42). This result is averaged over 50 runs. By applying the periodic policies,
the agents are able to alternate between periods of optimal play for each agent
and they find a fair overall solution (≈ 0.5).

6.2 Zero-Sum ABCD

Consider the game with the reward matrices giving in Table 3 in which each
joint-action at the top level leads to a different reward matrix at the lower level.
In this game all the reward matrices have a pure Nash equilibrium located at
position (1, 1). If we let hierarchical agents play this game, the results in Figure
2(b) are obtained. We can see that both agents agree to play game A. The reason
for this is the following. The combined matrix that is constructed using the four
Nash equilibria of all games is shown in Table 4. By analyzing this matrix, we
see that there is a pure Nash equilibrium located at position (1, 1) and it is in
fact this pure Nash equilibrium to which the agents agree on playing.

This conjecture can be confirmed if we let agents play games in which the
matrix of the Nash equilibria does not contain a Nash equilibrium itself, the
agents show oscillating behavior.
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Table 3. Reward matrices

A =

(
0.6, 0.4 0.8, 0.2

0.35, 0.65 0.9, 0.1

)

B =

(
0.7, 0.3 0.9, 0.1
0.6, 0.4 0.8, 0.2

)

C =

(
0.5, 0.5 0.7, 0.3
0.3, 0.7 0.8, 0.2

)

D =

(
0.3, 0.7 0.7, 0.3
0.1, 0.9 0.2, 0.8

)
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Fig. 2.

In Table 5 is such a game depicted. Figure 3(a)–3(b) shows the evolution of the
action probabilities of the automata of the top level with and without periodic
polices. The predicted oscillations are clearly present for the hierarchical learning
automata. The action probabilities of the hierarchical periodic policies seem to
oscillate, yet this is due to the exclusion of the actions. The average reward over
time (Figure 4) clearly show that the agents find a fair solution.

6.3 Non-zero Sum Games

While the theory of Zhou et al. was limited to games of a certain structure
as was mentioned above, a second limitation was that the matrices had to be
zero-sum games. The periodic policies technique is created to function in general

Table 4. Upper left: the Nash equilibrium of game A. Upper right: the Nash equilib-
rium of game B. Lower left: the Nash equilibrium of game C. Lower right: the Nash
equilibrium of game D.

MNash equilibria =

(
0.6, 0.4 0.7, 0.3
0.5, 0.5 0.3, 0.7

)
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Table 5. Conflicting multi-stage game in which each joint-action at the top level leads
to a different reward matrix

A =

(
0.6, 0.4 0.8, 0.2

0.35, 0.65 0.9, 0.1

)

B =

(
0.3, 0.7 0.7, 0.3
0.1, 0.9 0.2, 0.8

)

C =

(
0.5, 0.5 0.7, 0.3
0.3, 0.7 0.8, 0.2

)

D =

(
0.7, 0.3 0.9, 0.1
0.6, 0.4 0.8, 0.2

)
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Fig. 4. Average reward over time for the hierarchical periodic policies playing the game
in Table 5

sum conflicting interest games. Consider the game with reward matrices of Table
6. The optimal reward an agent can receive, without considering the reward of
the other agent, has a value of 1.0. The fairest solution of the game would be
to alternate between the two pure Nash equilibria of the Battle of the Sexes.
This would give an average reward of 0.75 to both agents. Figure 5(a) shows the
average reward over time for the hierarchical agents with periodic policies. The
result shows that the agents obtain a fair solution that is averaged around 0.73
which is very close to the theoretical optimal fair solution.

In a final experiment, the reward matrices are mixed conflicting and common
interest games (see Table 7). The optimal strategy for the agents would be to
alternate between the pure Nash equilibria of the Battle of the Sexes game, giving
an average reward of 0.75. However, there is also a common interest game leading
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Table 6. Reward matrices of a general sum game. The matrices A and D are stochastic
versions of the Prisoner’s Dilemma and matrices B and C are stochastic version of the
Battle of the Sexes.

A =

(
0.2, 0.2 1.0, 0.0
0.0, 1.0 0.4, 0.4

)

B =

(
1.0, 0.5 0.0, 0.0
0.0, 0.0 0.5, 1.0

)

C = B D = A

Table 7. Reward matrices of a general sum game. The matrices A is the stochastic
version of the Prisoner’s Dilemma and matrices B, C and D are common interest
games.

A =

(
1.0, 0.5 0.0, 0.0
0.0, 0.0 0.5, 1.0

)

B =

(
0.2, 0.2 0.2, 0.2
0.2, 0.2 0.2, 0.2

)

C = B D =

(
0.7, 0.7 0.3, 0.3
0.3, 0.3 0.7, 0.7

)
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to a pay-off of 0.7 for both agents. Figure 5(b) shows the average reward of each
independent learning phase of the hierarchical agents with periodic policies. We
can see that the agents alternate between the two pure Nash equilibria of the
Battle of the Sexes game. The same experiment without the use of periodic
policies gives an average reward of 0.66 (averaged over 100 runs).

7 Conclusion

In this paper we enhanced independent agents with social behavior based on
group characteristics of the homo egualis society. We defined a fair as a solution
concept where the relative difference between the agents is minimized. By ex-
tending hierarchical learning automata with the ability to (temporarily) exclude
actions, they were able to find different periodic policies which favored either
one of the players. The general result is that we were able to create a distributed
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framework that can find a fair solution in pure conflicting games, in particular
zero-sum games. The method we described in this paper is suited for finding fair
solutions in conflicting zero-sum and general-sum games that are not bound to a
certain structure (which was the case for the linear chain of learning automata).

In systems where the global performance is only as good as the performance
of the worst performing agent this solution concept of periodic policies can be
used. Examples of applications that fall under this category are load balancing,
job scheduling or network routing. The idea of alternating between policies by
temporarily excluding actions originated in single-stage games where it proved its
value in a single-stage job scheduling application [8]. In future research, periodic
policies will be applied to games with reward matrices at all the different stages
of the sequential decision problem.
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Abstract. In this paper, we propose an incremental learning algorithm
named Incremental Simple-PCA. This algorithm is added an incremental
learning function to the Simple-PCA that is an approximation algorithm
of the principal component analysis where an eigenvector can be calcu-
lated by a simple repeated calculation. Using the proposed algorithm,
it allows to update faster the eigenvector by using incremental data. To
verify the effectiveness of this algorithm, we carry out computer simula-
tions on personal authentication that uses face images and wrist motion
discrimination using wrist EMG by incremental learning. As a result, we
can confirm the effectiveness from the aspects of accuracy and a comput-
ing time by comparing the Incremental PCA that gave the incremental
learning function to the conventional PCA.

Keywords: PCA, Simple-PCA, Incremental PCA, Incremental Simple-
PCA, Incremental learning, face recognition.

1 Introduction

In a field of pattern recognition, researches on feature extraction and dimension
reduction are actively done by using methods of the principal component analysis
(PCA) and the linear discriminant analysis (LDA), etc. to data with a lot of
attributes. Especially, the effectiveness using PCA by a research on facial images
has been demonstrated [1,2,3]. Moreover, Incremental PCA (IPCA) exists as an
algorithm that added an incremental learning function to PCA [4,5,6,7]. By using
this algorithm, even if a learning data is newly added, it enables us to learn it
sequentially. There are two advantages in this algorithm. First, this algorithm
has the advantage that it is not necessary to restart learning from the beginning.
Moreover, the learning data need not be preserved. However, a calculation cost
becomes huge, because PCA and IPCA need a matrix calculation. When we
build in PCA and IPCA into a device that should operate in real-time, the
calculation amount especially becomes a serious problem.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 403–410, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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There is an algorithm named Simple-PCA to solve such a problem. This is an
approximation algorithm of PCA where the principal component vector can be
calculated by simple repeated calculation. This algorithm is used in many fields
such as hand-written characters and dimensionality reduction of a model [8,9].
However, the algorithm that added the learning function to this Simple-PCA
does not exist.

In this paper, we propose an Incremental Simple-PCA that added an in-
cremental learning function to the Simple-PCA. Moreover, we carry out the
computer simulation on personal authentications that use face images and wrist
motion discrimination using wrist EMG by incremental learning to verify the
effectiveness of the proposal algorithm.

2 PCA and Incremental PCA

PCA exists as a method of the dimension reduction and the feature extraction
to high-dimensional data with a lot of features. Moreover, there is Incremental
PCA (IPCA) as the algorithm to which the eigenvector can be updated by incre-
menting the new data to the PCA. In this section, we describe these algorithms.

2.1 PCA

In this section, we explain PCA. First, a set of p-dimensional data xi to use is
defined as x = {x1,x2, · · · ,xn}, where n is the number of data. In this case,
the eigenvector can be obtained by solving the eigenvalue problem of covariance
matrix C shown in eq. (1).

C =
1
n

n∑

i=1

(xi − x̄)(xi − x̄)T (1)

where mean vector x̄ is shown as follows.

x̄ =
1
n

n∑

i=1

xi (2)

The feature vector ai is obtained by projecting the vector xi to the eigenvector
U derived from this eigenvalue problem.

2.2 Incremental PCA

Incremental PCA (IPCA) is the algorithm that P.M.Hall et al. proposed [4], and
it is used for the localization control of the mobile robot [5,7] and the image
processing in online [6]. We describe detail of this algorithm in this section.

First of all, we assume that we have already built the eigenspace (eigenvector)
U=uj(j = 1...p) by using the data of xi(i = 1, 2, ..., n). Moreover, the mean
vector is x̄, the corresponding eigenvalues are λ = diag(Λ), the new input data
is assumed to xn+1.
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To update the eigenvector, the mean vector x̄ is updated by using the new
data xn+1.

x̄′ =
1

n + 1
(nx̄ + xn+1) (3)

Next, the new data xn+1 is projected to the current eigenvector U , and the
feature vector an+1 is obtained. This is the vector that represents the new data
in the current eigenspace.

an+1 = UT (xn+1 − x̄) (4)

The residual vector hn+1 is calculated by using this feature vector an+1. This
residual vector is orthogonal to the eigenvector.

hn+1 = (Uan+1 + x̄)− xn+1 (5)

We normalized hn+1 that is necessary to update the eigenvector according to
the condition in eq. (6).

ĥn+1 =

{
hn+1

‖hn+1‖2
if ‖ hn+1 ‖2 �= 0

0 otherwise
(6)

The updated new eigenvector U ′ is obtained by appending ĥn+1 to the current
eigenvector U and rotating them using rotation matrix R.

U ′ = [U , ĥn+1]R (7)

R is derived by solving the eigenvalue problem shown in following eq. (8).

DR = RΛ′ (8)

where matrix D is composed as follows.

D =
1

n + 1

[
λ 0
0T 0

]

+
n

(n + 1)2

[
aaT γa
γaT γ2

]

(9)

where γ is obtained by performing calculation shown in eq. (10).

γ = ĥn+1(xn+1 − x̄) (10)

We can obtain the updated feature vector by projecting data to new eigenvector
U ′ calculated in eq. (7).

3 Simple-PCA and Incremental Simple-PCA

The Simple-PCA is an algorithm that can calculate an approximation vector
of the principal component vector by the simple repeated calculation. In this
section, we explain the algorithm of this Simple-PCA. Moreover, the algorithm of
Incremental Simple-PCA that gives an incremental learning function to Simple-
PCA is explained.
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3.1 Simple-PCA

The Simple-PCA (Simple Principal Component Analysis) is a technique which
is proposed by Partridge and others [8] to speed up the principal component
analysis. The technique is the approximation algorithm from which principal
components can be sequentially found from the first component. Moreover, its
effectivity is confirmed in many fields such as recognition of hand-written char-
acters, dimensionality reduction of a model for information retrieval and recog-
nition of using face images and so on [8,9,10,11].

The algorithm of this technique sequentially solves for eigenvectors that max-
imizes the variance over all samples. Concretely, it is summarized as follows.

First of all, a set of vectors to use is defined as follows.

v = {v1,v2, · · · ,vm} (11)

To make the center of gravity of this set the origin the calculation shown in eq.
(13) is performed, and a new set of vectors (12) is obtained.

X = {x1,x2, · · · ,xm} (12)

xi = vi −
1
m

m∑

j=1

vj (13)

Next, the following output function is used.

yn = (αn)T xj (14)

where αn is a eigenvector that shows the n-th principal component. If the input
vector xj is the same direction as αn, the function shown by eq. (14) outputs a
positive value. If it is the opposite direction, a negative value is used. Thus, the
following threshold function is introduced.

f(yn,xj) =

{
xj if yn ≥ 0
−xj otherwise

(15)

The initial vector α1
n initialized by arbitrary random values is brought close in

the same direction as αn by these functions and the repetition operation shown
in eq. (16).

αk+1
n =

∑
j f(yn,xj)

‖
∑

j f(yn,xj) ‖
, yn = (αk

n)T xj (16)

where k is number of repetitions. Moreover, αk+1
n is a vector after calculating

k + 1 times. The value of the output function is calculated by using αk
n that is

the previous calculation result. Furthermore, this repetition calculation is done
until αk+1

n is converged. This vector after it converges is an eigenvector.
When the next eigenvector is calculated, it is necessary to calculate it by

using a new vector x′
j after the previous principal component is removed from

the input vector by doing the calculation shown in eq. (17).
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x′
j = xj − (αk+1

n · xj)αk+1
n (17)

After the component is removed, the principal component can be evaluated by
repeating a similar calculation in order with a high accumulated relevance.

3.2 Incremental Simple-PCA

The improvement algorithm of Simple-PCA aimed to update the eigenvector
(principal component vector) according to incremental data. First of all, incre-
mental data is defined as vm+1 and the last mean value is assumed to be v̄.
Moreover, m is the number of data until last time. The calculation shown in eq.
(18) is executed, a new mean v̄′ is found.

v̄′ =
1

m + 1
(mv̄ + vm+1) (18)

xm+1 is obtained by using this v̄′.

xm+1 = vm+1 − v̄′ (19)

Next, we introduce the following threshold functions as well as the case of Simple-
PCA.

yn = (αn)T xm+1 (20)

f(yn,xm+1) =

{
xm+1 if yn ≥ 0
−xm+1 otherwise

(21)

where αn shows a n-th eigenvector calculated last time. The new eigenvector α′
n

is obtained by calculating the following eq. (22)

α′
n =

1
m + 1

(
f(yn,xm+1)
‖f(yn,xm+1)‖

)

+
m

m + 1
αn (22)

Finally, the previous principal component α′
n is removed from the new data

xm+1 by the eq. (23).

x′
m+1 = xm+1 − (α′

n · xm+1)α′
n (23)

The eigenvector is sequentially updated by repeating these calculations. How-
ever, this algorithm is an approximation algorithm, and there is a problem that
the previous principal component has not been removed from the initial data.

4 Incremental Learning Experiment

To verify the effectiveness of Incremental Simple-PCA that we had proposed, the
personal authentication experiment that used face images and wrist motion recog-
nition experiment that used wrist EMG signal were carried out. At the same time,
we conducted the experiment that used Incremental PCA, and compared these re-
sults from the aspects of the recognition accuracy and the computing time.
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4.1 Personal Authentication Experiment

In this paper, we performed the personal authentication by using face images
as the incremental learning experiment. In the incremental learning, the new
person’s image is used as the incremental data. The new person indicates the
person that has not been registered in the database beforehand. In this paper,
we used the face images of the database of the University of Oulu. The images
are cut out the part of the face, reduced to 25 25 dimensions, and used as input
data. The outline of the experiment is shown in Fig.1. 5 images per person
that are taken in the different lighting conditions are prepared for 20 people
(100 images in total). PCA and Simple-PCA are performed to these images.
In consequence, we obtain the eigenvectors (eigenface) in the initial state. The
personal authentication is carried out by the nearest neighbour method in the
eigenspace created by using the obtained eigenvectors. An image per person
is used for the evaluation data. Furthermore, the leave-one-out cross-validation
method is used as the evaluation method. The recognition result in the initial
state is obtained under the above-mentioned conditions.

Initial dataset

Simple-PCA

PCA

Incremental  Simple-PCA

Incremental PCA

Updating

・・・

Person 1

・・・

Person 2

・

・

・

Discrimination

・・・

New person

Eigenvector

Incremental data

Nearest

Neighbour

Fig. 1. Outline of experiment

Next, we increment images of the new person at random as incremental learn-
ing data. The incremental data used is the new 10 person images (5 images per
person). The eigenvectors are updated by using Incremental PCA and Incremen-
tal Simple-PCA whenever data is incremented. As a comparative experiment, we
tried the incremental learning experiment by using the eigenvectors that are not
updated with the incremental data, which means eigenvectors in the initial state.

The incremental learning experimental result is shown in Fig.2. The horizontal
axis is the number of incremental data, the vertical axis is recognition accuracy.
The recognition accuracy in the initial state is about 78% in PCA and about
83% in Simple-PCA respectively. In the initial state, when Simple-PCA is used,
it is found that the recognition accuracy is high compared with the case when
PCA is used.
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Fig. 2. Recognition accuracy in the experiment

In the incremental learning, when the eigenvector is updated by using In-
cremental Simple-PCA, the recognition accuracy is higher than the case when
the eigenvector is not updated. Moreover, the recognition accuracy is high
compared with the case when Incremental PCA is used. Therefore, it is thought
that Incremental Simple-PCA is the effective algorithm in incremental learning.

4.2 Wrist Motion Recognition Experiment

In addition to the personal authentication experiment, the wrist motion recog-
nition experiment that used EMG is carried out. As a result, we can confirm the
effectiveness of proposed algorithm as well as the result of the personal authen-
tication experiment that used face images.

4.3 Computational Time

In this subsection, we compare the computational time of Incremental PCA and
Incremental Simple-PCA. Each result is shown in Table 1. The computational
time was measured every five incremental data. In Incremental PCA, the com-
putational time is very long, and time has been extended as the number of
incremental data increases. On the other hand, the computational time of Incre-
mental Simple-PCA is very short. As a result, it can be said that this algorithm
is efficient when real-time performance is needed.

Table 1. Computational time of each method

No. of incremental data Initial 5 10 15 20 25 30

Incremental PCA[sec] 3977.180 0.703 1.469 2.469 3.508 4.945 7.086

Incremental Simple-PCA[sec] 0.216 0.016 0.016 0.015 0.016 0.015 0.016
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5 Conclusion

In this paper, we proposed Incremental Simple-PCA that equipped the incremen-
tal learning function to Simple-PCA, which was the approximation algorithm of
the principal component analysis (PCA). The incremental learning was tried by
applying this algorithm to the recognition experiments that used the face images
and EMG signal. As a result, the availability of the proposed algorithm was able
to be confirmed from the aspects of the accuracy and the computational time.

In the future, we will build in this algorithm into the device that should
operate in real-time.
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Abstract. We have suggested that utilization of soft computing techniques such 
as GAs and EAs could contribute a lot for making the original COMMONS 
GAME much more exciting.  In this paper, we try to find an answer concerning 
to the question “Which game is the best for letting people consider seriously 
about the commons among the three games (the original COMMONS GAME, 
the modified COMMONS GAME utilizing GAs & NNs , and the modified 
COMMONS GAME utilizing EAs & NNs) ?”.  Several game playing by our 
students confirm that the modified COMMONS GAME utilizing EAs & NNs 
can provide the best chance for letting players consider seriously about the 
commons.  

Keywords: Soft computing techniques, Gaming, COMMONS GAME, Player’s 
involvement in game playing, Exciting game. 

1   Introduction 

In recent years, gaming has gradually been recognized by many people as a new and 
promising tool to deal with complex problems in which human decisions have far 
reaching effects on others.  It has been used for various purposes such as education, 
training, decision-making, entertainment, and etc.[1]-[8].  Along with the appearance 
of various types of games, continuous effort has been done in order to let existing 
games be more exciting [1]-[13].  About a decade ago, we suggested that GAs & NNs 
could be utilized for making the original COMMONS GAME [4], one of the most 
popular environmental games, become much more exciting [9], [10].  Recently, we 
also suggested that EAs & NNs could also be utilized for constructing a more exciting 
version of the original COMMONS GAME [13]. 

In this paper, we shall compare those three games (Original COMMONS GAME, 
COMMONS GAME modified by GAs & NNs, COMMONS GAME modified by 
EAs & NNs) by checking the data having been obtained after the several game play-
ing of our university (Osaka Kyoiku Univ.) students.  
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2   COMMONS GAME 

The COMMONS GAME [4], one of the most familiar games dealing with serious 
environmental issues in this planet, was developed by Powers et al. around 1980.  
Since we live in a world having only finite natural resources such as pure water, 
fishes, and forests (commons), it is wise to consider their careful utilization.  The 
COMMONS GAME may be quite helpful in stimulating discussion of this problem. 
Fig. 1 illustrates the layout of the original COMMONS GAME. 

 

Fig. 1. Layout of the original COMMONS GAME 

In the following, we give a brief introduction to this game:  

First, as shown in Fig.1, six players are asked to sit around a table.  Following a 
brief introduction concerning game playing, the game director informs the players 
that their objective is to increase their gains by choosing one card among the five 
colored (Green, Red, Black, Orange, Yellow) cards in each round.  In each round, 
players hide their cards behind a cardboard shield to ensure individual privacy.  Each 
colored card has its own special meaning concerning the attitude toward the environ-
mental protection, and has the following effect upon the total gains of each player: 
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1) Playing a green card implies selfish exploitation of the commons.  Players     
who play a green card can get a maximum reward.  However, they lose 20 
points if one of the other players plays a black card in the same round. 

2) A red card represents a careful utilization of the commons.  Red card players 
can get about forty percent as much in points that green players have received. 

3) A black card has a punishing effect on the green card players.  Players who 
have played a black card have to lose 6 points divided by the number of black 
card players, but are able to punish green card players by giving them - 20 
points. 

4) A yellow card implies a complete abstention from utilization of the commons. 
Players who have chosen this card get 6 points. 

5) Orange cards give an encouraging effect to red card players. Players who have 
chosen this card have to lose 6 points divided by the number of the orange 
cards in the same round, but are able to add 10 points to red card players. 

Depending upon the players’ attitude toward environmental protection and  their 
monetary desire, the state of the commons changes. If players are too eager to exploit 
the commons, then they would face serious deterioration of the commons in a rather 
early stage of game playing. Although players are informed that there will be 60 
rounds, each game ends after 50 rounds.  After each 8th round, players have a three 
minute conference.  They could discuss everything about the game and decide every 
possible way to play in future rounds. 

We have so far explained a brief outline of the COMMONS GAME.  Due to page, 
we don’t go into further details. (Interested readers are referred to [4], [7], and [8]).         

3   Modified COMMONS GAME Utilizing Soft Computing 
Techniques 

We have so far enjoyed a large number of playing of the original COMMONS 
GAME.  Those experiences have given us a valuable chance to consider seriously 
about the current situation of the commons. However, we did often find that some 
players lost their interest in game playing, even in the middle of the game.   

We have tried to find the reason why some players lost their interest in game  
playing. We have come to the conclusion that the original COMMONS GAME is 
comparatively monotonous.  Further, we have concluded that the following rule 
makes its game playing monotonous: 

In the original COMMONS GAME, players who have chosen a green card receive 
a penalty, - 20 points, when some player chooses a black card in the same round.  On 
the other hand, black card players receive a minus point  [- 6  /  (numbers of players 
who have chosen a black card) ]even though they have contributed a lot in giving 
punishing effect toward green card players and maintaining current state concerning 
the commons.  Orange card players (who have played an important role in recom-
mending other players use of the red card (not green card)) also receive a minus point 
[- 6  /  (numbers of players who have chosen an orange card) ]. 

Only red card players who have not played any positive role in maintaining current 
state of the commons always receive gains.  
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We have considered that some change in the points “-20” and “-6” mentioned 
above would make the original COMMONS GAME much more exciting.  In order to 
find an appropriate point for each card, we tried to utilize GAs[10].  Recently, we also 
tried to utilize EAs [13]. 

In the following subsections, we shall briefly explain “How the GAs and EAs have 
been utilized in order to find a better point of each card ?”   

3.1   Modified COMMONS GAME Constructed by the Use of GAs 

We have considered that some changes in the points – 20 and – 6 mentioned above 
would make game playing of the original COMMONS GAME much more exciting. 
In order to find an appropriate point of each card, we have tried to utilize GAs as 
follows [10]:  

1. Each chromosome consists of a 15 bit 0-1 sequence whose first 5 bits represent 
a point in the closed interval [- 50, - 18]that green players receive when some 
of the players select a black card, second 5 bits represent a total point in the 
closed interval [- 6, 26]that black players receive when they select black cards, 
and last 5 bits represent a total point in the closed interval [- 6, 26] that orange 
players receive when they select orange cards. 

2. First, 30 initial population was chosen randomly.  Then, the roulette strategy 
plus elitist strategy was utilized in order to produce a population in the next 
generation. 

3. In order to construct a fitness function for evaluating each chromosome, we 
have taken the followings having been observed during each game playing into 
consideration. 
a) How often a top player has been replaced by other five players ? 
b) Variance of each player’s total point.  (High fitness value should be given 

when the variance of each player’s total point is low.) 
c) Total number of the black cards having been chosen in the game playing. 
d) Final state of the COMMONS. 
e) Total number of the orange cards having been chosen in the game playing. 

After 100 generations, we have obtained the following rule: 

   1)  Black Card:  +24     2) Penalty Point of the Green Card:  - 42 
   3)  Orange Card:  + 14 

3.2   Modified COMMONS GAME Constructed by the Use of the Two 
Evolutionary Algorithms 

In the original COMMONS GAME, point of each colored card is fixed and any envi-
ronmental change is not taken into account for deciding it.  Recently, we have tried to 
consider a new rule for assigning a point to each colored card which takes environ-
mental changes into consideration. 

In the followings, we shall briefly explain our new trial. 
First, we set up the following framework for deciding a point of each colored card: 

a) Penalty PG for green players:  We proposed an appropriate way for penalizing 
green players which takes the environmental changes into account: 
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    PG = - WG × (Gain G), where WG means the numerical value that is determined 
by the Evolutionary Programming, and “Gain G” denotes the return that the 
green players can get if any other player does not choose “Black Card.” 

b) Point AOB that black players lose:  We proposed an appropriate way (for ask-
ing black players pay cost in trying to penalize green players) which takes the 
environmental changes into account: AOB = OB / NOB  (OB = －A × (Gain 
R)), where A means the numerical value that is determined by the Evolution-
ary Programming, and NOB means the number of players who have chosen 
the black cards, and “Gain R” denotes the return that the red player can get. 

c) Point OR that orange players add to the red players:  We proposed an appro-
priate way (for helping red players maintain the commons) which takes the 
environmental changes into account:  OR = W0 × (Gain R), where W0  means 
the numerical value that is determined by the Evolutionary Programming. 

Then, we tried to utilize the two Evolutionary Algorithms NSGA-II [14]and FEP 
[15]for the following objectives:  

1) NSGA-II was utilized for generating various intelligent computer players. 
2) FEP was utilized in order to find an appropriate combination of the values of 

the three parameters WG, A, and W0 . 

Thanks to NSGA-II and FEP, we could succeed in finding the following combina-
tion of the parameter values:  Wg = 0.27, A = 0.04, W0 = 0.12 

Due to space, we don’t go into details.  Interested readers are referred to [13]. 

4   Game Playing Experiments for an Appropriate Evaluation of 
the Three Games 

We have carried out several game playing in order to get an answer concerning to the 
question “Which game is the best for letting people consider seriously about the 
commons?”.  In the followings, we show several data relating to game playing of the 
three games (which has recently been carried out in our university (Osaka Kyoiku 
University).  Fig.2 illustrates the changes of the total points of the 6 players in each 
game run.  Table 1 shows the total number of the changes of the rankings of the 6 
players during each game run. 

From Fig.2 and Table 1, we can easily observe: 

1) Difference between the total point gained by the top player and that gained by 
the last player is almost always the smallest in the game playing of the modi-
fied COMMONS GAME (constructed by the use of the two Evolutionary Algo-
rithms & NNs) among those of the three games. 

2) The number of the times of the changes of the rankings of the 6 players is the 
highest in the game playing of the modified COMMONS GAME (constructed by 
the use of the two Evolutionary Algorithms & NNs) among those of the three  
games. 

There are several indicators which can evaluate player’s involvement in the game 
playing.  Among those, the two indicators having been utilized above (1)&2))  might 
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Fig. 2.  Changes of the total points of the 6 players in each game run 

Table 1. Total number of the changes of the rankings 

         Type of the GAME Total Number  
  Original COMMONS GAME         27 
Modified COMMONS GAME (GAs & NNs)        32 
Modified COMMONS GAME (two EAs)        45 

be by far the two of the most important.  After the game playing, one of the authors 
asked the players concerning their satisfaction about the game playing of the three 
games.  Almost all of the players expressed their positive impression about the game 
playing of the modified COMMONS GAME (constructed by the use of the two Evo-
lutionary Algorithms & NNs). He also asked the following question:  “How do feel 
about the effectiveness of the game playing from the view point of “letting players 
consider seriously about the commons” ?”  More than half of the players agreed with 
the effectiveness of the game playing of the modified COMMONS GAME (con-
structed by the use of the two Evolutionary Algorithms & NNs) toward this purpose. 

5   Concluding Remarks 

In this paper, we have tried to find the best game (from the view point “Which game 
is the best for letting people consider seriously about the commons ?”) among the 
three games (the original COMMONS GAME, the modified COMMONS GAME 
utilizing GAs & NNs , and the modified COMMONS GAME utilizing EAs & NNs). 
Several game playing having been done by our students confirm that the modified 
COMMONS GAME utilizing EAs & NNs can provide the best chance for letting 
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players consider seriously about the commons.  However, this has been confirmed 
only by several game playing by our students.  Future research is needed to carry out 
lots of game playing by various people for the full confirmation of our research. 

Further, continuous effort is also needed for finding a more advanced game for let-
ting people have a chance to consider seriously about the commons. 
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Abstract. This paper explores improvements which can be achieved by  
applying Petri nets to the modeling, simulation and analysis of the software de-
velopment process. The huge complexity of this process, in conjunction with 
the demand for rapid reaction to market pressure, hard limits on time and cost, 
and the fluidity of human resource organization can make it considerably diffi-
cult to establish a confident software development process. Simulations of such 
processes using Petri net models show considerable benefits with respect to real 
factors such as resource requirements, representation of critical borders, the ef-
fects of resource deficit, delays in process phases, etc.  

Keywords: software development, process modeling, colored Petri net. 

1   Introduction 

Software development is a complex process, which requires precise planning and 
realization to meet specific requests. A large portion of software development belongs 
to the telecommunications sector in which specific software components, which can 
be broadly dispersed, act together to deliver a requested service.  

However, software is like a living being, continuously absorbing good and bad 
characteristics from its creators, particularly the organizational skills and competences 
of the development team. Furthermore, it does not tolerate forced development, e.g. 
urgent delivery. Good and high quality software is a reflection of a competent, organ-
ized and satisfied team. Thus, it seems reasonable to invest effort into quality assur-
ance. At times, a manager must react quickly to satisfy changing market demands. 
However, manufacturing and business processes require an optimal time plan, ad-
justed to specific conditions. It is often necessary to predict the time required for 
software development, together with team proportions, while maintaining high quality 
of the software product. Various methods to discover the process dynamics have been 
proposed mostly based on modeling and simulation. In this paper, we present an ap-
proach to software development process (SWDP) modelling, simulation and analysis 
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using Colored Petri Nets (CPN). Potential benefits lie in process design and analysis, 
and in organizational improvements prior to the SWDP and during its various phases. 

The software development process based on the waterfall model frequently used in 
telecommunication industry is described in section 2. A model of the SWDP realized 
using colored Petri nets, along with a short review of Petri nets is given in section 3. 
Results of simulation experiments and process analysis are elaborated upon in section 
4, followed by a conclusion.   

2   The Software Development Process  

Complex information systems as manufactured goods require a high organizational 
level for software development. In practice, small companies habitually consider 
direct writing of program code in their software development. However, real software 
development implies much more and high quality software development requires a 
high level of business organization and sometimes very complex processes of soft-
ware production. 

2.1   Phases of Software Development 

The Waterfall model is document-driven where each step yields artifacts in the form 
of documents. According to the waterfall model of the SWDP [3], a simplified SWDP 
can be defined as a business process consisting of four phases. The first phase is 
analysis. The analysis phase starts with gathering requirements into an input docu-
ment for the SWDP. It consists of an exact definition of the customer or client re-
quirements for the requested software. The start of this phase is marked by a decision 
point, or so-called tollgate, labeled as TG0 (Fig. 1).  

 

Fig. 1. A rough representation of the SWDP depicted in four phases with sub-processes 

This phase terminates with tollgate TG2, where a major decision must be made  
according to the progress of this phase. The decision can be based on the results of 
requirement analysis, costs estimation and/or a system study, i.e. in sub-processes of 
this phase. If the progress of the SWDP is satisfactory, the next phase, called the  
design phase, begins. In this phase, the requirements are decomposed and broadly 
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analyzed by performing task planning, module design, coding and basic testing  
(fig. 1). The results are program units, i.e. software modules. The design phase termi-
nates by concurrent execution of encoding and basic tests for all software modules. 
The next control point, the Milestone labeled MS3, marks the beginning of the testing 
phase. Software modules have to be tested in a simulated functional environment, 
along with the related hardware, which is commonly developed as a parallel activity 
[1]. Tollgate TG4 marks the start of the delivery phase of the SWDP, which encom-
pass different final activities, such as product packing, creating an install shield, writ-
ing user documentation and quality reporting (Fig. 1). The last part of the SWDP is 
marked by tollgate TG5. The main phases of the SWDP follow the arrangement 
shown in fig. 1 in theory. However, many of these process activities are of concurrent 
nature, i.e. are executed in parallel with various interconnections. 

2.2   Organization, Structure and Documentation 

The SWDP incorporates a well-organized project structure, which must be skillfully 
managed according to human resource potential. This section describes the organiza-
tion and layered structure of the SWDP, which we modeled, simulated and analyzed 
using the CPN model.  

Three management levels exist in the SWDP hierarchy, each of which provides a 
corresponding document. The highest level of the management structure consists of 
managers who care about the fluent flow of software development. This team is com-
prised of a project manager and a software quality manager. The project manager 
manages the entire project team and determines the job dynamics according to prede-
fined objectives. The software quality manager is responsible for monitoring and 
predicting the quality of the product, as well as maintaining and improving the devel-
opment process.  

A system analyst is a highly competent person with adequate experience, placed in-
between the high and low levels of the management hierarchy. His knowledge of 
hardware and software systems must be broad enough to perform sub-process system 
analysis (fig. 1) and to create hardware and software specifications. 

Finally, the lowest level of the management team consists of technical managers, 
which are responsible for the technical characteristics of product realization. These 
include configuration and testing performed by software architects and hardware 
engineers. Their practical knowledge is joined with some special branches depending 
on the needs of the SWDP, such as design, testing, hardware engineering, etc. Their 
activity is mainly focused on the specification of product functionality. 

After inspecting software documents during the analysis phase, software architects 
create an implementation proposal document, while hardware engineers perform the 
same task on the hardware side. Software and hardware implementations appear in the 
documentation as a specification of its functionalities. The configuration manager 
prepares a configuration plan, while the test manager writes a test plan prerequisite 
for system testing and functionality verification. As mentioned earlier, in each sub-
process activity, the responsible person creates the specific documentation.  
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3   Software Development Modeling and Simulation Using 
Petri Nets 

Modeling business processes provides clear descriptions and better understanding of 
complex processing phenomena. Process modeling and simulation have been previ-
ously used for various process solution estimations, selection of the most suitable 
cases and resource optimization. A simulation model of the SWDP is an approximate 
description of a real process or a system of processes. In general, simulation of a 
model allows for a quantitative analysis and gives answers to "what-if" questions. The 
SWDP is composed of a large number of interconnected elements, where human 
resources carry out the essential functions. The focus of our simulations was the usage 
of human resources and their relation to process dynamics. 

3.1   A Short Review of Petri Net Models 

A Petri net is a mathematical representation of a discrete distributed system. As a 
modeling language, it graphically depicts the structure of a distributed system as a 
directed bipartite graph with annotations. A Petri net consists of places, transitions, 
and directed arcs. Arcs run between places and transitions. Places may contain any 
number of tokens. Execution of Petri nets is non-deterministic, i.e., multiple transi-
tions can be enabled at the same time, making Petri nets well-suited for modeling the 
concurrent behavior of distributed systems [2, 5]. 

The formal definition of a Petri net describe it as a 5-tuple (S, T, F, M0, W), where: 

• S, T and F are the set of places, transitions, and directed arcs, respectively. 
• Set F is subject to the constraint that no arc may connect two places or two 

transitions, or more formally:  F ⊆  (S × T) ∪ (T × S) 
• M0 : S → Ν  is an initial marking, where for each place s ∈ S, there are ns ∈ Ν 

tokens.  
• W : F → Ν+ is a set of arc weights, which assigns to each arc f ∈ F some 

n ∈ Ν+ denoting how many tokens are consumed from a place by a transition, 
or alternatively, how many tokens are produced by a transition and put into 
each place.  

Colored Petri nets are a high-level extension of basic Petri nets which support hi-
erarchical structuring, timed transition executions, and where every token has a 
value. Token interaction must be defined and associated to each transition. Each 
token can carry a time stamp denoting the time at which the token is ready.  A hier-
archical process structure can be constructed by substitution transitions of so-called 
sockets and ports interconnecting the Petri net on a lower level for that transition. 
Fusion places are level independent. Once created, a fusion place interconnects re-
lated Petri nets on different levels. These properties annotate CPN as an appropriate 
model for systems in which communication, synchronization and resource sharing 
are fundamental [4].  
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3.2   A CPN Model of the Development Process 

Our CPN model of the SWDP has a hierarchical structure created from a total of 19 
colored Petri nets which are arranged to correspond to the SWDP hierarchy in three 
levels: level 1 is entitled the process level, level 2 the sub-process level and level 3 the 
operative level (Fig. 2). Each lower level is composed as set of Petri subnets. Subnets 
on level 2 are driven by and connected to their unique substitution transitions from the 
upper level. In reality, the execution of a substitution transition on level 1 activates 
the execution of a subnet on level 2 and then returns to level 1. Analogously, the part 
of the transition set on level 2 is exchanged by subnets from level 3. Generally, each 
substitution transition is based on the Petri net of a lower level. The global hierarchi-
cal model is illustrated in fig. 2.  

In our SWDP model, we used a timed CPN consisting of 120 places, of which 25 
fusion and 41 socket places. The model contained 74 transitions, of which 18 substitu-
tion transitions were included. The number of simple colors declared was 4: 2 com-
pound and 2 colors with time dimension. The total number of variables that support 
token movement was 10. 

 

Fig. 2. An illustration of the applied CPN model structure for the SWDP arranged in three 
levels  

The simulation model was constructed to provide information regarding human re-
source allocation, which can be defined as a certain number of team members allo-
cated in 9 different project roles. Changing the initial conditions in the CPN model 
corresponds to a change in the number of team members in the SWDP. The initial 
conditions of the simulation model are variables for project specifications, human 
resources, project documentation, auxiliary and time variables for different process 
phases. Many simulations were performed by changing the initial conditions of the 
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CPN model, which manifested in results containing different numbers of members in 
the project team. 

3.3   Process Modeling and Data Gathering 

Modeling and simulation using the CPN model can, in general, be used for process 
learning, performance improvement and cost reduction in the SWDP. Our simulations 
were focused on the optimization of human resources subject to certain financial and 
time constraints.  

The most complicated part of process modeling is gathering the data needed for the 
simulation. Our data sources were derived and collected from project documentation, 
quality measuring results, observation and measurements of process activities, and 
from own experiences as project team members from other parallel or finished pro-
jects. The project and time plans, role, and process description documents can provide 
enough information for fundamental estimation. However, additional information 
must be collected and extracted from quality measurement records and through em-
pirical approaches. 

4   Results of Simulation Experiments 

As mentioned earlier, documentation in the SWDP was used for transferring knowl-
edge from an idea to a real software product. The SWDP described in this paper, 
operates with 22 different project documents. The expected benefit of our simula-
tion was to discover the time and cost function for the modeled process regarding 
human resource usage, which we consider the most important factor in the SWDP. 
The target was to determine the bordering cases for which project requirements 
could be satisfactorily managed. The SWDP was defined as a project with the fol-
lowing limitations: 

- Project duration for the SWDP could not exceed 2.000 hours, i. e. approxi-
mately one year. 

- The cost could not exceed a value of 40.000 man/hours, with minimum usage of 
human resources. 

Process modeling and simulation were performed by CPNtools [4]. Initial values of 
the variables in the CPN represented team members corresponding to the number of 
designers and testers in the development team.  A hundred separate simulations were 
performed with various initial input variables for designers and testers. The total 
number of members in the entire development team was defined as the sum of the 
designers, testers and other members that were recognized as essential to the team. All 
simulations resulted in a prediction of the amount of time needed for project duration 
and the effective time interval needed for software product development. 

The graphs in fig. 3 show the relation between project duration, the number of de-
signers and testers, and the cost obtained via simulation. The graph on the left shows 
the solution space in which various numbers of team members could complete the 
project in the proposed time period. Considering the cost criteria, i.e. a maximum of 
40.000 man/hours, significantly cuts the surface area and additionally restricts the  
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Fig. 3. The graph on the left shows project duration, while the graph on the right shows cost 
estimation, both in relation to the number of designers and testers in the development team 

number of project team members (represented by the white areas on both diagrams in 
Fig. 3). The acceptable parts of the surfaces in the graphs with respect to the defined 
project conditions are shown in white. The optimal number of members was found for 
the given structure of the SWDP. Namely, the optimal team consisted of 25 members, 
i. e. 9 designers, 9 testers and 7 mandatory members, such as quality managers, which 
appear in big projects.  

Such a team could develop the requested software product effectively during 1511 
h and with minimal cost of 37 775 man/hours. Based on this result, team member load 
was calculated for all process roles, depicted in fig. 4. According to the graph, design-
ers consume the largest part of total development time (691,7 hours/man), followed 
by testers (600,4 hours/man). 

The dynamics of time consumption over the SWDP phases is depicted in fig.5. It 
shows the time distribution from phase to phase, where the increment between phases 
represents amount of time used (Fig. 5). The most time, in this case, was spent in the 
testing phase.  

 

 

Fig. 4. Human resource time spent for different roles in the SWDP 
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Fig. 5. The diagram of time spent over process phases 

Additional simulations were performed in which the basic SWDP model was ex-
tended to represent tandem projects in order to utilize human resources in periods 
when human resources were without tasks in the current SWDP. It proved beneficial 
for total cost saving and increased job effectiveness. The optimal solutions for the 
SWDP applied to two parallel projects with the same human resources resulted in up 
to 24% reductions of cost and development time. However, they increased single 
development time for both projects. 

5   Conclusion 

Any business process can be realized and verified with an equivalent Petri net model. 
Thus, decision-making and management can be additionally supported with simula-
tion and analysis of such models for SWDP pre-planning and, moreover, during its 
phases. The main obstacle in process modeling is finding apposite data in advance, 
which may well represent the process entities for which existing requirements have to 
meet available resources. This can be, for example, the amount of time needed for an 
expert to solve the problem. On the other hand, the simulation results provide various 
allocations of SWDP resources, which decision-makers and management could con-
sider as relevant selections for the observed SWDP. 
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Abstract. Several models have been proposed for describing grouping
behavior such as bird flocking, terrestrial animal herding, and fish school-
ing. In these models, a fixed rule has been imposed on each individual
a priori for its interactions in a reductive and rigid manner. We have
proposed a new framework for self-organized grouping of agents by re-
inforcement learning. It is important to introduce a learning scheme for
developing collective behavior in artificial autonomous distributed sys-
tems. This scheme can be expanded to cases in which predators are
present. In this study we integrate grouping and anti-predator behaviors
into our proposed scheme. The behavior of agents is demonstrated and
evaluated in detail through computer simulations, and their grouping
and anti-predator behaviors developed as a result of learning are shown
to be diverse and robust by changing some parameters of the scheme.

1 Introduction

The collective behavior of creatures can often be observed in nature. Bird flock-
ing, terrestrial animal herding, and fish schooling are the typical well-known
cases. Several observations suggest that there are no leaders in such groups who
control the behavior of the group. Collective behavior develops from the local
interactions among agents in groups [1,2,3]. Several models have been proposed
to describe grouping behavior. In these models, a fixed rule has been imposed
on each agent a priori for its interactions [4,5,6,7]. This reductive and rigid ap-
proach is suitable for modeling groups of biological organisms since they appear
to inherit the ability to form groups. However, it is important to introduce a
learning scheme that develops collective behavior in artificial autonomous dis-
tributed systems.

The characteristic feature of reinforcement learning [8,9] is unsupervised learn-
ing by trial and error, i.e., by exploration, in order to maximize rewards obtained
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from the environment. Introducing appropriate relations between an agent’s be-
havior (action) and its reward, we could design a new scheme for the development
of grouping behavior by reinforcement learning. We have proposed a new frame-
work for self-organized grouping of agents by reinforcement learning [10]. This
scheme can be expanded to cases in which predators are present [11].

In this study we integrate grouping and anti-predator behaviors into our pro-
posed scheme. The behavior of agents is demonstrated and evaluated in detail
through computer simulations, and their grouping and anti-predator behaviors
developed as a result of learning are shown to be diverse and robust by changing
some parameters of the scheme.

2 Reinforcement Learning

Reinforcement learning originated from the experimental studies on learning in
the field of psychology. Almost all reinforcement learning algorithms are based on
the estimation of value functions. Computer systems receive only an evaluative
scalar feedback for a value function from their environment and not an instruc-
tive feedback as in supervised learning. Q-learning [12] is known as the best-
understood reinforcement learning technique. A value function in Q-learning
consists of values determined from a state and an action, which is called Q-value.
In Q-learning, the learning process consists of acquiring a state (st), deciding
an action (at), receiving a reward (r) from an environment, and updating the
Q-value (Q(st, at)). The Q-value is updated by the following equation:

Q(st+1, at+1) = Q(st, at) + α[r + γ max
a′∈A(s′)

Q(s′, a′)−Q(st, at)] , (1)

where A denotes the set of actions; α, the learning rate (0 < α ≤ 1); and γ,
the discount rate (0 < γ ≤ 1). Q-learning is one of the reinforcement learning
techniques used for maximizing the sum of the rewards received. It attempts to
learn the optimal policy by compiling a table of Q-values Q(s, a) according to
Eq. (1). Q(s, a) provides the estimated value of the expected response action a
for state s. Once these Q-values are learned, the optimal action for a state is the
action with the highest Q-value. In the original Q-learning algorithm, a greedy
policy with pure exploitation has been adopted. However, it is generally difficult
to obtain satisfactory results by employing this policy. Therefore, in the present
study, a policy that allows the adoption of a nonoptimal action is introduced.

In reinforcement learning, many types of exploration policies have been pro-
posed for learning by trial and error, such as ε-greedy, softmax, and weighted
roulette action selection. In the present study, we adopt the softmax action se-
lection method, and the rule is given as p(a|s) = exp{Q(s,a)/T}∑

ai∈A exp{Q(s,ai)/T} , where

T is a positive parameter called temperature. High temperatures cause all the
actions to be (nearly) equiprobable.
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3 Model and Method

3.1 Internal Perceptual Space of Each Agent

We employ a configuration of N agents that can move in any direction in a two-
dimensional field. Learning of each agent (agent i) progresses asynchronously
with time in the discrete time step ti = dit + oi, where di and oi are integers
proper to agent i (0 ≤ oi < di). The agents act in discrete time t, and at each
time step ti an agent (agent i) finds another agent (agent j) among N−1 agents
and learns.

In the internal perceptual space, state st of Q(st, at) for agent i is defined
as [R], which is the maximum integer not exceeding the Euclidean distance R
from agent i to agent j. For action at of Q(st, at), four types of action patterns
(a1,a2,a3, and a4) are considered, which are as follows (also illustrated in Fig. 1):

a1 : Attraction to agent j
a2 : Parallel positive orientation to agent j (ma · (mi + mj) ≥ 0)
a3 : Parallel negative orientation to agent j (ma · (mi + mj) < 0)
a4 : Repulsion to agent j

Here, ma is the directional vector of at, and mi and mj are the velocity vectors
of agents i and j, respectively. Agent i moves in accordance with mi in each
time step, and mi is updated by the expression

mi ← (1− κ)mi + κma , (2)

where κ is a positive parameter (0 ≤ κ ≤ 1) called the inertia parameter.
In this study, as we consider same types of agents and the perceived object

as a predator, two types of corresponding Q-values should be introduced.

3.2 Learning Modes against Agents of the Same Type and against
Predators

In our proposed model, we offer the reward r for Q(st, at) to each agent according
to the distance R from the perceived agent of the same type. The learning of

Fig. 1. Constitution of internal perceptual space of each agent
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Table 1. Reward r for selected action at in state st = [R]

Learning mode Learning mode
against agents of the same type against predators

st 0 < [R] ≤ R1 R1 < [R] ≤ R2 R2 < [R] ≤ R3 R3 < [R] 0 < [R] ≤ R3 R3 < [R]

at a4 a1, a2, a3 a2 a1, a3, a4 a1 a2, a3, a4 a1, a2, a3, a4 a4 a1, a2, a3 a1, a2, a3, a4

r 1 −1 1 −1 1 −1 0 1 −1 0

the agents proceeds according to the positive or negative reward, as shown in
Table 1, in which R1 < R2 < R3. In the case of 0 < [R] ≤ R3, agent i can
perceive another agent of the same type with a probability in proportion to
R−β, where β is a positive parameter. This implies that the smaller the value of
R is, the easier the selection of the agent at the position is. When 0 < [R] ≤ R1,
the agent receives a positive reward (+1) if it assumes a repulsive action against
the perceived agent (a4); otherwise, it receives the penalty (−1). In the case of
R1 < [R] ≤ R2 and R2 < [R] ≤ R3, the agent also receives the reward or penalty
defined in Table 1 depending on the actions. In the case of [R] > R3, agent i
cannot perceive agent j; hence, it receives no reward and chooses an action from
the four action patterns (a1, a2, a3, and a4) randomly.

When there is a predator within R3, agent i perceives the predator with
a probability of 1, and the learning mode against agents of the same type is
switched to the learning mode against predator. In this case, agent i gets the
positive reward (+1) if it takes a repulsive action to evade the predator (a4);
otherwise, it gets the penalty (−1), as defined in Table 1.

4 Simulations and Results

In the computer simulations, we have assumed the following experimental con-
ditions: α = 0.1, γ = 0.7 in Eq.(1), T = 0.5 (under learning) for the softmax
action selection method, κ = 0.4 in Eq.(2), β = 0.5 for the distance dependence
of R−β, di = 1, and oi = 0. The initial velocities of the same type of agents are
set to one body length (1 BL). The velocity |ma| which is the directional vector
of at is also set to one body length (1 BL). The velocity of the predator is set
to two body lengths (2 BL). We have simulated our model for the number of
agents N = 30 and R1 = 4 (BL), R2 = 20 (BL), and R3 = 50 (BL).

4.1 Evaluation in No Predator Case and in the Case Predator
Appears

In order to quantitatively evaluate how the agents develop grouping behavior,
we introduce the measure |M| of the uniformity in direction and the measure E
of the spread of agents.

|M| = 1
N

∣
∣
∣
∣
∣

N∑

i=1

mi

∣
∣
∣
∣
∣

, (3)
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E =
1
N

N∑

i=1

√
(xi

A − xG)2 + (yi
A − yG)2 (4)

where (xi
A,yi

A) and (xG, yG) are the two-dimensional coordinate of agent i and
the barycentric coordinate among the agents, respectively. The value of |M|
becomes closer to 1 when the directions of agents increase their correspondence.
The agents come close when the value of E becomes small. In the evaluation, we
take 100 events of simulation with various random series in exploration in both
no predator case and the case predator appears.
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Fig. 2. Time step dependence of aver-
aged |M| and E in 100 events for no
predator case
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Fig. 3. Time step dependence of av-
eraged |M| and E in non-splitting 94
events for the case predator appears

Figure 2 shows the time step dependences of averaged |M| and E for no
predator case. The transition of 〈|M|〉 evolves good in every time step. The
value of 〈E〉 takes a large value at the early stage of learning, after which it
decreases to a value around 8 as learning proceeds.

In the case predator appears, the predator approaches the agents from behind
and passes straight through the center of the group of agents. The predator
appears in every 500th time step up to 5000 time steps. Figure 3 shows the
average of non-splitting 94 events in 100 events. When the predator appears, the
learning mode is changed. Hence, 〈E〉 takes a large value and 〈|M|〉 decreases
to around 0.2. This implies that the agents do not exhibit grouping behavior.
When the predator disappears, the learning mode is reverted to the original
mode. 〈E〉 takes a small value and 〈|M|〉 increases again to around 0.9 because
of the grouping behavior exhibited by the agents.

4.2 Effect of Inertia Parameter on Grouping in No Predator Case

From the definition of updating the velocity vector of an agent mi (Eq.(2)), an
agent has stronger inertia (tendency to keep its own direction unchanged) when
(1−κ) takes a larger value. Figure 4 shows (1−κ) dependences of 〈|M|〉 and 〈E〉
at the end of learning (t = 5000). The spread of agents 〈E〉 becomes considerably
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large and the directional uniformity of agents 〈|M|〉 becomes lower when (1−κ)
exceeds 0.6. This means that there grow two (or more) groups of agents, due to
breakup of a group. Because agents with strong inertia (large (1−κ)) need some
time steps to change their directions according to other agents, they sometimes
cannot keep track of other agents, and several agents get segregated. Figure 5
shows the case under the condition that the velocities |mi| of all agents are fixed
to 1 (mi ← (1−κ)mi+κma

|(1−κ)mi+κma| ). Due to the restriction, the threshold (1 − κ) for
breakup of a group becomes 0.5 lower than 0.6 in Fig. 4.
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Fig. 4. (1− κ) dependences of averaged
|M| and E at t = 5000 in Eq. (2)
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|M| and E at t = 5000 in |mi| = 1

4.3 Velocity Distribution of the Group

The agent changes the velocity mi in each time step based on the definition
for the velocity vector of an agent. Learning grouping and anti-predator behav-
iors, the agent also improves its speed for such behaviors. In order to confirm
the influence of learning on the velocity of the agent, we check the velocity
|mi| of the agent under learning and after learning. Figure 6 shows the veloc-
ity |mi| distribution of the group in no predator case for 500 steps intervals
(500steps× 30agents data). In the distribution for 0-500 steps under learning,
low speed holds more than 10% and high speed does not reach 40%. In the
distribution for 500-1000 steps under learning, low speed decreases to 7% and
high speed increases to 52%. At the stage of 1000-1500 steps under learning,
the distribution becomes same as that for 500 steps after learning. The velocity
|mi| distributions of the group when a predator appears are shown in Fig. 7.
A similar tendency to Fig. 6 is obtained for 100 steps intervals against the
predator.

4.4 Trajectories of Agents and Predator

Figure 8 shows the trajectories of the agents in 1700 steps against the predator af-
ter learning. In this case, each agent uses fixed Q-value at t=5000 under learning
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and by setting T → 0 in the softmax action selection method as the greedy be-
havioral policy. Through the learning stages, they have learned grouping and
anti-predator behaviors. The magnification of 100 steps in Fig. 8 is shown in
Fig. 9. On spotting the predator, the agents form a shape resembling a (polar-
ized) fountain to escape from it. This suggests that the adaptive behaviors of
agents, including escaping from the predator, is developed as a result of the two
learning modes. Many kinds of anti-predator strategy are observed and recorded
from a field study on predator-prey interactions [3,7]. In our simulation, such
anti-predator behaviors of agents like vacuole and herd are also observed.

5 Conclusion

We have demonstrated a scheme for forming autonomous groups of agents by
reinforcement Q-learning. In addition to the grouping behavior of agents, the
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anti-predator behavior exhibited while escaping from predators can be devel-
oped by learning. This indicates the adaptive flexibility of our proposed scheme.
In order to confirm effectiveness of our scheme for various situations and pat-
terns of escaping behavior, we have carried out further investigations. We are
interested in the examination of the group that has complex and diverse learn-
ing conditions. We are carrying out a simulation on a group of agents in which
learning progresses asynchronously and on a group that includes slow-learning
agents.
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Abstract. We have been conducting research on how to design relationality in 
complex systems composed of intelligent tangible or intangible, artificial arti-
facts, by using evolutionary algorithms and network science as methodologies. In 
addition, we have developed a special machine called Network Simulator as a 
research tool to conduct massively parallel and ultra-high speed simulations on 
relationality design. This paper describes the research concept of relationality 
design and network simulations characterized by automatic hypothesis-finding 
and verification. 

Keywords: relationality design, evolutionary algorithms, network analysis, 
network simulations with hypothesis-finding. 

1   Introduction 

In network science, a system is modeled as a network in which elements of the system 
are represented by nodes and interactions between elements by edges. The idea to 
envisage a system as a network can be applied to complex systems at various levels of 
hierarchy, from molecules, genes and cells, to human organization and society, and 
economical and social systems.  

As a matter of face, recent studies on network analysis of complex systems have 
revealed the common characteristics for them. For example, properties represented by 
small world network and/or scale free network have given us a new view to grasp and 
understand such complex systems as network dynamics. In other words, those systems 
are supposed to share some common mechanisms to gather, edit and represent infor-
mation, and to achieve some dynamical functions.  

Our research at the laboratory of Socio-informatics, Doshisha University, is oriented 
towards the design and analysis of complex systems and societies composed of intel-
ligent tangible or intangible, artificial artifacts. The research is based on emphasizing 
and investigating the role and values of socio-economics’ aspects of these systems and 
societies such as information exchange, interaction, cooperation, psychology and 
emotions. We are particularly interested in the dynamic properties of adaptive systems 
and societies such as emergence, growth, development, fusion, fragmentation, and 
collapse of interaction networks between the artifacts composing these systems. 
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So far we have been conducting research on how to design relationality in complex 
systems by using evolutionary algorithms and network science as methodologies. The 
concept of relationality here denotes interactions through which two entities mutually 
influence each other, linkage over time and space, and context as a result of accumu-
lated interactions and linkage. We have also developed a special machine called 
Network Simulator as a research tool to conduct massively parallel and ultra-high 
speed simulations on relationality design.  

In this paper, we introduce the research concept of relationality design and network 
simulations characterized by automatic hypothesis-finding and verification. 

2   Research on “Designing Relationality” 

The concept of relationality here, again, denotes interactions through which two enti-
ties mutually influence each other, linkage over time and space, and context as a result 
of accumulated interactions and linkage.  

We human beings behave and communicate with others, sometimes based on the 
past memories and sometimes on anticipation for the future. That is, current humans’ 
information processing is influenced by the past and the future. Thus, it is crucial to 
consider linkage over time and space as well as direct interactions especially in such 
systems where humans as entities or elements are involved. In that sense, context as a 
result of accumulated interactions and linkage is also very important. 

Interactions and linkage form context with the passing of time, and in turn the con-
text and linkage affect upcoming interactions. Thus interactions, linkage and context 
are mutually related. Relationality is not limited to physical and spatial one, or rather 
basically invisible and information-driven, and sometimes ecological and environ-
mental. Social and economical systems, culture, region, and sense of value, therefore, 
are included in relationality. 

We human beings should be entities that wish for relationality or relationships with 
others and hope to find meaning in these relationships. Human beings, in other words, 
might live in relationality and be alive with relationality. Along with the progress to-
wards informational and networked societies, new social systems in which environ-
mental and information-driven relationality plays an important role will emerge. 

The idea to envisage systems, therefore, as relationality networks could be applied to 
complex systems. The topics of research include analysis of relationality between 
entities and the resulting emergent properties of complex systems and societies at 
various levels of hierarchy, from the lowest, molecular level (interactions between 
molecules in the cells)[1] through the DNA (genetic regulatory networks), cells (in-
teractions between cells during the growth, differentiation and specializations of tissues 
and organs in multi-cellular organisms) to the highest level - artificial (interactions and 
collaboration between agents in multi-agent systems) and human societies (human 
communications and interactions).   

Fig.1 shows some of research topics, and examples of research directions include: 

• Genome bioinformatics,  
• Artificial evolution for developing intelligent software systems [2][3], 
• Hardware implementation of developing, evolving and adapting neural networks, 
• Artificial emotions, 
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Fig. 1. Research topics on relationality design 

• Multi-agent systems for modeling and analyzing organizations, societies, 
economies and their emergent properties. 

• Socio-economical aspects of roles and values of entities in human network  
dynamics. 

The approach for design and analysis of such complex systems and societies is based 
on the algorithmic paradigm of evolutionary algorithms, and especially, genetic pro-
gramming [4]. In genetic programming, the candidate solutions (represented as genetic 
programs) to the design problem undergo alterations through genetic operations (such 
as selection and reproduction) and their survival depends on the fitness (i.e. quality of 
achieved solution to the problem) tested in the environment, which allows the popula-
tion of solutions to evolve automatically in a way much similar to the evolution of 
species in the nature.  

As a holistic algorithmic paradigm, evolutionary algorithms are consonant with the 
holistic approach to the design and analysis of complex systems and societies, based on 
the belief that any complex system or society is more than the sum of its individual 
entities, more than the sum of the parts that compose it.  And due to their heuristic 
nature, evolutionary algorithms offer the opportunity to explore various problems in the 
considered problem domains where the lack of exact analytical solutions or the extreme 
computational expensiveness of such solutions hinders the efficiency of traditionally 
applied analytical approaches.   

Applying evolutionary algorithms to the design of complex systems, societies,  
organizations, economics and analysis and comprehension of the emergent properties, 
and especially the dynamics of interactions between the intelligent tangible or  
intangible, artificial artifacts composing these systems is the primary objective of  
our research. 



 Network Simulations for Relationality Design 437 

3   Network Simulators for Network Simulations 

3.1   Concept and Key Technologies for Network Simulator 

As we take the constructive approach through simulation, a powerful tool for simula-
tions, e.g. a simulator is indispensable in addition to methodologies. We have devel-
oped a special machine called Network Simulator for that purpose. 

In designing a simulator, one of the concepts is to pursue the essence of complex 
systems in terms of information processing. That is, it is crucial to emulate relationality 
of complex systems with high-fidelity as much as possible. So, we could model a 
system as a complex which accumulates a huge number of relatively simple relation-
ality in the system. As for the architecture of the simulator, therefore, we have  
employed hardware-oriented architecture, completely different from the direction of 
supercomputers which make too much of processors’ speed. 

Another concept we propose here is automatic hypothesis-finding. Usually simula-
tions should be conducted to verify some working hypothesis. In other words, hy-
potheses should be ready prior to simulations in general. In this research, however, we 
have proposed simulations with automatic hypothesis-finding. That is, we intend to 
conduct simulations generating hypotheses and verifying them automatically. 

We have developed the Network Simulator that enables not only massively parallel 
and ultra-high speed simulations for a large-scale system but also simulations with 
automatic hypothesis-finding. More concretely, this simulator can generate networks as 
relationality between elements of a given system dynamically on hardware, and then 
can execute simulations repeating generation and verification of its possible networks 
automatically. 

Key technologies are “flexible hardware”, “evolutionary algorithms” and “network 
analysis”. By using reconfigurable hardware, e.g., FPGA (Field Programmable Gate 
Array), “flexible hardware” becomes available. And then, we can implement, more 
precisely we can make the simulator implement networks or interactions between 
elements on the reconfigurable hardware in parallel and dynamically. Secondly, we can 
change, remake and/or evolve the networks or interactions by using “evolutionary 
algorithms”. The networks or interactions implemented are verified through simula-
tions. That is, this automatic generation and test process of networks or interactions 
between elements corresponds to the process of hypothesis-finding. In this process, 
“network analysis” works to effectively reduce the search space for possible interac-
tions so as to maintain network properties as a whole of the system. Thus, good hy-
potheses should be selected and be genetically modified for the next generation in 
evolutionary algorithms, while bad ones should be deleted. 

3.2   Architecture 

A new architecture has been developed for an ultra high-speed simulator that computes 
the evolution of biochemical signal transductions in cells as a typical example of 
complex systems [5]. Unlike ordinary computers used for most scientific simulations, 
this architecture is not based on an ALU/FPU type sequential arithmetic process; in-
stead, it directly implements the target phenomena into electronic circuits that operate 
massively in parallel. This methodology squeezes the potential computing power of the 
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circuits on the silicon far more efficiently than CPU-oriented circuitry. As a result, the 
cost performance of the developed simulation system is much higher than software 
simulations operating on the conventional computers. Actually, its performance is 
comparable to supercomputer systems, while such costs as electricity and placement 
area are only several times larger than PCs.  

From a microscopic viewpoint, the phenomena of life are the results of biochemical 
reactions. Inside a living cell, about 10 billion biochemical molecules react at a speed of 
10 thousand times per second. Molecules are classified into about 20 thousand sub-
stances. A substance may be both substrates of reactions or products of other reactions. 
Accordingly, they form a huge network with the reactions. Knowing the amount of the 
evolution of substances, one can clarify the phenomena of growth and disease, which in 
turn are essential for personalized medical care or efficient food production, etc. 
However, the network is too complex to solve its behavior analytically; only simulation 
methodology is applicable.  

To do so, it is necessary to update the amount of substances 200 million times per 
second so that the simulation speed matches the real reactions. For more practical case 
of actual use, for example, one thousand times faster than the actual speed, the number 
increases to 200 billion per second: a figure 200 times larger than one billion operations 
per second, which is the typical speed of the floating point arithmetic of ordinary 
computers. In addition, in software programs, several dozens to several thousand ma-
chine clocks are usually needed to update one substance’s amount. Therefore, the 
required computing power is four to six orders larger than PC’s. 

The main part of the architecture consists of a large number of processing units 
(PUs); a counter exists in that represents the amount of a substance (Fig.2). It is de-
creased if representing a substrate of a reaction and decreased if representing a product. 
These calculations are operated in parallel, and the value of each counter evolves as the 
simulation progresses. Each reaction may occur randomly, but the average frequency 
depends on enzyme density and reaction characteristics. 
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Fig. 2. Operations of counters according to the Glycolysis reaction 
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In the system, these reaction speed controls are achieved by combinations of random 
number generators and regulations of the degree of incrementing or decrementing. As 
mentioned above, some counters have to be incremented or decremented repeatedly if 
they are related to some reactions. In the system, these plural operations are computed 
simultaneously only in one time step. While providing such useful high level opera-
tions, the circuit scale for a PU is still very small due to the simple architecture. The 
prototype system implements 4096 PU’s and operates in 100 MHz. The estimated total 
performance is up to one million times faster than PC’s, sufficiently satisfying the 
required conditions. 

3.3   Visualization of Large Scale Gene Interaction Network 

We have conducted simulations to simulate and predict gene interaction networks in 
biological cells [6][7]. Computer simulations of biological phenomena are valuable for 
system level understanding of biological systems described at molecular level. Drug 
screening is another application. Simulations of the whole network are important be-
cause interactions of individual components are ultimately responsible for an organ-
ism's form and functions.  Several systems have been proposed for simulation, for 
instance E-Cell [8], but they lack the execution speed required to simulate real bio-
logical organisms, which has a large number of elements and complex interactions 
among elements.    

For instance, a human cell has about 30,000 types of genes and these genes produce 
substances that participate in a signal transduction network composed of approximately 
hundred thousand types of elements. Conventional simulation systems are software 
based, and even running on cluster or grid systems consisting of one thousand proc-
essors, completion of simulations in a practical time is unfeasible. 

Network Simulator has a novel architecture that is completely different from ordi-
nary computers, designed specifically to simulate models described as large networks. 
The simulation model consists of quantities associated with elements, and interactions 
among elements that govern modifications of elements' quantities. The simulator has 
several thousands of PUs, and is scalable. Each PU stores the quantity of assigned 
elements, and interactions among elements are simulated by modifying the values that 
correspond to elements' (substances') quantities. 

Preliminary simulations of biochemical reactions indicate clear advantage of Net-
work Simulator over conventional systems, as the simulator is one million times faster 
than the software simulation for the same simulation precision. Improvement of exe-
cution speed by orders of magnitude considerably reduces the turn-around-time of 
simulation experiments, and opens possibilities for new research methodologies, as 
numerous parameter sets can be tested simultaneously. 

An essential component for simulations of large scale models is a system to visualize 
comprehensively and succinctly the large amount of generated data, for easier opera-
tion of simulation. Furthermore, in the case of gene interaction network, visualization 
of the gene interaction network under simulation is also necessary. 

The high simulation speed of Network Simulator implies that gene interaction net-
works simulated with Network Simulator have number of nodes that is orders of mag-
nitudes larger than conventional simulators, and conventional visualization mechanisms 
are inapplicable. 
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Input data for simulations on Network Simulator is one of high throughput experi-
mental data such as DNA microarray, mRNA and yeast two hybrid experiments. Mi-
croarray data is the primary data, and dozens of microarray data are used for a single 
simulation. Both time sequence data and mutation analysis data or mixed are possible. 
To enable direct comparison with experimental data, input (experimental) data and 
simulated data can be shown in microarray-like visualization. Color mapping identical 
to the experimental result is employed, where the brighter red indicates more abundant 
quantity, brighter green indicates less quantity, and dark red and green intersect in 
intermediate amount. 

Network Simulator also provides a comprehensive visualization of gene interaction 
networks under simulation, and its pen display GUI allows intuitive and direct ma-
nipulation of simulated networks and simulation parameters (Fig.3). To run a simula-
tion, the user specifies substances, interactions among substances, and initial quantities 
of substances. Microarray experiment data can also be used as initial values, allowing 
direct input of microarray experiment results. Gene interaction network is visualized as 
a network whose topology is optimized according to spring model [9]. During simula-
tions, quantities of substances are displayed in real time as (1) time course quantity 
curve, and (2) microarray data. While the time course curve is useful to grasp quantity 
variations, the latter visualization method is useful for direct comparison with mi-
croarray experiment results. It is also possible to show multiple microarray displays in 
sequence. Moreover, microarray display is a collection of squares representing the 
substances under simulation, and by clicking a square in the microarray window, the 
system shows detailed information of the substance such as the substance name, bio-
chemical properties, and participating gene interactions. 

 

Fig. 3. Pen display GUI showing microarray like quantity data (left) and gene interaction net-
work (lower right) 

4   Conclusion 

In this paper, we have proposed the concept of relationality that denotes interactions, 
linkage over time and space, and context as a result of accumulated interactions and 
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linkage. Also we discussed research direction and issues on how to design relationality 
in complex systems composed of intelligent tangible or intangible, artificial artifacts, 
by using evolutionary algorithms and network science as methodologies.  

As a research tool, moreover, we developed Network Simulator to conduct mas-
sively parallel and ultra-high speed simulations with automatic hypothesis-finding and 
verification. We applied the simulator to simulation and visualization of large scale 
gene interaction network, and verified that it works well and is quite effective in 
computational speed and complexity. 
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Abstract. We attempt to incorporate dynamical effect to the tick-wise price 
prediction, in order to improve performance of the autonomous price prediction 
generator we construct. Our assumption is that such dynamical effect is carried 
by local parameters including derivatives of the price (velocities and accelera-
tions) in addition to the price itself, and two dimensionless parameters con-
structed by using the derivatives. For this purpose, we add a new procedure to 
the prediction generator that computes derivatives of the data from each seg-
ment of the price time series and label that segment by those dynamical parame-
ters. We show in this paper that this dynamical version of the price generator 
indeed performs better compared to the old version. 

Keywords: Dynamical Pattern Classifier, Price Prediction Generator, Tick-wise 
Price, Quadratic Least Square Estimate (QLSE), Stylized facts. 

1   Introduction 

The mechanism of price formation is a fascinating challenge whose answer is still 
hidden behind thick layers of undiscovered facts. We approach this question by inves-
tigating the real tick-wise price time series data provided by foreign exchange mar-
kets. Although financial time series are usually assumed to be the random walk, there 
are plenty of evidences to support the idea that the tick-wise financial data show dis-
tinct deviations from the random walk, such as fat-tail, volatility clustering etc., some-
times called as “stylized facts” [1]. 

However, there are objections against those evidences, attributing them to the effect 
of mistreatment of unstable time series [2] . Is it a right direction of thought, however, 
to subtract various sources of noise from financial time series and look for “pure” time 
series data?  Such subtractions may wash out the essence of the price formation 
mechanism. We would like to try another direction of research toward the discovery of 
the truth, by taking the “contaminated” data and find the rule inside them. 

Recently, we have constructed a price prediction generator that autonomously in-
terpret the past tick-wise data to predict the price trend at a few ticks (one minute or 
around) ahead of the predicting point with accuracy as high as 70%. The system is 
based on the evolutional algorithm choosing the best combination of popular technical 
indicators case by case for the past data of foreign exchange market for several years 
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from 1995 to 2000 [3]. This fact encourages us to believe that the tick-wise motion is 
indeed predictable.  

In this paper, we attempt to improve the performance of our generator by adding a 
new element, the dynamical effect. The technical indicators that we used in Ref.[3,4] 
are made from the price data such as moving averages, but did not explicitly include 
the speed or acceleration of the price changes. Here we incorporate those parameters 
by computing the local derivatives of the prices from the segments of the time series, 
by applying quadratic least square estimate (QLSE) algorithm. 

The rest of the paper is constructed as follows. In Section 2, we show the basic idea 
on which the generator extracts dynamical information by scanning data. Then in 
Section 3, the design of our new price predictor is presented with the way to incorpo-
rate dynamical parameters into the system more concretely. The result of applying the 
new method on the tick-wise price data of USD/JPY exchange rates from 1996 to 
2000 is presented and compared to the results given by the old method of Ref.[3] in 
Section 4 Then we conclude the paper in Section 5. 

2   Elements of Dynamical Pattern Classifier 

2.1   Dynamical Price Prediction 

It is now widely known that tick-wise prices have strong correlation between adjacent 
times, which escapes from the standard “random walk” assumption of the traditional 
financial engineering. In particular, the price of the immediate future at 1-tick ahead is 
repulsive [5], which hints us to construct a tick-wise price generator [6]. 

We have proposed in Ref. [3,4], a price prediction generator by using the best com-
bination of technical indicators. This method essentially uses the deviation of the 
current price from a certain average values of the prices over neighboring time steps 
and does not consider the velocity or the acceleration of the prices. We attempt to 
incorporate those dynamical properties as a new set of indicators and utilize their 
patterns in order to predict the price range at near future. 

2.2   Quadratic Least Square Estimate (QLSE) 

We use the quadratic least square method (QLSE) for each segment of the price time 
series of length n. Defining the time t  within each segment to be nt0 <≤ , and the 
price at the time t  to be ( )tp , we extract the initial price, )0(p  and the initial veloc-

ity (of the price) )0('p , and the acceleration )0(''p  as the dynamical parameters that 

represent each segment.  
For the linear LSE, the initial price and the initial velocity for each segment are de-

fined as A and B, respectively in the following equation:   

BtA)t(p +=                                                   (1) 

They are computed by solving the following coupled linear equation. 
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For the QLSE, the initial price, velocity and acceleration (of the price) for each 
segment are defines as α , β , γ , respectively in the following equation: 

2t
2

1
t)t(p γβα ++=                                        (3) 

Those parameters are obtained by solving the following coupled equation: 
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Note that A and B that correspond to the initial price and the initial velocity ob-
tained in the linear LSE are slightly different in value to α , β  obtained in the 

QLSE. The third dynamical parameter γ  represents the acceleration for the segment. 

2.3   Dimensionless Parameters 

In this section, we define dimensionless dynamical parameters by using the velocity 
and acceleration parameters obtained in the last section. A, B , or α , β , γ . Dimen-

sionless parameters do not depend on the choice of the units of the price and the time 
thus expected to have a universal value.  

There is one such parameter made of the variable (in our case, the price), its time 
derivative (velocity), and the second derivative (acceleration), which is called as F-
number. The name comes from the similarity to the F-number often used in fluid 
mechanics representing the ratio of inertia of the fluid over the gravity defined as 
follows [7]. 

ax

v
F

2

⋅
=                                                              (5) 

In our case, we use α , β , γ  in place of x , v , a . 

γα
β
⋅

=
2

F                                                            (6) 

We also define another dimensionless number, T , following Ref. [3] that consists 
of time interval ( t ), distance ( L ), and velocity ( v ) as follows: 

L

tv
T

⋅=                                                           (7) 
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This parameter is named as T  since the major effect comes from the time interval 
( t ). Unlike F, this parameter T  essentially depends on the time scale, since the time 
interval ( t ) has to be determined as a pre-determined universal parameter. We as-
sume this t be the length of the segment ( n ). Thus the second dimensionless parame-
ter T  is defines by means of n , B , and A for t , v , L , respectively. 

                      
A

Bn
T

⋅=                                                 (8) 

From now on, we consider the effect of parametrization in terms of the above de-
fined dynamical parameters, F ,T , α , β , γ . 

2.4   Dynamical Patterns 

We use two dimensionless dynamical parameters, T  and F , for the pattern classifi-
cation. However, tick-wise changes involve extremely short time interval ranging 
from less than a minute to a few minutes and the price changes are usually very small, 
0.01-0.1. For this purpose, we divide the range of velocity v  into 3 regions by two 

threshold points downv <0 and upv >0, and do the same for the range of acceleration 

a  by two threshold points downa <0 and upa >0. By doing this, the 2 dimensional 

space of v  and a  divided into 9 regions, as shown in Table 1. 

Table 1. Dynamical pattern classification by means of v  and a  

 << downaa 0 updown aaa <<  0 aaup <<  

<< downvv 0 
   

updown vvv <<  
   

0 vvup <<  
   

In the scheme on Table 1, there are 9 patterns. The velocity v  indicates the 
up/down of the price within each segment, while the acceleration a  indicates the 
up/down of the derivative of the price. The dynamical parameter B  and γ  can be 

regarded to correspond to the velocity v  and a  in Table 1. However, the dimen-
sionless parameters F  and T  requires not only B  and γ  but A , α , β  and the 

corresponding tabulation by means of F  and T  are somewhat more complicated. By 
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using the patterns as illustrated, we can handle more delicate pattern classification 
compared to the standard ways depending solely on price up/down patterns. 

3   Intra-day Forecast by Means of Dynamical Pattern Classifier  

3.1   Job Flow of the Dynamical Price Prediction Generator 

The basic structure of the job flow as follows, which is similar to the generator that 
we proposed before in the study of technical indicator combinations [3]. 

① Set up the parameters in the prescribed range given by 
       a) Pattern length, n: 3-ticks< n <30-ticks 
       b) Term of Prediction Experiment, L: data length of one day (8000-9000ticks  

for 2000 exchange rate of USD/JPY. 
c) Predicted Range, R=1-10 ticks ahead of the point of computation 

② Generate a prediction strategy based on the dynamical parameters 

③ Compute the dynamical parameters ‘A, B,α,β,γ, F, T from the data pieces 

④ Extract patterns by means of the dynamical parameters 

⑤ Use the prediction strategy and make a prediction 

⑥ Repeat ③-⑤ for L times 

Compute the hitting rate as a ratio of correctly predicted direction of move divided 
by the total number of predictions L, and evaluate the strategies. If there are more 
than 1000 strategies, select the best 1000 strategies according to the performance in 
the evaluated hitting rates and perform the same genetic operation as in Ref. [3]. 
Namely, we sort the current strategies according to the order of performance and send 
the top 10% genes and their 9 different mutants to the next generation.  

⑦ Repeat ⑥-⑦ for all the data applied for prediction experiment. 

3.2   Generation of Prediction Strategy 

The local velocity B  and the local acceleration γ  obtained by QLSE for each data 

segment are used as the dynamical parameters for pattern classification. The 9 patterns 

correspond to the 3 by 3 matrix of B  and γ  divided by upB , downB , upγ , and 

downγ , respectively. The prediction strategy is a gene corresponding to the leaves of the 

tree of order 9, corresponding to the 9 patterns of dynamical variables at each time step. 
A typical example of the strategy generation for n=1 is illustrated in Fig.1, where 

the leaves of the tree of depth n=1 have the prediction learned from the past data. The 
price prediction generator has a set of strategy corresponding to all the possible event 
history of n steps. Under the prediction mode, the prediction generator recognizes the 
pattern just occurred in the last n steps and answer the strategy written in the leaf at 
the end of the corresponding path in the event tree. For example, if the event just  
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Table 2. The nine patterns of B  and γ  

 << downγγ 0 updown γγγ <<  0 γγ << up  

<< downBB 0 ① ② ③ 

updown BBB <<  ④ ⑤ ⑥ 

0 BB up <<  ⑦ ⑧ ⑨ 

 

Fig. 1. String representation of strategy as leaves of an event tree of order 9, corresponding to 
the minimum history length (n=1) in the classification of dynamical parameters shown in 
Table 2 

occurred is the seventh pattern ( << downγγ 0 and 0 BBup << ), the prediction is 

“DOWN”. The results of 1000 strategies are tested and the rates of correct prediction 
are recorded for each strategy. At the end of one experiment (scanning of the data 
segment of length L), evaluation and selection of the strategies are performed to 
evolve the set of the strategies for the next generation. 

For the case of 9 patterns, there exist 512 possible strategies for the tree of mini-

mum depth, n=1, and 812  possible strategies for the tree of depth 2 corresponding to 
the memory length n=2. We set the maximum number of strategies to be 1000 for the 
sake of computational time. We use all the strategies if the total number does not 
exceed 1000. On the other hand, if the number of strategy exceeds 1000, we follow 
the same evolutional technique as we used in Ref. [3] to select the 1000 best strate-
gies. The results reported in the following sections are the case of n=1, thus no evolu-
tional algorithm works and all the possible strategies are examined.  

3.3   Evaluation of Hitting Rates and Evolution of Strategies 

After repeating the prediction process for L steps, the system terminates the experi-
ment in order to evaluate the strategies by the rate of correct predictions. At this point, 
the best strategy and its hitting rate, as well as the average hitting rate of 10 best 
strategies are recorded and new strategies are prepared for the next generation by 
means of an evolutional algorithm. The hitting rate is defines as follows. 
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Hitting rate = [success]/[success + failure]                             (9) 

Here “success” means the events for which the actual direction of move and the pre-
dicted direction of move matched, and “failure” means the opposite. The events for 
which the price did not move are excluded from the denominator. 

4    Results 

4.1   Results of Prediction Experiment 

In our experiment, we have used one pattern as a conditional part of the conditional 
probability thus no need of evolutional mechanism. 

We show the hitting rates of the best strategies of this new generator, compared 
with the result of old generator in Ref.[1] in Fig.2 applied on the data of foreign  
exchange rate USD/JPY from 1996 to 2000. The upper two line are the result of pre-
dicting 1 tick ahead of the predicting time and the lower two lines are the result of 
predicting 10 ticks ahead. Both cases show that the new dynamical version outper-
forms the old version of our predictor. 

The picture of the hitting rate as a function of the predicted point ranging from 1-
10 tick is shown in Fig.3. From Fig.2-3, we observe that our new result always per-
forms better by 0.5-2%.  

Another factor to concern is the length of the pattern, n. The old result obtained by 
using the evolutional method in Refs. [3, 4, 6, 8, 9] the history length H in the range 
of 1-5. Since the best result was obtained for H=3, the number of possible strategies 
are 273 . From now on, the ‘past’ result indicates the best hitting rate obtained for H=3 
strategies. In the current analysis of using the dynamical parameters, similar effects 
have been observed. The result of computing the dynamical parameters over 5 ticks 
by means of our new method performs worse than the case of using 3 ticks in the 
same method, they still outperform the results of ‘past’ method in more than a half of 
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the entire data. However, the new method using more than 10 ticks of history consid-
erably ill-performs and the hitting rate further goes down as we increase the range of 
history and becomes random after the range reaches 20-30 ticks. 

5   Conclusion 

In this paper, we applied a novel version of our prediction generator that reads and 
uses the patterns of dimensionless dynamical parameters together with the local ve-
locities and accelerations on the tick-wise price changes, reflecting the correlation 
between tick-wise prices. By doing this, we have successfully improved the rate of 
correctly predicting the future direction of the price range by 1-2% based on the pat-
terns of 3 ticks to 5 ticks in the past. The result of predicting 10 ticks ahead also 
shows improvement in comparison to our past result in Ref.[3,4] and Ref.[6].  

However, the use of past patterns of 10 ticks or older considerably lowers the rate 
of correct prediction on the up/down trends of the price range. The use of past pat-
terns of 20 ticks or older turns out meaningless since the prediction based on those 
information shows random series of up/down trends. 

Based on this fact, we conclude that the meaningful size of segments lies between 3 
to 6 ticks, and not only the sign of the price changes but the dynamical patterns in-
cluding velocity and acceleration play important effect on the prediction. 

Although it is still unclear whether dimensionless parameters are effective on the 
improvement of the rate of correct prediction of the future price range, the best pa-
rametrization have been the 9 patterns of the 3 velocity times the 3 acceleration. 
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Abstract. Most people do not notice the overcorrected glasses in daily
life. The overcorrected glasses have harmful effects on the eye. Then,
these effects are thought to have harmful effects on the brain, too. There-
fore, to reveal the effects on the brain by the overcorrection, we analyze
electroencephalogram (EEG). At the experiment, the subject played the
PC game for 30 minutes (techno-stress) with overcorrected glasses. As
the results for time-series analysis and average-variance analysis, the dif-
ferences of the EEG feature between the correction and the overcorrec-
tion are confirmed.

Keywords: EEG, the overcorrection, techno-stress, time-series analysis.

1 Introduction

IT equipments such as personal computers and game machines have been in-
creasing dramatically. However, the actual condition of techno-stress is little
known. Techno-stress causes occupational fatigue, stiff shoulder, neck pain, ocu-
lar pain and tired eye [1], [2], [3]. Especially, most people have been suffered from
eye damage because techno-stress has harmful effects on the eye. These harmful
effects cause blurred vision, ocular pain, tears, nauseous and so on. Furthermore,
most people does not notice their eyeglasses overcorrected in daily life and that
enhances techno-stress [4].

Harmful effects from techno-stress are not appearance only in the eye but the
brain because techno-stress causes mental stress. Mental stress is for the most
part generated unconsciously, and feelings often follow on physiological changes
in the brain [5], [6]. For these reasons, we use the EEG for revealing harmful
effects on the brain by the overcorrection. It is a recording of brain activity and
the pattern of activity changes with the level of brain activity.
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In this study, we reveal the harmful effects by overcorrection using the EEG.
At the experiment, the subjects wear the overcorrected glasses and play PC
game. Then, we make the EEG measurement before starting the game, during
the gaming, and after the gaming. The analysis methods are time-series analysis
and average-variance analysis.

2 Experimental Procedure

2.1 Overcorrection and Techno-stress

Eyeglasses for the subjects are chosen by an ophthalmologist (Coauthor
Taketoshi Suzuki). One is corrected eyeglasses, and the other is overcorrected
eyeglasses. The overcorrected eyeglasses are set by -1.5D. It is practically unno-
ticeable load so that ordinary people do not notice that their glasses are overcor-
rected. In this study, we are clarifying effects on the brain by the overcorrected
eyeglasses, compared with the corrected eyeglasses. Furthermore, to give the
subjects techno-stress, the subject played PC game for 30 minutes with a pair
of glasses and the subjects wear an electroencephalograph (Fig.1) during the
gaming.

Fig. 1. Brain Builder

Fig. 2. The flow of experimental procedure
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Fig. 3. The international 10-20 system

The flow of the experimental procedure is shown in Fig.2. Before playing the
game, the subjects are relaxed with their eyes closed and the EEG is measured.
Then, during playing the game, the EEG measurement is carried out twice.
Finally, after playing the game, the EEG measurement is carried out again. At
all the measurements, the subjects keep relaxed on the chair with their eyes
closed.

2.2 Measurement of the EEG

We use the simple electroencephalograph of the band type made by Brain Func-
tion Research and Development Center. This electroencephalograph measures
the EEG activity at FP1 in the international 10-20 system shown in Fig.3. Mea-
surement methodology is referential recording: reference electrode is at the left
ear lobe and exploring electrode is at FP1 [7]. This electroencephalograph can
obtain an one-channel EEG data through the serial port. This data is sent to the
computer every second through the serial port for the Fast Fourier Transform
(FFT) calculation (Sampling frequency is 128Hz). The range of frequencies is
4-22Hz at 1Hz intervals. In addition, we use 5 frequency bands (θ wave: 4-
6Hz, slowα wave: 7-8Hz, midα wave : 9-11Hz, fastα wave: 12-14Hz, β wave:
15-22Hz).

The measurement time is 60 seconds per one measurement and the number
of measurement is 4 times (before the experiment, in 10 minutes, in 20 min-
utes, after the experiment). Although the subjects’ eyes are opened to look at a
computer screen during playing the game, the measurement is started with their
eyes closed.
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3 Proposed Method

Extracting the EEG features is absolutely imperative for analysis. Extracted
features lead to find the effects on the brain by the overcorrection. First of all,
the frequency bands features of the correction and overcorrection is extracted,
using the 1 measurement average of frequency band. Secondly, time-series models
of the EEG are extracted by the time-series analysis. Finally, by the average-
variance analysis, the features of time-series models are analyzed in more details.

At the time-series analysis, autocorrelation coefficient is used for extracting
time-series models. As already mentioned, overcorrection causes the tiredness of
the brain and we assume that the tiredness of the brain increased time-series
instability of the EEG. Therefore, autocorrelation can be used to extract insta-
bility of the EEG. The autocorrelation is given by the following equations:

Rk =
Cov(xn, xn−k)

√
V ar(xn)V ar(xn−k)

. (1)

R is autocorrelation to time-series. Sampling (n) is 128 orders (1 seconds)
and the time lag (k) is 128 points (1 seconds). Therefore, time length of Rk is
2 seconds. When a length of the EEG data is 2 seconds (Sampling frequency is
128Hz), 129 different Rk are obtained (0 ≤ k ≤ 128).

Average-variance analysis is the method to know average and variance
(Ave(yN ), V ar(yN )) of observed data. Then, this analysis is used for additional
analysis on time-series models extracted by the time-series analysis.

4 Results

We chose 2 people (SubjectA and SubjectB) for the subjects. Results of inves-
tigation are at the following. First of all, we analyzed the features of frequency
band. Secondly, we extracted time-series models. Finally, we analyzed the fea-
tures of 10 Hz to analyze in more detail.

4.1 Average of Frequency Band

In order to analyze the EEG change, averages of the Fourier spectra on each
frequency band of the EEG were used shown in Table.1 and Table.2.

At the Table.1, the spectra averages of each frequency band as in case of the
overcorrection compared with in case of the correction are: θ is +1.90, slowα is
+2.77, midα is +0.66, fastα is +1.62, and β is +0.83. Then, at the Table.2, the
spectra averages of each frequency band are: θ is +2.24, slowα is +3.88, midα is
+2.33, fastα is +1.43, and β is +2.14. Therefore, it is inferred from this result
that the EEG of the overcorrection tends to higher than that of the correction.

4.2 Time-Series Models

There are 2 main time-series structures by the periodicity of autocorrelation
(Fig.4 and Fig.5). At these figures, the vertical axis is autocorrelation coefficient
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Table 1. Average of each frequency band (SubjectA)

θ slowα midα fastα β

Correction 9.68 14.17 11.73 9.36 7.56
Overcorrection 11.58 16.95 12.39 10.98 8.39

Table 2. Average of each frequency band (SubjectB)

θ slowα midα fastα β

Correction 6.47 9.36 8.53 7.48 6.41
Overcorrection 8.71 13.51 10.86 8.91 8.55
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Fig. 4. Time-series model 1 (autocorrelation)
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Fig. 5. Time-series model 2 (autocorrelation)
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Fig. 7. Time-series model 2 (frequency)

and the abscissa axis is lag (k). Then, for extracting frequency features of these
structures, Fourier transform is computed (Fig.6 and Fig.7). At these figures,
the vertical axis is the Fourier spectra on logarithmic display and the abscissa
axis is frequency.

Fig.4 and Fig.6 indicate the structure 1 which means that the wave of about
10Hz constantly appears. Peak coefficient was at 10Hz. On the contrary, Fig.5
and Fig.7 indicate the structure 2 which means that the amplitude and the
frequency decrease with an increasing lag. Furthermore, 1/f fluctuation was ob-
served in the Fig.7. These structures have different occurrence rate. The structure
1 tends to appear with the corrected glasses. The structure 2 tends to appear
with the overcorrected glasses and as time advances.

4.3 Average and Variance of 10Hz

As the time-series analysis results, near 10Hz appear at an early stage of
the techno-stress especially with the overcorrected glasses. Table.3 and Fig.4
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Table 3. Average of 10 Hz

SubjectA SubjectB

Correction 36.51 28.88
Overcorrection 66.06 36.79

Table 4. Variance of 10 Hz

SubjectA SubjectB

Correction 11.32 8.57
Overcorrection 12.08 11.71

indicate the features of 10Hz because the features of this stable wave clearly
appear on 10Hz. Although there are 4 EEG data thorough 1 trial, these param-
eters are calculated among all 4 data. At these tables, these parameters at the
overcorrection increased.

5 Discussions

From the results, it is observed that there are different EEG features between
the correction and the overcorrection (Table.5). When the subject wore the cor-
rected glasses, the spectrum of the EEG is low compared with the overcorrected.
Especially, this feature strongly appears at 10Hz. Furthermore, the structure 1
indicate stable wave whose frequency is near 10Hz. Therefore, it is thought
that the EEG is generated stably similar characteristic of the α wave. On the
contrary, there are quite different features as in case of the overcorrection. The
spectrum of the EEG is high and the structure 2 is founded. The structure 2 is
a damped oscillatory wave, so that the EEG is generated unstably. This reason
is that the overcorrected glasses give load to the subjects’ brain.

From the previous research, it is known that the α wave significantly appears
during the resting state. In this study, it is confirmed that the α wave con-
stantly appeared in case of the correction, not the overcorrection. Therefore, the
correction could cause the subjects resting state, and the overcorrection could
not cause the subjects resting state. As already mentioned, it is difficult to no-
tice overcorrection daily life. However, from this study, it is obvious that the

Table 5. Overcorrection and the EEG

Correction Overcorrection

Average of frequency bands Decrease Increase
Time-series models Structure 1 Structure 2
Average and Variance of 10Hz Decrease Increase
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overcorrection effects on the brain. At the future works, we quantify the occur-
rence rate of time-series models, in order to evaluate objectively. Furthermore,
it is important to analyze the correlation between the structure 2 and the brain.

6 Conclusions

In this paper, we research the effects on the brain by the overcorrection. At
the experiment, the subject is given the techno-stress by playing the PC game.
For comparison between corrected glasses and overcorrected glasses, the sub-
ject wore both glasses alternately. Then, according to time-series analysis and
average-variance analysis, different features of the EEG are confirmed between
the correction and overcorrection. As the results, it is confirmed that the α wave
constantly appeared in case of the correction, not the overcorrection.
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Abstract. In this paper, we propose the novel age estimation system
with the real-coded genetic algorithm (RGA) and the neural network
(NN). The age is one of important information in our living. There are a
lot of studies on age estimation by the computer. However, the conven-
tional method of the age estimation, the most of them are the studies
intended for an actual age. Therefore, we pay attention to the mechanism
of human age perception. The apparent age feature is extracted by the
fourier transform, and the important spectrum for the age perception
are selected by the RGA. The age is estimated by the 3 layered NN. It is
considered that it can extract important age feature using the RGA and
it can analyze the important feature area. In addition, proposed method
extracts the age feature at each age. In order to show the effectiveness
of the proposed method, we show the simulation examples. From the
simulation results, we can confirm that the proposed method works well.

Keywords: age estimation, neural network (NN), real-coded genetic al-
gorithm(RGA).

1 Introduction

We can easily estimate a person’s age from a face image. Moreover, we can take
a smooth and flexible correspondence by estimation the age. For this reason, it
is considered that the age is one of the most important information in our living.
Therefore, the age estimation method by face image was widely studied [1]-[11].

Todd et. al. indicate that contour of skull are approximated by cardioid trans-
form [1,2]. Yamaguchi et. al. show the difference of the feature of adult and child’s
faces was overall information like the length of the face and the ratio of each
part [3]. On the other hand, age estimation by computer is performed. Kanno
et. al. shows that the man was identified by the neural network for four ages

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 458–465, 2008.
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(12 years, 15years, 18 years, and 22 years)[4]. Moreover, Y.H.Kwon et. al. are
reported that the theory has only been implemented to classify input images into
one of three age-groups: babies, young adults, and senior adults [5]. The compu-
tations are based on cranio-facial development theory and skin wrinkle analysis.
Burt et. al. studied the age perception that uses the averaged face from 25 to
60 years. Especially, they used texture and shape [6]. Ueki et. al. are reported
that the age-group classification by the dimension compression [7]. Takimoto
et. al. proposed the gender and age estimation technique not influenced by the
posture change by estimating NN by using several features including the texture
features [8].

The conventional methods has a lot of problems for practical use though is
expected various applications, for example, age confirmation in vending machine
of cigarette, the buyers’ investigations in convenience store etc., and so on. In
addition, the conventional method of the age estimation, these are the studies
intended for an actual age, and there is little study that pays attention to human
age perception. S.Mukaida et. al. indicate that it is possible to change the age
impression by analyzing the skin information, and operating these. This report is
shown the relationship between skin information and the apparent age. However,
it is a part of human’s age perception, and it is shown that it is effective to only
correction extent. From this results, the processing process and the characteristic
of the human’s age estimation is not yet clarified. If we can extract the feature
that human uses for potential to the age estimation, it is considered that the
sensibility that closes to human beings to the computer and the robot can be
given. Moreover, it is effective for the anti aging and cosmetic surgery and so on.

Therefore, we propose apparent age estimation system from the face image
based on human’s age perception. In the study of age estimation, it is consid-
ered that age feature appears face texture information, such as information on
wrinkle, pigmented spot, and so on. It is considered that the frequency analysis
is effective for the extraction of texture information. However, when we estimate
the age, we have changed the seen part by subject’s generation. For example,
when we estimate a young person, we see skin tone and firmness, and when we
estimate a elderly person, we consider wrinkle and pigmented spot. Then, in the
proposed method, texture information on the skin is converted as the generation
estimates easily to each generation, and the age is estimated. The age feature is
extracted by the fourier transform to the face image. The feature of each gen-
eration is extracted by the real-coded genetic algorithm (RGA). Moreover, we
estimate the age by the neural network (NN). In order to verify the effectiveness
of the proposed method, we show the computer simulation based on actual data
(HOIP database).

2 Preprocessing

It is considered that the face image and normalization and the feature extraction
from the face image is necessary to extract the age feature. Moreover, it is
necessary to give the apparent age to the face image to estimate the age in
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Table 1. The detail of the face image database

Size 640×480[pix.]
24 bit color

Gender 150 images for each
Age 30 images per 5 years old

Emotion neutral

Fig. 1. Example of original images

which it pays attention to human’s age perception. This chapter explains these
processing.

2.1 Face Image Database

The face database is provided from Human and Object Interaction Processing
(HOIP) organization in JAPAN [12]. The face images of this database are the
people with a wide age group that doesn’t sport a pair of glasses. The background
and proof were made the same condition for all images. Subject was directed to
make the lens of the camera see, and it took a picture with that look of natural
(Table 1). Fig.1 shows the example of the original image. 252 people who gave
the preprocessing beforehand are used as subject.

2.2 Normalization

It is necessary to normalize the face image to the age estimation, because the
original image of the data base is not constant the position of the face. Moreover,
original images have much unnecessary information.

The face image is normalized based on both eyes. The reason for having used
the eye for normalization of face image is as follows. The first, eyes are having

Fig. 2. Normalization of the face images
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(a)20’s man (b) 60’s man

Fig. 3. Results of the fourier transform

been easy to perform the normalization about a rotation and a size, compared
with other features of face. Next, many researches of extracting the region of an
eye are proposed [13,14]. Therefore, to use eye for normalization of face image
is efficient.

2.3 Feature Extraction from Face Image

It is considered that texture information on the skin is important for human’s
age. Then, the feature data has been extracted by using the fourier transform for
the face image. Fig.3 shows results of the fourier transform. From these results,
it is shown that frequency information in the face image has gathered in the low
frequency. Moreover, the elderly persons tended to strengthen more than the
young person as for high frequencies.

2.4 Apparent Age Database

In this paper, the apparent age was given by doing the questionnaire survey to
60 subjects. It is considered that objective apparent age was able to be obtained
by using a lot of people. Moreover, the error of age estimation for each age
can be reduced by having elected various generations and gender questionnaire
subjects.

As the questionnaire method, the subject sees the face images and the appar-
ent age is given. The face image prepares the one arranged at random, and the
subject estimate the age from the edge by intuition sequentially. The apparent
age was assumed to be a median value of the age that the subject had given. In
proposed method, this age is adopted for the teacher data as apparent age.

3 Extraction of Age Feature

An important frequency is decided to the age feature by weighting to the fre-
quency feature obtained by the fourier transform. It is considered that the age
feature in each generation can be extracted by weighting to each generation. An
important frequency is extracted by the RGA.
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Table 2. The parameters of the NN

The number of input layer units 20250
The number of hidden layer units 20
The number of output layer units 4

The number of learning cycles 1000
Learning coefficient 0.8

Table 3. The parameters of the RGA

Chromosomes 81000
Individuals 100
Generations 100

Crossover late 0.9
Mutation rate 0.01
Elite strategy use

3.1 Evaluation of Fitness

The fitness function used the error that is estimating the age actually. The
genetic algorithm was used as a minimization problem so that the error might
become small. The age is estimated by the 3-layered neural network (NN). NN
is known to be an especially excellent of the problem related to the pattern
recognition. Thus, in this study, the NN is used for age estimation. Details of
the NN are described in the next chapter.

4 Age Estimation Method

In this study, 3-layered NN is used as an age estimator. The study role used back
propagation method. Moreover, to classify the age at 4 generation, the number of
output layers is assumed to be 4. The number of units of input layers is assumed
to be 20250 that exclude the symmetry part from all frequencies of 40500. The
sigmoid function was used for a nonlinear function of NN.

5 Computer Simulations

In order to show the effectiveness of the proposed method, we show the simu-
lation examples. In this study, we use the subjects that donft sport a pair of
glasses. The teacher data was arbitrarily selected 5 people from each generation,
and the test data arbitrarily selected 3 people from each generation. Experimen-
tal conditions of NN are shown in Talbe2, and experimental conditions of GA
are shown in Table3.

First, Fig.4 shows the convergence of fitness by the GA. Fitness function used
the output error of NN that used the test data. In addition, RGA is set for this
error margin to become small. 20 people who were teacher data of 5 people in
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each generation were made to study to NN. Furthermore, 12 people who were
test data of 3 people in each generation were used for test data. NN was studied
until the recognition rate of the study data became 100%. Moreover, the end
condition of RGA was assumed that the recognition rate when the test data was
used for NN was 100%.

In this technique, the frequency has been weighted in each generation. Fig.5
shows the results of the weight. It displays it in white if weight is near 1, and it
displays it in black if weight is near 0. The recognition rate of each generation’s
test data became 100% by using the weight of Fig.5. By the way, the correlation
coefficient of the weight between generations became all less than 0.01 and was
not seen the correlation in the feature between generations (Table4). From this
result, it was shown that the age feature was quite different depending on the
generation. Moreover, this weight of the great difference was not seen as shown
in Table5 though requested the average from a low frequency, high frequency,
and horizontal frequencies and vertical frequencies. As a result, an important
frequency for the age can be said that there is a possibility of existing in all
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Table 4. The correlation of weight

correlation

20’s - 30’s -0.0017

20’s - 40’s 0.003

20’s - 50’s -0.0098

30’s - 40’s 0.0099

30’s - 50’s 0.0043

40’s - 50’s -0.0026

Table 5. The average of frequency

Vertical Horizon High frequency Low frequency

20’s 0.496 0.519 0.505 0.504

30’s 0.473 0.531 0.506 0.501

40’s 0.497 0.494 0.502 0.5

50’s 0.506 0.538 0.497 0.5

districts about the high frequency, the low frequency, horizontal direction, the
vertical direction. Moreover, the average of weight of a horizontal frequency
was higher than vertical frequency though it was a minute difference. This is
considered that it is shown that horizontal direction influences the age though
horizontal gray value information and vertical gray value information is also
important. A further verification will be done by increasing the number of test
data in the future. Moreover, it is necessary to investigate what features are in
weight further.

6 Conclusions

In this study, we proposed the novel age estimation method. The feature has
been extracted as the age is divided into the delimitation at the age of ten at the
fourth generation. The face image was normalized based on both eyes. Moreover,
feature at the age are extracted by fourier transform. Furthermore, the apparent
age was given by questionnaire survey to various generations. The age feature
was extracted to each generation by combining RGA and NN, and the apparent
age was estimated. It is considered that the proposed method worked well by
the computer simulations.

In the future works, a further verification will be done by increasing the num-
ber of test data. Moreover, it is necessary to investigate what features are in
weight further.

The face database has obtained the use permission from corporation SOFT-
PIA JAPAN. It is prohibited to copy, to use, and to distribute without the
authorization of the right holder.
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Abstract. In this paper we present a study of EEG by using the Paraconsistent 
Artificial Neural Network – PANN that can manipulate imprecise, contradic-
tory and paracomplete data. Some improvements for EEG analysis are dis-
cussed. Experimental results concerning Alzheimer Disease made are also  
reported.   
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EEG, biomedicine and informatics, pattern recognition. 

1   Introduction 

The electroencephalogram - EEG is a brain electric signal activity register, resultant 
of the space-time representation of synchronic postsynaptic potentials. The most 
probable is that the main generating sources of these electric fields are perpendicu-
larly guided regarding to the cortical surface, as the cortical pyramidal neurons [4]. 

The graphic registration of the sign of EEG can be interpreted as voltage flotation 
with mixture of rhythms, being frequently sinusoidal, ranging 1 to 70 Hz. In the clini-
cal-physiologic practice, such frequencies are grouped in frequency bands: delta (0,5 
to 4 Hz), theta (4,1 to 8,0 Hz), alpha (8,1 to 12,5 Hz), and beta (> 13 Hz). During the 
relaxed awake, normal EEG in adults is predominantly composed by alpha band fre-
quency, which is generated by interactions of the slum-cortical and thalamocortical 
systems [4], [6]. 

One of the problems in EEG analysis, as well as any other measurements devices 
are limited and subjected to the inherent imprecision of the several sources involved: 
equipment, movement of the patient, electric registers and individual variability of 
physician visual analysis. Such imprecision can often include conflicting information 
or paracomplete data. Although several interesting theories have been developed  
in order to overcome such limitations, e.g. Fuzzy set theory, Rough theory,  
non-monotonic reasoning, among others, they cannot manipulate inconsistencies and 
paracompleteness, at least directely. So, we need a new kind of logic to deal with un-
certainty, inconsistent and paracomplete data [5], [7].  
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In this paper we add some improvements to a new type of Artificial Neural Net-
work - ANN, namely Paraconsistent Artificial Neural Network - PANN [7] based on 
Paraconsistent Annotated Evidential Logic Eτ [5], which is capable of manipulating 
imprecise, inconsistent and paracomplete data. Such improvements are discussed and 
we show how PANN can be efficient in recognizing EEG standards. To illustrate this 
we mention its ability in Alzheimer Disease - AD diagnosis reported in [10].  

2   Methodology 

The process of wave analysis by PANN consists previously of: 

2.1   Data Capturing 

The capturing of the data is obtained from usual ones (magnetic or manually) and 
converted in vectors (finite sequence of numbers) [11]. 

 
Fig. 1. Wave capturing through vectors 

2.2   Adaptation for Screen Examination 

As the actual EEG examination values can vary highly, in module, something 10 μV 
to 1500 μV, we proceed a normalization of the values between 100μV and -100 μV 
by a simple linear conversion, to facilitate the manipulation and to visualize in the 
screen:  

m

a
x

.100=
 

(1) 

where m is the maximum value of the exam; a is the current value of the exam. So, x 
is the current normalized value. 

2.3   Elimination of Negative Cycle 

The minimum value of the exam is taken as zero value and the remaining values are 
translated proportionally. 
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2.4   Normalization for PANN Analysis 

By a linear conversion, all data is normalized for PANN analysis.  
It is worth to observe that the process above does not allow loss of any wave essen-

tial characteristics for our analysis. 

3   Data Analysis, Expert System, and Wave Morphology 

This expert system aims the analysis of the sign behavior in the morphologic aspect, 
that seeks to verify the format presented in the wave, where it is possible to verify 
different kinds of interference waveforms (artifacts) and spikes.  This analysis also 
allows to verify the dominant frequency of the wave, verifying of which band it be-
longs (delta, theta, alpha and beta), by the control waves (normality pattern) they are 
stored with very defined frequencies.   

The expert system will supply two output values: one favorable evidence (µ) and 
one contrary evidence (λ) according to the paraconsistent annotated evidential logic 
Eτ [].   

With those two evidence values it is possible to obtain a resulting analysis by using 
the databases through logic Eτ structure.    

In what follows, it is presented the characteristics of the analysis accomplished in 
this process.   

3.1   Morphological Analysis 

The process of the morphological analysis is accomplished comparing each point of 
the wave with all waves stored in the control database (waves with normal pattern). 
The wave that presents the maximum favorable evidence and the minimum contrary 
evidence will be chosen as the most similar wave to the wave that is being analyzed.   
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Fig. 2. Comparison among three waves 
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The control database is composed by waves presenting 256 positions with perfect 
sinusoidal morphology, with 0,5 Hz of variance, so taking into account Delta, Theta, 
Alpha and Beta (of 0,5 Hz to 30 Hz) wave groups.   

In what follows, an example of the recognition process is presented using PANN:   
Let’s consider the following three waves.  

Table 1. Table of the analyzed waves 

Wave’s name Position 1 Position 2 Position 3 Position 4 Position 5 
Analyzed wave 8 5 4 6 1 
Learned wave 1 8 6 4 6 5 
Learned wave 2 8 2 4 6 9 

The analyzed wave is the wave that will be submitted to PANN for recognition. 
The learned wave 1 and learned wave 2 were previously stored in the control database 
(normality pattern). Observe that ‘visually’, Learned wave 1 is more ‘similar’  
than Learned wave 2. We introduce the concepts in order to deal mathematically this 
similarity. 

The favorable evidence is obtained by the identical positions.  
The contrary evidence is obtained by difference sum (in module) of the correspon-

dent different positions.  
Making a comparative between Analyzed wave and Learned wave 1, we have: 

Table 2. Analyzed wave x Learned wave 1 

Wave’s name Position 1 Position 2 Position 3 Position 4 Position 5 Total 
Analyzed wave 8 5 4 6 1 - 
Learned wave 1 8 6 4 6 5 - 
Favorable evidence 1 0 1 1 0 3 
Contrary evidence 0 1 0 0 4 5 

Making a comparative between Analyzed wave and Learned wave 2, we have: 

Table 3. Analyzed wave x Learned wave 2 

Wave’s name Position 1 Position 2 Position 3 Position 4 Position 5 Total 
Analyzed wave 8 5 4 6 1 - 
Learned wave 2 8 2 4 6 9 - 
Favorable evidence 1 0 1 1 0 3 
Contrary evidence 0 3 0 0 8 11 

Normalizing the values by the division of the favorable evidence (µ) and of the 
contrary evidence (λ) for the number of elements of the wave, we have: 
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Table 4. Normalized values: Learned wave 1 and Learned wave2 

Case μ λ Normalization FE Normalization CE 
Analyzed wave x Learned wave 1 3 5 0.6 1 
Analyzed wave x Learned wave 2 3 11 0.6 2.2 

Therefore, we noticed that the wave with the maximum favorable evidence and the 
minimum contrary evidence is the learned Wave 1, in other words, this is the most 
similar wave to the analyzed Wave. 

By this process, PANN was applied successfully in some studies, e.g. speech rec-
ognition [12]. However, in practice, we face with some new characteristics. That’s the 
topic we concerned about next. 

4   Counting the Number of Peaks 

When the methodology is used in vectors with a huge number of positions, as it is the 
case of EEG analysis, it can present little variance among the differences found in the 
comparative study.   

To avoid this, we introduce other characteristic factor of comparison, the number 
of peaks of the wave.   

In this process, instead we consider as favorable evidence the equality between 
wave points, we substitute them for the proximity among the peaks of the analyzed 
waves:   

1 – ((|bd – vt|) / (bd + vt)) (2) 

Where: 

1. vt = number of wave peaks of the exam 
2. bd = number of the wave peaks being compared (pattern stored in the database) 

So, with this improvement we can detect ‘difference’ between waves more sharply 
allowing verifying different kinds of interference waveforms (artifacts) and spikes. 

Another interesting information that can be obtained in this process it is the wave's 
approximate frequency. As the control waves of normality pattern were stored in the 
database in a systematic way, in other words, with waves with prefixed frequency. In 
this way, we know the frequency of each wave. Therefore, when we found the most 
similar wave to the wave that is being analyzed, we also found its frequency.   

One most amazing advantage of this analysis method is the low processing, so it 
allows using relatively simpler mathematical techniques in comparison with the tech-
niques used nowadays (such as FFT - Fast Fourier Transform).   

4.1   Preliminary Tests 

In what follows, we present an analysis by a software (Fig. 3). It shows an EEG exam 
(light grey) being compared with the most similar wave of the data group (slightly 
dark grey). 
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Fig. 3. Comparative between EEG wave and database waves (perfect sinusoidal waves) 

Table 5. Lattice τ considered in the analysis 

Lattice τ 
V – True 0.6 ≤ μ ≤ 0.9 & λ ≤ 0.28 

μ > 0.9 & λ < 0.28 
0.62 ≤ Gce ≤ 0.72 & 0.28 < Gct ≤ 0.37 

F – False μ < 0.6 & λ > 0.37; Gce ≤ 0.62 & Gct > 0.28 

The correspondent Cartesian representation is in Fig. 3 below. 

 

Fig. 4. Lattice τ used for the analysis 
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4.2   Experimental Results 

As illustrative example, with suitable adaptations, an earlier version of the method 
was tested on real EEG exams in the aid of Alzheimer Disease diagnosis. Detailed 
exposition and discussion is to be found in [10]. Here we mention only the perform-
ance results. 10 EEGs were tested and the system classified correctly as normal at a 
rate of 80% and 20% as false-positive. More 10 EEGs was tested and the system 
classified correctly as AD at a rate of 80 % and 20% as false-negative, as in the table 
6 below [10]. 

Table 6. Diagnosis – Normal x Probable AD patients [10] 

Gold Standard 
 AD Patient Non AD Patient Total 

Negative 2 2 4 
Positive 8 8 16 

Total 10 10 20 
Gold Standard 

 AD Patient Non AD Patient Total 
Negative 10% 10% 20% 
Positive 40% 40% 80% 

Total 50% 50% 100% 
    

Sensitivity: 0,8   
Specificity: 0,8   

5   Conclusions 

The improvements discussed in this paper surely will be useful in signal analysis with 
EEG characteristics (in particular for improvements in the study of [10]); however for 
other applications extra improvements are necessary. But this is normal at actual mo-
ment of research stage of PANN. We hope to say more in forthcoming papers.  

 
Acknowledgments. The authors are grateful to Dr. Renato Anghinah for providing 
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Abstract. A paraconsistent annotated logic program called bf-EVALP-
SN has been developed for dealing with before-after relations between
processes and applied to real-time process order control. In order to in-
crease the efficiency of bf-EVALPSN process order control, a transitive
reasoning system of before-after relations in bf-EVALPSN is introduced.

Keywords: process order control, EVALPSN, bf-EVALPSN, before-
after relation, paraconsistent reasoning system.

1 Introduction

We have already developed a paraconsistent annotated logic program called Ex-
tended Vector Annotated Logic Program with Strong Negation(abbr. EVALP-
SN), which has been applied to various kinds of process safety verification
and control such as pipeline process control [3,4,5]. We have also developed
an EVALPSN called bf(before-after)-EVALPSN to deal with bf(before-after)-re-
lations between time intervals, and applied it to real-time process order control.
In bf-EVALPSN process order control, a particular EVALPSN literal R(pi, pj, t) :
[(i, j), μ] is used to represent the bf-relation between processes pi and pj at time
t, and bf-relations are determined in real-time according to the order of pro-
cess start/finish times. Suppose that we deal with n processes in a bf-EVALPSN
process order control system, then there are nC2 bf-relations to be dealt with ac-
cording to each start/finish information of processes. Since it is not so efficient to
deal with all bf-relations, if we have a transitive reasoning system for bf-relations,
which can reason all bf-relations from neighbor bf-relations in real-time, the
performance of bf-EVALPSN process order control would be incresed. Exactly
speaking of transitive reasoning, the bf-relation between processes Pri and Prk

can be reasoned from two bf-relations between processes Pri and Prj , and be-
tween processes Prj and Prk transitively, where i < j < k. In this paper, we
introduce some bf-EVALPSN inference rules for the transitive reasoning system.

This paper is organized in the following manner: firstly, EVALPSN is reviewed
briefly; next bf-EVALPSN and its implementation are introduced with a simple
example; lastly, some bf-EVALPSN inference rules are introduced.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 474–482, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Lattice Tv(2) and Lattice Td

2 EVALPSN

We review EVALPSN briefly[4]. Generally, a truth value called an annotation is
explicitly attached to each literal in annotated logic programs [1]. For example,
let p be a literal, μ an annotation, then p :μ is called an annotated literal. The set
of annotations constitutes a complete lattice. An annotation in EVALPSN has a
form of [(i, j), μ] called an extended vector annotation. The first component (i, j)
is called a vector annotation and the set of vector annotations constitutes the
complete lattice, Tv(n) = { (x, y)|0 ≤ x ≤ n, 0 ≤ y ≤ n, x, y and n are integers }
in Fig.1. The ordering(�v) of Tv(n) is defined as : let (x1, y1), (x2, y2) ∈ Tv(n),
(x1, y1) �v (x2, y2) iff x1 ≤ x2 and y1 ≤ y2. For each extended vector
annotated literal p : [(i, j), μ], the integer i denotes the amount of positive in-
formation to support the literal p and the integer j denotes that of negative
one. The second component μ is an index of fact and deontic notions such as
obligation, and the set of the second components constitutes the complete lat-
tice, Td = {⊥, α, β, γ, ∗1, ∗2, ∗3,�}. The ordering(�d) of Td is described by the
Hasse’s diagram in Fig.1. The intuitive meaning of each member of Td is ⊥ (un-
known), α (fact), β (obligation), γ (non-obligation), ∗1 (fact and obligation),
∗2 (obligation and non-obligation), ∗3 (fact and non-obligation), and � (incon-
sistency). Then the complete lattice Te(n) of extended vector annotations is
defined as the product Tv(n) × Td. The ordering(�e) of Te(n) is defined as : let
[(i1, j1), μ1] and [(i2, j2), μ2] ∈ Te, [(i1, j1), μ1] �e [(i2, j2), μ2] iff (i1, j1) �v

(i2, j2) and μ1 �d μ2.
There are two kinds of epistemic negation (¬1 and ¬2) in EVALPSN, which

are defined as mappings over Tv(n) and Td, respectively.

Definition 1(epistemic negations ¬1 and ¬2 in EVALPSN)
¬1([(i, j), μ]) = [(j, i), μ], ∀μ ∈ Td, ¬2([(i, j),⊥]) = [(i, j),⊥],
¬2([(i, j), α]) = [(i, j), α], ¬2([(i, j), β]) = [(i, j), γ], ¬2([(i, j), γ]) = [(i, j), β],
¬2([(i, j), ∗1]) = [(i, j), ∗3], ¬2([(i, j), ∗2]) = [(i, j), ∗2], ¬2([(i, j),�]) = [(i, j),�].

If we regard the epistemic negations as syntactical operations, the epistemic
negations followed by literals can be eliminated by the syntactical operations.
For example, ¬1p : [(2, 0), α] = p : [(0, 2), α] and ¬2q : [(1, 0), β] = p : [(1, 0), γ].
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There is another negation called strong negation (∼) in EVALPSN, and it is
treated as classical negation.

Definition 2 (strong negation ∼) [2]. Let F be any formula and ¬ be ¬1 or ¬2.
∼ F =def F → ((F → F ) ∧ ¬(F → F )).

Definition 3 (well extended vector annotated literal). Let p be a literal. p :
[(i, 0), μ] and p : [(0, j), μ] are called weva(well extended vector annotated)-literals,
where i, j ∈ {1, 2, · · · , n}, and μ ∈ { α, β, γ }.
Definition 4 (EVALPSN). If L0, · · · , Ln are weva-literals, L1 ∧ · · · ∧ Li∧ ∼
Li+1 ∧ · · · ∧ ∼ Ln → L0 is called an EVALPSN clause. An EVALPSN is a finite
set of EVALPSN clauses.

Fact and deontic notions, “obligation”, “forbiddance” and “permission” are rep-
resented by extended vector annotations, [(m, 0), α], [(m, 0), β], [(0,m), β], and
[(0,m), γ], respectively, where m is a positive integer.

3 Before-After EVALPSN(bf-EVALPSN)

First of all, we introduce a particular literal R(pi, pj, t) whose vector annotation
represents the before-after relation between processes Pri(pi) and Prj(pj) at
time t, and it is called a bf-literal 1 .

Definition 5 (bf-EVALPSN). An extended vector annotated literal
R(pi, pj, t) : [(i, j), μ]

is called a bf-EVALP literal, where (i, j) is a vector annotation and μ ∈ {α, β, γ}.
If an EVALPSN clause contains bf-EVALP literals, it is called a bf-EVALPSN
clause or just a bf-EVALP clause if it contains no strong negation. A bf-EVALP-
SN is a finite set of bf-EVALPSN clauses.

We provide a paraconsistent before-after interpretation for vector annotations
to represent bf-relations in bf-EVALPSN, and such vector annotations are called
bf-annotations. Exactly speaking, bf-relations between processes are classified
into meaningful fifteen kinds according to bf-relations between start/finish times
of two processes in bf-EVALPSN though[6], we consider ten kinds among the
fifteen ones for simplicity in this paper.

Before (be)/After (af)
First of all, we define the most basic bf-relations before/after according to the
bf-relation between each start time of two processes, which are represented by
bf-annotations be/af, respectively. Suppose that there are two processes, Pri

with start time xs and finish time xf , and Prj with start time ys and finish
time yf . If one process has started before/after another one starts, then the
bf-relations between them are defined as “before(be)/after(af)”, respectively.
They are described in the process time chart Figure 2 with the condition that
process Pri has started before process Prj starts. The bf-relation between their

1 Hereafter, the word “before-after” is abbreviated as just “bf” in this paper.
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start/finish times is denoted by the inequality {xs < ys} 2. For example, a fact
at time t “process Pri has started before process Prj starts” can be represented
by the bf-EVALP clause, R(pi, pj, t) : [be, α].

We define other eight kinds of bf-annotations as well as before(be)/after(af).

Disjoint Before (db)/After (da)
bf-relations disjoint before(db)/ after(da) are described in Fig.2.
Immediate Before (mb)/After (ma)
bf-relations immediate before(mb)/ after(ma) are described in Fig.3.
Joint Before (jb)/After (ja)

bf-relations joint before(jb)/ after(ja) are described in Fig.3.
Included Before (ib)/After (ia)
bf-relations included before(ib)/ after(ia) in Fig.4.

If we take before-after measure over the ten bf-annotations as the horizontal
order and before-after knowledge amount of them as the vertical one, we obtain
the complete bi-lattice Tv(7)bf of bf-annotations in Fig.4. Then, there is the
following correspondence between bf-annotations and vector annotations:

be(0, 4)/af(4, 0), db(0, 7)/da(7, 0), mb(1, 6)/ma(6, 1),
jb(2, 5)/ja(5, 2), ib(3, 4)/ia(4, 3).

Definition 6 (¬1 in bf-EVALPSN). Obviously epistemic negation ¬1 that maps
bf-annotations { be, af, da, db, ma, mb, ja, jb, ia, ib } to themselves is defined
as follows:

¬1(af/be) = be/af, ¬1(da/db) = db/da, ¬1(ma/mb) = mb/ma,
¬1(ja/jb) = jb/ja, ¬1(ia/ib) = ib/ia, ¬1(⊥7/�7) = ⊥7/�7.

4 Before-After Relation Computing

We consider two bf-relations(bf-EVALPSN clauses),
R(Pr0, P r1, t) : [(i1, j1), α] and R(Pr1, P r2, t) : [(i2, j2), α]

2 If time t1 is earlier than time t2, we conveniently denote the relation by the inequality
t1 < t2.



478 K. Nakamatsu, J.M. Abe, and S. Akama

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

�
�

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

�� afterbefore

�

knowledge

⊥7

�7

be af

db damb majb jaib ia

�
xs xfPri

�
ys yfPrj

Lattice Tv(7)bf , Included Before/After

Fig. 4.

�
�

� time

Proc.

P r2

Pr1

Pr0

t0 t1 t2 t3 t4 t5 t6 t7

�

�

�

Fig. 5. Process Schedule

between three processes Pr0, Pr1 and Pr2 scheduled in Fig.5, and describe how
the bf-relations are computed according to process start/finish time sequence
t0, · · · , t7.
At time t0, no process has started, thus we have no knowledge about both the
bf-relations. Therefore, we have the bf-EVALPSN clauses,

R(Pr0, P r1, t0) : [(0, 0), α], and R(Pr1, P r2, t0) : [(0, 0), α].
At time t1, only process Pr0 has started, then it can be reasoned that the bf-
relation between processes Pr0 and Pr1 is one of bf-relations {db(0, 7), mb(1, 6),
jb(2, 5), ib(3, 4)} whose greatest lower bound is (0, 4). On the other hand, we
have no knowledge about the bf-relation between processes Pr1 and Pr2. There-
fore, we have the bf-EVALPSN clauses,

R(Pr0, P r1, t1) : [(0, 4), α], and R(Pr1, P r2, t1) : [(0, 0), α].
At time t2, process Pr1 has started before process Pr0 finishes, then it can be
reasoned that the bf-relation between processes Pr0 and Pr1 is one of bf-relations
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{jb(2, 5), ib(3, 4)} whose greatest lower bound is (2, 4). Moreover, as process
Pr2 has not started yet literal R(Pr1, P r2, t2) has the vector annotation (0, 4)
as well as literal R(Pr0, P r1, t1). Therefore, we have the bf-EVALPSN clauses,

R(Pr0, P r1, t2) : [(2, 4), α], and R(Pr1, P r2, t2) : [(0, 4), α].
At time t3, process Pr2 has started before processes Pr0 and Pr1 finish, then it
can be reasoned that literals R(Pr0, P r1, t3) and R(Pr2, P r3, t3) have the same
vector annotation (2, 4) as well as literal R(Pr0, P r1, t2). Therefore, we have the
bf-EVALPSN,

R(Pr0, P r1, t3) : [(0, 0), α], and R(Pr1, P r2, t3) : [(0, 0), α].
At time t4, process Pr2 has finished before processes Pr1 and Pr2 finish, then
literal R(Pr0, P r1, t4) still has the same vector annotation (2, 4) at time t3 be-
cause neither processes Pr0 nor Pr1 has finished yet, and literal R(Pr0, P r1, t4)
has its final vector annotation ib(3, 4). Therefore, we have the bf-EVALPSN
clause,

R(Pr0, P r1, t4) : [(3, 4), α], and R(Pr1, P r2, t4) : [(2, 4), α].
At time t5, process Pr0 has finished before processes Pr1 finish, then literal
R(Pr1, P r2, t5) has its final vector annotation jb(2, 5). Therefore, we have con-
firmed bf-relations(bf-EVALPSN clause),

R(Pr0, P r1, t5) : [(3, 4), α], and R(Pr1, P r2, t5) : [(2, 5), α].

5 Transitive Reasoning Based on Bf-EVALPSN

In this section, we consider three processes Pr0, Pr1 and Pr2, and three kinds
of bf-relations between those processes in order to derive bf-EVALPSN inference
rules that can logically reason bf-EVALPSN clause R(p0, p2, t) : [(i2, j2), α] from
bf-EVALPSN clauses R(p0, p1, t) : [(i0, j0), α] and R(p1, p2, t) : [(i2, j2), α] in three
process time charts 1,2,3 Fig.6. In those process time charts only the start time
of process Pr2 is varying between times t3 and t5, and three kinds of variation
of vector annotations representing bf-relations are shown in Table 1. For each

Pr0

t0 t1 t4

Pr1

t2 t7

Pr2

t3 t5 t6

Pr0

t0 t1 t4

Pr1

t2 t7

Pr2

t3 t5 t6

Pr0

t0 t1 t4

Pr1

t2 t7

Pr2

t3 t5 t6

Fig. 6. Process Time Chart 1(top left), 2(top right), 3(bottom left)
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Table 1. Vector Annotations of Process Time Chart 1,2,3

process time chart 1 t0 t1 t2 t3 t4 t5 t6 t7

R(p0, p1, t) (0, 0) (0, 4) (2, 4) (2, 4) (2, 5) (2, 5) (2, 5) (2, 5)
R(p1, p2, t) (0, 0) (0, 0) (0, 4) (2, 4) (2, 4) (2, 4) (3, 4) (3, 4)

R(p0, p2, t) (0, 0) (0, 4) (0, 4) (2, 4) (2, 5) (2, 5) (2, 5) (2, 5)

process time chart 2 t0 t1 t2 t3 t4 t5 t6 t7

R(p0, p1, t) (0, 0) (0, 4) (2, 4) (2, 4) (2, 5) (2, 5) (2, 5) (2, 5)
R(p1, p2, t) (0, 0) (0, 0) (0, 4) (0, 4) (2, 4) (2, 4) (3, 4) (3, 4)

R(p0, p2, t) (0, 0) (0, 4) (0, 4) (0, 4) (1, 6) (1, 6) (1, 6) (1, 6)

process time chart 3 t0 t1 t2 t3 t4 t5 t6 t7

R(p0, p1, t) (0, 0) (0, 4) (2, 4) (2, 4) (2, 5) (2, 5) (2, 5) (2, 5)
R(p1, p2, t) (0, 0) (0, 0) (0, 4) (0, 4) (0, 4) (2, 4) (3, 4) (3, 4)

R(p0, p2, t) (0, 0) (0, 4) (0, 4) (0, 4) (0, 7) (0, 7) (0, 7) (0, 7)

table, if we focus on the vector annotations at times t1 and t2, the following
bf-EVALPSN inference rule can be derived:

rule-1

R(p0, p1, t) : [(0, 4), α] ∧R(p1, p2, t) : [(0, 0), α] → R(p0, p2, t) : [(0, 4), α], (1)

Furthermore, if we also focus on the vector annotations at times t3 and t4 in
Table 1, the following two bf-EVALPSN rules also can be derived:

rule-2
R(p0, p1, t) : [(2, 4), α] ∧R(p1, p2, t) : [(2, 4), α] → R(p0, p2, t) : [(2, 4), α], (2)
rule-3
R(p0, p1, t) : [(2, 5), α] ∧R(p1, p2, t) : [(2, 4), α] → R(p0, p2, t) : [(2, 5), α]. (3)

As well as rule-2 and rule-3, the following two rules also can be derived with
focusing on the variations of vector annotations at time t4 in Table 5.

rule-4

R(p0, p1, t) : [(2, 5), α] ∧R(p1, p2, t) : [(2, 4), α] → R(p0, p2, t) : [(1, 6), α], (4)
rule-5

R(p0, p1, t) : [(2, 5), α] ∧R(p1, p2, t) : [(0, 4), α] → R(p0, p2, t) : [(0, 7), α]. (5)

Here let us take rule-3 and rule-4, since they have the same precedent,

R(p0, p1, t) : [(2, 5), α] ∧R(p1, p2, t) : [(2, 4), α],

and different consequents,

R(p0, p2, t) : [(2, 5), α] and R(p0, p2, t) : [(1, 6), α],
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those inference rules cannot be uniquely applied. Therefore, we need to consider
applicable orders of bf-EVALPSN inference rules. Obviously there are three ap-
plicable orders (6), (7) and (8) of the rules.

Order-1 rule-1 −→ rule-2 −→ rule-3 (6)
Order-2 rule-1 −→ rule-4 (7)
Order-3 rule-1 −→ rule-5 (8)

Let us show an application of bf-EVALPSN inference rules with taking the pro-
cess time chart 3 in Fig.6 as an example.

At time t1, rule-1 is applied and we have the bf-EVALPSN clause,

R(p0, p2, t1) : [(0, 4), α].

At times t2 and t3, no rule can be applied and we still have the same vector
annotation as

R(p0, p2, t3) : [(0, 4), α].

At time t4, only rule-5 can be applied and we obtain the bf-EVALPSN clause,

R(p0, p2, t4) : [(0, 7), α]

and the bf-relation between processes Pr0 and Pr2 has been resoned by
bf-EVALPSN inference rules ordered in (8).

Due to space restriction we could not introduce all bf-EVALPSN inference rules
and the proofs of their soundness and completeness though, we may save the
computing cost of bf-EVALPSN process order control if bf-EVALPSN inference
rules are used.

6 Conclusions

In this paper, we have introduced an annotated logic program called bf-EVALP-
SN, its implementation for process order control with a simple example, and bf-
EVALPSN inference rules that can deal with transitive reasoning of bf-relations
in EVALPSN.
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Abstract. Knowledge discovery from databases, in the descriptive approach, 
includes clustering analysis (CA) as an alternative to estimate how a set of ob-
jects is organized in the space of their dimensions. The main objective in this 
task is to find “natural” groups that could exhibit some meaning. Considering 
the strong subjectivity that underlies this process, an important issue refers to 
the relationships among the CA players when looking for a model that could 
adjust the data. In this work, a model for actions coordination that provides an 
order to drive the relationships among CA players is presented. This model is 
presented as a conceptual contribution towards the construction of a computa-
tional environment to support effective conversations in a subjective context. 

Keywords: Knowledge Discovery in Databases, Data mining, Clustering 
analysis, Action coordination. 

1   Introduction 

Departing from a set of objects, Clustering Analysis (CA) looks for a category struc-
ture that can fit in this data set. The aiming is to find “natural” groups, based in arbi-
trary internal criteria, in such a way that the cohesion among the members of a group 
would be the maximum and among the groups would be the minimum. 

Grossly, the process of CA includes two basic steps: generating a clusters configu-
ration and interpreting them in order to find some meaning in them. The first step is 
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carried out by means of an algorithm, usually based in some kind of distance, which 
generates clouds of points. In the second step, specialists analyze these clouds aiming 
to find some meaning in the clusters. The second step presents a strong subjective 
bias, since it depends on mental models of the people (human beings) involved. 

In this work we propose a model to deal with these subjective aspects in which a 
protocol based on speech acts is applied. This model provides a decision support 
process to build consensus and better articulated actions on the issues related to clus-
ters interpretation. 

The judgements and decisions from people involved with the process and the way 
they communicate on the elaboration of these thoughts and coordinate to make deci-
sions, take actions and procedures is crucial for the planning cycle, execution and 
evaluation of the results from CA. These aspects can also be considered for applica-
tion of data mining, multivariatre analysis, among others, guiding the relation be-
tween the people involved on the process. 

2   An Overview on the Clustering Analysis 

The whole CA process can be organized in nine steps (see Fig. 1): (i) domain and data 
understanding, (ii) definition of objectives, (iii) selection of relevant and discriminant 
variables, (iv) data preparation, (v) weighting definition, (vi) algorithm choice and 
configuration, (vii) algorithm application, (viii) results evaluation, and (ix) knowledge 
building and refining data structures. Notice that we assumed to apply a weighted 
clustering algorithm, as defined in [1]. 

In the first step a shared space of understanding about the domain and the data 
structure is built to enable the communication between the domain specialist and the 
data analyst. The former is related to the specific field in which the CA is being ap-
plied and the latter is the responsible for managing the whole CA process. While the 
domain specialist holds the knowledge regarding to the application area, the analyst 
master the methods, techniques and tools for CA. In the ideal situation they develop a 
synergy aiming to find a model that better adjust to the data.  

In the second step, departing from a shared understanding space, they are guided to 
focus on defining the analysis objective.  

In the third step the selection of variables are carried out taking into account their 
relevancy and how discriminant they are according to the analysis objective. Tech-
niques like principal components analysis or factorial analysis [2] can be applied to 
figure out how discriminant is the selected variables. For short, low discriminant vari-
ables are those which values change very slightly among the objects, having a small 
effect in the clusters definition.  

The fourth step is focussed in sampling, cleaning, and structuring the data set. The 
adequate treatment of missing values is also part of this step.  

In the fifth step the components for the algorithm weighting is defined. In the in-
formed clustering algorithm [1] an information matrix expressing the previous knowl-
edge regarding to the application context and the data must be supplied as a way to 
introduce a domain bias in the clustering algorithm. This information matrix is built 
from a relationship (or cause-effect) mapping of the involved variables.  
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In the sixth step the clustering algorithm is chosen, according to the analyst or do-
main specialist negotiated preferences. The algorithm must be prepared to receive the 
information matrix, since it will provide the homogeneity coefficient that has to be 
considered in the clusters´ definition. 

In the seventh step, the selected algorithm is applied in order to find a clustering 
configuration that can be seen as a candidate to represent the data structure. Many 
configurations can be generated until the specialist accepts it, according his experi-
ence in the domain.  

In the eighth step the clustering results are evaluated. According to Cormack [3], 
many techniques exists that can be used to evaluate the quality of the generated  
clusters. There are two kinds of evaluation techniques for CA: the quantitative and  
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Fig. 1. Knowledge creation in clustering analysis 
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qualitative ones. As examples of quantitative techniques, Moreira [4], suggests the 
discriminant and the variance analysis. On the other hand, although, less precise, the 
qualitative approach cannot be ignored, since, by considering the huge amount of pos-
sible clustering configurations, one could argue that, in essence, the nature of the in-
terpretation process is more qualitative than quantitative. According to this, in our 
view, the evaluation of results carried through this eighth step should consider both, 
the qualitative and quantitative approaches for this task.  

The core of this paper is a roadmap to apply the qualitative approach that involves 
an intense and elaborated conversational agreement among the players. In the ninth 
step comprises the construction the knowledge that can include, beyond the applica-
tion domain, the refinement of the own data structures. As it can be seen, this step is 
out the main cycle in Fig. 1. In a sense, this step can start another discovering cycle 
providing the input for the first step, in a spiral fashion. 

3   The Actions Coordination Cycle 

The conceptual basis for our proposal comes from [3], [4], [5], and [6], and is known 
as the actions coordination cycle. The actions coordination cycle has two phases: es-
tablishing a promise and promise accomplishment. The first one refers to the context 
creation and negotiation tasks, while the second one has to do with accomplishing the 
promise and the evaluation of the results derived from this accomplishment. There 
exist in the actions coordination cycle two agents involved when a promise situation 
occurs: the provider and the client. 

The promise comprises the defined goals for the CA process. Precision and a ex-
plicit declaration for the customer is fundamental. Based on these defined (by the 
"client") and accepted (by the "service provider") goals, the results to be delivered 
should be marked with a statement of fulfillment in the form of a CA service accom-
plishment declaration. The client, once notified of this accomplishment declaration, 
should, in turn, declare a statement of satisfaction or dissatisfaction with the results 
just delivered, in accordance with his expectations presented at the begining.  

An actions coordination cycle can be of two types, according to the nature of the 
speech act that starts it. It can be started by a request or by an offer. In both situations 
the provider and the client share a common space of interests and mutual commit-
ments that is built from the expectations regarding the benefits that can come from the 
whole cycle.  These expectations are supported by the reciprocal confidence that must 
permeate the relationship among the players.  

Figs. 2 and 3 exhibit the schemas for the request and the offer cycles. In both cases 
a problem statement starts the cycle, beginning a context creation phase. In case of the 
request cycle, the problem statement is done by the client, based on his requirements 
for which satisfaction s/he depends on the provider. In case of the offer, the provider 
tries to meet what s/he figures out to be the client requirements. 

Next, the negotiation phase starts after the request or offer statements have been 
posted and finishes with an acceptation statement. The acceptation statement in the 
request cycle is made by the provider and in the offer cycle is made by the client. 

The next phase is the accomplishment, which begins with the promise statement 
and finishes with the accomplishment statement, always done by the provider. The  
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Fig. 2. The request cycle 

fourth phase refers to the evaluation task and takes place after the provider declare the 
promise accomplishment, finishing with the satisfaction statement, always done by 
the client. This phase closes the request or offer cycles. However, not always these 
cycles end with the satisfaction statement. It may occur, depending how the previous 
phases were performed, that a client dissatisfaction statement may be expressed, clos-
ing those cycles in a non-effective way.  

Notice that the differences between the request and the offer cycles are located in 
the upper side of the schemas. In the left-upper side of Fig. 2, the client behavior is 
characterized by thoughts regarding his necessities. Similarly, in Fig. 3, the provider 
is involved in thoughts related to the clients’ necessities. 

In the request cycle the client is in the two extremes of the context creation phase. 
He is responsible for the problem statement and for the sequence of speech acts (a 
conversation) that leads to the request. On the offer cycle, the provides plays a similar 
role, being in the two extremes of the context creation phase, when declaring the 
problem and the speech act that leads to the offer. These are the only important differ-
ences between the request and the offer cycles. In the lower sides of Figs. 2 and 3, the 
players’ places and the nature of speech acts are the same.  

The negotiation and evaluation phases are characterized by a bipolarity between 
the client and the provider, that are involved in a judgment sharing process in which 
an agreement with respect to the request or the offer is searched. Also, in this phase, a 
consensual evaluation of the promise accomplishment is desirable. These phases re-
quire parameters like action to be carried out, satisfaction conditions, and a timetable 
to accomplishment. 

The context creation and the promise accomplishment phases are characterized by 
having only one player in their beginning and ending. For the request cycle, the con-
text creation phase has the client in its both extremes and for the offer cycle this phase 
has the provider in its extremes. In addition, both cycles have the provider in the two 
extremes of the promise accomplishment phase. 
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Fig. 3. The offer cycle 

Notice that, in each phase of the actions coordination cycles it can be necessary to 
trigger new cycles in a commitment network, issuing, for example, new requests to 
other providers. This behavior was illustrated in Figs. 1 and 3 as entwined circles. In 
the heart of the cycles remains the shared confidence and concerns that are the basis 
for keeping the process cohesion. The weakening of these mutual feelings tends to 
provoke the process fragmentation. 

4   Applying the Actions Coordination Cycle in CA 

To approach the subjectivity in the CA process we propose to view it as an actions 
coordination cycle among the agents involved. The subjectivity in CA is mainly ob-
served in the eighth and ninth steps of the process (results evaluation and knowledge 
building and refining data structures), since it is in those steps that human interpreta-
tions are more strongly present. However, it is important observe that, even in the 
other steps, there are different levels of subjectivity.  

Ultimately speaking, the CA process, as any other process involving people, is a 
human process, that is, the subjectivity issue is not a peripheral one; it is central. So, 
we modeled the whole process applying the concepts presented in the previous sec-
tion. An adapted schema from the actions coordination cycle to the CA process is 
shown in Fig. 4. It corresponds to the offer cycle in which the analyst plays the pro-
vider, while the domain specialist takes the place of a client. The analyst provides the 
knowledge creation from CA service.  

The context creation phase corresponds to the domain and data structures under-
standing as a set up from the analyst to achieve a good interaction with the domain 
specialist. This interaction enables the next phase, the objectives definition. The ana-
lyst makes a first offer based in the necessities from the domain specialist and on the  
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Fig. 4. The actions coordination cycle applied to CA 

knowledge acquired regarding to the problem context. This phase begins with the 
problem statement to the analyst and ends with the first offer he does. 

In the objectives definition phase a shared space of knowledge is created between 
the analyst and the domain specialist. This phase corresponds to the negotiation phase 
in which the negotiation focus is the objectives to be seek during the CA process. It 
ends after an interaction between both players in order to meet an agreement that 
leads to the acceptance statement from the domain specialist. 

In the configuration and application phase, which corresponds to the accomplish-
ment phase in the offer cycle, the analyst performs the variables selection, the data 
preparation, the definition of the weighting factors, the choice of the algorithm and its 
configuration, as well its execution. This phase requires a strong interaction between 
the analyst and the domain specialist and is completed with the results presentation to 
evaluation, after a promise accomplishment statement from the analyst. 

In the results evaluation phase the analyst and the domain specialist put their 
knowledge, judgments, and beliefs in action looking for an enlargement of the shared 
knowledge. 

The actions coordination cycle in CA problem can be repeated many times, by re-
defining objectives, renegotiating agreements, and so on, until a satisfaction statement 
is obtained from the domain specialist. 

5   Conclusions and Ongoing Work 

According to Echeverría [5] when we talk about coordinating common actions, we are 
talking about communication. Among humans language is a recursive coordination of 
behavior based on reflection and reasoning. The same author states that “conversa-
tions are the effective component of linguistic interactions – the basic language units” 
and emphasizes the importance of the actions coordination in a world in which the 
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auto-sufficiency is impossible. In this world, says Echeverría, we have to learn how to 
cooperate to coordinate actions. In this sense and in our point of view, the study and 
application of the actions coordination cycle in the CA process may help to promote a 
consensual understanding in a subjective learning context, enabling to feed a vast 
commitments network. The ongoing work includes both the application of this model 
for performance evaluation in public sanity companies and the development of an 
environment for conversation support in clustering analysis. 
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Abstract. The purpose of this paper is to design an image-based platform for 
real-time dispatching of multi-robots, in the context of, for example, supporting a 
courier transportation system.  With this integration platform, we are able to 
compare efficiencies with different dispatching policies.  With the global in-
formation regarding the robots and pick-up points available from the image 
process, this real-time dispatching platform is capable of detecting current posi-
tions of robots and their relative positions of destination of transportation, of 
planning online motion trajectories for each robot to reach its destination 
smoothly, and of maintaining collision avoidance while robots are moving. 
Different dispatching strategies, as a combination of pre-positioning of robots 
and swapping strategies of responsible zones for individual robots in transporta-
tion operation, are conducted on a miniature implementation platform to simulate 
corresponding performance of response time.  

Keywords: Multi-robot, dispatching system. 

1   Introduction 

In order to study the efficiency of the multi-robot system with different dispatching 
policies [1], this paper presents the design and implementation of an image-based in-
tegration platform for a multi-robot system; robots are essentially semi-autonomous 
and a central computer distributes assignments to each robot. To dispatch multi-robots 
in real-time for transportation assignment, the proposed integration platform utilizes 
image process technique to detect the current positions of robots relative to transpor-
tation destination; to design a motion trajectory for each robot in carrying transporta-
tion assignment to its destination smoothly. In addition, collision avoidance strategy, 
while robots are moving, is designed based on global observation of the whole trans-
portation system.  

The rest of this paper is organized as follows. Main steps and requirement  
of real-time dispatching are introduced in Section II. Section III presents the integration 
platform, which includes software architecture with a miniature working space  
for transportation simulation. Simulation results with different dispatching policies, 
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conducted on the aforementioned platform, are provided in Section IV before a brief 
discussion and future work given in Section V. 

2   Real-Time Dispatching 

Three processes are employed in this image-based dispatching system. The image 
process is to obtain global information [2] regarding the current positions of robots and 
requesting points. Then, a motion trajectory planning process [3][4][5] is to guide a 
robot to reach its assigned destination, and while doing so, with the explicit consid-
eration given to collision avoidance [6].  

2.1   Image Processing 

The image process is to obtain global information regarding the robots and requesting 
points. This information is critical for later motion trajectory planning and collision 
avoidance. There are two procedures involved in the image process: the initial detection 
procedure and the subsequent robot tracking procedure. The initial detection is to ob-
tain the initial configuration information, as shown in Fig. 1, including number, posi-
tions and identifications of the robots, as well as of requesting points in the system.  

 
                                       (a)                                                                (b) 

Fig. 1. The regions of interest obtained from initial detection procedure 

After the initial detection procedure, the dispatching system needs to keep track of 
the most update locations of robots once the dispatching operation starts. In doing so, it 
would be redundant to scan the whole image to update the most recent position of each 
robot. Instead, given the maximum speed of a robot, its next position is bound to be 
within a certain area. Accordingly, we develop a tracking procedure to reduce the 
search area of the robot, thus increasing the efficiency of image processing. Fig. 2 
shows the region of interest for the detection of a known robot based on its previous 
detected location. 

In summary, our image process works like the following: Starting with the robot’s 
initial position obtained in the initial detection, we can predict its next position to be  
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Fig. 2. The prediction array for robot’s next position 

within the 80 80 pixel array rather than the whole global image array. Then, the robot 
tracking procedure to obtain exact position of the target robot is the same as initial 
detection, with the region of interested limited to this smaller the 80 80 pixel array.  

2.2   Motion Trajectory Planning 

Dispatching decision determines which robot is to be sent to a particular requesting 
point (source), and following that, to another (destination) point. The process of motion 
trajectory planning has to do with how a robot traverses to reach a particular point in the 
transportation space. After the relative positions of a robot and its destination are ob-
tained from the aforementioned image process step, motion trajectory for each dis-
patched robot is to be developed.  

As shown in Fig. 3, let a
r

 be the vector of the front direction of the robot; b
r

, the 
vector of the direction from the robot to its destination. The angle between the direction 
of the robot and its direction of the destination can be calculated by Eq.(1). 

ba

ba ⋅= −1cosθ  
(1) 

Sign of the result shows the direction to rotate, as indicated in equation (2),   

⎪
⎩

⎪
⎨

⎧
⇒

<

>
→×

turnright

hold

turnleft

ba

0

0

0
 (2) 

With the additional relative positions of the dispatched robot and its destination 
being known from the image process, a motion trajectory path can be constructed, as 
shown in Fig. 4, where the dash line denotes the motion trajectory that the host com-
puter will use to direct the robot to move smoothly to its destination. 
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Fig. 3. The relative position of a robot to its destination 

 

Fig. 4. The motion trajectory planning 

Because the angle between the robot direction and the destination changes as the 
robot moves, modification of the motion trajectory plan is performed real-time until the 
robot reaches its assigned destination.  In practice, motion trajectory plan is translated 
into “move” command, with two parameters of orientation and distance, issued at 
sample time interval from the host computer to the designated robot.  

2.3   Collision Avoidance 

In commanding robots move in the transportation space, special attention needs be given 
to collision avoidance: collision into an obstacle, or into another robot. In particular, for  
 



 An Image-Based Integration System for Real-Time Dispatching of Multi-robots 495 

 

 

Fig. 5. Collision avoidance with a idle robot 

the latter case of collisions into another robot, we develop two modes of collision 
avoidance: one is to avoid collision with an idle robot, and the other, a moving robot. 

Shown in Fig. 5, suppose that a robot (red) on the left is moving toward its destina-

tion, while another robot (green) nearby stands idle.  Let a
r

 denote the vector between 

the moving robot to its destination; b
r

, the vector from the moving robot to the idle 
robot. In addition, d denotes the distance between these two robots, and θ, the angle 
between the direction of the moving robot and direction of the vector from this moving 
robot to the idle robot, where θ is calculated by Eq.(1). If the distance d is less than a 
certain value, indicating a potential risk of collision, then the moving robot will be 
directed to “detour” from the straight line that would otherwise lead into collision: 
move command issued to the moving robots is based on the current combination of 
distance d and angle θ, which in effect resulting in different motion trajectory designed 
by experience rules. 

 

Fig. 6. Collision avoidance with another moving robot 

On the other hand, if the robot is moving toward another moving robot, as shown in 

Fig. 6, a different rule applies. Let a
r

 denote the vector of the first robot to its destina-

tion; b
r

, the vector from the first robot to the second one; c
r

, the vector of the second 
robot to its destination.  In addition, let d be the distance between these two robots; θ the 
angle between the direction of the first robot to its destination and the direction from the 
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first robot to the second robot; and α the angle between the vector of the second robot to 
its destination to the direction from the second robot to the first robot. If the distance d 
is less than a certain value, then the dispatching host will initiate mode two of collision 
avoidance: one robot has to stop while letting the other keeps moving. The resolution 
rule is defined as followed: if the angle θ is less than α, meaning that the other robot is 
closer to the intersection of the moving trajectories of the two than it; subsequently, the 
robot associated with smaller angle has to stop until the other robot has moved out  
the potential collision region. On the contrary, if the angle θ is larger than α, then, again, 
the robot associated with the smaller anger has to stops till the other one clear of the 
potential collision region. 

3   Integrated Platform 

In order to implement the proposed method, we construct a miniature, experimental 
platform for multi-robot system. As shown in Fig. 7, the miniature working space is 
constructed in a 180×180 cm2 board, with eight embedded fixed requesting points 
represented by LED. Each requesting point has two different color LEDs, green and 
red: the green one to denote a pick-up point, while the red one to denote a delivery 
destination point.   

The image-based dispatching system comprises of several components: a central 
control system, Bluetooth modules, robots, a system platform and a camera. The 
Boe-Bot are Bluetooth-accessible, waiting to serve in the system by receiving move 
commands from the host computer.  These robots have no sensor to locate themselves.  
Instead, an overhead camera, Logitech QuickCam Notebooks Pro., is installed to col-
lect global information regarding the relative positions of the robots and request points.  
 

 

Fig. 7. A miniature, experimental platform  
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Fig. 8. Software architecture of the image-based dispatching system 

The central control system, whose software architecture is illustrated in Fig. 8, is de-
veloped by Matlab 7.0 and implemented on a Windows XP.  

4   Simulation with Different Dispatching Strategies 

The image-based integration platform for multi-robot system is designed and imple-
mented to compare performance of different dispatching policies. Functional blocks in 
Fig. 9 illustrate the interactions involved when executing a dispatching policy.  

Three different dispatching policies have been simulated on the miniature work 
space with the image-based dispatching platform: First, dispatching without 
pre-position and without switching; Second, dispatching with pre-position but without  

 

 

Fig. 9. Functional block diagram in executing a dispatching policy 
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switching; and the third, dispatching with both pre-position and switching.  It is shown  
in [1] that, in terms of the response time of robots to service requests, the second and the 
third policies improves upon the first one by 37.78% and 54.05% respectively, thus 
confirming the better performance of the third dispatching policy.  

5   Discussion 

Based on the framework presented in this work, we are implementing a real-time dis-
patching system in a building on campus of NTUST, where several cameras, instead of 
one, are installed. Our final goal is to guide a platoon of robots in performing trans-
portation requests occurred at different places in the building. 

Acknowledgement. This work was supported in part by National Science Council, 
Taiwan under Grant NSC 96-2221-E-011-125 and in part by the Ministry of Education, 
Taiwan under Grant MOE 96-E-01-297. 
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Abstract. A forward reasoning engine capable of relevant reasoning is
an indispensable component in many advanced knowledge-based systems
with purposes of discovery or prediction. Any forward reasoning engine
has to deal with duplication checking of intermediate results that is the
most time-consuming process in forward reasoning. Therefore, to de-
crease execution time of forward reasoning engines is a crucial issue for
their successful applications. This paper presents a fast algorithm for du-
plication checking process in forward reasoning engines, analyzes its time
and space complexities, and shows its effectiveness by some experimental
results.

1 Introduction

Forward reasoning engine is a computer program to automatically draw new con-
clusions by repeatedly applying inference rules to given premises and obtained
conclusions until some previously specified conditions are satisfied [1]. A forward
reasoning engine capable of relevant reasoning is an indispensable component in
many advanced knowledge-based systems with purposes of discovery or predic-
tion [1]. Discovery is the process to find out or bring to light of that which was
previously unknown. Prediction is the action to make some future event known
in advance, especially on the basis of special knowledge, and therefore, it is a no-
tion must relate to a point of time to be considered as the reference time. For any
discovery/prediction, both the discovered/predicted thing and its truth must be
unknown before the completion of discovery/prediction process. There is no dis-
covery/prediction process that does not perform reasoning because reasoning is
the only way to draw previously unknown new conclusions from given premises
[1,2]. Relevant reasoning requires that for any argument to be valid there must
be some connection of meaning, i.e., some relevance, between its premises and
its conclusion, among other things [3]. Relevant reasoning must play the key role
in discovery/prediction because any discovery or prediction has not an explicitly
given target as its goal.

To decrease execution time of forward reasoning engines is a crucial issue
for their successful applications because forward reasoning engines should get
enough conclusions in acceptable time [4]. For example, some applications for
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the purpose of prediction need to get conclusions about some future events before
the events occur [4].

FreeEnCal [1], a forward reasoning engine with general purpose, was developed
in order to interpret and perform inference rules defined and given by its users,
draw fragments of various classical and non-classical logic systems formalized as
Hilbert style axiomatic systems, Gentzen natural deduction systems, or Gentzen
sequent calculus systems, draw empirical theorems of various formal theories
constructed based on various logic systems, and perform deductive, inductive,
and abductive reasoning automatically. However, the current FreeEnCal is too
slow because of duplication checking process, which is the most time-consuming
process in forward reasoning.

In order to improve efficiency of FreeEnCal, this paper presents a fast algo-
rithm for duplication checking process in forward reasoning engines, and shows
its effectiveness by some experimental results. This paper is organized as fol-
lows. In section 2, we explain forward reasoning engine, and precisely define the
duplication checking. In section 3, we present a fast duplication checking algo-
rithm and analyzes its time and space complexities. In section 4, we show some
experimental results. In section 5, we discuss about our experimental results.
Concluding remarks are given in section 6.

2 FreeEnCal: A Forward Reasoning Engine with General
Purpose

2.1 Overview of FreeEnCal

FreeEnCal has been developed as a forward reasoning engine with general pur-
pose. FreeEnCal has facilities where users can configure premises and inference
rules, and deduce conclusions by applying the inference rules to the premises.
FreeEnCal performs the following four processes repeatedly.

Inference rule selection process: it selects an inference rule from inference
rules previously specified by user.

Reasoning process: it selects required number of premises by the inference
rule which is selected in inference rule selection process. The permutation of
the premises and the inference rule must have never chosen. If it is possible
to apply the inference rule to the premises, then deduce conclusions.

Duplication checking process: it finds all of the conclusions duplicated
against a premise or a previously deduced conclusion.

Adding process: it adds all conclusions which are judged as new conclusions
in duplication checking process.

An issue on the current FreeEnCal is that it takes too long execution time.
One of the causes of this problem is the duplication checking algorithm because
the duplication checking process is one of the most time-consuming process.
However, the duplication checking process is indispensable from the viewpoint of
prediction or discovery because some conclusion may be the same as a premises
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or other conclusion and such conclusions are not only unnecessary from the
viewpoint of prediction or discovery, but also will cause performance decreasing.

2.2 The Naive Duplication Checking Algorithm

The duplication checking process finds all conclusions that match to at least one
premise or one previously deduced conclusion. In this paper, a subject and a
pattern is a logical formula. A subject is checked whether or not it matches to a
pattern. A subject matches to a pattern if a subject is unifiable to the pattern
by substituting to variables in the pattern.

In order to implement the duplication checking process, we should solve the
following problem:

The Duplication Checking Problem. For a given finite set of patterns {p1

, ... , pn} and a given finite set of subjects {s1 , ... , sm}, find all the subjects
that match to at least one of the patterns.

A naive duplication checking algorithm is as follows.

Algorithm 1. Naive Algorithm
Procedure DuplicationCheck(ListOfPatterns,ListOfSubjects)

1. For each formula s in ListOfSubjects begin
2. For each formula p in ListOfPatterns begin
3. If Matching(p,s) returns true then
4. Output s ;
5. end (if)
6. end (for)
7. end (for)

This naive algorithm merely compares every pattern to every subject. This al-
gorithm calls a procedure Matching shown in algorithm 2, which checks whether
or not specified subject matches to pattern. It returns true if subject matches
to pattern. Otherwise, it returns false.

Algorithm 2. Matching Algorithm
Procedure Matching(pattern, subject)

1. If pattern is sentential variable then
2. If pattrn is substituted then
3. If substitution of pattrn is the same logical formula as subject then
4. Return true;
5. end (if)
6. end (if)
7. substitute subject to pattern;
8. Return true;
9. Else if main connector in pattrn and subject is the same then

10. For each pair of formulas < pi, si > such that pi is the i-th airty of
pattern and si is the i-th arity of subject then

11. If Matching(pi, si) returns false then
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12. Return false;
13. End (if)
14. End (for)
15. Return true;
16. End (if)
17. Return false;

Algorithm 2 is one to deal with process propositional formulas, but it is very
easy to extend to process first order predicate formulas. The naive algorithm
takes O(N × M × L) time where N is the number of patterns and M is the
number of subjects and L is the number of characters in a pattern. The naive
algorithm takes O(L ×N + L ×M) space because this space is needed to hold
input.

3 A Fast Duplication Checking Algorithm

The naive algorithm works very slow because it performs a lot of unnecessary
comparisons, that is, comparing the same prefixes of logical formulas in polish
notation. However, it is not necessary to compare the same prefixes more than
one time. For example, two subjects “→ ∨ABB” and “→ ∨AB ∧ AB,” and
two patterns “→ ∧CDC” and “→ ∧CD ∨ CD,” where →, ∨, and ∧ are binary
connectives and A, B, C and D are sentential variables. We should compare the
first subject and the first pattern, but we don’t need to compare anymore because
the prefix “→ ∨” does not match to “→ ∧.” However, the naive algorithm
compares same prefixes. The key idea of our new duplication checking algorithm
is to find duplicated subjects without such unnecessary comparison.

In order to never compare same prefixes again, we adopt trie [5] to hold
patterns and subjects. Trie is an ordered tree data structure, and all the
descendants of any one node have a common prefix of the string associ-
ated with that node. A path from root to leaf expresses a value stored
into a tree. Our algorithm takes two trees as an input, one is a list of
patterns and the other is a list of subjects. Our algorithm is based on
the depth first search algorithm with branch and bound, and it starts
searching from each root node simultaneously. Let us consider a node np

in the tree of patterns and a node ns in the tree of subjects, and Prefix(n)
is the prefix associated with node n. It is possible apply the branch and bound
method if Prefix(ns) does not match to Prefix(np) because all the other sub-
jects having Prefix(ns) does not match to any patterns having Prefix(np).
If it reaches to a leaf node in the tree of subjects, the subject matches to a
pattern. Therefore, it should output the subject. We define our algorithm as
algorithm 3. This algorithm consists from a function ”DuplicationCheck”. It is
a recursive function and requires two arguments, PatternNode and SubjectNode.
The PatternNode is a node in the tree of patterns, and the SubjectNode is a
node in the tree of subjects. When this function is called, Prefix(SubjectNode)
should be matched to Prefix(PatternNode). This function finds all the pairs
of Prefix(descendantofSubjectNode) and Prefix(childofPatternNode) that
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Prefix(descendantofSubjectNode) matches to Prefix(childofSubjectNode).
When the pair of such a node is found, this function calls recursively itself by
using these nodes as arguments. Algorithm 3 is one to deal with propositional
formulas, but it is very easy to extend to process first order predicate formulas.

Algorithm 3. A Fast Duplication Checking Algorithm
Procedure DuplicationCheck(PatternNode,SubjectNode)

1. If PatternNode is a leaf node then
2. Output the prefix on PatternNode;
3. End (if)
4. For each edges p in PatternNode begin
5. c := the label of p;
6. If c is variable then
7. If c is substituted then
8. If there is a logical formula substituted to c and the same sub-formula

in SubjectNode then
9. DuplicationCheck(Next node of p,Next node of the path of the same

sub-formula);
10. end (if)
11. else
12. For each formula f starting from SubjectNode begin
13. Substitute f to c;
14. DuplicationCheck(Next node of p, Next node of f );
15. Unbind form c;
16. end (for)
17. end (if)
18. else
19. If SubjectNode has edge labeled c then
20. s := edge of SubjectNode labeled c;
21. DuplicationCheck(Next node of p,Next node of s)
22. end (if)
23. end (if)
24. end (for)

Let N be the number of patterns, and M be the number of subject, and L be
the number of characters in a pattern. In this paper, we consider all the patterns
consists from the same number of characters to simplify the situation. In order to
analyze the time complexity, we point out to the number of comparison between
characters because it is the most frequent operation in these two algorithms. In
this case, the time complexity is proportional to the number of edges in trees.
And space complexity is also proportional to the number of edges in trees. In
the worst case for time complexity, the structure of tree is as shown in figure 1.

In this case, the number of edges in pattern’s tree is L×N and the number of
edges in subject’s tree is L×M , and our algorithm performs comparison at most
L×M×N times. Therefore, our algorithm works O(L×M ×N) time and takes
O(L×M +L×N) space. This is same as the naive algorithm. However, it is not
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Fig. 1. Structure of tree in worst case Fig. 2. Structure of tree in best case

serious because the kinds of characters is enough less than N or M . Therefore,
it is impossible to make such worst case input when a forward reasoning engine
treats a large number of premises and conclusions In the best case for time
complexity, the structure of tree is as shown in figure 2. In this case, the number
of edges in pattern’s tree is L − 1 + N and the number of edges in subject’s
tree is L − 1 + M , and our algorithm compares at most L − 1 + N ×M times.
Therefore, our algorithm works O(L+N ×M) time and takes O(M +N) space.
It is also unreal because of the same reason as the worst case. Let us consider a
case that tree is perfect k-ary tree as an average case. In the perfect k-ary tree,
there are

k × kL − 1
k − 1

edges. The number of leaf nodes is kL. Therefore,
our algorithm compares at most

(M ×N − 1)
(M

1
L ×N

1
L − 1)

×M
1
L ×N

1
L

times. Our algorithm works O(N ×M) time and takes O(M +N) space. There-
fore, our algorithm works at most L times faster than the naive algorithm and
there is no significant difference between our algorithm and the naive algorithm
from the viewpoint of space complexity.

4 Experimental Results

To evaluate the performance of our algorithm in FreeEnCal, we have imple-
mented our algorithm in FreeEnCal and have measured its execution time of the
duplication checking process and the number of comparison between a character
in a pattern and a sub-formula in a subject when deducing conclusions from
axioms of the following some logic systems: Classical Mathmatical Logic with
entailment and negation (CMLen for short), System K with enatilment, negation



A Fast Duplication Checking Algorithm for Forward Reasoning Engines 505

Table 1. Limitations of Degree

Premises → ∨ ∧ ¬ �

CMLen 3 - - ∞ -

K 3 - - 1 1

Re 4 - - - -

Tc 3 1 1 ∞ -

Table 2. The number of conclusions

Premises Total Non-duplicated

CMLen 998,873 11,063

K 187,565 20,243

Re 454,699 39,258

Tc 2165,795 556,549

Table 3. Execution time(sec)

Premises Naive Fast ratio

CMLen 301.29 0.56 538

K 846.24 1.48 572

Re 9,150.11 7.86 1164

Tc 739,685.52 18.86 39220

Table 4. The number of comparison

Premises Naive Fast ratio

CMLen 1.22 × 109 1.73 × 106 705

K 2.86 × 109 3.90 × 106 733

Ee 4.92 × 109 8.97 × 106 549

Tc 1.77 × 1012 4.79 × 107 36990

and box (K for short), System R [6,7] of relevant implicatoin with entailment
(Re for short), and Tc [2,3] in strong relevance logics (Tc for short). We select
the modus ponens as an inference rule for all premises and the necessitation for
an additional inference rule for K. We select the law of double negation as an
elimination rule for K and Tc. We also select the law of double modal operator
as an additional elimination rule for K and the law of conjunction/disjuncion
as additional elimination rules for Tc. In addition, we should limit the number
of deduced conclusions to be finite. Therefore, we limit by degree of nest of a
logical connector [8,9]. The limitations of degree are shown in table 1. We have
experimented on a computer exclusively. Table 2 shows the number of deduced
conclusions and the number of conclusions that is not duplicated.

Table 3 shows the execution time and its speed up ratio. The execution time
of our algorithm is about 300 to 39,000 times shorter than the naive algorithm.
Table 4 shows the number of comparison and its decreasing ratio. The number of
comparison in our algorithm is about 360 to 37,000 times smaller than the naive
one. From these tables, our algorithm is effective when the number of formulas
in the input increases.

Table 5 shows the maximum size of process’ data segement of FreeEnCal. From
this table, FreeEnCal with our algorithm consumes more amount of memory than
FreeEnCal with naive algorithm only in a case of using axioms in Tc as premises.

Table 5. Used memory

Premises Naive Fast ratio

CMLen 155.4 104.5 0.672

K 130.3 111.6 0.865

Ee 519.6 317.7 0.611

Tc 1,090.4 1,715.6 1.573
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5 Discussion

As we analyze in section 3, the time complexity of our algorithm is at most
L times faster than the naive algorithm from the viewpoint of time complexity.
Our algorithm works fast if pruning occurs frequently. Therefoere, our algorithm
works fast if the number of matched subjects is less because the pruning occurs
frequently. A performance of our algorithm depends on data. From our exper-
imental results, execution time is shortened when the number of comparison
decreases. Therefore, it is possible to consider that there is a correlation be-
tween them. Hence, our algorithm is faster than the naive algorithm because the
number of comparison in our algorithm is at most the same as the naive one,
and works clearly faster than the naive algorithm in our experiment.

Our algorithm may work efficiently in a forward reasoning engine based on
strong relevant logics because a tree may become a good shape, that is, few
branches occur near root node in the tree. In strong relevant logics, some logical
formulas in classical mathematical logics is not allowed because the kinds of vari-
ables on logical formula in strong relevant logics is restricted by strong relevance
[3,7], the kinds of variables is at most the half of classical mathematical logics.
Therefore, branches near its root node may not occur in tree of strong relevant
logics.

Our algorithm does not depend on FreeEnCal because our algorithm is possi-
ble to process any logical formulas in polish notation. Therefore, our algorithm
is able to be applied to any forward reasoning engines to decrease its execution
time.

From the viewpoint of space complexity, there is no significant difference
between our algorithm and the naive algorithm becuase both algorithm takes
O(L × N + L × M) space in the worst case. Moreover, there is no significant
difference on the maximum size of process’ data segment in our experiment. On
the other hands, FreeEnCal with our algorithm consumes more amount of mem-
ory than FreeEnCal with naive algorithm only in a case of using axioms in Tc
as premises. It is caused by a bad shape of tree. In this case, there are 4 logical
connectives. Therefore, branches near its root node occur more frequently than
other cases that there are less number of logical connectives.

6 Concluding Remarks

We have presented a fast duplication checking algorithm for forward reasoning
engines, analyzed its time and space complexities, and shown its effectiveness by
some experimental results.

As a related work, the Rete algorithm [10] is an efficient pattern matching
algorithm for implementing production rule systems. The Rete algorithm stores
partial matches as cache data and avoids complete re-evaluation of all facts
each time changes are made to the production system’s working memory. Our
algorithm does not store cache data. Moreover, the Rete algorithm cannot be
used to solve the duplication checking problem.
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We are developing a fast algorithm for the reasoning process, another time
consuming process in forward reasoning engine, to decrease its execution time.
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Abstract. The formalization of human reasoning is a main issue in artificial in-
telligence. Although relevant logic is one of most useful ways of such formaliza-
tion, inference of logic does not correspond to that of human reasoning because
the aim of logical inference is to deal with the truth values of propositions while
that of human reasoning is to discover useful information. We introduce the con-
cept of logical symbol occurrence relevance into relevant logic for formalization
of human reasoning. This paper discusses relevance of logical symbol occurrence
and gives formal definition of relevance from the discussion. Moreover, we pro-
pose new logic where all logical symbol occurrences in theorems are relevant
with respect to the relevance definition of this paper.

1 Introduction

Relevant logic has been studied from the viewpoint of philosophy[1]. The aim of
relevant logic is to remove the fallacies of implication from classical logic. The formal-
ization of human reasoning is a main issue in artificial intelligence. As a method of for-
malization of knowledge reasoning, relevant logic is more suitable than classical logic
in the sense that the fallacies of implication are removed[2]. Although relevant logic is
one of most useful ways of such formalization, inference of logic does not correspond
to that of human reasoning because the aim of logical inference is to deal with the truth
values of propositions while that of human reasoning is to discover useful information.
In this paper, we introduce the concept of logical symbol occurrence relevance into rel-
evant logic for formalization of human reasoning. We use relevant logic ER, which is
free from fallacies of implication and has more provability than relevant logic R [4,5].
In ER, when we introduce logical symbol such as conjunction, disjunction, negation
or atomic proposition into proof, we do not consider relevance of logical symbol oc-
currence. On the other hand, in knowledge base reasoning, when we introduce logical
symbol into proof, we consider such relevance. For example, in ER or relevant logic R,
A∧C → B∧D can be inferred from A → B and C → D. However, there is no guarantee
that the conjunctive connection between A and C is relevant. We consider more concrete
example; from two propositions ”It rains” → ”Picnic is canceled” and ”Ken is human”
→ ”Ken will die at some future”, we can infer the following proposition.

(”It rains”∧”Ken is human”)→ (”Picnic is canceled”∧”Ken will die at some future”)

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 508–516, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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However, from the viewpoint of human reasoning, there is no relation between ”It rains”
and ”Ken is human”. This inference does not seem to obtain useful information. On the
other hand, A→B∧C can be inferred from A→B and A→C. In this case, we think that
relevance of conjunctive connection of B and C is guaranteed by the same proposition
A, which is a premise of each implication formula.

From this discussion, it is necessary to define relevance of logical symbol occur-
rence for inference of useful information from knowledge base. In [4], relevance of
logical connective introduced by inference rules is discussed, however, relevance of all
logical symbol occurrences is not dealt with. In this paper, we define relevance of log-
ical symbol occurrence from the viewpoint of proof structure. We use proof structure
of relevant logic ER. We think that relevance of logical symbol occurrence depends on
proof structure, that is to say, how to introduce logical symbol and relationship between
formulas. This paper discusses relevance of logical symbol occurrence by using proof
structure.

2 Relevant Logic ER

Relevant logic ER is defined as a sequent style natural deduction system as showed in
Fig.1[4]. The different point from usual natural deduction is that ER is a kind of labeled
deduction system[3]. A formula has an attribute value, which shows how the formula
is inferred and which kind of rule can be applied to the formula. By using attribute
values, we restrict the applicability of inference rules in order to remove the fallacies of
implication from ER.

Definition 1. Atomic propositions are formulas of ER. If A and B are formulas of ER,
then ¬A, A∧B, A∧B, A∨B and A → B are formulas of ER.

”e”, ”i” and ”r” are defined to be attribute values of formula. ”e” indicates that
a formula with such an attribute value can be major premise of elimination rules.

A : e  A : e ¬A : r  ¬A : r Axiom

Γ ,¬A : r  
Γ  A : e

RAA
Γ  A : ϕ1 Δ  B : ϕ2

Γ ,Δ  A∧B : i
∧I

Γ  A∧B : e
Γ  A : e

∧E1
Γ  A∧B : e
Γ  B : e

∧E2
Γ  A : ϕ
Γ  A∨B : i

∨I1
Γ  B : ϕ
Γ  A∨B : i

∨I2

Γ  A∨B : e Δ1,A : e  C : e Δ2,B : e  C : e

Γ ,Δ1 ,Δ2  C : e
∨E1

Γ  A∨B : e Δ1,A : e  C : i Δ2,B : e  C : ϕ
Γ ,Δ1,Δ2  C : i

∨E2

Γ  A∨B : e Δ1,A : e  C : ϕ Δ2,B : e  C : i

Γ ,Δ1 ,Δ2  C : i
∨E3

Γ  A∨B : e Δ1,A : e  Δ2,B : e  
Γ ,Δ1 ,Δ2  

∨E4

Γ ,A : e  B : ϕ
Γ  A → B : i

→ I
Γ  A→ B : e Δ  A : ϕ

Γ ,Δ  B : e
→ E

Γ  A : ϕ Δ  ¬A : e

Γ ,Δ  ¬E1
Γ  A : e ¬A : r  ¬A : r

Γ ,¬A : r  ¬E2

Γ ,A : e  
Γ  ¬A : i

¬I
Γ ,A : ϕ ,A : ϕ  
Γ ,A : ϕ  C1

Γ ,A : ϕ ,A : ϕ  B : φ
Γ ,A : ϕ  B : φ C2

Γ ,¬A : e,¬A : r  
Γ ,¬A : r  C3

Γ ,¬A : e  B : ϕ
Γ  A∨B : i

EM1
Γ ,¬B : e  A : ϕ
Γ  A∨B : i

EM2
Γ  A∨B : e Δ ,A : e  

Γ ,Δ  B : e
DS1

Γ  A∨B : e Δ ,B : e  
Γ ,Δ  A : e

DS2

Fig. 1. Inference rules of ER
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”i” indicates that a formula with such an attribute value can not be major premise
of elimination rules. ”r” indicates that a formula with such an attribute value can be
discharged by the rule RAA.

In the following, ϕ , ϕ1, · · ·, φ ,φ1, · · · are used as meta variables of attribute value. A : ϕ
is called attribute formula where A is a formula and ϕ is an attribute value.

Definition 2. Γ  A is called sequent where Γ is a multiset of attribute formulas and
A is an attribute formula or an empty formula.

A is a theorem of ER if and only if there exists a proof F1, · · · ,Fn of ER and Fn is
of the form  A : ϕ . We say that A is inferred from a sets Γ of formulas if and only if
Γ  A : ϕ is proved.

ER has the properties such as removal of implication relevance and so on [4].

3 Relevance of Logical Symbol Occurrence

This section discusses relevance of logical symbol occurrence in knowledge base rea-
soning in ER. We suppose that knowledge base is a set K of logical formulas and
introduce the following inference rule K for inference on knowledge base K in ER.

A ∈K
 A : e

K

Definition 3. ERK is defined to be ER with inference rule K. A proof of ERK inference
rules and knowledge base K is defined to be a proof of ERK based on knowledge base
K . A is a theorem of ERK based on knowledge base K if and only if  A : ϕ is proved
in ERK based on knowledge base K .

By using a proof of ERK , we discuss relevance of logical symbol occurrence such as
atomic proposition and logical connectives. In the following, we use p,q,r,s as atomic
propositions and omit attribute value if it is clear.

3.1 Relevance of Atomic Proposition Occurrence

We discuss relevance of atomic proposition occurrence. We think that all logical sym-
bol occurrences are relevant in all formulas of knowledge base K . Therefore, in this
paper, atomic proposition occurrence by inference rule K is relevant. We discuss atomic
proposition occurrence by several proofs.

We suppose that knowledge base K = {p,q → s,s → r}. In the left proof of Fig.2,
(p → q∧ r)→ s is inferred. p → q∧ r  p → q∧ r is introduced by Axiom in ER and
q is inferred by ∧E1 rule. Thus, even if r can be another atomic proposition, s can be
inferred by → E . It follows that occurrence of atomic proposition r is not relevant. We
discuss other occurrences of atomic proposition; occurrence of p in p → q∧ r  p →
q∧ r is relevant because in → E , this occurrence of p is used with the occurrence of



Formal Definition of Relevant Logical Symbol Occurrence 511

q → s ∈K

 q→ s
K

p → q∧ r  p → q∧ r

p ∈K

 p
K

p → q∧ r  q∧ r
→ E

p → q∧ r  q
∧E1

p → q∧ r  s
→ E

 (p → q∧ r)→ s
→ I

q  q

 q → q
→ I

s→ r ∈K

 s→ r
K

q→ s ∈K

 q → s
K

q  q

q  s
→ E

q  r
→ E

 q → r
→ I

Fig. 2. Proof example 1

p introduced by the rule K. Occurrence of s in the conclusion of this proof is relevant
because it is based on q → s in knowledge base K .

We discuss the middle and right proofs of Fig.2. In the middle proof, occurrence of
q is not based on knowledge base or necessary. This occurrence is not relevant and any
occurrence in the conclusion q→ q is not relevant. In the right proof, occurrence of q in
q  q introduced by Axiom is relevant because it is used as premise of → E with q → s
in K . Occurrence of r in the conclusion of proof is relevant because it is inferred from
s → r in K by → E .

3.2 Relevance of Logical Connective Occurrence

We discuss relevance of occurrence of conjunction, disjunction and negation from the
viewpoint of connected formulas. We consider two formulas A∧A and A∧ (A∨B).
In the first formula, the same formulas are connected by conjunction. In the second
formula, A and A∨ B are connected by conjunction, however, A can deduces A∨ B
trivially and A∧ (A∨B) is the same as A. For example, since in daily speech, ”It rains”
and ”It rains” is the same as ”It rains”, such an occurrence of conjunction is meaningless
and not relevant.

These examples show that A∧B is redundant if A(B) can infer B(A). It follows that
such an occurrence of conjunction is not relevant. We can propose a condition for con-
necting two formulas by conjunction; if two formulas are connected by conjunction,
then one formula can not infer the other formula. This condition is also necessary for
disjunction.

With respect to implication such as A → (A∨B) or (A∧B)→ A, if C can include or
deduce D, then C → D is trivial and the occurrence of implication is meaningless and
not relevant because we can not obtain any useful information. For example, in daily
speech, that ”It rains” implies ”It rains” is not used. From above discussion, we have a
condition that if two formulas are connected by conjunction, disjunction or implication,
then one formula can not infer the other formula. We define this condition formally.

Definition 4. A! B holds if and only if A : e  B : ϕ or B : e  A : ϕ can not be inferred
in ER. For a set of formula Γ and a formula A, Γ ! A holds if and only if C : e  A : ϕ
can not be inferred where C is the conjunction formula of all elements in Γ and there
exists no formula B in Γ such that A : e  B : ϕ . We call A ! B ”Derivation relation
formula”.

For any formulas A and B, we can decide whether A ! B holds because we have a
decision procedure of ER[4].



512 N. Yoshiura

p  p

p → q ∈K

 p → q
K

p  q
→ E

p  p

p → r ∈K

 p → r
K

p  r
→ E

p, p  q∧ r
∧I

p  q∧ r
C2

 p → q∧ r
→ I

p  p

p → q ∈K

 p → q
K

p  q
→ E

s  s

s→ r ∈K

 s → r
K

s  r
→ E

p,s  q∧ r
∧I

s  p → q∧ r
→ I

 s → (p → q∧ r)
→ I

Fig. 3. Proof example 2

We discuss relevant occurrence of conjunction and disjunction from the viewpoint
of proof structure. We suppose that knowledge base K = {p → q, p → r,s → r} in
the proofs in Fig.3. In the left proof, ∧I connects q and r by using p  q and p  r
as premises. In this case, p is in left side of two sequents and this occurrence seems
to guarantee the relationship between q and r. On the other hand, in the right proof of
Fig.3, the premises of ∧I are p  q and s  r and we can not find the same proposition
in the left side of sequents. Thus, we can not find the relationship between q and r and
the occurrence of conjunction in q∧ r is not relevant. This discussion concludes that
two formulas should have some relationship if they are connected by conjunction. This
conclusion also holds in the case of disjunction.

In ER, EM1 and EM2 introduce disjunction. These rules work for ”exclusive mid-
dle” and, for example, EM1 infers A∨B from the inference of B from ¬A. Therefore,
we consider that disjunction introduced by EM1 or EM2 is relevant.

.

.

.

.
p, p  q

p  q
C2

 p → q
→ I

.

.

.

.
p, p  q

p  p → q
→ I

 p → (p→ q)
→ I

Fig. 4. Proof example 3

In the left proof in Fig.4, p → q is inferred, and in the right proof in Fig.4, p →
(p → q) is inferred. The above part of these proofs is the same, however, usage of C2
makes a difference between two proofs. For example, in daily speech, ”It rains” →
(”It rains” → ”Athletic meeting defers”) is not relevant. Cause of irrelevance seems
repetition of ”It rains”. Therefore, such repetition of premise of implication formula
does damage to relevance of implication occurrence introduced by → I. Relevance of
negation occurrence is discussed like implication.

3.3 Formal Definition of Relevance of Logical Symbol Occurrence

From the previous discussion, this subsection gives formal definition of relevance of
logical symbol occurrence. We describe length of formula A by l(A) and define that
〈A,n〉 represents n-th occurrence logical symbol. We define relevance of logical symbol
occurrence by using proofs of ERK . For any inference rule in ER, a logical symbol oc-
currence q in the premise of the inference rule is source of a logical symbol occurrence
p in the conclusion of the inference rule if and only if p is based on q.
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Definition 5. We recursively define relevance of logical symbol occurrence which ap-
pears in a proof of ERK based on knowledge base K .

1. Logical symbol occurrence in formula A which is introduced by inference rule K is
relevant.

2. Logical symbol occurrence p is relevant if and only if source of p is relevant.
3. In the sequent A : ϕ  A : ϕ which is introduced by Axiom, n-th logical symbol oc-

currence in A in the left side is relevant if and only if n-th logical symbol occurrence
in A in the right side is relevant.

4. Occurrence of conjunction introduced by ∧I is relevant if A ! B holds and Γ and
Δ are the same multiset.

5. In ∨E1, ∨E2, ∨E3 or ∨E4, 〈A∨B,n〉 is relevant if and only if 〈A,n〉 is relevant
where 1 ≤ n ≤ l(A). 〈A∨B,n + l(A)+ 1〉 is relevant if and only if 〈B,n〉 is rele-
vant where 1 ≤ n ≤ l(B). Occurrence of ”∨” in A∨B introduced by these rules is
relevant if A ! B holds and Δ1 and Δ2 are the same multiset.

6. Occurrence of implication introduced by → I is relevant if Γ ! A and A ! B hold.
7. In → E, 〈A → B,n〉 is relevant if and only if 〈A,n〉 is relevant where 1 ≤ n ≤ l(A).
8. Occurrence of negation introduced by ¬I is relevant if Γ ! A holds and the empty

right side of Γ ,A : e  is relevant.
9. In ¬E1 or ¬E2, the empty right side of the conclusion sequent is relevant if and

only if negation occurrence in ¬A is relevant.
10. Occurrence of disjunction introduced by EM1 or EM2 is relevant if and only if

A ! B holds.
11. In DS1, 〈A∨B,n〉 is relevant if and only if 〈A,n〉 is relevant where 1 ≤ n ≤ l(A).

In DS2, 〈A∨B,n + l(A)+ 1〉 is relevant if and only if 〈B,n〉 is relevant where 1 ≤
n ≤ l(B).

We explain this definition by several examples. In the left proof of Fig.2, occurrences
of an atomic proposition r and conjunction in the conclusion are not relevant. In the
middle proof of Fig.2, two occurrences of q are not relevant. In the right proof of Fig.3,
occurrence of conjunction in the conclusion is not relevant. In the right proof of Fig.4,
occurrence of implication in the conclusion is not relevant. Logical symbol occurrences
in the conclusions of the other example proofs are relevant.

4 Logic LRO

This section defines LRO (Logic of Relevant Logical Symbol Occurrence) where all
logical symbol occurrences in a theorem are relevant from the view of the definition in
previous section. For definition of LRO, we give several definitions.

Definition 6. A formula of LRO is defined to be a formula of ER. A mark of LRO is
defined to be a variable or constant ”◦”. We define that pα is a mark logical symbol
where p is a logical symbol (logical connectives or atomic propositions) and α is a
mark. Mark formula is a formula consisting of mark logical symbols. Mark attribute
formula is a mark formula with attribute value of ER.
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 A : e K (A ∈K M)

py : e  py : e Axiom (p is an atomic proposition) py : r  py : r Axiom (p is an atomic proposition)

A : e  A : e B : e  B : e
A ∧x B : e  A ∧x B : e

A∧ A : e  A : e B : e  B : e
A ∨x B : e  A ∨x B : e

A∨

A : e  A : e B : e  B : e A !B

A →◦ B : e  A →◦ B : e
A → 1

A : e  A : e B : e  B : e
A →x B : e  A →x B : e

A → 2

A : e  A : e
¬xA : e  ¬xA : e

A¬1
A : e  A : e

¬xA : r  ¬xA : r
A¬2

Γ ,¬xA : r  y

Γ  A : e
RAA

Γ  A : ϕ1 Δ  B : ϕ2

Γ ,Δ  A ∧x B : i
∧I1

Γ1  A : ϕ1 Γ2  B : ϕ2 A ! B Γ1 ≡ Γ2

Γ1,Γ2  A ∧◦ B : i
∧I2

Γ  A ∧x B : e

Γ  A : e
∧E1

Γ  A ∧x B : e

Γ  B : e
∧E2

Γ  A : ϕ
Γ  A ∨x B : i

∨I1
Γ  B : ϕ

Γ  A ∨x B : i
∨I2

Γ  A ∨x B : e Δ1,A
′ : e  C : ϕ1 Δ2,B

′ : e  C ′ : ϕ2 A ≡A ′ B ≡B′ C ≡ C ′

(Γ ,Δ1,Δ2  C : ρ(ϕ1,ϕ2))∗ τ(eq(A ,A ′)∪ eq(B,B′)∪ eq(C ,C ′))
∨E1

Γ  A ∨x B : e Δ1,A
′ : e  C : ϕ1 Δ2,B

′ : e  C ′ : ϕ2 Δ1 ≡ Δ2 A ≡ A ′ B ≡B′ C ≡ C ′ A !B

(Γ ,Δ1 ,Δ2  C : ρ(ϕ1,ϕ2))∗ τ(eq(A ,A ′)∪ eq(B,B′)∪ eq(C ,C ′)∪{x = ◦}) ∨E2

Γ  A ∨x B : e Δ1,A
′ : e  Δ2,B

′ : e  A ≡A ′ B ≡B′

(Γ ,Δ1 ,Δ2  )∗ τ(eq(A ,A ′)∪ eq(B,B′))
∨E3

Γ  A ∨x B : e Δ1,A
′ : e  Δ2,B

′ : e  Δ1 ≡ Δ2 A ≡A ′ B ≡B′ A ! B

(Γ ,Δ1,Δ2  )∗ τ(eq(A ,A ′)∪ eq(B,B′)∪{x = ◦}) ∨E4

Γ ,A : e  B : ϕ Γ !A A !B

Γ  A →◦ B : i
→ I1

Γ ,A : e  B : ϕ
Γ  A →x B : i

→ I2

Γ  A →x B : e Δ  A ′ : ϕ A ≡A ′

(Γ ,Δ  B : e)∗ τ(eq(A ,A ′))
→ E

Γ ,A : e  x Γ !A

Γ  ¬xA : i
¬I1

Γ ,A : e  x

Γ  ¬xA : i
¬I2

Γ  A : ϕ Δ  ¬xA
′ : e A ≡A ′

(Γ ,Δ  x)∗ τ(eq(A ,A ′))
¬E1

Γ  A : e ¬xA
′ : r  ¬xA

′ : r A ≡A ′

(Γ ,¬A : r  x)∗ τ(eq(A ,A ′))
¬E2

Γ ,¬xA : e  B : ϕ A !B

Γ  A ∨◦ B : i
EM1

Γ ,¬xB : e  A : ϕ A !B

Γ  A ∨◦ B : i
EM2

Γ  A ∨x B : e Δ ,A ′ : e  A ≡ A ′

(Γ ,Δ  B : e)∗ τ(eq(A ,A ′))
DS1

Γ  A ∨x B : e Δ ,B′ : e  B ≡B′

(Γ ,Δ  A : e)∗ τ(eq(A ,A ′))
DS2

Γ ,A : ϕ ,A ′ : ϕ  x A ≡A ′

(Γ ,A : ϕ  x)∗ τ(eq(A ,A ′))
C1

Γ ,A : ϕ ,A ′ : ϕ  B : φ A ≡A ′

(Γ ,A : ϕ  B : φ)∗ τ(eq(A ,A ′))
C2

Γ ,A : e,A ′ : r  x A ≡A ′

(Γ ,A : r  )∗ τ(eq(A ,A ′))
C3

Fig. 5. The inference rules of LRO

Definition 7. Suppose that A and A ′ are mark formulas. A ≡A ′ holds if and only if
the formulas obtained by removing all marks from A and A ′ are the same. In the case
of multiset of mark attribute formulas Γ1 and Γ2, Γ1 ≡ Γ2 is defined similarly. We call
A ≡A ′ ”mark equivalent formula”.

Definition 8. By l(A ), we describe length of mark formula A , which is defined to be
the number of mark logical symbols in A . 〈A ,n〉 is defined to be n-th occurrence mark
logical symbol. Suppose that A and B are formulas obtained by removing all marks from
mark formulas A and B. We define that A !B holds if and only if A ! B holds. We
also define Γ !A similarly. we call A !B ”Derivation relation formula”.
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Definition 9. For mark formulas A and A ′ such that A ≡A ′, eq(A ,A ′) is defined
to be a minimum set of mark equations satisfying the following condition: let α be the
mark of 〈A ,n〉 and β be the mark of 〈A ′,n〉 where 1≤ n≤ l(A ). α = β ∈ eq(A ,A ′).

Suppose that E is a set of mark equations. τ(E) is defined to be a minimum set of
substitution satisfying the following condition: if α = β can be inferred from E, then
there exists a variable or constant(◦) such that γ/α1 and γ/β is in τ(E).

Definition 10. Suppose that Γ is a multiset of mark attribute formulas and that A is
a mark attribute formula or a mark. Γ  A is defined to be sequent of LRO. S ∗ E
represents application of a set of substitutions E to sequent S.

Definition 11. Let ϕ and φ be attribute values. We define function ρ(ϕ ,φ) as follows:
if ϕ = i or φ = i, then ρ(ϕ ,φ) = i. If ϕ = e and φ = e, then ρ(ϕ ,φ) = e. Otherwise,
ρ(ϕ ,φ) = r.

Definition 12. For knowledge base K , K M is a set of mark formulas obtained by
attaching mark ”◦” to all logical symbol occurrences of formulas in K .

Definition 13. In LRO, a proof based on knowledge base K is defined to be a finite
sequence F1, · · ·, Fn of sequent, derivation relation formula, mark equivalence formula
or set inclusion relation. F1, · · ·, Fn also must satisfy the following conditions.

1. If Fi is a sequent, then Fi is an axiom in Fig.5 or Fi is inferred by one of the inference
rules in Fig.5 by using F1, · · ·Fi−1 as premises.

2. In the inference rule K in Fig.5, knowledge base K is used.
3. In the inference rules of Fig.5, if more than one sequents are used as premise, then

the same mark except ◦ does not exist in more than one sequents.
4. In A∧, A∧, A → 1, A → 2, A¬1, A¬2, ∧I1, ∨I1, ∨I2 and → I2, the new mark

introduced by these inference rules does not exist in the premises of them.

In LRO, the sequent F is provable if and only if there exists a proof F1, · · · ,FnF.

Definition 14. Suppose that in LRO,  A : ϕ is proved in knowledge base K and that
all marks in A are ”◦”. Let A be a formula obtained by removing all marks from A . A
is defined to be a theorem based on knowledge base K in LRO.

5 Conclusion

This paper discusses relevance of logical symbol occurrences by using relevant logic
ER. We give formal definition of relevance of logical symbol occurrences and logic
LRO whose inference is based on knowledge base. Knowledge base decides relevance
of logical symbol occurrences and LRO guarantees that all logical symbol occurrences
in theorems are relevant. We plan to give semantics of LRO as future work.
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Abstract. To represent and reason about various laws, legal rules, and prece-
dents in legal information systems, we need a right fundamental logic system 
to provide us with a logical validity criterion of legal reasoning as well as a 
formal representation language.  This position paper discusses why classical 
mathematical logic, its classical conservative extensions, or its non-classical 
alternatives are not suitable candidates for the fundamental logic, and shows 
that deontic relevant logic is a more hopeful candidate for the fundamental 
logic we need.   

Keywords: Legal reasoning, Knowledge representation, Knowledge manage-
ment, Knowledge discovery, Deontic logic, Relevant logic.  

1   Introduction 

To represent, specify, verify, reason about, and ensure various laws, legal rules, and 
precedents in legal information systems, to make legal decisions based on legal in-
formation systems, and to discover new legal knowledge from legal information sys-
tems, we need a right fundamental logic system to provide us with a logical validity 
criterion of legal reasoning as well as a formal representation and specification lan-
guage.  The question, “Which is the right logic?” invites the immediate counter-
question “Right for what?”  Only if we certainly know what we need, we can make a 
good choice.  It is obvious that different applications may require different character-
istics of logic.   

Because making legal decisions based on legal information systems and discover-
ing legal knowledge from legal information systems are concerned incomplete or 
sometime even inconsistent laws, legal rules, and precedents, the fundamental logic 
must be able to underlie truth-preserving and relevant reasoning in the sense of condi-
tional, ampliative reasoning, paracomplete reasoning, paraconsistent reasoning, and 
normative reasoning.  This position paper discusses why classical mathematical logic, 
its classical conservatives extensions, or its non-classical alternatives are not suitable 
candidates for the fundamental logic, and shows that deontic relevant logic is a more 
hopeful candidate for the fundamental logic we need.   
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2   Basic Notions 

We firstly present some basic notions that are necessary to the discussion and claims 
of this paper.  In fact, many problems in literature are caused by mis-definition and 
misunderstanding of basic notions about reasoning, entailment, and logic.   

Reasoning is the process of drawing new conclusions from given premises, which 
are already known facts or previously assumed hypotheses to provide some evidence 
for the conclusions.  Therefore, reasoning is intrinsically ampliative, i.e., it has the 
function of enlarging or extending some things, or adding to what is already known or 
assumed.  In general, a reasoning consists of a number of arguments in some order.  
An argument is a set of statements (or declarative sentences) of which one statement 
is intended as the conclusion, and one or more statements, called “premises,” are 
intended to provide some evidence for the conclusion.  An argument is a conclusion 
standing in relation to its supporting evidence.  In an argument, a claim is being made 
that there is some sort of evidential relation between its premises and its conclusion: 
the conclusion is supposed to follow from the premises, or equivalently, the premises 
are supposed to entail the conclusion.  Therefore, the correctness of an argument is a 
matter of the connection between its premises and its conclusion, and concerns the 
strength of the relation between them.  Thus, what is the criterion by which one can 
decide whether the conclusion of an argument or a reasoning really does follow from 
its premises or not?  It is logic that deals with the validity of argument and reasoning 
in a general theory.   

A logically valid reasoning is a reasoning such that its arguments are justified 
based on some logical validity criterion provided by a logic system in order to obtain 
correct conclusions.  Today, there are so many different logic systems motivated by 
various philosophical considerations.  As a result, a reasoning may be valid on one 
logical validity criterion but invalid on another.  For example, the classical account of 
validity, which is one of fundamental principles and assumptions underlying classical 
mathematical logic and its various conservative extensions, is defined in terms of 
truth-preservation (in some certain sense of truth) as: an argument is valid if and only 
if it is impossible for all its premises to be true while its conclusion is false.  There-
fore, a classically valid reasoning must be truth-preserving.  On the other hand, for 
any correct argument in scientific reasoning as well as our everyday reasoning, its 
premises must somehow be relevant to its conclusion, and vice versa.  The relevant 
account of validity is defined in terms of relevance as: for an argument to be valid 
there must be some connection of meaning, i.e., some relevance, between its premises 
and its conclusion.  Obviously, the relevance between the premises and conclusion of 
an argument is not accounted for by the classical logical validity criterion, and there-
fore, a classically valid reasoning is not necessarily relevant.   

Proving is the process of finding a justification for an explicitly specified state-
ment from given premises, which are already known facts or previously assumed 
hypotheses to provide some evidence for the specified statement.  A proof is a de-
scription of a found justification.  A logically valid proving is a proving such that it is 
justified based on some logical validity criterion provided by a logic system in order 
to obtain a correct proof.  The most intrinsic difference between reasoning and prov-
ing is that the former is intrinsically prescriptive and predictive while the latter is 
intrinsically descriptive and non-predictive.  The purpose of reasoning is to find some 
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new conclusion previously unknown or unrecognized, while the purpose of proving is 
to find a justification for some specified statement previously given.  Proving has an 
explicitly given target as its goal while reasoning does not.  Unfortunately, until now, 
many studies in Computer Science and Artificial Intelligence disciplines still confuse 
proving with reasoning. 

Logic deals with what entails what or what follows from what, and aims at deter-
mining which are the correct conclusions of a given set of premises, i.e., to determine 
which arguments are valid.  Therefore, the most essential and central concept in logic 
is the logical consequence relation that relates a given set of premises to those con-
clusions, which validly follow from the premises.  To define a logical consequence 
relation is nothing else but to provide a logical validity criterion by which one can 
decide whether the conclusion of an argument or a reasoning really does follow from 
its premises or not.  Moreover, to answer the question what is the correct conclusion 
of given premises, we have to answer the question: correct for what?  Based on dif-
ferent philosophical motivations, one can define various logical consequence relations 
and therefore establish various logic systems. 

In logic, a sentence in the form of ‘if ... then ...’ is usually called a conditional 
proposition or simply conditional which states that there exists a relation of sufficient 
condition between the ‘if’ part and the ‘then’ part of the sentence.  In general, a condi-
tional must concern two parts which are connected by the connective ‘if ... then ...’ 
and called the antecedent and the consequent of that conditional, respectively.  The 
truth of a conditional depends not only on the truth of its antecedent and consequent 
but also, and more essentially, on a necessarily relevant and conditional relation be-
tween them.  The notion of conditional plays the most essential role in reasoning 
because any reasoning form must invoke it, and therefore, it is historically always the 
most important subject studied in logic and is regarded as the heart of logic [1]. 

When we study and use logic, the notion of conditional may appear in both the ob-
ject logic (i.e., the logic we are studying) and the meta-logic (i.e., the logic we are 
using to study the object logic).  In the object logic, there usually is a connective in its 
formal language to represent the notion of conditional, and the notion of conditional, 
usually represented by a meta-linguistic symbol, is also used for representing a logical 
consequence relation in its proof theory or model theory.  On the other hand, in the 
meta-logic, the notion of conditional, usually in the form of natural language, is used 
for defining various meta-notions and describing various meta-theorems about the 
object logic. 

From the viewpoint of object logic, there are two classes of conditionals.  One 
class is empirical conditionals and the other class is logical conditionals.  For a logic, 
a conditional is called an empirical conditional of the logic if its truth-value, in the 
sense of that logic, depends on the contents of its antecedent and consequent and 
therefore cannot be determined only by its abstract form (i.e., from the viewpoint of 
that logic, the relevant relation between the antecedent and the consequent of that 
conditional is regarded to be empirical);  a conditional is called a logical conditional 
of the logic if its truth-value, in the sense of that logic, depends only on its abstract 
form but not on the contents of its antecedent and consequent, and therefore, it is 
considered to be universally true or false (i.e., from the viewpoint of that logic, the 
relevant relation between the antecedent and the consequent of that conditional is 
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regarded to be logical).  A logical conditional that is considered to be universally true, 
in the sense of that logic, is also called an entailment of that logic.   

3   Logic Basis for Legal Knowledge Representation and Reasoning 
in Legal Information Systems 

The present author considers that the following four requirements are essential to the 
fundamental logic to underlie representing and reasoning about legal knowledge in 
legal information systems.  First, as a general logical criterion for the validity of rea-
soning, the logic must be able to underlie relevant reasoning as well as truth-
preserving reasoning in the sense of conditional, i.e., for any reasoning based on the 
logic to be valid, if its premises are true in the sense of conditional, then its conclu-
sion must be relevant (to the premises) and true in the sense of conditional.  Second, 
the logic must be able to underlie ampliative reasoning in the sense that the truth of 
conclusion of the reasoning should be recognized after the completion of the reason-
ing process but not be invoked in deciding the truth of premises of the reasoning.  
From the viewpoint to regard reasoning as the process of drawing new conclusions 
from given premises, any meaningful reasoning must be ampliative but not circular 
and/or tautological.  Third, the logic must be able to underlie paracomplete reasoning 
and paraconsistent reasoning.  In particular, the so-called principle of Explosion that 
everything follows from a contradiction should not be accepted by the logic as a valid 
principle.  In general, our knowledge about a domain may be incomplete and/or in-
consistent in many ways, i.e., it gives us no evidence for deciding the truth of either a 
proposition or its negation, and/or it directly or indirectly includes some contradic-
tions.  Therefore, reasoning with incomplete and/or inconsistent knowledge is the rule 
rather than the exception in our everyday lives and all scientific disciplines.  Finally, 
because the laws and legal rules often describe only those ideal situations, when they 
be used to in actual situations, we need to distinguish between what ought to be done 
and what is the case.  Therefore, a formalisation of normative notions is necessary, 
i.e., logic must be able to underlie normative reasoning.   

Almost all current approaches to legal knowledge representation and reasoning as 
well as legal information systems are somehow based on classical mathematical logic 
its various classical conservatives extensions, or its non-classical alternatives [3, 8, 9, 
11, 13-17, 21].   

Classical mathematical logic (CML for short) was established in order to provide 
formal languages for describing the structures with which mathematicians work, and 
the methods of proof available to them;  its principal aim is a precise and adequate 
understanding of the notion of mathematical proof.  CML was established based on a 
number of fundamental assumptions.  Among them, the most essential one is the 
classical account of validity that is the logical validity criterion of CML by which one 
can decide whether the conclusion of an argument follows from its premises or not in 
the framework of CML.  However, because the relevance between the premises and 
conclusion of an argument is not accounted for by the classical validity criterion, a 
reasoning based on CML is not necessarily relevant.  On the other hand, in CML the 
notion of conditional, which is intrinsically intensional but not truth-functional, is 
represented by the notion of material implication, which is intrinsically an extensional 
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truth-function.  This leads to the problem of ‘implicational paradoxes’ [1, 2, 7] as well 
as the problem that a reasoning based on CML must be circular and/or tautological 
but not ampliative.  Moreover, because CML accepts the principle of Explosion, 
reasoning under inconsistency is impossible within the framework of CML.  Note 
that the above three facts are also true to those classical conservative extensions or 
non-classical alternatives of CML where the classical account of validity is adopted 
as the logical validity criterion and the conditional is directly or indirectly represented 
by the material implication.  Finally, as a tool to describe ideal mathematical proofs, 
CML does not distinguish between ideal states and actual states and cannot to under-
lie normative reasoning.  Therefore, CML cannot satisfy any of the four essential 
requirements for the fundamental logic to underlie representing and reasoning about 
legal knowledge in legal information systems.   

As a result, for any legal information systems based on CML, its various classical 
conservatives extensions, or its non-classical alternatives, we cannot expect that any 
conclusion deduced from the system must be relevant to the given premises, even if 
all of the premises are already known laws, legal rules, and precedents provided 
enough legal evidence;  we also cannot expect to discover new knowledge from the 
system by ampliative reasoning;  we also cannot expect that the system can work well 
under presence of inconsistency because once the system includes some inconsistency 
directly or indirectly, anything can be deduced from the system.   

Deontic logic is a branch of philosophical logic to deal with normative notions 
such as obligation (ought), permission (permitted), and prohibition (may not) for 
underlying normative reasoning [4, 10, 12, 19, 20].  Informally, it can also be consid-
ered as a logic to reason about ideal versus actual states or behaviour.  It seems to be 
an adequate tool to represent and reason about legal knowledge.  In fact, classical 
deontic logic has been used in representation of laws and formalisation of legal rules 
[11, 15].  However, because any classical deontic logic is a classical conservatives 
extension of CML, all problems in CML caused by the classical account of validity 
and the material implication also remained in the logic.  Moreover, there is the prob-
lem of deontic paradoxes in classical deontic logic [4, 10, 18].   

Until now, the only family of logic adopting the relevant account of validity as the 
logical validity criterion is the family of relevant (relevance) logic including strong 
relevant (relevance) logic [1, 2, 5, 7].  A major characteristic of the relevant logics is 
that they have a primitive intensional connective to represent the notion of (relevant) 
conditional and their logical theorems include no implicational paradoxes.  The un-
derlying principle of the relevant logics is the relevance principle, i.e., for any entail-
ment provable in a relevant logic, its antecedent and consequent must share at least 
one propositional variable.  What underlies the strong relevant logics is the strong 
relevance principle: for any entailment provable in a strong relevant logic, every pro-
positional variable in the entailment occurs at least once as an antecedent part and at 
least once as a consequent part.  In the framework of strong relevant logics, if a rea-
soning is valid, then both the relevance between its premises and its conclusion and 
the validity of its conclusion in the sense of conditional can be guaranteed in a certain 
sense of strong relevance.  Variable-sharing is a formal notion designed to reflect the 
idea that there be a meaning-connection between the antecedent and consequent of an 
entailment.  Also, since the notion of entailment is represented in all relevant logics  
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by a primitive intensional connective but not an extensional truth-function, a reason-
ing based on the relevant logics is ampliative but not circular and/or tautological.  
Moreover, because all relevant logics reject the principle of Explosion, they can cer-
tainly underlie paraconsistent reasoning.  However, the relevant logics cannot under-
lie normative reasoning.   

Consequently, what we need is a suitable deontic extension of strong relevant lo-
gics such that it can satisfy all of the above four essential requirements.  The deontic 
relevant logics (see appendix) are obtained by introducing deontic operators and re-
lated axiom schemata and inference rules into strong relevant logics, and they can 
satisfy all of the four essential requirements for the fundamental logic system to un-
derlie representing and reasoning about legal knowledge in legal information systems.   

The deontic relevant logics provide a formal language with normative notions 
which can be used as a formal representation and specification language for represent-
ing and specifying laws, legal rules, and precedents.  The logics also provide a sound 
logical basis for reasoning about laws and legal rules as well as verifying them.  
Based on the logics, truth-preserving and relevant reasoning in the sense of condi-
tional, ampliative reasoning, paracomplete reasoning, paraconsistent reasoning, and 
normative reasoning are all possible.  The logics also provide a foundation for con-
structing more powerful logic systems to deal with other issues in legal knowledge 
representation and reasoning.  For examples, we can add temporal operators and re-
lated axiom schemata into the logics in order to represent and reason about legal 
propositions and relationships among them that are time-dependent.  We can also add 
epistemic operators and related axiom schemata into the logics in order to represent 
and reason about epistemic processes of lawyers and judges.   

4   Concluding Remarks 

We have shown that that deontic relevant logic is a hopeful candidate for the funda-
mental logic to underlie representing and reasoning about legal knowledge in legal 
information systems.  The deontic relevant logic can satisfy all requirements from 
various aspects of representing, specifying, verifying, reasoning about, and discover-
ing legal knowledge in legal information systems.  To our knowledge, no other logic 
proposed for legal knowledge representation and reasoning has this advantage.   

The propositional deontic relevant logics was first proposed by Tagawa and Cheng 
to solve the well-known problem of deontic paradoxes in classical deontic logic [18].  
The idea to adopt deontic relevant logic as the fundamental logic to underlie repre-
senting and reasoning about legal knowledge in legal information systems was first 
proposed by Cheng in a short paper at ACM SAC ’06 [6].  We are working on real 
applications of deontic relevant logics in building practical legal information systems.   
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Appendix.   Systems of Deontic Relevant Logics 

The logical connectives, deontic operators, axiom schemata, and inference rules of 
deontic relevant logics are as follows: 

Primitive logical connectives: 
⇒ (entailment), ¬ (negation), ∧ (extensional conjunction) 
Defined logical connectives: 
⊗ :  intensional conjunction, A⊗B =df ¬(A⇒¬B) 
⊕ :  intensional disjunction, A⊕B =df ¬A⇒B 
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⇔:  intensional equivalence, A⇔B =df (A⇒B)⊗(B⇒A) 
∨ :  extensional disjunction, A∨B =df ¬(¬A∧¬B) 
→ :  material implication, A→B =df ¬(A∧¬B) or A→B =df ¬A∨B 
↔ :  extensional equivalence, A↔B =df (A→B)∧(B→A) 
Deontic operators:  
O :  obligation operator, OA means “It is obligatory that A” 
P :  permission operator, PA =df ¬O(¬A), PA means “It is permitted that A”  
Axiom schemata:  
E1 A⇒A,  E2 (A⇒B)⇒((C⇒A)⇒(C⇒B)),  E2′ (A⇒B)⇒((B⇒C)⇒(A⇒C))  
E3 (A⇒(A⇒B))⇒(A⇒B),  E3′ (A⇒(B⇒C))⇒((A⇒B)⇒(A⇒C))  
E3′′ (A⇒B)⇒((A⇒(B⇒C))⇒(A⇒C))  
E4 (A⇒((B⇒C)⇒D))⇒((B⇒C)⇒(A⇒D)),  E4′ (A⇒B)⇒(((A⇒B)⇒C)⇒C)  
E4′′ ((A⇒A)⇒B)⇒B,  E4′′′ (A⇒B)⇒((B⇒C)⇒(((A⇒C)⇒D)⇒D))  
E5 (A⇒(B⇒C))⇒(B⇒(A⇒C)),  E5′ A⇒((A⇒B)⇒B)  
N1 (A⇒(¬A))⇒(¬A),  N2 (A⇒(¬B))⇒(B⇒(¬A)),  N3 (¬(¬A))⇒A  
C1 (A∧B)⇒A,  C2 (A∧B)⇒B,  C3 ((A⇒B)∧(A⇒C))⇒(A⇒(B∧C))  
C4 (LA∧LB)⇒L(A∧B), where LA =df (A⇒A)⇒A 

D1 A⇒(A∨B),  D2 B⇒(A∨B),  D3 ((A⇒C)∧(B⇒C))⇒((A∨B)⇒C)  
DCD (A∧(B∨C))⇒((A∧B)∨C),  C5 (A∧A)⇒A,  C6 (A∧B)⇒(B∧A) 
C7 ((A⇒B)∧(B⇒C))⇒(A⇒C),  C8 (A∧(A⇒B))⇒B,  C9 ¬(A∧¬A),  C10 

A⇒(B⇒(A∧B))  
DR1 O(A⇒B)⇒(OA⇒OB),  DR2 OA⇒PA,  DR3 ¬(OA∧O¬A) 
DR4 O(A∧B)⇒ (OA∧OB),  DR5 P(A∧B)⇒ (PA∧PB) 
Inference rules:  
⇒E :  “from A and A⇒B to infer B” (Modus Ponens) 
∧I :  “from A and B to infer A∧B” (Adjunction) 
O-necessitation :  “if A is a logical theorem, then so is OA” (Deontic Generaliza-

tion) 
Thus, various relevant logic systems may now defined as follows, where we use 

“A | B” to denote any choice of one from two axiom schemata A and B. 
T⇒ = {E1, E2, E2′, E3 | E3′′} + ⇒E 
E⇒ = {E1, E2 | E2′, E3 | E3′, E4 | E4′} + ⇒E 
E⇒ = {E2′, E3, E4′′} + ⇒E,  E⇒ = {E1, E3, E4′′′} + ⇒E 
R⇒ = {E1, E2 | E2′, E3 | E3′, E5 | E5′} + ⇒E 
T⇒,¬ = T⇒ + {N1, N2, N3}, E⇒,¬ = E⇒ + {N1, N2, N3}, R⇒,¬ = R⇒ + {N2, N3} 
T = T⇒,¬ + {C1~C3, D1~D3, DCD} + ∧I 
E = E⇒,¬ + {C1~C4, D1~D3, DCD} + ∧I 
R = R⇒,¬ + {C1~C3, D1~D3, DCD} + ∧I 
Tc = T⇒,¬ + {C3, C5~C10}, Ec = E⇒,¬ + {C3~C10}, Rc = R⇒,¬ + {C3, C5~C10} 
Here, T⇒, E⇒, and R⇒ are the purely implicational fragments of T, E, and R, re-

spectively, and the relationship between E⇒ and R⇒ is known as R⇒ = E⇒+A⇒LA; 
T⇒,¬, E⇒,¬, and R⇒,¬ are the implication-negation fragments of T, E, and R, respec-
tively;  Tc, Ec, and Rc are strong relevant (relevance) logics. 
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We can now obtain propositional deontic relevant logics as follows:  
DTc = Tc + {DR1~DR5} + O-necessitation 
DEc = Ec + {DR1~DR5} + O-necessitation 
DRc = Rc + {DR1~DR5} + O-necessitation 
Various predicate deontic relevant logics then can be obtained by adding the fol-

lowing axiom schemata IQ1~IQ5 and inference rule ∀I into the propositional deontic 
relevant logics.  

IQ1  ∀x(A⇒B)⇒(∀xA⇒∀xB) 
IQ2  (∀xA∧∀xB)⇒∀x(A∧B) 
IQ3  ∀xA⇒A[t/x] (if x may appear free in A and t is free for x in A, i.e., free 

variables of t do not occur bound in A) 
IQ4  ∀x(A⇒B)⇒(A⇒∀xB) (if x does not occur free in A) 
IQ5  ∀x1 ... ∀xn (((A⇒A)⇒B)⇒B) (n≥0) 
∀I :  if A is an axiom, so is ∀xA (Generalization of axioms) 
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Abstract. A forward reasoning engine with general-purpose should be
able to deal with various logic systems with different formalizations and
various formal theories based on the logic systems, and to perform de-
ductive, inductive, and abductive reasoning based on the logic systems.
This paper presents a general forward reasoning algorithm for various
logic systems formalized as Hilbert style axiomatic systems, Gentzen
natural deduction systems, or Gentzen sequent calculus systems, and its
implementation in FreeEnCal, a forward reasoning engine with general-
purpose, that we are developing.

1 Introduction

A forward reasoning engine is an indispensable component in many advanced
knowledge-based systems with purposes of creation, discovery, or prediction.
Forward reasoning engine is a computer program to automatically draw new
conclusions by repeatedly applying inference rules, which are programmed in
the reasoning engine or given by users to the reasoning engine as input, to given
premises and obtained conclusions until some previously specified conditions
are satisfied. A forward reasoning engine which can be used as a ready-made
forward reasoning engine serving as a core and fundamental component in such
advanced knowledge-based systems as well as an alone forward reasoning engine
with general-purpose should deal with various logic systems and formal theories
based on the various logic systems formalized as various formal systems and to
perform deductive, inductive, and abductive reasoning.

However, there has not been such a forward reasoning engine yet. The first
forward reasoning engine is “Logic Theory Machine”, developed by Newell, Shaw
and Simon in 1957. As a well-known fact, the Logic Theory Machine was not
successful due to the problem of computational complexity [1]. This (and the
resolution method discovered by Robinson) led almost all researchers to give
up the approach of forward reasoning but adopt the more efficient approach of
backward reasoning [2].

This paper presents an automated forward reasoning algorithm with various
logic systems formalized as Hilbert style axiomatic systems, Gentzen natural
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deduction systems, or Gentzen sequent calculus systems, and its implementation
in FreeEnCal [3], a forward reasoning engine with general-purpose, that we are
developing.

The rest of this paper is organized as follows: Section 2 gives our considera-
tion and basic idea of a general forward reasoning algorithm. Section 3 explains
overview of the algorithm and presents essential parts of our algorithm. After
that, Section 4 shows an implementation based the algorithm. Some concluding
remarks are given in Section 5.

2 Basic Idea

A forward reasoning algorithm dealing with Hilbert style axiomatic systems has
been already proposed and implemented in an automated forward deduction
system for general-purpose, named EnCal [4,5], but the algorithm cannot deal
with various logic systems because logical connectives and inference rules are pre-
programmed. EnCal mainly consists of following three processes, and performs
the processes repeatedly.

Derivation process: it checks whether an inference rule can apply to each of
tuples which consist of well-formed formulas, wffs for short, given as premises
and previously deduced wffs and which have not been checked yet. If the
inference rule can, it deduces wffs.

Duplication checking process: it finds all of deduced wffs which are dupli-
cate of given premises or previously deduced wffs.

Adding process: it adds all wffs which are not duplicate into a list of previ-
ously deduced wffs.

On the other hand, from the view point of syntax, the differences among a cer-
tain logic system or formal theory formalized as Hilbert style axiomatic systems,
Gentzen natural deduction systems, or Gentzen sequent calculus systems, are as
follows [6,7,8]; 1) Vocabulary of object logic: the main connective of sequent
formula, sequent for short, is necessary for Gentzen sequent calculus systems
but not for other formal systems. 2) Formulas: Hilbert style axiomatic systems
and Gentzen natural deduction systems have only wffs as their formulas, but
Gentzen sequent calculus systems have both wffs and sequents as its formulas.
3) Vocabulary of meta logic: variables which represent a sequence of wffs are
necessary for Gentzen sequent calculus systems but not for the other formal
systems. 4) Inference rules: Hilbert style axiomatic systems and Gentzen natu-
ral deduction systems have inference rules for applying a sequence of wffs, but
Gentzen sequent calculus systems have inference rules for applying a sequence
of sequents. Gentzen natural deduction systems have inference rules to use hy-
potheses, but Hilbert style axiomatic systems do not. 5) Set of initial formulas:
Gentzen sequent calculus systems have a set of sequents as initial sequents, but
the other two formal systems have a set of wffs as axioms. That is, the difference
of Hilbert style axiom systems and Gentzen natural deduction systems is only
whether it has inference rules to use hypotheses or not, and the differences of
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Hilbert style axiom systems and Gentzen sequent calculus systems are whether
it deals with wffs or sequents.

We can get a forward reasoning algorithm dealing with Hilbert style axiomatic
systems and Gentzen natural deduction systems by introducing inference to
use hypotheses into the EnCal’s algorithm. A typical inference rule to use a
hypothesis is like as follows.

hypo(ψ, ϕ)  ψ → ϕ

hypo(ψ, ϕ) denotes ψ is a hypothesis of ϕ. The inference rule means “if we can
derive ψ from ϕ, then we may conclude ψ → ϕ” [7]. From the viewpoint of
forward reasoning, we can consider that the inference rule means“if we can find
ψ on the derivation path from given premises to ϕ, then we may deduce ψ → ϕ.”
In general, if a inference rule to use hypotheses is as follows,

hypo(ψ0, ϕ0), . . . ,hypo(ψn, ϕn)  δ0, . . . , δm, (n,m ∈ IN),

then we can consider that the inference rule means “if we can find each of ψi

on the each derivation path from given premises to ϕi (0 ≤ i ≤ n) , then we
may deduce δ0, . . . , δm.” Under such interpretation of the inference rules, it is
possible to autonomously judge whether an inference rule to use hypotheses can
apply to a sequence of wffs so that we can program that.

We can also get a forward reasoning algorithm dealing with Gentzen sequent
calculus systems by improving the algorithm dealing with Hilbert style axiomatic
systems. Most basic processes of EnCal’s algorithm are unification and pattern
matching between two wffs. The algorithms of unification and pattern match-
ing are that improve algorithms proposed in [9] to deal with wffs. On the other
hand, a sequent consists of equal and more than zero wffs. Unifying or match-
ing between two sequents is unifying or matching each of wffs in a sequent and
each of wffs in the other sequent. Hence, it is possible to implement unification
and pattern matching processes for sequents by using unification and pattern
matching processes for wffs. Moreover, it is easy to implement derivation and
duplication checking process by using the unification and pattern matching pro-
cess for sequents because the main work of procedures called the two processes
is to control only when to call them.

3 A General Forward Reasoning Algorithm

3.1 Overview

We present a general forward reasoning algorithm dealing with the three formal
systems, but there is enough space in this paper to explain the algorithm in
detail. We therefore explain overview of the algorithm in this subsection. After
that, we present essential parts of the algorithm following subsections, that is,
derivation process for wffs, and derivation and duplication checking process for
sequents, in propositional calculus.

A program based on our algorithm mainly consists of following four processes,
and performs the processes repeatedly.
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Inference rule selection process: it selects and picks an inference rule from
a set of given inference rules.

Derivation process: it checks whether the inference rule can apply to each of
tuples which consist of formulas given as premises and previously deduced
formulas and which have not been checked yet. If the inference rule can, it
deduces formulas.

Duplication checking process: it finds all of deduced formulas which are du-
plicate of given premises or previously deduced formulas.

Adding process: it adds all formulas which are not duplicate into a list of
previously deduced formulas.

The program takes input data: a set of formulas as premises , a set of in-
ference rules specified by users, and a set of natural numbers as limitations
of nested logical connectives and modal operators. The formulas and inference
rules are formalized as one of the three formal systems. The vocabulary of ob-
ject language of this algorithm are as follows, pattern variables are variables
which mean arbitrary logical formulas, propositional symbols mean propositions.
predicate symbols mean predicates, predicate variables are variables which mean
arbitrary predicates, individual constants mean names in discussion domain,
individual variables are variables which mean arbitrary names, sequent connec-
tive is the main connective of sequents, operators means logical connectives or
modal operators, quantifiers are universal quantifier and existential quantifier,
and punctuation marks and parentheses. Definition of wffs is as follows; 1) any
pattern variable is a wff, 2) any propositional symbol is a wff 3) ρ(τ1, τ2, · · · , τi)
is a wff where {τi}, (1 ≤ i) are individual variables or constant, and ρ is a pred-
icate symbol or predicate variable, 3) ∗(n,A0, A1, · · · , An) is a wff where n is
number of wffs, {Ai}, (1 ≤ i) are wffs, and ∗ is an operator, 4) each of ∀ξA and
∃ξA is a wff where A is a wff and ξ is individual variable, 5) each of ∀XA
∃XA is a wff where A is a wff and X is predicate variable, 6) nothing else is a
wff. Sequents is represented as “Γ  Σ” where Γ is a sequence of m (∈ IN) wffs
and Σ is a sequence of n (∈ IN) wffs. Inference rules for wffs are represented as
follows,

aexp1, . . . , aexpm  cexp1, . . . , cexpn, (m,n ∈ IN).

aexpi (1 ≤ i ≤ m) is a wff or an expression “hypo(A,B)” where both A and B
are wffs and A is a hypothesis of B. cexpj (1 ≤ j ≤ n) is a wff. Inference rules
for sequents are represented as follows,

aexp1, . . . , aexpm  cexp, (m ∈ IN).

aexpi (1 ≤ i ≤ m) and cexp are sequents or formulas whose sequence of wffs
are replaced to sequent variables. sequent variables are variables which mean a
sequence of logical formulas, which number of wffs in the sequence is equal or
more than 0. Limitations of nested logical connectives and modal operators are
defined in [3].
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3.2 Algorithm for wffs

To deal with Gentzen natural deduction systems, it is necessary to modify the
derivation process of EnCal’s algorithm. This subsection gives the algorithm
of the modified derivation process. Derivation process can be divided two sub-
processes; a process to interpret the given inference rule and a process to apply
the inference rule to each sequences of wffs.

The derivation process is started by performing a procedure Derivation.
Derivation takes an inference rule IR, an array fList containing all of given
premises and previously deduced wffs. Derivation returns an array c pool con-
taining deduced new wffs.

Algorithm 1. Derivation process for wffs

1. def Derivation(IR, fList)
2. initialize pre[], con[], hyp[], rec p[], c pool[], and bindM{}.
3. InterpretIR(IR, pre, con, hyp)
4. ApplyIR(fList, pre, con, hyp, rec p, bindM, c pool, 0, 0)
5. return c pool
6. end(def)

A procedure InterpretIR is called from Derivation. It interprets the given
inference rule IR, and then stores wffs which occur in antecedent and consequent
of the inference rule into arrays pre, con, and hyp.

Algorithm 2. Interpretation of inference rules

1. def InterpretIR(IR, pre, con, hyp)
2. store elements of antecedent of IR into aExp
3. store elements of consequent of IR into con
4. pNum := number of elements in antecedent of IR
5. cNum := number of elements in consequent of IR
6. hNum := 0
7. i := 0
8. while i < pNum do
9. if aExp[i] forms “hypo(A, B)” then

10. hyp[i] := A
11. pre[i] := B
12. hNum := hNum + 1
13. else
14. pre[i] := aExp[i]
15. hyp[i] is NULL
16. end(if)
17. i := i + 1
18. end(while)
19. end(def)
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A procedure ApplyIR is called from Derivation. It checks whether it can unify
a tuple of wffs in an array pre and each of tuple of wffs recursively. If yes, it
substitute results of the unification for each of wffs in an array con. ApplyIR
takes arrays fList, pre, con, and hyp, an array rec p containing the pointer to an
element of fList, an associative array bindM containing results of unifications,
and the natural number pCnt and hCnt.

Algorithm 3. Applying a inference rule

1. def ApplyIR(fList, pre, con, hyp, rec p, bindM, c pool, pCnt, hCnt)
2. pNum := the number of elements in pre
3. cNum := the number of elements in con
4. hNum := the number of elements except empty one in hyp
5. if pCnt < pNum then
6. index := 0
7. while index < the number of elements of fList do
8. formula := fList[index]
9. if Unify(pre[pCnt], formula, bindM) returns OK then

10. pCnt := pCnt + 1
11. if hyp[pCnt] is not NULL then
12. rec p[pCnt] := the pointer to fList[index]
13. else
14. rec p[pCnt] is NULL
15. end(if)
16. ApplyIR(fList, pre, con, hyp, rec p, bindM, c pool, pCnt, hCnt)
17. end(if)
18. index := index + 1
19. end(while)
20. else if hNum �= 0 then
21. while hCnt ≤ pNum and hyp[hCnt] is not NULL do
22. hCnt := hCnt + 1
23. end(while)
24. if pNum < hCnt then
25. DeduceWffs(con, bindM, c pool)
26. return END
27. end(if)
28. ancestors[] := GetAncestors(rec p[hCnt])
29. while (formula := pop(ancestors)) is not NULL do
30. if Unify(hyp[hCnt], formula, bindM) returns OK then
31. hCnt := hCnt + 1
32. while hCnt ≤ pNum and hyp[hCnt] is NULL do
33. hCnt := hCnt + 1
34. end(while)
35. ApplyIR(fList, pre, con, hyp, rec p, bindM, c pool, pCnt, hCnt)
36. end(if)
37. end(while)
38. else
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39. DeduceWffs(con, bindM, c pool)
40. end(if)
41. end(def)

A procedure Unify(wff p, wff s, bindM ) is to check whether it can unify be-
tween wff p and wff s or not, according to the unification algorithm proposed
in [9]. If it cannot unify then Unify returns ‘NG’, if not, then it returns ‘OK’
and stores results of the unification into bindM. A procedure DeduceWffs(con,
bindM, c pool) is to produce wffs by substituting results of unifications in bindM
into each elements of an array con. After that, DeduceWffs adds the wffs into
an array c pool. A procedure GetAncestors(formula) is to return an array which
contains all of wffs occurring in the derivation tree of formula and formula itself.

3.3 Algorithms for Sequents

To deal with Gentzen sequent calculus system, it is necessary to add derivation
process and duplication process for sequents into the EnCal’s algorithm.

The derivation process is started by performing a procedure S Derivation.
S Derivation takes an inference rule IR and an array fList containing all of
given sequents and previously deduced sequents. S Derivation returns an array
c pool containing deduced new sequents.

Algorithm 4. Derivation for sequents

1. def S Derivation(IR, fList)
2. initialize pre[], con, c pool[], and bindM{}
3. store sequents in antecedent of IR into pre[]
4. store a sequent in consequent of IR into con
5. S ApplyIR(fList, pre, con, bindM, c pool, 0)
6. return c pool
7. end(def)

A procedure S ApplyIR is called from S Derivation. It checks whether it can
unify a tuple of sequents in an array pre and each of tuple of sequents recursively.
If yes, it substitute results of the unification for each of a sequent con. S ApplyIR
takes arrays fList, pre, and c pool, a sequent con, an associative array bindM
containing results of unifications, and the natural number pCnt.

Algorithm 5. Applying a inference rule

1. def S ApplyIR(fList, pre, con, bindM, c pool, pCnt)
2. pNum := the number of elements in pre
3. index := 0
4. if pCnt ≤ pNum then
5. while index < the number of elements of fList do
6. formula := fList[index]
7. initialize pSeqs[] and cSeqs[]
8. if DelSeqVar(pre[pCnt], con, formula, pSeqs, cSeqs) returns OK then
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9. j := 0
10. while j < the number of elements in pSeqs do
11. if S Unify(pSeqs[j], formula, bindM) returns OK then
12. pCnt := pCnt + 1
13. S ApplyIR(fList, pre, cSeqs[j], bindM, c pool, pCnt)
14. end(if)
15. j := j + 1
16. end(while)
17. end(if)
18. index := index + 1
19. end(while)
20. else
21. DeduceSequents(c, bindM, c pool)
22. end(if)
23. end(def)

A procedure DelSeqVars(premise, conclusion, formula, pSeqs, cSeqs) is to
delete all of sequent variables in premise and conclusion by substituting a se-
quence of wffs which occur in formula for, and to add the sequents gotten from
premise and conclusion into an array pSeqs and an array cSeqs respectively. If
DelSeqVars gets at least one sequent by the substitution then it returns ‘OK’, if
not then it returns ‘NG.’

A procedure S Unify is to check whether it can unify sequent p and sequent s
or not, by using the procedure Unify in subsection 3.2. If it cannot unify then
S Unify returns ‘NG’. If not, then it returns ‘OK’ and adds results of unifications
into an associative array bindM.

Algorithm 6. Unification between two sequents

1. def S Unify(sequent p, sequent s, bindM)
2. initialize pWffs[] and sWffs[]
3. store all of wffs in sequent p into pWffs by order of occurence
4. store all of wffs in sequent s into sWffs by order of occurence
5. i := 0
6. while i < the number of elements in pWffs do
7. if Unify(pWffs[i], sWffs[i], bindM) returns NG then
8. return NG
9. end(if)

10. i := i + 1
11. end(while)
12. return OK
13. end(def)

A procedure DeduceSequents(conclusion, bindM, c pool) is to produce se-
quents by substituting results of unifications in an associative array bindM for
each elements of conclusion. After that, it adds the sequents into c pool.

The duplication checking process is started by performing a procedure
S DuplicationChecking. S DuplicationChecking takes an array fList containing
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given premises and previously deduced sequents and an array c pool contain-
ing deduced sequents at S Derivation, and returns an array containing sequents
which are not duplicate of given premises and previously deduced sequents.

Algorithm 7. Duplication checking for sequents

1. def S DuplicationChecking(fList, c pool)
2. initialize new pool[]
3. foreach subject in c pool
4. foreach target in fList
5. if S PM(target, subject) returns NG then
6. add subject into new pool
7. end(if)
8. end(foreach)
9. end(foreach)

10. return new pool
11. end(def)

A procedure S PM is to check whether it can match sequent p and sequent s
or not, by using the procedure PM. If it cannot match then S PM returns
‘NG’. If not, then it returns ‘OK’ and adds results of pattern matching into
an associative array bindM. A procedure PM (wff p, wff s, bindM ) is to check
whether it can match wff p and wff s or not, according to the pattern matching
algorithm proposed in [9]. If it cannot match then PM returns ‘NG’, if not, then
PM returns ‘OK’ and adds results of pattern matching into an associative array
bindM.

Algorithm 8. Pattern matching between two sequents

1. def S PM(sequent p, sequent s)
2. initialize pWffs[], sWffs[], bindM
3. store all of wffs in sequent p into pWffs by order of occurence
4. store all of wffs in sequent s into sWffs by order of occurence
5. i := 0
6. while i < the number of elements in pWffs do
7. if PM(pWffs[i], sWffs[i], bindM) returns NG then
8. return NG
9. end(if)

10. i := i + 1
11. end(while)
12. return OK
13. end(def)

4 Implementation in FreeEnCal

We implemented FreeEnCal based on our algorithm and checked whether our
algorithm can deal with logic systems formalized as the three formal systems.
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To check our algorithm, we gives propositional classical mathematical logic sys-
tem LJ formalized as Gentzen natural deduction systems and LK formalized as
Gentzen sequent calculus systems [10], as input data to the FreeEnCal.

The FreeEnCal is written with C++ and complied with GCC version 4.1.3.
It worked on Debian GNU/Linux Lenny in Dell PowerEdge 2850 (Main memory
4GB). FreeEnCal deduced 352 wffs when it takes a propositional symbol given
as a premise, 10 inference rules of LJ, and the 3 natural numbers (3, 1, 1)
as limitations of nested of material implication, conjunction, and disjunction.
It deduced 10,618 sequents when it takes a sequent and 17 inference rules of
LK, and the 4 natural numbers (1, 0, 0, 5) as limitations of nested of material
implication, conjunction, disjunction, negation. The reason why the limitations
for LK are so tight is that it is not enough memory space to deal with more
loose limitations.

We therefore can consider that our algorithm can deal with logic systems
formalized as the three formal systems.

5 Concluding Remarks

We have presented a general forward reasoning algorithm for various logic sys-
tems formalized as Hilbert style axiomatic systems, Gentzen natural deduction
systems, or Gentzen sequent calculus systems, and its implementation in FreeEn-
Cal. Some challenging issues exist: high-performance, low memory, and so on.
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Abstract. Although regional informatization has advanced due to the Internet, a 
problem remains: not all people can use such services. Data broadcasting is ex-
pected to serve as infrastructure to advance regional informatization, because it 
is safer and easier to use for all the people including senior citizens than internet 
infrastructure. We are promoting regional informatization based on data broad-
casting. However, there are problems such as only information on each genre 
can be inspected, so the interface must be improved to present information re-
gion-wide. Moreover, published information is not managed uniformly, so 
maintaining the current state that recycles valuable information is difficult. In 
this study, we propose a map-oriented information model that focuses on maps 
as information interfaces. 

Keywords: Map-oriented Information Model, Regional Informatization, Data 
Broadcasting. 

1   Introduction 

Although regional informatization has advanced due to the Internet, a problem re-
mains: not all people can use such services. Data broadcasting is expected to serve as 
infrastructure to advance regional informatization, because it is safer and easier to 
use for all the people including senior citizens than internet infrastructure[1]. In the 
Seto City Digital Research Park Center, the delivery foothold of digital broadcasting 
for the Nagoya area, a structure delivers data broadcasting contents to the main pub-
lic institutions in the city by regional intranet. Previously, we promoted regional 
informatization based on data broadcasting using this infrastructure[2]. The regional 
information contents produced in this project are delivered to a large-scale display in 
the main public facilities in the city and used as the regional population's information 
means. However, there are problems such as only the information on each genre can 
be inspected, so an interface must be improved to present information region-wide. 
Moreover, published information is not managed uniformly, so the current state that 
recycles valuable information is difficult. 
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In this study, we propose a map-oriented information model that focuses on a map 
as an information interface. Regional information is expressed using this model. A 
map interface is used for the contents made so far, and data broadcasting contents for 
regional information provision are created. 

2   Map-Oriented Information Model 

Expressing information equally is difficult because it has various sides. Therefore, 
information management is tried from various viewpoints[3]. There is a target place in 
information. A map is a suitable interface from which a person may visually under-
stand the information’s position, its characteristics, and its connection. We are consid-
ering a map-oriented information model by focusing on maps as a means to express 
information. Information, which also changes with time, is divided into perpetual and 
transient elements. This model can also treat the concept of such notions of time. In-
formation can be expressed that considers a sense of the distance of the real world by 
making such an information model. 

2.1   Model Concept 

In a real space, information is limited by time and location. But in virtual space, there 
are few restrictions, so it is more convenient, and information can be dispersed. When 
considering an expression method for information based on reality space, location and 
time are elements that can be effectively used. A map expresses the location and the 
characteristics of information. A correlation of the information, based on reality 
space, can be expressed by adding a time axis. Moreover, because information is 
accumulated, archives can be built based on real space. 

Location 
When information is considered based on location, it can be classified into four sys-
tems: a) specific point; b) two or more points; c) some range; d) two or more ranges 
(Fig. 1). 

 

Fig. 1. Information on a map 

Time 
When information is considered by time, it can be classified into four systems: a) one 
certain point; b) some period; c) a and b joined to attain a plurality; d) something 
permanent without a period (Fig. 2). 
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Fig. 2. Information on timeline 

Fusion of Location and Time 
The expression of information that considered a distance perspective in real space 
becomes possible by combining two concepts, "location" and "time". In other words, 
because the elements of time and place are added to all pieces of information, distance 
in a form with which people are familiar is generated between information and infor-
mation. Since information is held in this form near actual space, it becomes easy for 
people to manipulate it. 

 

Fig. 3. Fusion of location and time 

2.2   Model Structure 

One example of the model based on the above concept is shown (Fig. 4). Information 
has the elements of position and time. These have the attributes of a point or a range, 
and two or more of these attributes may be added. One bit of information is composed 
not of the information of this model alone but the combination of such elements as 
heading, body text, and publisher. Map-oriented management for existing information 
is enabled because it adds this model. It can specify a particular point in a particular  
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Fig. 4. Model node 

range. Even when the time to the information and a position is ambiguous, it is related 
in a form with width. Thus, affinity with existing information is also high. 

3   Regional Information Management 

Different types of information exist in a region. The management of various regional 
information is enabled by applying the above map-oriented information model to such 
information. Moreover, because such managed information is accumulated, the data-
base becomes the archives of the region’s knowledge. 

3.1   Regional Information 

In a region, various kinds of information can be found, including public, which is 
possessed by municipalities and includes history and culture, and private, which is 
possessed by citizens (Table 1). 

Table 1. Kinds of Regional Information  

Safety and Security

Medical and Health

History and Culture

Ecology

Child-Care

Other

Commercial

Private

Public

Non public

Evacuation area, Disaster-prevention, Safety

Health examinations，Holiday and Evening Clinics

Cultural asset，Scenic beauty and historic interest

Sorting and trash collection

Child-care classes, Playroom

Event，Institution

Corporate social responsibility activities，Regional mall

Word of mouth, Club activities

Safety and Security

Medical and Health

History and Culture

Ecology

Child-Care

Other

Commercial

Private

Public

Non public

Evacuation area, Disaster-prevention, Safety

Health examinations，Holiday and Evening Clinics

Cultural asset，Scenic beauty and historic interest

Sorting and trash collection

Child-care classes, Playroom

Event，Institution

Corporate social responsibility activities，Regional mall

Word of mouth, Club activities
 

3.2   Management 

As described above, a region has various kinds of information. When characteristics 
are divided, they become immobile things that show an institution and a place and 
such dynamic things as an event being held there. All of these can manage informa-
tion unitarily with elements of place and time. An institution is shown as an example 
(Fig. 5). A museum in an area becomes an element that determines the position based 
on it. Moreover, the building itself is permanent. Since the museum’s business hours  
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Fig. 5. Information of institution 

are time zones that are fundamentally identical every day, they have range and conti-
nuity. Moreover, the event currently being performed has discontinuous time and a 
range of information. A building and the photograph of the event’s scene and com-
ments have a certain time of one point. 

4   Data Broadcasting Contents 

To confirm the effectiveness of our proposed map-oriented regional information man-
agement, we applied the data broadcasting contents produced previously. As a result, 
uniform management of regional information was enabled. Moreover, using the man-
aged information, we made a page by an interface that displays a list of information 
on a map. 

4.1   Data Broadcasting 

In Japan, television broadcasting shifts from analog to digital in July, 2011. Data 
broadcasting, one of the features of digital broadcasting, can provide information as 
texts and images as a Web page on television. Its contents are described by Broadcast 
Markup Language (BML) based on XML[4]. 

One merit of distributing information by data broadcasting is offering information 
to broad layers, including such Internet non-users as the middle-aged and senior citi-
zens. Moreover, since information can be unilaterally sent by electric waves, informa-
tion can be effectively acquired during natural disasters. Thus, data broadcasting is an 
effective means of information distribution for public administration. 

4.2   Contents of Regional Informatization 

Previously, we tried regional informatization by producing data broadcasting contents 
from various viewpoints. 

Life Information 
This content is composed of the following three categories. "Disaster prevention and 
Safety" introduces disaster measures and shelter places. "Medical and Health" intro-
duces holiday and evening clinics, and methods of immediate attention. "Sorting and 
Trash Collection" explains how to sort recyclables and provides a schedule for trash 
collection. 
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Traditional Craft Promotion 
Seto City has been famous for ceramics for many years. Disseminating the local iden-
tity both inside and outside the region is important for planning an attractive city. This 
content introduces ceramic artists, knowledge concerning Seto Ceramics, the voices 
of regional persons engaged in Seto Ceramics, and so on. 

Tourism Promotion 
In Seto City, the citizens themselves chose 100 places to introduce the city’s charm in 
a guide map called "One Hundred Views of Seto." This included not only places of 
scenic beauty and historic interest but also people's lifestyles and cultural activities. 
One recommended course to reflect the seasons can be experienced by Sugoroku, a 
game that resembles backgammon. 

Child-Care Support 
This content introduces health examinations for infants and children, health consulta-
tion counters, child-care classes, immunization programs, child-care consultation 
counters, playrooms, and child-care and housework support by affiliated enterprises. 

4.3   Map-Oriented Contents 

Since the above contents were created for a specific purpose, the information stopped 
after satisfying that purpose; reusing the information and cooperation between pieces 
of information were difficult. However, unitary management of this information was 
completed with the proposed model. After unification, suitable information for the 
present was displayed on the map, and information provided in such a form becomes 
a part of everyday life. Since the original information is the same, it can also become 
past contents whose details can be browsed on a map (Fig. 6). 
 

 

Fig. 6. Map interface 
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5   Conclusion 

In this research, we proposed a map-oriented information model by focusing attention 
on a map as an information interface. Moreover, we showed applications to regional 
information on this model and created regional information contents for data broad-
casting by information management based on it. This time, we only targeted a single 
region. When the information group formed by this model links areas, a sense of 
distance can be expressed in the real world between bits of information.  

Now, various contents treat regional information including regional portal sites on 
the Internet. But they remain a single content in virtual space. However, when treated 
by this model, the trait of a "region" rises to the surface on the Internet. The creation 
of regional innovation based on regional information is promoted to increase the 
flexibility of the proposed model to have affinity with existing systems. We want to 
exhibit such specifications as defining by XML and supposing wide utilizations in 
society. Moreover, we want to practically apply our proposed model in various envi-
ronments where local information is treated to verify its effects. We plan to research 
the ideal way for the Internet to use regional information mutually in online commu-
nities such as regional portal sites. 
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Abstract. Spatial-Temporal clustering is one of the most important
analysis tasks in spatial databases. Especially, in many real applica-
tions, real time data analysis such as clustering moving objects in spatial
networks or traffic congestion prediction is more meaningful.Extensive
method of clustering moving objects in Euclidean space is more complex
and expensive. This paper proposes the scheme of clustering continu-
ously moving objects, analyzes the fixed feature of the road network,
proposes a notion of Virtual Clustering Unit (VCU) and improves on
the existing algorithm. Performance analysis shows that the new scheme
achieves high efficiency and accuracy for continuous clustering of moving
objects in road networks.

Keywords: Clustering, Moving Objects, Road Networks.

1 Introduction

Clustering [1] denotes the grouping of a set of data items so that similar data
items are in the same groups and different data items are in distinct groups.
Clustering is widely studied in data mining and pattern cognition community.
Clustering is very important to analysis the inner data structure. Early research
mainly focused on clustering a static dataset [2,3,4,5]. With the increasing dif-
fusion of wireless devices such as PDAs and mobile phones and the availability
of geo-positioning, for example, GPS, a variety of location-based services are
emerging. In recent years, clustering moving objects has been attracting in-
creasing attention, which has various applications in the domains of traffic jam
prediction, market research, medical figure auto-detection and weather forecast.
However, little attention has been devoted to the clustering of moving objects
and the most of existing work on clustering of moving objects assumed a free
movement space and defined the similarity between objects by their Euclidean
distance[6,7,8,9].

It is proposed that clustering moving objects is very meaningful in spatial
networks in the literature [7]. In the real world, objects move within spatially
constrained networks, e.g., vehicles in an urban move on road networks. Nowa-
days, there are a few studies on clustering nodes or objects in a spatial network
and the studies mainly focus on the static dataset [7,8,9], and the studies on
continuous clustering of moving objects in spatial networks is fewer [10], but the
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later is more meaningful, e.g., real-time monitoring the road running state, or
traffic density region predication according to the current density region.

In the paper, we improve on the existing algorithm [10], and propose a new
scheme for continuous clustering of moving objects at the intersection of road
networks, not assuming the next edge.

Our contributions can be summarized as follows:

1) We propose a new data structure Virtual Cluster Unit (VCU) for efficient
clustering moving objects at the intersection.

2) We develop a new group split scheme at the intersection of the road for
reducing the processing cost and improving the processing accuracy.

3) We give the formal definition of VCU and the algorithms of creation and
modification.

The rest of the paper is organized as follows. Section 2 surveys the related
work. Section 3 details the scheme for continuous clustering of moving objects
at the intersection of road networks. Section 4 shows performance analysis. We
conclude this paper in Section 5.

2 Related Work

Many clustering techniques have been proposed for static data sets[1,2,3,4,5,11],
the clustering approaches [6,8,12] of moving objects mainly based on Euclidean
space. Yiu et al. first define the problem of clustering objects according to their
network distance in SIGMOD 2004 [9] and propose algorithms that apply dom-
inant clustering paradigms on the network-based clustering problem. The algo-
rithms mainly process over spatial networks. The main focus of database research
is how to organize large sparse networks on disk, such that shortest path queries
can be efficiently processed, but it is inefficient to process dense networks. It
focuses on the static objects that lie on spatial networks.Literature [10] proposes
the way to clustering moving objects in the road networks, which extends the
approach of literature [9]. Lai et al. extend the clustering approach in [10], pro-
pose the clustering moving objects in spatial network, define the cluster unit
(CU) formally. A CU [10] is a group of moving objects close to each other at
present and near future time. The objects in a CU move in the same direction
and on the same segment. The CUs’ maintenance includes two phases: one is
the phase moving on the segment; the other is the phase arriving at the end
of the segment. On the segments the main task is to dynamically maintain the
order of objects and compute the valid time. At the end of segments a group
split scheme is proposed according to the objects’ next segment, to reduce the
processing cost. In real application, the group split scheme can’t be realized, as
on one side we can’t get the next segment, on the other side when a few CUs
on different segments arrive at the same intersection, we must perform parallel
group scheme, compute the valid time of each CU and maintain the interlaced
orders. So the scheme is very complex.

In order to handle above questions, we propose a new clustering scheme in
the intersection, not assuming to known the next edge to move along.
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3 Continuous Clustering of Moving Objects in the
Intersection of Roads

3.1 Modeling of Moving Objects

We model a road network as a graph [9]. Nodes of the graph represent inter-
sections of road network and edges represent segments. Objects are moving on
the edges. Any object can only locate on a segment. The distance between any
two objects, called network distance, is measured by the length of the shortest
path connecting them in the network. We employ a similar motion model as
in [9], where each object is assumed to move at a stable velocity at each edge.
Each object is capable of transmitting its current location and velocity to a cen-
tral server. Each object location update has the following form (oid,na,nb,pos,v)
where oid is the id of the moving object, (na ,nb) represents the edge on which
the object moves from na toward nb , pos is the relative location to na, and
v is the moving speed. The clustering processing of the existing algorithm [9]
includes two phases:

1) A set of clustering unit are created by traversing all segments in the network
and their associated objects. The CUs are incrementally maintained after
their creation.

2) As time elapsed, the similarity between adjacent objects in a CU or between
CUs may change, so CUs need be maintained dynamically. Especially, when
CUs arrive at the intersection of road networks, we need perform CUs’ split.
In order to reduce the split and merge cost and improve the accuracy, we
propose the scheme based on virtual cluster units (VCU).

3.2 Virtual Cluster Unit (VCU)

Formally, a VCU is defined as follows:

[Definition 1] Virtual Cluster Unit (VCU). A VCU is represented by VCU=(
V CUid, O, na, nb, head), where V CUid is the id of the VCU, O is a list of ob-
jects {o1, o2, . . . , oi . . . on}, oi = (oidi , na, nb, posi, vi), where posi is the rela-
tive location to na, vi is the moving speed. Without loss of generality, assuming
pos1 ≤ pos2 ≤ . . . ≤ posn, Since all objects locate at the beginning of the seg-
ment (na, nb), of which direction is from na to nb, the position of the VCU is
determined by an interval (na, head) in terms of the network distance from na.
Thus the length of the VCU is |head− na|. �

VCU is formed by split and merge of CUs. So VCU is closely connect with CU.
The following definition is the existing definition in [10].

[Definition 2] Cluster Unit (CU). A CU is represented by CU= (CUid , O , na ,
nb, head, tail), where CUid is the id of the CU, O is a list of objects{o1,o2,. . .,oi

. . ., on }, oi = (oidi , na , nb, posi, vi), where posi is the relative location to
na, vi is the moving speed. Without loss of generality, assuming pos1 ≤ pos2 ≤
. . . ≤ posn, posi+1 − posi ≤ ε(1 ≤ i ≤ n− 1), Since all objects are on the same
segment (na, nb), of which direction is from na to nb ,the position of the CU
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is determined by an interval (head, tail) in terms of the network distance from
na.Thus the length of the CU is |tail− head|. �

The forms of CU and VCU are similar. Both are a group of moving objects.
However, CU is a micro-cluster [7], the objects in a CU are similar and the
objects in different CU are dissimilar. CUs can locate on segments. VCUs can
only locate at the beginning of segments. There are only one VCU on a segment
and the objects in a VCU may be dissimilar.

3.3 Clustering Scheme in the Intersection of Roads

Clustering scheme. When CUs arrive at the end of the segment, the processing
would be more complex. The number of CU splitting is connected with the
number of adjacent segments. To reduce the processing cost, we propose a new
group split scheme. The object transmits its current location and velocity to a
central server when the object moves to the adjacent segment. When the CUi

reaches the end of segment nodei, we perform the split event. We address the
time as tis when the first object of CUi leaves, and we compute the time tie of
the last object leaving. So the valid time of the CU is [tis, tie]. During the valid
time, if there is another CUj reaches the intersection, we perform parallel group
scheme, and compute the valid time [tjs, tje](tis < tjs < tie). So the valid time
of the intersection nodei is [tis,max(tie, tje)]. Fig.1 illustrates the procession
of valid-time of VCU. During the valid time, we add each leaving object to
VCU, if exist VCU in the adjacent segment. Otherwise, we firstly create a new
VCU in the adjacent segment. When the time is expired, we directly delete all
the CU of the intersection and append all the objects of VCU to the tail of
adjacent CU (the distance of CU and VCU is not greater than ε). At last we
delete the VCUs.

Fig.2(a) illustrates the procession of VCU’s creation. When CU1 reaches the
end of the segment ne, we compute CU1’s valid time [t1, t2]. During the valid
time, objects o2 and o4 move to segment (ne, nb), o1 and o3 move to segment
(ne , nc). When CU2 reached the node ne, we compute CU2’s valid time [t3, t4]
(i.e., t1 < t3 < t2 < t4). Objects o5 and o7 move to segment (ne, nb), o6 and
o8 move to segment (ne, nc). At the time t2, the configuration is formed (i.e.,
Fig.2(b) parallel splitting of CUs). We don’t delete CU1 and CU2 until the last

t0

CU3

CU2

CU1

t1 t2 t3 t4 t5

CU

t

Fig. 1. Valid-time of VCU
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Fig. 2. (a)Creation of Virtual CU. (b)Parallel splitting of CUs.

object o5 arrives at the segment (ne , nb) and perform the VCU created. The new
group split scheme at the intersection of the road keep the effective of parallel
splitting, maintain the reasonable objects order of the parallel CUs and reduce
the splitting times so that reduce the maintenance cost of CUs.

The Lifetime of VCU. The lifetime of VCU includes 3 phases: creation,
running and destroy.

1) Creation: an object o moves to the adjacent segment (na, nb), where there
isn’t a VCU, we create a new VCU.

2) Running: when an object o arrives at the intersection, we directly add the
object o to the VCU.

3) Destroy: when the valid time of VCU is over, we merge the objects of VCU
to the adjacent CU and delete VCU directly from queue.

The Modification of VCU: Insertion and Deletion. We firstly compute
the valid time of VCU when VCU is modified. A few CUs may arrive at the
intersection of the segments at the same time. During the valid time, we don’t
change the state of the parallel CUs and add the leaving objects to the VCUs.
When the objects leave to the next segment, update the objects information
(oid, na, nb, posi, vi) and add the object to the order list of VCU, but don’t split
and merge the CU and VCU. The Algorithm 1 illustrates the insert process.
======================================
Algorithm 1. Insert(o)
/∗ Input: o is an object to be inserted∗/

1. begin
2. for each nodei do
3. if nodei .visited==false then
4. Q=new priority queue;
5. V CUid ←find the VCU of the edge where o lies
6. if V CUid==null then
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7. create a new V CUid ;
8. if o is not the first object of CUi then
9. Enqueue(Q,CUi);
10. insert o into objects list of V CUid

end Insert
======================================

We process all the objects of the CUs, respectively. When the first object of
the parallel CUs leaves to the adjacent segment, we create a new VCU (lines 3
to 7). On the contrary, when the leaving object is the first object, we add the
object to the VCU directly (lines 8 to 10).

When VCU or CU is not in valid time, we delete all the CUs of the intersec-
tion of segments, delete all the split event of the CUs and process the split and
merge event of VCU. We search the first CU where VCU lies. If we can search
the CU which the distance of CU and VCU is not greater than , we address it as
FirstCU, otherwise, we create a new CU, addressed newCU. Then merge VCU
to FirstCU or newCU, at last process the split and merge event of the merged
CU. The Algorithm 2 illustrates the procession of valid-time of VCU.
======================================
Algorithm 2. Delete()

begin
1. for each nodei do
2. while notempty(Q) do
3. CU=Dequeue(Q);
4. delete CU ;
5. delete all CUs’ event from the event queue;
6. for each V CUi of nodei ;
7. firstCU ← find first CU on the same edge with VCU
8. if firstCU �= null then
9. minDis←compute the minimize distance between V CUi and firstCU
10. if minDis > ε or firstCU==null then
11. create a new CU as firstCU
12. Expand Merge(V CUi, firstCU)
13. delete V CUi from V CUi queue;

end delete
======================================

We process all the CUs and VCUs, respectively. First we delete all the CU in
the priority queue Q (lines 3 and 4) and delete all CUs’ event from the event
queue(lines 5). Then we process the VCUs. If we can find the appropriate the
adjacent CU of VCU (lines 7 to 9), otherwise, we create a new null CU (lines10
and 11). At last merge the VCU to the next CU and delete VCU from VCU
queue (lines 12 and 13).The following procedure Expand Merge merge VCU to
the adjacent CU.



Continuous Clustering of Moving Objects in Spatial Networks 549

======================================
Procedure Expand Merge(VCUfirstCU)

begin
1. Olist← get the O list from VCU
2. insert Olist to the tail of firstCU
3. split(fisrtCU);

end Expand Merge
======================================

4 Performance Analysis

In this section, we evaluate the performance of our proposed techniques by accu-
racy and cost analysis. The analysis shows our algorithm is accurate and efficient.

4.1 Accuracy

In our approach, we mainly process the CUs’ split at the intersection. The pro-
cessing includes a single CU’s split and mutil-CU’s split. For the single CU’s
split the accuracy is same with the existing algorithms [10]. For the mutil-CU’s
split, the accuracy is higher than the existing algorithms, since using parallel
splitting scheme.

4.2 Cost

Assume there are N moving objects at the intersection and M CUs (CU1, CU2

. . . CUM ) that contain N1, N2 . . . NM moving objects respectively. There are
E valid edges and V nodes in the road network. Usually M # N or M is 2E
at most and

∑
Ni=N. Let |Q| be the length of event priority queue Q, which

has a size of O(SQ+MQ), where SQ and MQ are the number of split and merge
events stored in Q, respectively.

In our approach, we only take into account the CUs at the intersection.
Computing a split event from a CU takes M log(SQ + MQ)

∑
Ni time ,which

is O(M.SQ.log(N) log(SQ + MQ)) and inserting a split event to the priority
queue Q takes O(log(|Q|)). The cost of computing all the initial split events is
O(Mlog(|Q|)+ M.SQ.log N log(SQ+MQ)). The maintenance phase of VCUs pro-
cesses insertion/deletion event. It requires O(M + |E| log(|E|)) time to build the
initial VCUs at the intersection. The insertion events require O(|E| log(|E|)).
Deletion events require O(M log(|Q|) + N2/M + |E|2). The total cost of the
phase is O(Mlog|Q| + N2/M + |E|2 + |E| log(|E|)) .For our approach only
refers to the intersection, the cost of the approach is O(M.SQ.log N log(SQ
+ MQ)+Mlog |Q|+ N2/M +|E|2+|E| log |E|).

According to[10], the cost of the group scheme at the intersection is O(M.
SQ. log N log(SQ + MQ)+Mlog |Q|+ N2/M +|E| log |E|). The cost of[10] at the
intersection only reduces constant time |E|2, but our accuracy is higher. Thus
our approach is efficient.
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5 Conclusion

In this paper, we proposed a new group split scheme for clustering moving objects
at the intersection, reduced the processing cost and improve the accuracy of the
existing algorithm based on the intersection of road. The performance Analysis
showed the efficiency of our method. In the future, we plan to further investi-
gate the applicability of this method. We will also evaluate the performance by
experiment based on a real road network.
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Abstract. In the past composite structures for managing road network-
constrained moving objects, the road network is usually broken up into
road segments. This scheme will cause high concentrated update oper-
ations, and some needless queries while tracking the moving objects. In
this paper, we propose a new unit called cross region(CR) to break up
the road network, and use CR to build a new structure called CR-tree
to be the static part of the composite structure. By indexing the moving
objects with our composite structure, experiments show that the update
density could be evened, the update frequency and the update cost could
be decreased compare with the past ones.

1 Introduction

In recent years, with the advancement of portable computing, geographic po-
sitioning and wireless communicating technologies, the devices like PDA, GPS
become more cheaper, location-based service (LBS) in the urban traffic system,
e.g., traffic navigation, traffic flow forecasting becomes possible. In such kinds of
systems, tracking the vehicles real-timely plays an important role, which needs
an efficient method for collecting and managing the network-constrained moving
objects’ positions.

To manage the moving objects, there are a lot of structures like TPR-tree[1],
TPR*-tree[2], 3DR-tree[3] and the SV model[4] proposed in recent years. These
structures manage the objects moving in the Euclidean Space, where objects
can move to any place in a straight line, e.g., planes move in air. However, in
the urban transportation that this paper mainly concerns, objects’ movements
are constrained, not only their moving directions but also the distance among
them are constrained by the road network.The neighboring relations among these
moving objects should take the underlying road network into consideration.

For managing the road network-constrained moving objects, many composite
structures[5] were proposed, e.g., NCO-tree[5], FNR-tree[6], IMTFN[7], MON-
tree[8] and MONC-tree[9]. In these structures, road networks are broken up into
different units, usually road segments, and indexed by a spatial R-tree-like struc-
ture. The moving objects inside every unit are indexed by specific spatiotemporal
structures. For tracking the moving objects, when vehicles run from one unit to
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another, their position data should be inserted into the correct units’ dynamic
structures. In the situation of regarding road segment as the unit, there are two
problems in the this process: uneven update density and high update cost. For
example, in Fig.1, road network RN with nodes {a, b, c, d, e, f , g, h} is broken
up into segments {ab, ac, ad, ae, bd, ef , fg, fh, gh}. Assume there is Car in ae
with speed �, it will move to ab after passing through a. Here, when Car passes
through a after sometime later, it should submit an update request to the sys-
tem, then Car ’s data will be moved from ae’s spatiotemporal structure to ab’s
in time. If this update is not quickly enough, the accurate position of Car will
be lost in the index. Therefore, most vehicles’ updates are concentrated around
the crosses, and make the update density uneven. At the same time, as there is
not any connection information about segments (e.g., the connection informa-
tion about ab and ae) inside the index, when process the update operation, the
system should find out ab through Car ’s new position. Especially, in day time,
not only a number of vehicles run across a crossroad in a short time[10], but also
the number of crosses in the urban road network are all very large, the whole
update cost of the composite structure will be high.

Fig. 1. Example of Road Network RN

In this paper, we solve the up problems by proposing a new index structure for
managing road network: CR-tree. Cross region(CR) is our basic unit to break up
the road network. A CR covers a region around a cross in road network. Two CRs
are adjacent if the two crosses they covered respectively are adjacent too, and
this adjacent relationship will be kept in both CRs. When a composite structure
adopts CR-tree for managing the road network, we can get three benefits:

– Update Cost. Because the adjacent relationships are kept in CRs, systems
can ”know” the CRs part vehicles will enter. Therefore, the update cost
could be decreased.

– Update Density. The update operations could be dispersed into any place
inside a CR, not concentrated around the cross, so that the update density
of the structure could be evened.

– Update Latency. When we use CR to break up the road network, part
vehicles’ update latency could be extended further, so that the total amount
of updates in a same time slot could be decreased.

In the following of this paper, Section 2 gives the definition of CR, and analyze
the benefits brought by CR. Section 3 depicts an improved R*-tree-like method,
CR-tree, used to index the CRs, section 4 gives the analysis with experiments,
and conclusion is made in section 5.
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2 Cross Region

This section will introduce the definition of the Cross Region(CR), and analyze
its effect on update density and update latency.

2.1 The Definition of CR

A CR is defined as a quad-tuple: (cID,Cross-Array, MBR, OR-Array). Here,
cID refers to the ID of the cross it contains, we use CRi to denote the CR for
cross i. Cross-Array contains IDs of the neighboring crosses, and MBR is the
minimum bounding rectangle of this CR in 2D space. As CR will cover part
of every segment it attached with, the overlap ratios will be recorded in OR-
Array. E.g., in Fig.2, CRa contains the cross a, Cross-Array is {b, c, d, e}, and
the dashed rectangle is its MBR. Those solid lines inside the MBR means the
roads covered by CRa, and the decimals beside the solid roads is the ratio of
the road to the segment it belongs to, these ratios are all decimals in (0, 1), and
CRa’s OR-Array is {0.5, 0.8, 0.4, 0.3}.

Fig. 2. Example of Cross Region cover the cross a in RN

2.2 Update Density with CR

In this section, we will analyze the cross region with example, to explain how
CR could even the update density of the composite structure.

In Fig.3, there are two CRs: CRa and CRb. The vehicle Car is moving on the
segment ab from a to b with speed v. The set CSa contains m crosses abut with
a, and the set CSb contains n crosses abut with b. Car should submit its update
at one of the situations:

– Situation 1©: Car is leaving a cross and going to move out of the CR. As
Car is leaving cross a and moving along the segment ab inside the scope of
CRa, it will move into the scope of CRb after less than δ� = L(ab)∗CRa.ORb

v
time later with high possibility. Where the function L(i) means the length
of segment i, and the CRi.ORj is the overlap ratio of the road inside CRi

to the segment between cross i and j.
– Situation 2©: Car runs into a new CR. When Car runs into CRb, it will run

inside the scope of CRb at most δ� = L(ab)∗CRb.ORa+min{L(bi)∗CRb.ORi|i∈CSb}
v .

The update at any situation can ”forecast” that: Car will run into a new CR
after δ� time later if there is no more update submitted from Car. It means
although vehicles still have to update once when they are inside a CR, the
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Fig. 3. The analysis of update density with CR

update requests could be submitted at any place of the road segments, not have
to concentrate around the crosses, so that the update density of the structure
could be evened.

2.3 Update Latency with CR

We denote the scheme to break up the road network into segments and crosses
as Segment Scheme, and use CR Scheme to name the scheme of breaking up the
road network into CRs.

In Segment Scheme, vehicles usually submit their update requests at Situ-
ation 1© as we mentioned in last section, and the longest update latency of
Segment Scheme is: t = L(ab)

v But in CR Scheme, the longest update latency t′

at Situation 1© is: t′ = L(ab)+min{L(bi)∗CRb.ORi|i∈CSb}
v

Situation 2© will also happen in Segment Scheme sometimes, e.g., vehicles
may be started in the middle of the segments. The longest update latency t with
Segment Scheme is: t = L(ab))∗CRb.ORa

v But with CR Scheme, the longest update
latency t′ is: t′′ = L(ab)∗CRb.ORa+min{L(bi)∗CRb.ORi|i∈CSb}

v
Through the comparison, the update latency t of Segment Scheme is always

shorter than t′ of CR Scheme at both situations, which means the update latency
is extended in our method.

3 Structure of CR-Tree

In this section, we will use an improved R-tree-like method to index the CRs,
called CR-tree. With CR-tree, particular CR could be searched via its position,
and its adjacent CRs could also be found through the connection relationships
among them.

3.1 Leaf Node

Follow the index method which used in R*-tree, Cr-tree will also keep the data
of CRs in its leaf nodes. The CRs which are close by each other will be stored in
the same leaf node. But different from the segment method, the CRs in the same
leaf node could make up a connected sub-road-network, which means vehicles
could move from any CR to the others in the same leaf node. The form of the leaf
node is: (nID, entry−Array, adjacent−matrix,MBR) Here, nID is the unique
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identifier of the node, entry-Array is the array of inside CR entries, and MBR
is the minimum bounding rectangle this node overlaps in 2D space. The entries
belonging to entry-Array are called as “Inside Entry”. The entries for adjacent
CRs are called as “External Entry”. The adjacent-matrix will record not only
the adjacent relationships among the “Inside Entries”s, but also the relation-
ships among the “Inside Entries”s and “External Entries”.

3.2 Internal Node

The form of internal node is the same as leaf node, and its “Inside Entries”
could also compose a connected sub-road network, except that the entries in
its entry-Array doesn’t point to CRs, but point to a sub-node in the CR-tree.
When there is at least one pair of adjacent CRs belong to different sub-nodes,
this two entries are connected in internal node. As there may be exist more
than one pair of adjacent CRs, so we only use ‘True’ or ‘False’ to show two
sub-nodes are connected or not. The adjacent relationships among the “Inside
Entries” and “External Entries” are also recorded in internal node’s adjacent-
matrix.

3.3 Register Table of CR

For achieving the leaf node contains the target CR quickly, we use a “Register
Table” for recording the addresses of CRs in the leaf nodes. Once a new CR
is inserted into the CR-tree, the address of the new CR is recorded into the
“Register Table”. If a leaf node is combined or split, the “Register Table” will
be updated.

Fig.4 shows the road network and its corresponding CR-tree. Here we only
use i to denote the CRi which contains the cross i for simplicity. Each CR has
its offset of the “Register Table” shown at the right of the CR-tree, and the
table contains the addresses of the leaf nodes. If a vehicle updates in CRa, and
its update position is at situation 1© on segment ae, via CR-tree, we will find it
is inside CRa and is going to another CR which offset in “Register Table” is 4.
Then we will achieve the leaf node B according to the address recorded in the
table at the offset 4. After comparing the offsets of the CRs B contains, we can
find CRe is the next CR this vehicle will move to.

Fig. 4. The structure of Cr-tree
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3.4 Operations of CR-Tree

The search algorithm of the CR-tree is to find out the leaf node contains the
target CR, the procedure of the search operation is:

SEARCH CR Search(T , tcr, ∗ln)
/*Input: T is root node of a Cr-tree, and tcr is the target CR,
Output: whether T contains tcr, if find, return the node pointed by ln*/
1. if (T.level �= 0) /*T is a internal node*/
2. for each subNode in T.sn-Array
3. if (subNode.MBR overlap tcr.MBR)
4. if CR Search(subNode, tcr, ln)
5. return True
6. else /*T is a leaf node*/
7. for each cr in T.cr-Array
8. if tcr.ID == cr.ID
9. ln = &node
10. return True

The process of inserting a new CR into Cr-tree is similar to the insertion in
the R*-tree, the difference is that the new CR should be adjacent with the leaf
node it will be inserted into. Nodes that overflow are split. The Insert will use
the ChooseLeaf algorithm, which is used to select a leaf node that the ratio of
the node’s MBR’s diagonal to the segment between the new CR and the node
is minimum to place the new CR.

The split algorithm is used to divide an overfull node N into two nodes N and
NN . Similar with traditional spatial structures, the method on dividing MBR is
the same as R*-tree. The difference is that, as the “Inside Entries” in N could
compose a connected sub road network, therefore, if the “Inside Entries” belong
to N and NN respectively, after splitting, they must also could compose two
small connected sub road network. For this purpose, we will divide the entry-
Array simply into two different entry sets of as near equal sizes as possible,
then check each set to find out those entries not connected with other entries in
the same set, and put these unconnected entries to another set. We omit these
procedures for the paper length limitation.

4 Analysis

In this section, we simulated the movements of vehicles running on the road net-
work: about 3000 vehicles move ten kilometers with similar speeds, pass through
same crosses, and update with same mode. These vehicles use two update modes
when they run through these roads, one mode is segment mode, which means
we break up the road network into segments, and vehicles update their positions
once they enter into a new segment; the other mode is CR mode, which means
we break up the road network into CRs, and vehicles submit updates while they



Index Method for Tracking Network-Constrained Moving Objects 557

Fig. 5. The comparison on the update density

are inside each CR. As we discussed before, there are two situations when we
use the CR mode, so in the simulation, about half vehicles will always update
in Situation 1©, and the other vehicles will always update in Situation 2©.

For analyzing the update density under different update mode, we count the
update times at each moment when vehicles run through the road network with
same speeds, and the results are showed in Fig.5.

As the ideal traffic situation is all the vehicles move with the same speed,
so in this simulation, we set the average speed of the vehicles take part in, but
the specific velocity of each vehicle will plus or minus an random value inside
a scope. In the simulation shown in Fig.5, the average speed of these vehicles
is 50km/h, and every experiment has a different vary scope. In Fig.5, the dash
lines show the update density with segment mode and the solid lines show the
update density with CR mode.

In Fig.5(i), as the scope of the vehicles’ velocities is 1km/h, which means
their velocities are random number inside [49, 51]km/h. In this situation, most
updates with segment mode are constrained around several moments, because
vehicles all run through the crosses at these moments. But when these vehicles
use CR mode to submit their updates, the update density become evener. The
Fig.5(ii)’s scope is 2km/h, in this situation, the update density with segment
mode become evener than Fig. 5(i), but it still unevener than the situation with
CR mode. The results of setting scope as 5km/h and 10km/h which are shown
in Fig.5(iii) and Fig.5(iv) have the same tendency.

From the experiment results, we can find out the update density with segment
mode is effected by the scope these vehicles’ velocities vary inside. When the
scope is wider, the update density will be evener. But the update densities with
CR mode keep steady with different vary scope, and all have evener curves than
the segment mode.

5 Conclusion

In this paper, aim to the management of road network-constrained spatiotem-
poral data, we improve the static index part of the composite structure which is
usually used in past research. We propose a new unit called Cross Region(CR)
instead of segment to break up the road network, and index the CRs into a
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CR-tree to be the static part of the composite structure. With CR, the update
latency of the whole structure could be extended because some vehicles’ move-
ments could be anticipated longer than with segment in some conditions, which
could be proved theoretically. Secondly, as vehicles could submit their updates
wherever inside the segments, so the update density could evened when we use
CR instead of segment, which could be proved by experiments. Thirdly, we de-
signed the register table of CRs, each CR could find the pointer to the leaf node
contains it through its unique offset inside this table, so that vehicles’ data could
be move to the adjacent CR from the present one, and the update cost of the
composite structure could be decreased.
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Abstract. The tremendous development of information and communi-
cation technology had large influence for service management in the taxi
dispatching work. However, taxi drivers who want to drive in “cruising
taxis” decide their travel routes by depending on their own heuristics. As
a result, traffic jams and local excess supplies have often been occurred.
In this paper, we propose an adaptive routing method in the cruising
taxis. In our method, pathways where many customers are expected to
exist are assigned to drivers. This assignment changes dynamically adapt-
ing to changes of taxis’ positions. Our simulation experiment shows that
our method was able to gain more customers than the existing means of
cruising taxis.

1 Introduction

Taxi is an important transport means which can carry customers by door-to-
door. Over a few past years, several studies have been reported on taxi services
with information and communication technology. In particular, the taxi dispatch-
ing system which uses Global Positioning Systems (GPS) [1] came into practical
use and became widely prevalent. In urban areas, a number of taxis run around
here and there so as to pick up timely some customers on the pathways. This type
of taxis is called “cruising taxi”. Generally, cruising taxis take the routes which
are established by their drivers individually. This makes taxis saturated at areas
where many customers are thought possibly to exist. As a result, empty taxis,
which are not carrying any customers, cause traffic jams. Moreover, operating
revenues of taxi companies decrease.

We focus on the routing problem of cruising taxis and aim to compute the
travel routes so that cruising taxis can gain more customers. We denominate
this problem “Multiple Traveling Taxi Problem(MTTP)”. MTTP is similar to
Multiple Traveling Salesman Problem(MTSP)[2] in that multiple vehicles travel
routes in the area. One approach to solve MTSP is to make use of the clustering
algorithm. However, static clustering algorithms are not effective for MTTP
because demands of customers change positional distribution of taxis. Thus, we
utilize the concept of fuzzy clustering [3]. The fuzzy clustering is one of clustering
algorithms that vaguely divide objects into clusters by membership values. This

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 559–566, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



560 K. Yamamoto, K. Uesugi, and T. Watanabe

fuzzy clustering is suitable to MTTP because it is flexible to changing of elements
in clusters. In the fuzzy c-means clustering [4], which is the famous algorithm in
the fuzzy clustering, the membership value is computed on the basis of Euclidean
distance between an object and the representative point of a cluster. We define
the membership value which is suitable to MTTP and propose the method of
dynamic reassembly of clusters by mutual exchange of pathways.

The remainder of this paper is organized as follows. In Section 2, we refer to
our approach. Section 3 formulates MTTP. In Section 4, we mention an assign-
ment method of taxis’ travel routes. In Section 5, we report simulation results
and speculate about effectiveness of our method. Section 6 concludes this paper
and offers our future work.

2 Approach

The issue which cruising taxis face to today is that it is not always easy for taxi
drivers to gain many customers because of their selfish decisions of traveling
routes. In order to reduce the locally excessive supplement of taxis, the cruising
taxis must travel concertedly. It is difficult for each driver to assess the situation
evermore and cooperate with each other effectively. The method to maintain the
efficient assignment of routes based on the appearance frequency of customers
is requisite. In this paper, we assume that taxi drivers can infer this appearance
frequency accurately from their daily logs.

Most customers which cruising taxis anticipate appear on the road: for this
reason, MTTP can be set down as a particular kind of MTSP by substituting
some roads for cities in MTSP. The feature of MTTP is that when taxi drivers
gain customers they must move to customers’ destinations and taxi drivers can-
not estimate the destinations accurately. In addition, since it is preferred that
travel routes of taxis contain more proportions of pathways where many cus-
tomers exist, clustering methods based on representative points, such as fuzzy
c-means clustering, are not appropriate to MTTP. In order to increase the to-
tal benefit, a pathway should be passed by the taxi which can come through
the pathway easier than any other taxis. Therefore, for adaptive assignment of
routes, we define the membership value based on the cost to pass the pathway
during traveling and utilize it.

In our method, taxis exchangemutually pathways in their travel routes based on
themembershipvalue.Themethodenables taxis togainmore customers effectively.

3 Formalization

A road network in a travel area is given by a graph G which consists of nodes
N and edges E in Equation (1). The graph G is shown in Figure 1. The nodes
represent intersections and the edges represent road segments between intersec-
tions. In this regard, all road segments are represented as two oppositely-oriented
edges. eij is an edge whose starting point is ni and end point is nj .

G = (N,E) , N = {n1, n2, ...} , E = {eij |ni, nj ∈ N} (1)
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Fig. 1. A road network in a travel area

The edge eij is given by Equation (2). The probability αij is the expected-
value of customers’ existence on eij and Uij is the customer list. A customer
appears on eij with αij per unit time and is added to Uij .

eij = (αij , Uij) (2)

For simplicity, the time required for vehicles to go through edges is defined to be
constant and also the time required to turn right or left at intersections is not
considered.

We define an edge whose αij exceeds the threshold ε, as a high expectation
edge. High expectation edges are given by Eh in Equation (3).

Eh =
{
eh

ij = eij |αij > ε
}
⊆ E (3)

The customer um is given in Equation (4) which contains an appearance edge
ea

m, a destination node nd
m, and a waiting time twm. A customer um waits on ea

m

until the waiting time twm elapse since appearance of um. If any vehicles get to ea
m

before twm elapsed, a customer um conveys a destination node nd
m and order the

driver so as to carry um to nd
m. Then, um is removed from the customer list Uij .

um =
(
ea

m, nd
m, twm

)
(4)

Vehicles are given by V in Equation (5) and a vehicle vi is given in Equation
(6) which contains a cluster ci, route ri, and destination node nd

i . A cluster ci is
given in Equation (7) and is a set of high expectation edges which are assigned
to the vehicle vi. The vehicle vi drives on the edges in the route ri, which is
given in Equation (8). When the vehicle vi passes the edge eij , if any customers
exist in the customer list Uij , vi gains the customer um from the head of Uij .
Then, nd

i is substituted with nd
m, which is the destination node of um and the

shortest path to nd
i is assigned to the route ri.

V = {v0, v1, ..., vK} (5)
vi =

(
ci, ri, n

d
i

)
(6)

ci = {ec
i0, e

c
i1, ..., e

c
il} (7)

ri = {er
i0, e

r
i1, ..., e

r
im} (8)
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4 Travel Route Assignment

In this section, we propose the method for travel route assignment. Henceforth,
we denote the distance between edges eij and ekl as d(eij , ekl). Since the time
required for vehicles to go through edges is constant, d(eij , ekl) is the number of
edges in the shortest path from node nj to node nk.

4.1 Setting Primary Routes

Initially, K edges are assigned to K vehicles as their start edge es
i in descending

order of αi. Then, es
i of each vehicle vi is added to cluster ci and route ri. In

addition, if es
i is an element of high expectation edges Eh, es

i is removed from Eh.
Then, primary clusters and routes are constructed and assigned to each vehicle
as follows.

Construction of primary clusters and routes
while Eh! = null do

pick up (vi, e
h
jk) whose d(ea

i , e
h
jk) is smaller than any other pair (ea

x, eh
yz);

add eh
jk to Ci;

add the local path from ea
i to eh

jk into ri;
ea

i ← eh
jk;

remove ejk from Eh;
end while;
for each vi ∈ V do

add the local path from ea
i to es

i into ri;
end for

A local path between two high expectation edges is input by the method
based on Dijkstra algorithm[5]. The typical Dijkstra algorithm is used about the
shortest route finding problem, while we utilize it as a means to find a local
path which has the largest average expected-value of customers’ existence in the
shortest path from the start edge es to the end edge ee. In our method, the
average expected-value of customers’ existence is substituted for the length of
the edge. The attention node na is selected in descending order of the distance
from the end point node of start edge. Then, the maximum average expected-
value of customers’ existence in the shortest path from the end point of es to the
attention node na is appended to na as Emax. When Emax is appended to the
start point node of ee, we achieve the optimal local path. An example is shown
in Figure 2. Circles represent nodes, arrows represent edges, numbers appended
to arrows represent expected-values of customers’ existence, numbers in circles
represent Emax of the nodes, and thick arrows represent high expectation edges.
n is the end point node of es and n′ is the start node of ee.

4.2 Reassembly of Clusters

In order to maintain the optimal assignment of pathways, vehicles exchange
pathways mutually in their clusters. We define the membership value to convert
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Fig. 2. Example of setting a local path Fig. 3. Example of route change

clusters of vehicles. The membership value of edge ejk to the cluster ci is larger
if the change of length of the route ri by converting ci is smaller. Consider
the change of route ri to pass the high expectation edge eh

lm between edge ec
ik

and ec
i(k+1) as shown in Figure 3, for example. In this instance, the preliminary

membership value of edge eh
lm to the cluster ci: m′(elm, ci, k) is expressed in

Equation (9).

m′(eh
lm, ci, k) =

1
d(ec

ik, eh
lm) + d(eh

lm, ec
i(k+1))− d(ec

ik, e
c
i(k+1))

(9)

In all m′(eh
lm, ci, k) with k which is neither less than 0 nor more than m, the

largest one is assigned to the membership value m(eh
lm, ci).

When a vehicle vi gains a customer, all of high expectation edges in the
cluster ci are removed from ci and added to Eh. At the predetermined update
interval, clusters are reassembled as follows. First, each high expectation edge
ejk in Eh is added to the cluster ci which the membership value m(ejk, ci) is
larger than membership values of eh

jk to any other clusters. Second, as for each
vehicle vi whose cluster is empty, the high expectation edge eh

lm, which is nearest
from destination node nd

i , changes its belonging cluster to ci. Then, assuming
that each high expectation edge eh

jk changes its belonging cluster to ci in the
descending order of membership value m(eh

jk, ci), clusters are converted actually
if the condition expressed in Equation (10) is satisfied. In Equation (10), |ri|
represents the length of route ri, Pbef and Paft represent local paths before and
after the cluster change, respectively, and |Pbef | and |Paft| represent the lengths
of them.

Σek∈Pbef
αk

|ri|
>

Σek∈Paft
αk

|ri| − |Pbef |+ |Paft|
(10)

By converting clusters with the above method, clusters and routes of some
other vehicles are changed. Therefore, in order to maintain the optimal travel
routes as a whole, the above method is applied to all vehicles whose cluster is
affected by above method. The method continues to be applied recursively until
clusters stop changing.
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5 Experiment

5.1 Models of Driving Taxis

In order to assess the validity of our method, we compare the taxi model based
on our method with the models of existing driving taxis. The models of driving
taxis decide their travel routes individually. In this paper, two models are de-
fined: Successive Routing (SR) model and Nearest High Expectation edge Select
(NHES) model.

Successive Routing Model. Vehicles of SR model select an edge with largest
expected-value of customers’ existence in edges they can pass next at each in-
tersection.

Nearest High Expectation Edge Select Model. Vehicles of NHES model
search the nearest high expectation edge and set it as destination edge ed. Ve-
hicles which are not carrying a customer are heading in the direction of ed

constantly.

5.2 Parameter Setting

A road network in the traveling area is set to a grid network (20 × 20). The
unit time is represented by T and the test duration of one trial is 200 × T .
The edge length is represented by |e| and the traveling speed of vehicles is |e|/T
consistently. For simplicity, the distance between the appearance edge ea

m and the
destination node nd

m of all customers is defined as 10× |e|. The update interval
of clusters is 5×T and the wait time twm of all customers is 5×T . The maximum
amount of expected-value of customers’ existence is represented by αmax and
the threshold ε for selecting high expectation edges is set to 7

10 × αmax.
Expected-values of customers’ existence αij are appended to each edge eij

based on random numbers. In order to survey effect of customers’ appearance
trend, we ran experiments with two patterns of appending αij . In pattern 1,
uniform random numbers (0 ∼ αmax) are appended as αij . In pattern 2, squares
of uniform random numbers (0 ∼ αmax) are appended as αij .

5.3 Result of Experiments

In our experiments, vehicles which utilize our method, SR model and NHES
model traveled at the same time and area. All results of experiments are the
averages of 100 trials.

First, we report experimental results related to expected-value of customers’
existence. The maximum amount of expected-value of customers’ existence αmax

is set from 0.01 to 0.1. The number of vehicles in each model is set to a fixed
value 100. As Figure 4 shows, vehicles which utilize our proposal method gain
more customers than any other models constantly. In addition, the results of 2
other models in pattern 2 are considerably fewer than that of pattern 1, but the
result of vehicles which utilize the proposal method in pattern 2 is close to that
in pattern 1.
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(a) Pattern 1 (b) Pattern 2

Fig. 4. Experimental results related to expected-value of customers’ existence

(a) Pattern 1 (b) Pattern 2

Fig. 5. Experimental results related to the number of vehicles

Second, we report experimental results related to the number of vehicles. The
number of vehicles which utilize our proposal method is set from 10 to 100 and
the number of vehicles of 2 other models is set to a fixed value 100. The maximum
amount of expected-value of customers’ existence is set to 0.1. As Figure 5 shows,
in pattern 1 results are nearly-constant regardless of the number of vehicles and
the result of proposal method is better than results of other models. In pattern
2, if the number of vehicles is fewer than 40, the result of proposal method is
worse than the result of NHES model. If the number of vehicles is greater than
80, the result is close to that in pattern 2.

As a result, it is thought that our proposal method can reduce the effects of
customers’ appearance trend if the number of vehicles takes over a certain number.

6 Conclusion

In this paper, we focused on the routing problem of cruising taxis and proposed
the method to maintain their optimal travel routes. In order to gain customers
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effectively, cruising taxis must travel concertedly. Our method makes an adap-
tive routing of them and their coordinated traveling possible. The simulation
results show that our method is more efficient than the existing cruising taxis
which travel individually. However, in order to apply our method to a real world,
we must assume the existence of some other cruising taxis which utilize other
coordinated methods. In our future work, we must consider other algorithm for
routing the cruising taxis and compare it with our method in this paper.
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Abstract. In this paper, we focus on a new transport service called on-
demand bus system. A major feature of the system is that buses pick up
customers door-to-door when needed or required. Thus, there is no pre-
determined travel routes for buses, and travel routes must be changed
according to the occurrence frequency of customers. In order to find a
more effective travel plan to the problem, we adopt Q-learning which
is one of the machine learning algorithms. However, native Q-learning
is inadequate to our target problem because the number of customers
at pick-up points is time-dependent. Therefore, we improve an update
process of Q values and a selection process of the next pick-up point, on
the basis of time passage parameters. In particular, rewards are under-
stated in update process, on the other hand, Q values are overstated in
selection process. At the last, we report our simulation results and show
the effectiveness of our algorithm for the problem.

1 Introduction

In these years, some local communities adopt a new transport service called
on-demand bus system in stead of a fixed bus system in Japan [1,2,3]. The
on-demand bus system is more cost efficient than traditional transport services
because buses pick up customers door-to-door when needed or required. Thus,
there is no pre-determined travel routes for buses, and travel routes must be
changed according to the occurrence frequency of customers. This problem can
be regarded as one of the VRPs (Vehicle Routing Problems) and its variants
[4,5]. The VRP and its variants are combinational optimization problems, and
meta-heuristic algorithms such as GA (Genetic Algorithm) are major approaches
to the problems [6,7]. However, such meta-heuristic algorithms are unfit to dy-
namic problems such as the on-demand bus problem. Therefore, in this paper, we

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 567–574, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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adopt Q-learning algorithm [8,9] which is one of the bootstrap machine learning
algorithms to find an effective travel plan. Q-learning updates a value of a rule
(i.e., sum of discounted rewards) by a behavioral experience in Markov decision
process, and can find the optimal solution subject to appropriate learning and
discount rates in an infinite time. However, native Q-learning is inadequate to
our target problem because rewards (i.e., customers) depend on the passage of
time. This issue make it difficult to converge of a solution in a learning process.
Therefore, we improve an update process of Q value and a selection process
of the next node, on the basis of time passage parameters called elapsed time,
elapsed distance, and elapsed cost. In particular, rewards are understated in
update process, on the other hand, Q values are overstated in selection process.

The remainder of this paper is as follows: Section 2 defines a problem setting
for the on-demand bus problem. Section 3 proposes a route optimization using
Q-Learning for our target problem. Section 4 reports our experimental results.
Finally, Section 5 offers our conclusions and future works.

2 Problem Setting

In this section, we formalize the on-demand bus problem. There are two types of
on-demand bus systems: semi-demand and full-demand. In semi-demand type,
a request of a customer is a travel from a designated place (such as a station)
to any point (such as a home) or a travel from any point to a designated place.
On the other hand, in full-demand type, a request of a customer is a travel from
any point to any point. In this paper, we focus on semi-demand type.

A problem space for semi-demand type is represented by a directed graph
as shown in Figure 1 1. A node n represents a pick-up point, and an edge e
represents a link between two nodes 2. In the graph, there are two special nodes:
start node S and goal node G of a travel route. In particular, a vehicle starts
from S, and picks up customers along a travel route through free node choice,
and drops off customers at G.

S G

n1

n2

n3

n4

Fig. 1. A sample of a graph

S G

n1

n2

n3

n4

Fig. 2. Travel route

A update formula of the number of customers for each node is defined as
Equation 1 where r(n)t is the number of customers at time t for node n, and
μ(n) is an increasing number for node n. The increasing number μ(n) represents
an occurrence frequency of customers for node n, but this value is unknown

1 Allowing travel in only one direction.
2 Traveling time between nodes is ignored.
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Table 1. Elapsed time

Travel ξ(n1) ξ(n2) ξ(n3) ξ(n4)

before 0 1 0 1

after 1 0 0 2

for drivers. Hence, drivers must estimate more accurate value of μ(n) based on
their transport histories to increase their rewards (i.e., the number of pick-up
customers). Moreover, based on the estimated value of μ(n), vehicles can select
profitable travel routes according to time t.

r(n)t+1 = r(n)t + μ(n) (1)

If a vehicle does not visit a node (i.e., a vehicle selects another node), the
customers at the node must wait for next arriving of the vehicle. Moreover, due
to a capacity ν of a vehicle (i.e., the maximum amount that can be picked), the
maximum reward for a vehicle is equal to ν at one travel from S to G as shown
in Equation 2 where

∑
r(n) is the sum of reward in one travel. Therefore, a

driver must change its travel routes in a cycle according to the passage of time.
As mentioned before, native Q-learning cannot adjust such cyclic process. Thus,
we improve update and selection processes of Q-learning in the next section.

∑
r(n) ≤ ν (2)

Here, we define elapsed time ξ(n) for node n. A elapsed time ξ(n) means a
passage of time from when a vehicle visits node n. For example, if a travel route
of a vehicle is as shown in Figure 2, the elapsed times for the graph is changed
as Table 1. Note that ξ(n1) and ξ(n4) are incremented because the vehicle did
not visit the nodes. On the other hand, ξ(n2) and ξ(n3) are reset because the
vehicle visited the nodes.

Moreover, we define elapsed distance τ(n) and elapsed cost c(n) for node n. A
elapsed distance τ(n) means the sum of the elapsed time in a path from n to G,
and an elapsed cost c(n) is the number of visit nodes in the path. For example,
if a travel route of a vehicle is as shown in Figure 2, the elapsed distances for
the graph is changed as Table 2. Here, we focus on n1 after the travel. There
are two paths from n1 to G: n1 → n3 or n1 → n4 as shown in Equations 3 and
4. Consequently, elapsed distance τ(n1) is the maximum value among the paths
(= 3) as shown in Equation 5, and elapsed cost c(n1) is the number of visit
nodes (= 2).

Table 2. Elapsed distance

Travel τ (n1) τ (n2) τ (n3) τ (n4)

before 1 2 0 1

after 3 2 0 2
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τ(n1 → n3) = ξ(n1) + ξ(n3) = 1 (3)
τ(n1 → n4) = ξ(n1) + ξ(n4) = 3 (4)

τ(n1) = max(τ(n1 → n3), τ(n1 → n4)) = 3 (5)

3 Route Optimization Using Q-Learning

A state and an action of Markov decision process corresponds to a node and
an edge of the graph in our target problem. Moreover, a reward r(n) for a
driver corresponds to the number of pick-up customers at node n. The Q value
represents the value of action e at state n, i.e., the sum of expected discounted
rewards. A driver selects the next visit node in the graph by using softmax
method. The softmax method provides selection probabilities of nodes at branch
points on the basis of a ratio of Q values. We explain an update process of Q
values and a selection process of visit nodes as follows.

3.1 Update Process

The update function of native Q-learning is defined as Equation 6, where Q(n, e)
represents a value when a driver selects edge e at node n, Q(n′, e′) represents
a value when a driver selects edge e′ at the next visit node n′ from n, E(n′)
represents a set of edges at node n′, α is a learning rate, and γ is a discount
rate. The learning rate α adjusts the priority balance between present rewards
and estimated Q values. The discount rate shows the priority of rewards in the
future.

Q(n, e) ← Q(n, e) + α

[

r(n) + γ max
e′∈E(n′)

Q(n′, e′)−Q(n, e)
]

(6)

The update function of improved Q-learning for our target problem is defined
as Equation 7. Note that r(n) is replaced by r(n)/(ξ(n) + 1). It means that
reward r(n) is divided by elapsed time ξ(n). Consequently, the calculated value
represents reward for a unit of time because reward r(n) increases with time.

Q(n, e) ← Q(n, e) + α

[
r(n)

ξ(n) + 1
+ γ max

e′∈E(n′)
Q(n′, e′)−Q(n, e)

]

(7)

3.2 Selection Process

The selection probability of native softmax method is defined as Equation 8,
where Q(n, e) represents a value when a driver selects edge e at node n, E(n)
represents a set of edges at node n, and T represents a temperature parameter
of Boltzmann distribution. The temperature parameter T is decreased with time
passage as shown in Equation 9, where ψ is a weight parameter. Hence, when
the temperature T is high, the native softmax method randomly selects the next
node independently of Q value. On the other hand, when the temperature T is
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sufficiently-small, the native softmax method selects a high Q-value node as the
next node with a high probability.

p(e|n) =
expQ(n,e)/T

∑
e∈E(n) expQ(n,e)/T

(8)

Tt+1 = ψ × Tt (0 < ψ < 1) (9)

The selection probability of improved softmax method is defined as Equation
10. Note that Q(n, e) is weighted by w(n) as shown in Equation 11. The weight
function w(n) represents extra reward according to the ratio of elapsed distance
τ(x) and elapsed cost c(x). When the temperature T is sufficiently-small, the
native softmax method selects the same high Q-value node without the signif-
icant changes of Q values. On the other hand, the improved softmax method
can change its selection in a cycle according to τ(x) and c(x) even when the
temperature T is sufficiently-small.

p(e|n) =
expw(n)×Q(n,e)/T

∑
e∈E(n) expw(n)×Q(n,e)/T

(10)

w(n) = 1 +
τ(x)
c(x)

(11)

4 Experiment

In this section, we report our experimental results to evaluate our improved Q-
learning algorithm for on-demand bus problem by using a computer simulation.

4.1 Experimental Setting

In our simulation, we used two graphs as shown in Figures 3 and 4. In both
the graphs, there are 11 nodes. A start node is d0 and a goal node is n9. The
occurrence rates of customers at nodes are set from 0 to 9, randomly. A difference
between the two graphs is a topology: there are 3 × 3 = 9 paths between start

Table 3. Parameter setting

Parameter Value
Maximum Cycle 1000

Maximum Capacity ν 50

Occurrence Rate μ 0 − 9

Initial Temperature T 100

Temperature Weight ψ 0.99

Learning Rate α 0.01

Discount Rate γ 0.8
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and goal nodes in graph 1, and only 3 paths in graph 2. In one simulation cycle,
a vehicle starts from d0, and picks up customers along a travel route according
to selection probabilities, and drops off customers at n9. This simulation cycle is
repeated 1000 times. We compare three transport strategies: MIX3, Q-Learning
with softmax, and improved Q-learning with softmax. A parameter setting is
summarized in Table 3.

Fig. 3. Graph 1 (9 paths) Fig. 4. Graph 2 (3 paths)
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Fig. 5. Average (Graph 1)
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Fig. 6. Standard Deviation (Graph 1)

4.2 Experimental Results

An averages of reward (the number of pick-up customers) for graph 1 and
graph 2 are illustrated in Figures 5 and 7. A standard deviation of reward
(the number of pick-up customers) for graph 1 and graph 2 are illustrated in
Figures 6 and 8. From the results, we found that the improved Q-learning al-
gorithm can keep high reward. On the other hand, the native Q-learning al-
gorithm never converge at the last of the simulation cycle. This fact can be
explained as follows. The improved algorithm change the selection probabili-
ties of the next node in a cycle even when the temperature T is sufficiently-
small. On the other hand, the native algorithm selects a high Q-value node
3 A driver selects the next node from neighbors in equal probability.
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Fig. 8. Standard Deviation (Graph 2)

with high probability. Thus, the customers at a low Q-value node are left for
a long time until the next arriving of vehicles, and the reward of the low Q-
value node rises temporarily in the next cycle. Consequently, these results in-
dicate that our improved Q-learning algorithm helps to increase the reward for
drivers in on-demand bus systems compared to the native Q-learning and the Mix
strategies.

5 Conclusion

In this paper, we focused on the on-demand bus problem. The on-demand bus
system is a new type of transport service, and the travel routes for the buses are
not determined in advance. In order to solve the problem, we proposed a new
algorithm based on Q-learning to increase the profit of drivers. In the algorithm,
rewards are understated on the basis of the elapsed time in update process,
and Q values are overstated based on the elapsed distance and cost in selection
process. Our simulation result indicate that the improved Q-learning algorithm
outperforms other strategies (the native Q-learning and Mix strategy). As for
a future work, we have to consider a competition or a cooperative behaviors
among drivers on the basis of Q values.
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Abstract. Recently, geographic information models for handling events have
been proposed. However, the models are not always suitable to handle broadly
spreading events, specifically in a distributed environment. This is because event
data should be synchronized between geographic objects. In this paper, we pro-
pose a three-layered structure model with a view to handling events successfully
in the distributed environment. In our model, event data and geographic objects
are represented independently in the 1st layer, and they are associated dynam-
ically according to a query in the 2nd layer. In the 3rd layer, data propagated
from the 2nd layer are aggregated so as to be used in application systems. Based
on this framework, event data and geographic objects could be represented inde-
pendently, and event data computed in the 2nd layer would be shared and re-used.

Keywords: GIS, Event, Spatio-temporal Information.

1 Introduction

Recently, in Geographic Information Systems (GISs), models for handling events[1],[2].
and frameworks for sharing geographic information over the network[3],[4] are hottest
topics, respectively. However, it is difficult to apply the traditional models to an event
handling system in distributed environment. This is because an event is inherently ag-
gregation of a number of related geographic changes; hence, it is represented as a tuple
of geographic objects changed by the event. In other words, management of geographic
objects and events data costs so much, because they need to be synchronized each other.

We have worked on the framework for treating event information[5][6]. In [7], we
proposed a model for associating events and related geographic objects in the dis-
tributed environment. In our model, geographic objects and events are managed in-
dependently, and associations among them are computed according to a query for an
event. In this paper, we propose a three-layered structure model based on our data as-
sociation model, in order to realize share of event data. By using this framework, event
data could be used from other application systems in the distributed environment. Here,
the application systems mean GISs that use event information.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 575–582, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



576 M. Ikezaki et al.

This paper is organized as follows. In Section 2, we show a framework of three-
layered model. In Section 3, some computing examples based on our proposed model
are provided. The discussion for our model is set in Section 4. Finally, in Section 5 we
state our conclusion and future works.

2 Three-Layered Structure

The process for preparing data used in application systems is as follows. (1) Gather-
ing or making geographic objects, (2) analyzing and computing event data from the
geographic objects or gathering it from another data source, (3)associating event with
geographic objects related implicitly to events based on the analysis of geographic ob-
jects, and (4) representing geographic objects and event features based on this associ-
ation. This process is needed to develop application systems, whether the systems are
based on a stand-alone architecture or a distrubuted architecture. Here, event data and
geographic objects in the processes 1, 2 are closed in types of events and domains of
geographic objects. On the other hand, in the process 3, to associate events with geo-
graphic objects needs to handle geographic objects over the domains. In addition, the
data representation in the process 4 depends on an application system. Therefore, in
order to realize data sharing, we develop a multi-layer structure corresponding to the
processes. Namely, by dividing the data into several layers, developers of application
systems could re-use the data that were gathered or calculated by another developer.

Fig.1 shows our framework . A proposed model consists of three layers. The 1st layer
is the data management layer in which event data, geographic objects and meta infor-
mation for sharing information are stored distributedly, from one domain to another.
The 2nd layer is the data association layer. Here, procedures for associating an event
with related geographic objects are stored. By using the procedures, geographic object
sets related to an event are computed. To store only the procedures makes it possible
to update event data and geographic objects without synchronization in each domain.
In the 3rd layer, procedures for deriving event features used in application systems are
stored. This is the event representation layer. Through the 2nd and 3rd layers, data set
managed in distributed databases can be transformed into a data representing event fea-
tures used in application systems. By using the stored procedures in the 2nd layer and
3rd layer, event data sharing and reutilization among a number of application systems
would be realized.

Fig. 1. Three-layered structure
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2.1 1st Layer: Data Management Layer

In the 1st layer, geographic objects and event data are managed distributedly. The man-
agement units are supposed to be local governments, government agencies and so on.
In this paper, simplistically, the management units would correspond to types of events
and domains of geographic objects. In other words, all of geographic objects and events
could be reached by specifying the types. In addition, central control mechanisms such
as access transparency or location transparency are needed in order to reach each data.
However, they would also be omitted for simplification.

In spatio-temporal GISs, a geographic object is an entity with the shape and lifespan,
and attribute values of a geographic object are changeable during the lifespan. An event
is represented by attributes and occurrence fields in the space and time. The occurrence
fields represent the histories about the existence space of an event. Geographic objects
o and events ev are represented as follows.

o = (ts, te, ATTRo, POSo),
ATTRo = {{(vali0 , ts, ti1), ..., (valimi−1 , ti,mi−1, te)}|i = 0, . . . , n},

POSo = {(pos0, ts, t1), ..., (posl−1, tl−1, te)}. (1)

ev = (ts, te, ATTRe, POSe),
ATTRe = (val0, ..., valn−1), POSe = {(pos0, ts, t1) . . . (posm−1, tm−1, te)}. (2)

Here, ts and te are the onset time and termination time, respectively. ATTRo is a set of
attribute values of o. Attributes of o are represented as a set of tuples: the attribute values
and the valid time intervals. A number n is a number of the attributes and a number mi

is the number of the attribute value’s histories. POSo represents the existence region
of o, and each posi represents the existence space with the valid time. ATTRe is a
tuple of invariant event’s attributes, corresponding to event types. POSe represents the
occurrence field of ev, and each posi is a spatial region of the event with the valid time.

2.2 2nd Layer: Data Association Layer

In the 2nd layer, sets of geographic objects related to events are transfered to the 3rd
layer as aspect sets. An aspect represents a focused time period in a life span of a
geographic objects. The data stored in the 2nd layer are not aspect sets, but procedures to
compute the aspect sets. Therefore, the associations could be computed independently
from changes of data in the 1st layer. The procedures are based on two operations:the
specification of geographic objects that have interesting changes or that participate in
events, and set operation among geographic object sets.

Aspect of geographic objects. We call an ordered set of attribute values in an object
as geographic object’s behavior. By indicating a pattern of an interesting geographic
object’s behavior, a set of geographic objects which have the interesting behavior can
be specified. The behavioral pattern bpt is described as follows.

bpt = {(classnamei, state+)|i = 0, . . . n}, state = (attname, cond). (3)
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Here, classname is a name of geographic object class, and state represents the state
of a geographic object. The signature + means more than one iteration. state is repre-
sented as a tuple of an attribute name attname and a condition of the attribute value
cond. As an example of collapse of buildings and roads, if the class names and attributes
of buildings and roads are Buildings and strength, Roads and state, respectively,
then the behavioral pattern is described as

bptcollapse = {(Buildings,< st1, st2 >), (Roads,< st3, st4 >)},
st1 = (strength, 6 ≤ val < 10), st2 = (strength, 1 ≤ val < 5),
st3 = (state, val = normal), st4 = (state, val = destructed). (4)

Here, the notation <> represents an ordered list on the time axis and val represents the
attribute value corresponding to attname. In this example, the “collapsed” behavior of
Buildings and Roads is represented as the changes of buildings from a state, whose
strength value is 6 to 10, to another state, whose strength value is 1 to 5, and the
changes of roads from a normal state to a destructed.

The aspect of a geographic object is represented by a tuple of a geographic object
and a time interval corresponding to the behavior.

aspect = (obj, T ), start(obj) < t ∈ T < end(obj). (5)

Here, obj represents the geographic object. T is a set of instant times, and represents
the focused time interval. Accurately, T represents an instant time if the corresponding
behavioral pattern represents a state transition of o, or T represents a time interval if the
behavioral pattern represents a sequence of state transitions or a state of an attribute.
start and end represent the start time and termination time of the geographic object.
The function exaspect that extracts a set of aspects indicated by a behavioral pattern bpt
is defined as follows.

exaspect : BehavioralPattern− > {Aspect},
exaspect(bpt) = {(obj, T )|obj behaves like bpt at t ∈ T.}. (6)

Here, obj is a geographic object which has a behavior like bpt during the time interval
represented by T . Concerning to the concept of aspect, functions period and entity
which return the time interval and the geographic object respectively, are introduced.
When as = (obj, T ) is defined, period and entity are represented as follows.

period : Aspect− > {T ime}, period(as) = T. (7)

entity : Aspect− > Object, entity(as) = obj. (8)

Participant objects in events. An event has its spatio-temporal field, and each geo-
graphic object has its position during the lifespan. Geographic objects which are placed
in an event’s field are regarded as participants of the event. The notation of event’s
participant is as follows.

exparticipant : Event− > {Aspect},
exparticipant(ev) = {(obj, T )|t ∈ T.contain(pos(t, ev), pos(t, obj)),

start(obj) < t < end(obj)}. (9)
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pos is a function which represents the spatial region of a geographic object obj or an
event ev (indicated by the second argument) at time t (indicated by the first argument).
start and end represent the onset time and the end time of a geographic object or an
event (indicated by an argument), respectively. Consequently, the function exparticipant

returns a set of geographic objects with valid time intervals while the set of geographic
objects exists in the event field.

Set operation on aspect set. Participant geographic objects for an event and geo-
graphic objects with a similar behavior can be represented as a set of aspects by func-
tions exparticipant and exaspect, respectively. Therefore, we can perform the set oper-
ation such as union, intersection, etc. among these sets of aspects. However, general
set operations cannot reflect the user intentions properly, since these operations are re-
gardless of the spatio-temporal relation between the elements in two sets of aspects. In
this section, we introduce the three constraints for the set operations: spatial constraints,
temporal constraints and spatio-temporal constraints.

The spatial constraint is represented by spatial relations between the elements in the
sets. The topological relation and distant relation are employed as the spatial relation.
The temporal constraint is represented by temporal relations between time intervals,
while geographic objects in two sets have common features: i.e. having a common
behavior or participating in an event. The temporal relation is based on Allen’s interval
logic [8]. There are six relations in Allen’s interval logic: before, meets, overlaps,
starts, contains, and finishes. The spatio-temporal constraint is a combination of
spatial relation and temporal relation.

Spatial, temporal, and spatio-temporal constraints restrict a couple of elements in two
sets of aspects. The set operations among aspects with these constraints are introduced
as follows. Here, the constraints are alternated as constraint.

union(AS1, AS2) = {as|as ∈ AS1 ∪AS2},
intersectionc(AS1, AS2, constraint) =

{as|as ∈ AS1, as2 ∈ AS2.constraint(as, as2) ∧ as = as2},
productionc(AS1, AS2, constraint) =

{(as1, as2)|as1 ∈ AS1, as2 ∈ AS2.constraint(as1, as2)},
selectionc(AS1, AS2, constraint) =

{as|as ∈ AS1, as2 ∈ AS2.constraint(as, as2)}. (10)

AS1 and AS2 are aspect sets of participant geographic objects or geographic objects
that have a common behavior. The notation union(AS1, AS2) is a general union set of
AS1 and AS2. The notation intersectionc(AS1, AS2, constraint) is a set of common
elements of AS1 and AS2. Moreover, the elements must satisfy constraint.

productionc(AS1, AS2, constraint) represents a set of couples in AS1 × AS2

that satisfy constraint. selectionc(AS1, AS2, constraint) extracts the elements from
AS1 that satisfy constraint for elements in AS2.

In the 2nd layer, the functions, exaspect, exparticipant and set operations are stored,
and specified associations are derived as aspect sets from geographic objects and events
by using the procedures.
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2.3 3rd Layer: Event Representation Layer

In order to handle event information in application systems, several notation and oper-
ation for representing event feature would be needed. Therefore, in this section, several
operations are introduced: aggregation for deriving a value from aspect set, representa-
tion field values and extraction of subsets from aspect sets. In the 3rd layer, in order to
represent event feature, these procedures are stored.

Derivation of a value from aspect set. Aggregate operations derive a value from an
aspect set or numerical values of elements of an aspect set. The examples of aggregate
operation are the count operation for a set, the average operation for numerical values
of aspects and so on. These aggregate operation fagg takes an aspect set and attribute
name optionally as arguments, and returns a value.

fagg : {Aspect}, |attname, t|− > value, fagg ∈ {avg, count,max, . . .}. (11)

attname and t are optional arguments, and they mean the attribute name and the instant
time at which an aggregated value is computed, respectively. In addition, all of elements
in the aspect set need to have the attribute attname with the same range.

Field representation. A field is represented as a couple of a spatial region and a value.
A spatial region could be computed from a set of aspects such as a convex hull, a median
point and a corresponding administrative district. The function space that computes
spatial regions from an aspect set is provided as follows.

space : {Aspect}− > Region, space ∈ {hull,map, center},
hull(AS) = MIN∀as∈AS,t∈period(as).contains(region,pos(as,t))(region),
map(AS) = MINregion∈Σs,i∧∀as∈AS.contains(region,pos(as,t))(region),

center(AS) = median(∪as∈AS(pos(as, t)|t ∈ period(as))). (12)

hull is a function for computing a convex hull, map is for computing a corresponding
administrative district, and center is for computing a median point. MINcond(region)
represents a minimum region under a condition cond. Σs,i is a set of spatial units such
as administrative districts or spatial grid cells. median compute a median point of spa-
tial regions. Consequently, given an aspect set AS ,the fields could be represented as
follows.

(fagg(AS), space(AS)),
fagg ∈ {avg,max,min, count, ...}, space ∈ {hull,map, center}. (13)

Extraction subsets from aspect set. subsets of aspect sets could be obtained using
equivalence partitioning among aspects. There are two equivalence relations among as-
pects: attribute values and spatial units. The attribute partition divatr divides an aspect
set into subsets with equivalent values. The spatial partition divspace divides an aspect
set into subsets of which elements exist in the same spatial unit such as country, pre-
fecture, city or grid cells. In addition, temporal partition divtime could be performed.
Temporal partition is performed in two steps. First, each aspect is divided into several
aspects based on temporal units such as day, week and so on. Second, these divided
aspect sets are re-grouped by their periods. A detailed explanation is described in [5].



Sharing Event Information in Distributed Environment 581

Fig. 2. Computation of association between an event and geographic objects

3 Computational Examples

Computational examples described in the Section 2 are shown in Fig.2 and Fig.3.
Fig.2(a) describes the aspect set of collapse building and road objects(Eq.4); results
of exaspect(bptcollapse) are displayed. These are caused by typhoons or other factors.
In Fig.2(b), a set of geographic objects that participate in a typhoon event(ev1) is vi-
sualized. Namely, exparticipant(ev1) is displayed. Fig.2(c) shows the result of the set
operation computing intersections of two aspect sets in Fig.2(a) and Fig.2(b), with the
time constraint that the relation between two time intervals, participating in the event
and behaving like bptcollapse, is overlaps. This computation is represented formally as
intersectionc(exaspect(bptcollapse), exparticipant(ev1), overlaps). Consequently, the
result described in Fig.2(c) could be treated as the roads and buildings collapsed by the
typhoon ev1.

In Fig.3, examples of event feature representation from aspect sets are provided.
Fig.3(a-c) are parts of the results that are obtained by temporal partition for the as-
pect set in Fig.2(c) with 12 hours and computing median points for each set. Namely,
given the aspect set in Fig.2(c) as AS, Fig.3(a-c) are the parts of computational result
of {Center(SubASi)|SubASi ∈ divtime(AS)} and they represent trajectories of the
typhoon. Fig.3(d) is an example of field representation, which is obtained through three
step. First, the aspect set in Fig.2(c) is spatial partition with cities. Then, each aspect set
is counted up, and mapped to a corresponding city in the field representation. Lastly, re-
gions in each city are displayed with colors corresponding to the number count. Fig.3(d)
shows fields {(count(SubASi),map(SubASi))|SubASi ∈ divspace(AS)}.

4 Consideration

In the proposed structure, the processes of storing events and geographic objects, asso-
ciating event and geographic objects and computing event features are separated. There-
fore, procedures for deriving event information from the distributed databases could be
shared among a number of application systems. For example, aspect sets in Fig.2 could
be referred from not only a typhoon information system and a disaster information sys-
tem but also a road network management system, in which the aspect set can be used to
specify reasons for changing road states such as “destructed by the typhoon”.
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Fig. 3. Event feature representation

5 Conclusion

In this paper, we proposed the three-layered structure model for sharing and re-using
event information in the distributed environment. In our model, event data and geo-
graphic objects are represented independently in the 1st layer, and they are associated
dynamically according to a query in the 2nd layer. In the 3rd layer, aspect sets from the
2nd layer are modified to represent event features for using in application systems. This
framework could realize sharing event information as a set of aspects in 2nd layer.

In our future work, a concrete mechanism for reaching necessary data and avoiding
data duplication in the distributed environment. In addition, for developing a practical
system, a lot of schemes are needed such as cache mechanism.
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Abstract. In this paper, related with RDF security, we introduce an
RDF triple based access control model considering explicit and implicit
authorization propagation. Since RDF Schema represents ontology hier-
archy of upper and lower classes or properties, our access control model
supports the explicit authorization propagation where an authorization
specified against an upper concept is propagated to lower concepts by in-
heritance. In addition, we consider the implicit authorization propagation
where an authorization specified against an lower concept is propagated
to upper concepts by RDF inference. RDF Semantics, which is recom-
mended by W3C, guides some primary RDF inference rules related with
subClassOf and subPropertyOf where lower concepts are interpreted into
upper concepts. Based on these two contrary propagations, we introduce
an authorization conflict problem in RDF access control.

Keywords: knowledge security, Semantic Web, RDF data, access con-
trol, authorization conflict.

1 Introduction

RDF and OWL are the primary base technologies for implementing Semantic
Web defined by W3C. Considering the access control for RDF data, we can
consider simply using the existing XML access control models [1, 2, 3]. This
is because RDF and OWL models are described in XML (eXtensible Markup
Language). However, as mentioned in several recent studies on the RDF access
control model [4, 5], the simple approach is not desirable because XML is used
only as the base language for describing RDF model. That is, the most important
reason is from ontology inference. When a set of XML access authorizations are
explicitly specified for RDF tags, they do not define which authorization should
be applied to information that is newly inferred by the ontology inference. Re-
cently, Jain and Farkas [4] have introduced an access control model based on
the RDF triple, which considers the inference feature of RDF. We think that
their study has more significant meaning compared to several existing studies
for RDF access control [5, 6, 7]. Because they represent a security object as
an RDF triple that is the basic structure of RDF model and based on the RDF
triple, they deal with the problem of authorization conflict in the RDF inference.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 583–592, 2008.
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Here, the authorization conflict problem by ontology inference is as follows. In
Fig. 1, let us consider that an access to NuclearWeapn is allowed to a user
Dave. If so, Dave can browse T itan, which is an instance of NuclearWeapon.
However, let us assume that there is a formerly specified authorization disal-
lowing an access to SpecialWeapon. In this case, the access to T itan must
be canceled because the instance T itan can be interpreted as the upper class
SpecialWeapon.

However, Jain and Farkas did not consider explicit authorization propaga-
tion over the ontology hierarchy of upper and lower classes or properties. The
explicit propagation of RDF authorizations is that when an authorization is
specified for an upper concept, the same access authorization is also applied
to all lower concepts over the ontology hierarchy by inheritance. This explicit
authorization propagation based on the ontology hierarchy is necessary for a
more convenient authorization specification of the security administrator. That
is, a variety of authorization specifications can be performed at one time with-
out the need to be performed separately, the number of authorizations can be
reduced, and a security administrator can clearly understand the scope of au-
thorization. In this paper, we introduce an RDF triple based access control
model supporting explicit propagation as well as implicit propagation. In the
suggested method, we first define an RDF authorization specification with the
explicit authorization propagation to the lower classes or properties. Then con-
sidering the RDF inference, we define implicit authorization propagation to
the opposite direction, that is, to the upper classes or properties. Next, using
these two contrary propagations, we explain the problem of RDF authoriza-
tion conflict in RDF access control. We call our suggested access control model
RDFacl.

The remainder of the paper is organized as follows. In Section 2, we review
several recent studies related to the RDF access control. Next, Section 3 briefly
explains the basic characteristics of RDF and RDF Schema related to our study,
and Section 4 introduces the proposed RDF authorization model. Section 5 in-
troduces the explicit authorization propagation, and Section 6 introduces the
implicit authorization propagation along with the authorization conflict prob-
lem. Section 7 finally concludes this paper.

2 Related Work

Damiani et al. [1] and E. Bertino et al. [2, 3] suggested the fine-grained access
control models for XML documents. According to a specified access authoriza-
tion, element tags and attributes in an XML tree structure are made to be se-
lectively invisible to users. Even though RDF documents are described in XML,
the existing XML access control models do not consider the security violation
by ontology inference as mentioned in Section 1.

Qin and Atluri [5] considers the implicit authorization propagation and au-
thorization conflict problem for more various semantic relations in an ontology.
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Fig. 1. A sample Weapon RDF(S) graph

That is, besides the subClassOf and subPropertyOf relationships, they con-
sider the equivalence relationship between two concepts, the partial relationship
between whole concepts and partial concepts (for example, intersectionOf and
unionOf in OWL), the non-inferable relationship (for example, disjointWith
and differentFrom in OWL), etc. However, their access control policy is not
based on the RDF triple structure. Hence, their methods are not incorporated
with RDF and OWL specification, and especially RDF inference (named RDF
entailment [8]). The semantics of authorization conflict problem explained by
them is also different from ours. It is our future work to expand our RDF triple
based RDFacl model such that it can also be applied to OWL.

Kaushik et al. [6] introduces an access control model for the fine-grained
information disclosure of an RDF web document as in this study. The main
point of their study is to introduce a formal framework to provide disclosure
control over parts of an ontology. In addition, they introduce applying several
methods of information hiding to RDF data, e.g., removing a specific subtree
in an ontology tree or renaming a disallowed class or property according to an
authorization. However they do not consider the disclosure problem for highly
sensitive data by a prohibited inference. In fact, this problem is closely connected
with the authorization conflict problem, which we will deal with in this paper.
This is because such an information disclosure is most likely to arise when two
authorizations having conflict relationship are both allowed.

In the study of Reddivari et al. [7], they also introduce an RDF triple based
access control model for RDF data in an RDF store. Since the target security
objects are data in an RDF store such as the knowledge based system and the
relational database system, the suggested model defines access control over var-
ious operations like insert (insertModel and insertSet), remove (removeModel
and removeSet), update, and read (see, use). In this paper, since we consider
the browsing permission for RDF data in an RDF web document, only read
operation is considered.
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3 RDF and RDFS

RDF Schema (RDFS) provides some primitive constructors for constructing sim-
ple ontologies. rdfs:class and rdf :property define ontology concept, rdfs:sub-
ClassOf and rdfs:subPropertyOf define class and property hierarchies, and
rdfs:domain and rdfs:range define domain and range constraints for proper-
ties. For example, in Fig. 1, NuclearWeapon is the subclass of SpecialWeapon,
and SpecialWeapon is the subclass of Weapon. NWQuantity is the subproperty
of SWQuantity, and SWQuantity is the subproperty of Quantity.

An RDF document consists of RDF statements, which use ontology concepts
defined in an RDFS. An RDF statement is represented as a triple of [s, p, o],
and an RDF document can be represented as a graph consisting of RDF triples.
An RDFS statement can also be represented as a triple.

Definition 1 (RDF(S) graph and triple). An RDF(S) (= RDF and RDFS)
graph is a set of RDF(S) triples. An RDF(S) triple is represented as [s, p, o],
where s ∈ SUBJECT , p ∈ PREDICATE, and o ∈ OBJECT .

- The set SUBJECT includes URI (Uniform Resource Identifier) nodes defin-
ing classes or properties in RDFS and instances in RDF, and blank nodes.

- The set PREDICATE includes URI nodes referencing properties in RDFS.
- The set OBJECT includes the URI nodes of the other classes and instances

related by p, blank nodes, and literals.

For example, in Fig. 1, the RDF triple [Weapon, manufacturedBy, WeaponC-
ompany] has the class URI constant Weapon as s, the property URI constant
manufacturedBy as p, and the class URI constant WeaponCompany as o.
[T itan, NWQuantity, 127] has the instance URI constant T itan as s and the
literal 127 as o. [T itan, locatedIn, ] has a blank node as o. The RDF graph in
Fig. 1 represents the sample RDF document of Fig. 2.

Definition 2 (subClassOf and subPropertyOf). If a class ci is the subclass
of another class cj (ci ⊂ cj), ci and its instances inherit the properties of cj,
and ci can be interpreted as cj by inference. If a property pi is the subproperty
of another property pj (pi ⊂ pj), pi can be interpreted as pj by inference.

For example, in Fig. 2, <ex:NuclearWeapon rdf :ID =“T itan”> can be in-
terpreted as <ex:SpecialWeapon rdf :ID =“T itan”> and <ex:NWQuantity
rdf :datatype = “&xsd:integer”> can be interpreted as <ex:SWQuantity rdf :
datatype =“&xsd:integer”>.

4 RDF Access Authorization

4.1 Security Object

In our authorization specification, security objects are RDF triples. A security
administrator can conveniently bind up the target RDF triples into the following
RDF pattern.
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<?xml version=“1.0”?>
<rdf:RDF xmlns:rdf=“http://www.w3.org/1999/02/22-rdf-syntax-ns#”
xmlns:ex=“http://example.org/schemas/weapon#”>

<ex:NuclearWeapon rdf:ID=“Titan”>
<ex:manufacturedBy rdf:resource=“ex:CentralCo”/>
<ex:NWQuantity rdf:datatype=“&xsd;integer”>127</ex:NWQuantity>
<ex:locatdIn>

<rdf:Description>
<ex:country>USA</ex:country> <ex:state>Arizona</ex:state>

</rdf:Description>
</ex:locatdIn>

</ex:NuclearWeapon>
<ex:SpecialWeapon rdf:ID=“Tomahawk”>

<ex:manufacturedBy rdf:resource=“ex:LockheedCo”/>
<ex:SWQuantity rdf:datatype=“&xsd;integer”>138</ex:SWQuantity>

</ex:SpecialWeapon>
</rdf:RDF>

Fig. 2. A sample Weapon RDF web document

Definition 3 (RDF(S) pattern). An RDF(S) pattern is represented as an
RDF(S) triple [s, p, o], where s and p can be substituted by variables $x and $y,
respectively, and o is always the variable $z (In this study, we do not consider
much more fine-grained access control according to o values). Also, a blank node
for s and o is not allowed.

For example, in the RDF(S) graph of Fig. 1, for the RDF(S) pattern pt1 = [$x,
NWQuantity, $z], the matching RDF(S) triples μ(pt1) are [NuclearWeapon,
NWQuantity, literal] and [T itan, NWQuantity, literal]. Also, μ([NuclearW -
eapon, $y, $z]) = {[NuclearWeapon, manufacturedBy, WeaponCompany],
[NuclearWeapon, WCode, literal], [NuclearWeapon, Quantity, literal], [Nu-
clearWeapon, SWQuantity, literal], [NuclearWeapon, locatedIn, Location],
[NuclearWeapon, NWQuantity, literal]}, and μ([$x, $y, $z]) matches all edges
in the graph.

4.2 Access Authorization

The RDF access authorizations are formally defined as follows. This is similar
to the authorization type which was used in the XML access control model
suggested by Damiani et al. [1].

Definition 4 (access authorization). An access authorization is a five tuple
of the form: <subj, obj, act, sign, type>.

- subj is the subject to whom the authorization is granted.
- obj refers to a security object and in our study, it is an RDF(S) pattern

matching RDF(S) triples.
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- act refers to an action performed against the security object. Since we focus
on information disclosure of an RDF web document in this study, only read
operation is considered.

- sign is (+) if access is allowed, and (−) if access is forbidden.
- type is R (= Recursive) if an authorization should be propagated to lower

classes and lower properties according to the subClassOf and subPropertyOf
relationship, and L (= Local) if an authorization should not be propagated. We
will introduce the details of the authorization propagation according to type in
Section 5.

4.3 Hidden Portions of an RDF Document According to an
Authorization

We consider applying our access control model to information disclosure of RDF
documents published over Web. For example, according to the authorization
<Dave, [$x, manufacturedBy, $z], read, −, R>, the tag <ex:manufacturedBy
rdf :resource = “ex:CentralCo”> in the sample RDF document of Fig. 2 must
be invisible to the subject Dave. In this subsection, we define which portions of
an RDF document must be hidden according to a specified access authorization.
The hidden portions are decided by the type of o values ∈ {class or instance
URI constant, blank node, literal} in Definition 1. Table 1 summarizes this.

Example 1. According to <Dave, [$x, manufacturedBy, $z], read, −, R>,
the p = “ex:manufacturedBy” and the o = ‘rdf :resource = “ex:CentralCo”’
in Fig. 2 are hidden from the instance s = “T itan”. However, the actual in-
stance CentralCo referenced by the instance URI constant “ex:CentralCo” is
not hidden. According to <Dave, [$x, locatedIn, $z], read, −, R>, the p =
“ex:locatedIn” and the blank node <rdf :Description> ... </rdf :Description>
are hidden. In the case of <Dave, [$x, NWQuantity, $z], read, −, R>, the p
= “ex:NWQuantity” and the literal 127 are hidden.

Example 2. According to <Dave, [NuclearWeapon, $y, $z], read, −, L>,
Dave cannot show all properties of the class NuclearWeapon. If all proper-
ties of a class or an instance should be invisible, the whole class or instance

Table 1. Hidden portions according to the type of o values

URI constant Blank node Literal

- A property p should be hidden
from a class or an instance s.

- p should be hidden
from s.

- p should be hidden
from s.

read
(−)

- Also, the o value of an URI con-
stant should be hidden. However,
this does not mean that the ob-
ject referenced by the URI should
be hidden. The referencing relation-
ship is only broken.

- Also, the o value of
a blank node should
be hidden.

- Also, the o value
of a literal should be
hidden.
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should be invisible, e.g., in Fig. 2, <ex:NuclearWeapon rdf :ID = “T itan”> ...
</ex:NulcearWeapon> is hidden.

5 Explicit Propagation by RDF Authorization
Specification

When the type of an authorization is R, the authorization affects lower classes or
properties by inheritance. Prior to introducing implicit propagation in the RDF
inference, we define explicit propagation in the RDF authorization specification.

5.1 Propagation Policy in subClassOf Relationship

As explained in Definition 2, if ci ⊂ cj , ci inherits the properties of cj . Therefore,
we define that when an authorization caj is specified for a property pk of cj , caj

also affects the property pk of ci. We denote this subClassOf propagation as
caj+ → cai+ or caj− → cai−.

Example 3. When caj = <Dave, [SpecialWeapon, SWQuantity, $z], read, −,
R> is specified, caj derives <Dave, [NuclearWeapon, SWQuantity, $z], read,
−, R> and <Dave, [Missile, SWQuantity, $z], read, −, R> by the propagation
policy caj− → cai−. When caj = <Dave, [SpecialWeapon, $y, $z], read, −, R>
is specified, due to p(caj) = $y, caj is also applied to lower classes inheriting all
properties of SpecialWeapon. That is, caj derives the following authorizations:
<Dave, [NuclearWeapon, SWQuantity, $z], read, −, R>, <Dave, [Missile,
SWQuantity, $z], read, −, R>, <Dave, [NuclearWeapon, locatedIn, $z], read,
−, R>, and <Dave, [Missile, locatedIn, $z], read, −, R>.

Example 4. caj = <Dave, [SpecialWeapon, *, *], read, −, R> disallows ac-
cessing all their own properties of the lower classes as well as all properties inher-
ited from SpecialWeapon. That is, caj also derives <Dave, [NuclearWeapon,
$y, $z], read, −, R>, and <Dave, [Missile, $y, $z], read, −, R>.

Definition 5 (RDF * pattern). This pattern is represented as [s, *, *] as
in the above example. This is a special RDF pattern reserved for matching all
properties of s’s lower classes as well as s.

5.2 Propagation Policy in subPropertyOf Relationship

We define that if pi ⊂ pj , an authorization paj for pj also affects the property pi.
We denote this subPropertyOf propagation as paj+ → pai+ or paj− → pai−.

Example 5. When paj = <Dave, [ConventionalWeapon, CWQuantity, $z],
read, −, R> is specified, paj also derives <Dave, [Rifle, RQuantity, $z], read,
−, R>. In the case of paj = <Dave, [SpecialWeapon, $y, $z], read, −, R>, paj

also affects all subproperties of all properties of SpecialWeapon. In the case of
an RDF * pattern <Dave, [SpecialWeapon, *, *], read, −, R>, paj also affects
all subproperties of all properties of all subclasses of SpecialWeapon.
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5.3 Propagation Policy in IS A Relationship

An instance il of a class ci follows the authorization cai. Also, an instance il
having a property pk follows the authorization pak for pk.

6 Implicit Propagation by RDF Inference and
Authorization Conflict

In this study, we focus especially on the subsumption relationship, which is re-
lated with the key inference in the RDF entailment; subClassOf and
subPropertyOf relationship.

6.1 Propagation Policy in subClassOf Inference

The RDF authorization conflicts can be classified into two types. One is the
explicit authorization conflict and another is the implicit authorization conflict.
The explicit authorization conflict addresses that there are several authoriza-
tions having different sign values for the same security object. On the contrary,
the implicit authorization conflict addresses that although there are no explicit
authorization conflict, a conflict can occur due to ontology inference. Since the
explicit authorization conflict is a trivial problem, we concentrate on the implicit
authorization conflict in this paper.

• ci ⊂ cj , caj+ → cai+, cai+′ ⇒ caj+′ (conflict-free): As in Fig. 3(a), let us
consider caj+ → cai+. Then suppose that an authorization cai+′ for pti = [ci,
pk, $z] is re-specified afterwards. Since pti can be interpreted as ptj = [cj , pk,
$z] by subClassOf inference, the implicit propagation to the upper class cai+′

⇒ caj+′ must be considered. In this case, since sign(caj+′) ≡ sign(caj+), there
is no conflict.

Example 6. caj =<Dave, [SpecialWeapon, locatedIn, $z], read, +, R> drives
cai = <Dave, [NuclearWeapon, locatedIn, $z], read, +, R> by the explicit
propagation. Then suppose that the authorization cai+′ = <Dave, [NuclearWe-
apon, locatedIn, $z], read, +, R> is re-specified. Since [SpecialWeapon, locat-
edIn, $z] can be inferred from [NuclearWeapon, locatedIn, $z], cai+′ must
be also applied to [SpecialWeapon, locatedIn, $z]. That is, cai+′ drives the
implicit propagation caj+′ = <Dave, [SpecialWeapon, locatedIn, $z], read, +,
L>. Since sign(caj+′) ≡ sign(caj+), this is conflict-free.

• ci ⊂ cj , caj+ → cai+, cai−′ � caj−′ (conflict-free) : In the same manner,
let us consider caj+ → cai+ and a new authorization cai−′ specified afterwards
for pti = [ci, pk, $z]. In this case, since cai−′ disallows accessing pti, any related
inference cannot occur. Hence, this case is conflict-free.

• ci ⊂ cj , caj− → cai−, cai−′ � caj−′ (conflict-free) : As in Fig. 3(c), let us
consider caj− → cai− and a new authorization cai−′ specified afterwards for
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cj pk

caj+ caj+’
cj pk

caj+ c

c
cai+ cai+’
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cai+ cai –’ c

ci

(a)

ci

(b)

conflict

cj pk

caj –
cj pk

caj – caj+’

conflict

c
cai – cai –’

c
cai – cai+’

ci

(c)

ci

(d)

Fig. 3. Authorization conflict in subClassOf inference

pti = [ci, pk, $z]. As in the previous case, since cai−′ disallows accessing pti,
there can be no conflict.

• ci ⊂ cj, caj− → cai−, cai+′ ⇒ caj+′ (conflict) : As in Fig. 3(d), let us
consider caj− → cai− and a new authorization cai+′ specified afterwards for
pti = [ci, pk, $z]. Since ptj = [cj , pk, $z] can be inferred from pti, the implicit
propagation cai+′ ⇒ caj+′ must be considered. In this case, since sign(caj+′)
�= sign(caj−), an authorization conflict occurs. Similarly, when ci ⊂ cj , caj+ →
cai+, and a new authorization caj− with type = L is specified afterwards, there
is also a conflict.

6.2 Propagation Policy in subPropertyOf Inference

When pi ⊂ pj , paj−→ pai−, and pai+′ ⇒ paj+′ as in the subClassOf inference,
there is a conflict. Figure 4 depicts this situation.

pj

paj – paj+’

pai – pai+’

conflict

pi

Fig. 4. Authorization conflict in subPropertyOf inference

7 Conclusions and Future Work

The RDF authorization conflict problem should be an important problem in
RDF access control because RDF data are related with an ontology inference
unlike XML data. Also supporting the explicit authorization propagation in an
authorization specification model should be an important problem because speci-
fying an authorization based on ontology hierarchy gives the benefit of more con-
venient policy description to a security administrator. Therefore, in this paper,
we have introduced an RDF access control model considering both the explicit
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and the implicit authorization propagation. When an ancestor authorization
with sign = ‘−’ and type = ‘R’ is first specified and a descendant authorization
with sign = ‘+’ is specified afterwards, both authorizations can fall into a con-
flict relationship. Also, when a descendant authorization with sign = ‘+’ is first
specified and an ancestor authorization with sign = ‘−’ and type = ‘L’ is speci-
fied afterwards, they can fall into a conflict relationship as well. Currently, based
on this observation, we have developed an efficient conflict detection algorithm
and are implementing it as a tool. However, due to page limit, we do not present
details of that. The basic idea is to check only the ancestor authorizations with
sign (−) when a new authorization is specified with sign (+) whereas to check
only the descendant authorizations with sign (+) when a new authorization is
specified with sign (−) and type L.
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Abstract. Text Summarization and categorization have always been two of the 
most demanding information retrieval tasks. Deploying a generalized, multi-
functional mechanism that produces good results for both of the aforementioned 
tasks seems to be a panacea for most of the text-based, information retrieval 
needs. In this paper, we present the keyword extraction techniques, exploring 
the effects that part of speech tagging has on the summarization procedure of an 
existing system. 

Keywords: Focused Crawler, Part of Speech Tagging, Noun Retrieval, Data 
Preprocessing, Text Summarization, Text Categorization. 

1   Introduction 

Keyword extraction, being the basis of any information retrieval (IR) task, aims to 
select the appropriate keywords out of a text, accompanying them with a suitable 
score that depicts their importance. With the term appropriate, we mean the most rep-
resentative words, as far as the text's overall meaning is concerned. Following the 
keyword extraction procedure, text summarization and categorization techniques 
come. In our research, a unified, yet autonomous system is developed, PeRSSonal [1], 
in which summarization and categorization are the core procedures (as well as per-
sonalization of the presented results). This paper studies the improvement of the 
aforementioned procedures by assisting our keyword extraction mechanism with noun 
retrieval capabilities.  

Presenting to the user summaries matching their needs is a very crucial procedure 
that can assist information filtering. Even though automatic text summarization dates 
back to Luhn's work in the 1950's, several researchers continued investigating various 
approaches to the summarization problem up to nowadays. A summary [2] usually helps 
readers identify interesting articles or even understand the overall story about an event. 
Most of the times, the summarization approaches are based on a “text-span level” [3], 
with sentences being the most common type of text-span having each of them rated ac-
cording to some criteria (e.g. important keywords, lexical chains, etc.). These techniques 
transform the original problem to a simpler one: ranking sentences according to their 
salience or likelihood of being part of a summary, concatenating them at a second stage. 
Some techniques [4] try to identify special words and phrases in the text, while in [5] 
the authors compare patterns of relationships between the sentences. 
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Typical classification tasks are deciding to what folder an email message should be 
directed, on which newsgroup a news article belongs, etc. Several text classification 
(categorization) approaches have been researched over the years: Naive Bayes-
ian(NB), K-Nearest Neighbor(KNN), and Centroid-based(CB) techniques are some 
examples. New articles can be categorized to the pre-defined categories using some 
criteria which vary from one technique to another. Categories can be relatively 
coarse-grained, i.e. only some basic unrelated to each other, or fine-grained, where 
many categories, frequently overlapping with each other, are introduced. Linear Least 
Squares (LLSF) [6], a multivariate regression model that is automatically learned 
from a training set of documents and their categories, gives good results and is util-
ized in our work. 

Automatic part of speech tagging, is a well known problem that has been addressed 
by several researchers during the last twenty years. It is a firm belief that when it 
comes to keyword extraction, the nouns of the text carry most of the sentence mean-
ing. In a sense, extracted nouns should lead to better semantic representation of the 
text, and hence, improved IR results. Noun extraction, a subtask of POS tagging, is 
the process of identifying every noun (either proper or common) in an article or a 
document. In many languages, nouns are used as the most important terms (features) 
that express a document’s meaning in NLP applications such as information retrieval, 
document categorization, text summarization, information extraction, etc. Various 
methodologies have been proposed making use of linguistic [7], statistical [8], sym-
bolic learning knowledge [9] or support vector machines [10] and can be categorized 
to: morphological analysis, or POS tagging based. The former methods try to generate 
all possible interpretations of a given phrase by implementing a morphological ana-
lyzer or a simpler method using lexical dictionaries. It may over-generate or extract 
inaccurate nouns due to lexical ambiguity and shows a low precision rate. On the 
other hand, the POS tagging based methods choose the most probable analysis among 
the results produced by the morphological analyzer. Due to the resolution of the am-
biguities, it can obtain relatively accurate results. However, it also suffers from errors 
not only produced by the POS tagger, but also triggered by the preceding morpho-
logical analyzer. 

In this paper we present the incorporation of noun retrieval techniques in  
PeRSSonal, using the SVM method for POS tagging, as part of its keyword extraction 
algorithms, and we explore, though experimentation, the possible improvements this 
change has on the mechanism’s IR procedures: summarization and categorization.  

In the next section the architecture of the proposed mechanism is introduced. In 
Section 3 the algorithm analysis of the mechanism is presented. Section 4 describes 
the experimental procedure that took place and its results. Section 5 concludes and 
outlines the directions of possible future research. 

2   Architecture 

PeRSSonal [1] follows a classic n-tier architectural approach. The system consists of 
four layers which work autonomously and collaborate through a centralized database. 
The web interface handles the information flow into the mechanism which is then 
directed to the interior subsystems. Text preprocessing techniques follow and the  
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results are led to the next level of analysis where core IR techniques are located. Fi-
nally the outcomes are presented to the end users though the information presentation 
subsystem. In the current paper, we extend the text preprocessing subsystem using 
noun retrieval techniques. The implemented architecture is depicted in Fig. 1 and the 
modified component is presented in the dashed box. 

 

Fig. 1. System's architecture 

The first layer constitutes the interconnection between the mechanism and the web 
sources where the following procedures take place: content fetching procedure, analy-
sis of the downloaded content and lastly, extraction of the useful information from the 
web content. In order to capture web pages, a simple focused web crawler is used. 
The crawler takes as input the addresses that are extracted from existing RSS feeds, 
deriving from several major news portals. The crawling procedure is distributed 
across multiple systems which synchronize thought the centralized database. Crawled 
html pages are analyzed and are stored without any other unnecessary page element 
(images, css, javascript, etc.). During this analysis level, our system isolates the “use-
ful text”, meaning the main body of the article, and the database is populated with 
news articles that are ready for the text preprocessing step.  

The second tier of the system, which is the focusing of this paper, works on the ar-
ticle’s title and body applying several preprocessing techniques. In particular, after the 
retrieval of the stored article that resides in the database, a series of inner procedures 
take place at this layer. Firstly, the article’s language is recognized either directly 
through language identifying procedures, or indirectly using the predetermined lan-
guage of the origin-feed. Following is a sentence separation and punctuation removal 
step. Afterwards, the noun identification step takes place which, by utilizing the POS 
SVM-based tagger [10], is able to determine with high precision the article’s nouns. 
Some common text extraction techniques follow: stopwords removal and stemming. 
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Noun extraction should precede these procedures if it is to succeed will high probabil-
ity. It is important to note that the noun identification, stopwords removal and  
stemming procedures are language dependant, meaning that specific language rules, 
stopword lists and stemming rules respectively, have to be applied for different lan-
guages. The above set the foundations for multi-language support by our mechanism, 
even though only the English language has been incorporated so far. The results of the 
procedures described in this layer are stemmed keywords either marked as nouns or 
not, their location in the text and their frequency of appearance in it. These are repre-
sented through term frequency – inverse document frequency (TF-IDF) vector statis-
tics that are stored in the database and are utilized by the procedures of the third 
analysis level. 

The information retrieval tasks of our mechanism are located in the third analysis 
level, where the summarization and categorization algorithms are applied. The main 
scope of the categorization module is to assist the summarization procedure by pre-
labeling the article with a category and has proven in [1] to be providing better re-
sults. Following the IR task of the mechanism, personalization algorithms take place 
and the content is finally delivered to the user.  

3   Algorithm Analysis 

Our analysis consists of three different algorithmic steps: extraction of keywords and 
identification of nouns, categorization procedure and summarization procedure. 

3.1   Keyword Extraction and Noun Identification Procedure 

The input to the keyword extraction module is plain text that defines the article’s 
body and title as well as its language. Apart from the previous, some parameters have 
to be tuned in order for the mechanism to be the most efficient: a) minimum word 
length (all words with length smaller than the minimum are removed) and b) the lan-
guage dependant stopword list that will be used. Our experimentation for news arti-
cles in [11] revealed that a limit of 5 letters is the best suited as far as articles written 
in English are concerned.  

Noun identification involves an off-line learning step for the POS tagger using lan-
guage specific rules. Previous to the tagging, SVM models (weight vectors and bi-
ases) are learned from a training corpus using the learning component. A modified 
version of the SVMTool [10] is used so that tagging takes place only for nouns, sav-
ing system’s processing time. Once the training is complete, the article’s body is for-
warded to the tagger and the text’s nouns are marked. Stopwords removal takes place 
and stemming rules are applied, resulting to the TF-IDF vector for all the texts and 
their terms. 

3.2   Categorization Procedure 

The categorization subsystem is based on the cosine similarity measure, dot products 
and term weighing calculations. The system is initialized with a training set of  
1500 pre-categorized articles, belonging to 7 different categories. The categorization  
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module receives as input the extract of the pre-processing mechanism, which is: a) 
stemmed keywords, b) noun-related information, c) absolute and relative frequency of 
the keywords appearance in the article and d) the article's title and body. After the 
initialization of the training set, the categorization module creates lists of keywords-
nouns that are representative of a unique category, consisting of nouns with high fre-
quency at a specific category, and small or zero frequency for the others.  

The categorization attempt of a recently fetched article resembles the LLSF 
method and proceeds as follows; the labeling of the articles is done by using the list of 
the representative (stemmed) keywords of the text together with the frequencies 
evaluated by the pre-processing mechanism (Table 1). We then produce identical lists 
for all the categories that we own that consist of the same keywords followed by their 
frequency into the category (Table 2). In order to determine the text’s category, we 
examine the cosine similarity of the text and the categories based on the aforemen-
tioned lists. 

Table 1. Article’s categorization vector Table 2. Politics category vector 

Stemmed k/w Frequency 
sharia 4 
minist 7  

Stemmed k/w Frequency 
sharia 0 
minist 90  

An article is most of the times related with a similarity measure to more than one 
category. However, for a categorization result to be accepted we define certain 
thresholds: (a) the cosine similarity between the text and the category should be over 
Thr1, and additionally (b) the difference of the cosine similarity between the highest 
ranked category and the rest should exceed Thr2. Experimentation, gave us the best 
suited thresholds for Thr1 and Thr2 as 0.50 (50% similarity), and 11% respectively. If 
Thr1 or Thr2 is not met, the article is forwarded to the summarization module and the 
resulting generic summary is used as input to a second categorization attempt for the 
article. Should the above thresholds be met, the labeling of the summary is kept, while 
at a different case, the initial labeling of the article is kept. 

3.3   Summarization Procedure 

During the summarization procedure, we utilize three factors: (a) the existence of a 
keyword in the title (b) the frequency of a keyword and (c) the noun tagging informa-
tion of a keyword. We call these factors k1, k2 and N respectively. A keyword with 
very high frequency in the text is considered to be representative of it and thus, any 
sentence that includes it can be considered as text-representative. Additionally, any 
keyword of the text that also exists in the title is marked as an important one, so the 
sentences that include it are more representative. Moreover, when a keyword is tagged 
as a noun, we consider it significant thus boosting it with some extra weight. Parame-
ters k1 and k2 are thoroughly explained in [1]. N derives from the following equation: 

zLN *=  (1)

where z=0 if the keyword is not a noun and z=1 if it is. L conveys the desired extra 
weight that a noun existing in a sentence should have. Experimentation with various  
L values revealed that L should be no more than 1.5 or else sentences with few  
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keywords-nouns receive low scores, compared to sentences with many nouns, and are 
substantially excluded from the summary. Typical values for L range from 0 to 1 with 
the former depicting that the summarization algorithm is not taking into consideration 
the noun relevant information. 

Based on these heuristics, we create a summary which consists of the most repre-
sentative sentences of the text. In order to determine these, we deploy a score for each 
sentence according to the factors k1, k2 and N. Assuming that the text T has s sen-
tences where i = [1..s] and f keywords where k = [1..f], each sentence is assigned a 
score according to the following equation: 

∑ +++= ))))(((1( 21, NkkkwfrrelW iki
 (2)

where rel(fr(kwk,i)) is the relative frequency of the keyword k in sentence i. 
After creating a generic summary, we retry to achieve a categorization, as the 

summarized text is more refined and consists only of important sentences rather than 
the whole text, which may include sentences with keywords that are distracting the 
categorization procedure. 

The procedure that is followed in order to summarize a text after a successful cate-
gorization, differs from the aforementioned steps due to the fact that another factor is 
included in the scoring. This factor, namely k3 in [1], is the keyword’s ability to rep-
resent the category to which the document belongs. As long as the text is categorized, 
we can utilize this factor in order to create a more efficient summary. With the use of 
k3, the overall weighting equation is depicted below. 

4   Experimental Procedure and Results 

In order to evaluate the summarization performance of PeRSSonal, with the appliance 
of noun retrieval techniques, we conducted two sets of experiments. Firstly, we tried 
to determine the best possible value for the L parameter of equation (1). Furthermore, 
we tried to evaluate the effect of the appliance of the noun retrieval algorithm ex-
plained earlier, to the overall system performance using classic IR measures. For con-
ducting the experiments we utilized a corpus of 3000 news articles from various 
sources. The articles belonged with high relevance to one of the seven major catego-
ries of the system, and this information was used as explained at the previous section 
(precategorized articles) in order for the summarization procedure to produce the best 
possible summary. 

As reported earlier, the parameter L is deployed for controlling the effect that  
noun retrieval has on the summarization procedure. We conducted experiments tuning 
L in order to decide on its best value as far as news articles, which is the case of 
PeRSSonal, are concerned. The various results are presented in Fig. 2. 

At the previous graph it is clearly depicted that a value between 0.5 and 0.6 for L is 
best fitted. Values for L over 1 seem to attenuate both the precision and the recall of 
the summarization procedure compared to the L=0 case, i.e. when noun retrieval in-
formation is not used. This intuitively means that, when sentences that contain mostly 
 

∑ +++= 321, ))))(((1( kNkkkwfrrelW iki
 (3)
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Fig. 2. Precision / recall results for summarization of news articles tuning the L value 

nouns are kept at the summarization procedure, excluding the rest of the sentences, 
the effectiveness of the procedure slightly deteriorates. However, finding a golden 
section for the L parameter, which is dependable on the target texts, can enhance the 
summarization efficiency significantly. This is also obvious at the following graph 
where precision and recall results are depicted (using an L value of 0.6) when summa-
rization proceeds with and without the noun-retrieval information. 
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Fig. 3. Precision and Recall results for the PeRSSonal’s summarization procedure when noun 
retrieval information is utilized and not 

From Fig. 3 it is concluded that the noun retrieval information can give a notable 
precision boost to the resulting summaries compared to the case where noun retrieval 
information is not utilized; in other words, the resulting summaries are more precise. 
As far as recall is concerned, the improvement is small, yet significant, taking into 
account the fact that a text’s summary represents a layer of abstraction, notably a low 
recall representation of the original text’s information. 
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5   Conclusions and Future Work 

In this paper we explored the effects that noun retrieval techniques, based on POS 
tagging, can have on information retrieval mechanisms and summarization in specific. 
Through the proposed framework that is utilized in an existing system, PeRSSonal, 
we are able to improve the summarization procedure by simple modifications to our 
keyword extraction algorithm. The efficiency improvements are small yet significant 
considering the fact that summarization is a difficult, mostly subjective procedure and 
that objective criteria of efficiency are difficult to appoint. Having incorporated noun 
retrieval techniques we are focusing on multilingual and multimedia support for 
PeRSSonal, the addition of which should require a throughout redesign of the main 
parts that consist the system. Also, we are considering a wider evaluation of the im-
provements that the applied noun-retrieval technique has on both the summarization 
and the categorization procedure. 
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Abstract. This paper presents a novel approach of the flexible query and rank-
ing (FQR) by relaxing the original query in order to provide approximate an-
swers to the user. FQR extends the categorical query criteria with the most 
similar values by estimating the similarity of different pairs of values in the 
query workload. Also FQR expands the numerical query criteria range to the 
nearby values by using the kernel density estimation technology. FQR specu-
lates the importance of each specified attribute based on the user query and as-
signs the score of each attribute value according to its “desirableness” to the 
user. The tuples satisfying the relaxed query are finally ranked according to 
their satisfaction degree.  

Keywords: Web database, Flexible query, Query results ranking. 

1   Introduction 

With the rapid expansion of the World Wide Web, more and more Web databases1 are 
available for lay users. Database query processing models have always assumed that 
the user knows what he or she want and is able to formulate query that accurately 
express the query intentions. However, users often have insufficient knowledge about 
database contents and structure, and their query intentions are usually vague or impre-
cise as well. Therefore, the query user submits cannot act as rigid constraints for the 
query results. In another words, the query conditions should be flexible constraints for 
presenting more information that can meet user’s needs and preferences closely. 

Some researches have been proposed to handle the flexibility of queries in the da-
tabase systems. These researches can be classified into two main categories. The first 
one is based on Fuzzy Sets Theory [12]. Tahani firstly advocated the use of fuzzy sets 
for querying conventional databases [10]. SQLf language proposed by Bosc and 
Pivert [2] represents a synthesis of the characteristics and functionalities suggested in 
other previous proposals of flexible query in classical databases, such as [3, 7, 11]. 
The second category focuses on the development of cooperative database systems 
such as ARES [4], MULTOS [8], and PREFERENCES [5], which handle the flexibil-
ity based on distance notion, linguistic preferences, and etc.  
                                                           
1 We use the term “Web database” to refer to a non-local autonomous database that is accessi-

ble only via a Web (form) based interface.  
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It should be pointed out that the flexibility approaches based on fuzzy sets are 
highly dependent on the domain knowledge, and it is mainly useful in expanding the 
numerical query criteria as well. The cooperative database systems are not fully 
automatic and require the user feedback. Recently, Nambiar [6] presented an ap-
proach for query relaxation that used approximate functional dependencies, but it is 
only focused on relaxing the categorical query criteria. In this paper, we propose a 
novel relaxation approach FQR (flexible query & ranking), which can relax both 
categorical and numerical query criteria ranges and does not require user feedback. 
This approach uses data and query workload statistics in order to assist the relaxation 
process. Furthermore, for the relevant answers returned by a flexible query, FQR 
ranks them according to their satisfaction degree. 

2   Problem Definition 

Consider an autonomous Web database D with categorical and numerical attributes A 
= {A1, A2,…, Am} and a selection query Q over D with a conjunctive selection condi-
tion of the form “A1 = a1 AND A2 = a2…AND As = as”. Each Ai in the query condition 
is an attribute from A and ai is a value in its domain. The set of attributes X = {A1, …, 
As} ⊆ A is known as the set of attributes specified by the query. When the query leads 
to empty or unsatisfactory answers, the original query condition should be relaxed to 
provide additional similar answers for users. 

3   Query Relaxation 

In order to recommend the similar answers to the user, we need to measure the simi-
larity between the different pairs of values. The idea of query relaxation is to expand 
the original query criteria with similar values.  

3.1   Relaxation of Categorical Query Conditions 

We discuss an approach for deriving the similarity coefficient of categorical attribute 
values by using query workload-log of past user queries on the database. The work-
load can reflect the frequency with which database attributes and values are often 
requested by users and thus may be interesting to new users. The intuition is that if 
certain pairs of values <u, v> often “occur together” in the workload, they are similar. 
Let f(u, v) be the frequency of the values u and v of categorical attribute A occurring 
together in a IN clause in the workload. Also let f(u) be the frequency of occurrence of 
the value u of categorical attribute A in a IN clause in the workload, and f(v) be the 
frequency of occurrence of the value v of categorical attribute A in a IN clause in the 
workload. Then, we measure the similarity coefficient between u and v by using the 
following Equation (1). 

 Sim(u, v) = 
( , ) 1

max( ( ), ( )) 1

f u v

f u f v

+
+

 (1) 
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The Equation (1) indicates that, the more frequently occurring together of the same 
pair of attribute values is, the larger their similarity coefficient is. Note that, in this 
formula the Sim(u, v) would not be zero even if the pair of values is never referenced 
in the workload. According to the similarity coefficients between different pairs of 
categorical attribute values, FQR can provide the most similar information for the 
user when she submits a query with a relaxation threshold.  

3.2   Relaxation of Numerical Query Conditions 

Unlike categorical values, the similarity coefficient of numerical values is difficult  
to determine because of the continuity of numerical data. We propose an approach, 
which is inspired by the fuzzy logic [12], to estimate the similarity coefficient  
between a pair of different numerical values. Let {t1, t2, …, tn} be the values of nu-
merical attribute A occurring in the database. Then the similarity coefficient Sim(t, q) 
between t and q can be defined by Equation (2) as follows, where h is the bandwidth 
parameter and is illustrated in the following.  

 Sim(t, q) = 2

1

-
1

t q

h
⎛ ⎞+ ⎜ ⎟
⎝ ⎠

 (2) 

Let α be a given relaxation threshold, and q be the numerical value specified by the 
query. Then we can get the expanded range as follows.  

 [q – h
1- a

a
, q + h

1- a

a
] (3) 

A popular estimation for the bandwidth is h = 1.06σn−1/5, where σ is the standard 
deviation of {t1, t2,…,tn}[9] and n is the number of tuples in the database.  

As discussed above, with different threshold that the user chooses for the original 
query, the user’s original queries are translated into flexible queries. However, for a 
large size database, a flexible query may result in too many relevant answer items. So 
it is necessary to rank the query results in terms of their satisfaction degree.  

4   Ranking Relevant Answers 

4.1   Attribute Weight Assignment 

In the real world, different users have different preferences. As a result, the impor-
tance of the same attribute is usually different for users. Hence, we need to measure 
the importance of attribute (i.e. attribute weight) for the user. To some extent, the 
importance of the specified attribute for the user can be reflected by the distribution of 
its value specified by the query in the database. 

Importance of the Specified Categorical Attribute. The well-known IDF method 
has been used extensively in IR. The IDF suggests that commonly occurring words 
convey less information about user’s needs than rarely occurring words, and thus 
should be weighted less. IDF(w) of a word w is defined as log(n/F(w)), where n is 
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thenumber of documents and F(w) is the number of document in which w appears. If 
the database only has categorical attributes, each tuple can be treated as a small 
document. Thus, we can mimic these techniques for weighting the attribute values.  

For a point query “Ai = t”, we define IDFi(t) as log(n/Fi(t)) to represent the impor-
tance of attribute value t in the database, where n is the number of tuples in the data-
base and Fi(t) is the frequency of tuples in the database of Ai = t. In the paper, the 
importance of categorical attribute value specified by the query is treated as the im-
portance of its corresponding attribute.  

Importance of the Specified Numerical Attribute. For valuating the importance of 
numerical attribute values, it is inappropriate to adopt the definition of traditional IDF 
mentioned above because of their binary nature (where if u and v are arbitrarily close 
to each other yet distinct). Moreover, the “frequency” of a numeric value should 
depend on nearby values.  

According to [1], we present a definition for estimating the importance of numeric 
attribute values. Let {t1, t2, …, tn} be the values of attribute A that occur in the data-
base. For any value t, IDF(t) is defined as follows. 

 IDF(t) = log 2
1

2
it t

n
h

i

n

e
−⎛ ⎞− ⎜ ⎟

⎝ ⎠

⎛ ⎞
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⎜ ⎟
⎜ ⎟
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 (4) 

Here the parameter h is defined as the same as the above. Intuitively, the denominator 
in Equation (4) represents the sum of “contributions” to t from every the other point ti 
in the database. These contributions are modeled as scaled distributions, so that the 
further t is from ti, the smaller is the contribution from ti. In this paper, the importance 
of numerical attribute value specified by the query is treated as the importance of its 
corresponding attribute. 

Consequently, the weight of attribute Ai specified by the query can be defined by 

 W(Ai) = 

1

( )

( )

i
k

i
i

IDF t

IDF t
=
∑

 (5) 

4.2   Query-Tuple Similarity Estimation 

We measure the similarity between a flexible query Q and an answer tuple T as  

 SIM(Q, T) = 
1

( ) ( . , . )
k

i i i
i

W A Sim Q A T A
=

×∑  (6) 

Here k = Count(boundattributes(Q)), W(Ai) is the importance weight of attribute Ai 
specified by the flexible query Q, and Sim(.) is the function which measures the simi-
larity coefficients between categorical or numerical attribute values as explained in 
Section 3. According to the similarity score, the relevant answers can be ranked. 



 Providing Flexible Queries over Web Databases 605 

5   Experiments 

The experiments aim at evaluating the quality of FQR algorithm for ranking the flexi-
ble query results. For our experiments, we set up a used car database CarDB 
(Make&Model, Year, Price, Location, Mileage) containing 100,000 tuples extracted 
from Yahoo! Autos. The attributes Make&Model, Year and Location are categorical 
attributes and the attributes Price and Mileage are numerical attributes. In addition to 
FQR described above, we implement two other ranking methods, RANDOM and 
QFIDF, which are described briefly below, to compare with FQR. In the RANDOM 
ranking model, the tuples in the query results are presented to the user in a random 
order. In the QFIDF ranking model, the ranking score is the similarity between tuple 
T =<t1,…,tm> and query Q = <C1,…,Cm>, which is simply the sum of corresponding 
similarity coefficients over all attributes specified in the query. The QFIDF technique 
addresses the similar problem (i.e., ranking of the relevance answers) as does FQR. 
Our approach differs from that in [1] is as follows. When measuring the tuple’s rank-
ing score, QFIDF focuses only on the value exactly matches the query on the corre-
sponding attribute and ignores the similarity of different values, while FQR takes the 
similarity of different values into consideration. We use a standard collaborative 
filtering metric R provided in [1] to measure ranking quality. Fig. 1 shows the ranking 
precision of the different ranking algorithms for each test query.  
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Fig. 1. The ranking precision of FQR, QFIDF and RANDOM for each test query 

It can be seen that both FQR and QFIDF greatly outperform RANDOM. The aver-
aged ranking precision of FQR and QFIDF were 0.74 and 0.55, respectively. While 
these preliminary experiments indicate that FQR is promising and better than the 
existing work, a much larger scale user study is necessary to conclusively establish 
this finding. 

6   Conclusions 

In this paper, a novel approach for supporting flexible queries over autonomous Web 
databases is proposed. Starting from the user query, we extend the original query crite-
ria by adding the most similar values into query criteria ranges. For ranking the rele-
vant answers, we assign a weight for each attribute specified by the query according to 
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its importance to the user. Then, for each value of specified attributes in each tuple of 
the query result, a similarity score is assigned according to its desirableness to the user. 
All similarity scores are combined according to the attribute weight assigned to each 
specified attribute. No domain knowledge or user feedback is required in the whole 
process. Experimental results show that FQR captures user preference fairly well and 
better than the existing works. 

 
Acknowledgments. Work is supported by the Program for New Century Excellent 
Talents in University (NCET-05-0288) and in part by the MOE Funds for Doctoral 
Programs (20050145024). 

References 

1. Agrawal, S., Chaudhuri, S., Das, G., Gionis, A.: Automated ranking of database query re-
sults. ACM Transactions on Database Systems 28(2), 140–174 (2003) 

2. Bosc, P., Pivert, O.: SQLf: a relational database language for fuzzy querying. IEEE Trans-
actions on Fuzzy Systems 3(1), 1–17 (1995) 

3. Bosc, P., Galibourg, M., Hamon, G.: Fuzzy querying with SQL: extensions and implemen-
tation aspects. Fuzzy Sets Systems 28, 333–349 (1988) 

4. Ichikawa, T., Hirakawa, M.: ARES: A relational database with the capability of perform-
ing flexible interpretation of queries. IEEE Transactions on Software Engineering 12(5), 
624–634 (1986) 

5. Kießling, W.: Foundations of preferences in database systems. In: International Confer-
ence on Very Large Data Bases, pp. 311–322. Morgan Kaufmann Publishers, Hongkong 
(2002) 

6. Nambiar, U., Kambhampati, S.: Answering imprecise queries over web databases. In: 22nd 
International Conference on Data Engineering, pp. 45–54. IEEE Computer Society, Los 
Alamitos (2006) 

7. Nakajima, H., Sogoh, T., Arao, M.: Fuzzy database language and library: Fuzzy extension 
to SQL. In: 2nd IEEE International Conference on Fuzzy Systems, pp. 477–482. IEEE 
Press, San Francisco (1993) 

8. Rabitti, F.: Retrieval of multimedia documents by imprecise query specification. In: Ban-
cilhon, F., Tsichritzis, D.C., Thanos, C. (eds.) EDBT 1990. LNCS, vol. 416, pp. 202–218. 
Springer, Heidelberg (1990) 

9. Silverman, B.W.: Density estimation for Statistic and Data Analysis. Chapman and Hall, 
New York (1986) 

10. Tahani, V.: A conceptual framework for fuzzy querying processing: a step toward very in-
telligent databases systems. Information Processing Management 13, 289–303 (1997) 

11. Wong, M., Leung, K.: A fuzzy database-query language. Information Systems 15(5), 583–
590 (1990) 

12. Zadeh, L.A.: Fuzzy Sets. Information and Control 8(3), 338–356 (1965) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 607–616, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Fast Cryptographic Privacy Preserving Association Rules 
Mining on Distributed Homogenous Data Base 

Mahmoud Hussein, Ashraf El-Sisi, and Nabil Ismail 

CS Deptartment , Faculty of computers and Information, Menofyia University, 
Shebin Elkom 32511, Egypt 

fci_3mh@yahoo.com, ashrafelsisi@hotmail.com 

Abstract. Privacy is one of the most important properties of an information 
system must satisfy. In which systems the need to share information among dif-
ferent, not trusted entities, the protection of sensible information has a relevant 
role. A relatively new trend shows that classical access control techniques are 
not sufficient to guarantee privacy when data mining techniques are used in a 
malicious way. Privacy preserving data mining algorithms have been recently 
introduced with the aim of preventing the discovery of sensible information. In 
this paper we propose a modification to privacy preserving association rule 
mining on distributed homogenous database algorithm. Our algorithm is faster 
than old one which modified with preserving privacy and accurate results. 
Modified algorithm is based on a semi-honest model with negligible collision 
probability. The flexibility to extend to any number of sites without any change 
in implementation can be achieved. And also any increase doesn’t add more 
time to algorithm because all client sites perform the mining in the same time so 
the overhead in communication time only. The total bit-communication cost for 
our algorithm is function in (N) sites. 

Keywords: association rule mining, apriori, cryptography, distributed data min-
ing, privacy, security. 

1   Introduction 

Privacy preserving data mining is an important property that any mining system must 
satisfy. There are many methods for privacy preserving distributed association rule 
mining across private databases. So these methods try to compute the answer to the 
mining without revealing any additional information about user privacy. An applica-
tion that needs privacy preserving distributed association rule mining  across private 
databases, like medical research. There are some existing techniques that one might 
use for building this application, but they are inadequate related to some disadvan-
tages. One from these techniques is trusted third party. The main parties give the data 
to a “trusted” third party and have the third party do the computation [1]. However, 
the third party has to be completely trusted, both with respect to intent and compe-
tence against security breaches. The level of trust required is too high for this solution 
to be acceptable. Also data perturbation technique [2]. Another approach is secure 
multi-party computation. In this approach given two parties with inputs x and y  
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respectively, the goal of secure multi-party computation is to compute a function 
f(x,y) such that the two parties learn only f(x,y), and nothing else. In [3] there are 
various approaches to this problem.  In [4] an efficient protocol for Yao’s million-
aires’ problem showed that any multi-party computation can be solved by building a 
combinatorial circuit, and simulating that circuit. A variant of Yao’s protocol is pre-
sented in [5] where the oblivious transfers is used to make secure decision tree learn-
ing using ID3 with efficient cryptographic protocol and their also two solution of our 
problem under the secure multi party computation for association rule mining [6], [7]. 
In this paper we addresses the problem of computing association rules when databases 
belonging to sites and each site needing preserving the privacy of users data in data-
bases. We assume homogeneous databases: All sites have the same schema, but each 
site has information on different entities. The goal is to produce a modification to 
algorithm in [7] that compute association rules that hold globally while limiting the 
information shared about each site in order to increase the efficiency of the algorithm. 
The organization of this paper is as follows. Section 2 gives an overview about the 
problem and the related work in the area of privacy preserving association rule mining 
on distributed homogenous databases. In section 3 the details of the modification for 
the algorithm of computing the distributed association rule mining to preserve the 
privacy of users. Section 4 describes implementation and results of our new algorithm 
verse the old algorithm. Finally, some conclusions are put forward in Section 5.   

2   Distributed Association Rule Mining Problem and Related 
Work 

Association Rule mining is one of the most important data mining tools used in many 
real life applications. It is used to reveal unexpected relationships in the data. We 
assume homogeneous databases. All sites have the same schema, but each site has 
information on different entities.  

2.1   Association Rule Mining 

Association rule mining finds interesting associations and/or correlation relationships 
among large sets of data items. Association rules show attributes value conditions that 
occur frequently together in a given dataset. A typical and widely-used example of 
association rule mining is market basket analysis.  

In [8] the association rules mining problem can formally be defined as follows: Let 
I = {i1, i2, . . . , in} be a set of items. Let DB be a set of transactions, where each trans-

action T is an itemset such that T⊆I. Given an itemset A⊆I, a transaction T contains A 

if and only if A⊆T.  

An association rule is an implication of the form A⇒B where A⊆I, B⊆I and A ∩B 

=∅. The rule A⇒B has support S in the transaction database DB if S% of transactions 

in DB contains A∪B. The association rule holds in the transaction database DB with 
confidence C if C% of transactions in DB that contain A also contains B. An itemset 
X with k items is called a k-itemset. 
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2.2   Distributed Association Rule Mining Problem 

The problem of mining association rules is to find all rules whose support and confi-
dence are higher than certain user specified minimum support and confidence. Clearly, 
computing association rules without disclosing individual transactions is straightfor-

ward. We can compute the global support and confidence of an association rule AB⇒ C 

knowing only the local supports of AB and ABC, and the size of each database: 

∑

∑

=

==⇒
tesnumberofsi

i

tesnumberofsi

i

iSizedatabase

icountSupport
Support

ABC

CAB

1

1

)(_

)(_    

∑

∑

=

==
tesnumberofsi

i

tesnumberofsi

i

iSizedatabase

icountSupport
Support

AB

AB

1

1

)(_

)(_
 

(1) 

AB

CAB

CAB

Support

Support
Confidence

⇒
⇒ =  (2) 

Note that this require no sharing of any individual transactions. What if this informa-
tion is sensitive? Clearly, such an approach will  be secure under secure muti-party 
computation (SMC) definitions by some modification, a way to convert the above 
simple distributed method to a secure method in SMC model is to use secure summa-
tion and comparison methods to check whether threshold are satisfied for every poten-
tial itemset. For example, for every possible candidate 1-itemset, we can use the secure 
summation and comparison protocol to check whether the threshold is satisfied.  
Fig. (1) gives an example of testing if itemset ABC is globally supported. Each site 
first computes its local support for ABC, or specifically the number of itemsets by 
which its support exceeds the minimum support threshold (which may be negative). 
The parties then use the secure summation algorithm (the first site adds a random (R) 
to its local excess support, then passes it to the next site to add its excess support, etc. 
and finally when pass to first site subtract the generated random from the result). The 
only change is the final step, the last site performs a secure comparison with the first 
site to see if the sum ≥ R. In the example, R -10 is passed to the second site, which 
adds its excess support (5) and passes it to site 3. Site 3 adds its excess support; the 
resulting value (22) is tested using secure comparison to see if it exceeds the Random 
value (21). It is, so itemsets ABC is supported globally.  

 

Fig. 1. Computing global support securely 
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Due to huge number of potential candidate itemsets, we need to have a more effi-
cient method. This can be done by observing this lemma, (If a rule has support > k% 
globally, it must have support > k% on at least one of the individual sites). A distrib-
uted algorithm for this would work as follows, request that all rules are sent by each 
site with support at least k, for each rule returned, request that all sites send the count 
for their transactions that support the rule, and the total count of all transactions at the 
site. From this, we can compute the global support of each rule, and be certain that all 
rules with support at least k have been found. This has been shown to be an effective 
pruning technique [9]. But the function now being computed reveals more informa-
tion than the original association rule mining function. However, the key is that we 
have provable limits on what is disclosed. 

2.3   Related Work 

In [6] an explanation of an efficient method for this problem. To obtain an efficient 
solution without revealing what each site supports, they instead exchange locally 
large itemsets in a way that obscures the source of each itemset. They assume a secure 
commutative encryption algorithm with negligible collision probability. Intuitively, 
under commutative encryption, the order of encryption does not matter. If a plaintext 
message is encrypted by two different keys in a different order, it will be mapped to 
the same cipher text. Formally, commutatively ensures that Ek1(Ek2(x)) = Ek2(Ek1(x)). 
The main idea is that each site encrypts the locally supported itemsets, along with 
enough “fake” itemsets to hide the actual number supported. Each site then encrypts 
the itemsets from other sites. An example illustrate the protocol in [6] is given in fig. 
(2). An approach to proof that protocol preserves privacy can be found in [3]. This 
approach to prove that algorithm reveals only the union of locally large itemsets and a 
clearly bounded set of innocuous information. 

Other method in [7] showed that the protocol in [6] employs commutative encryption 
algorithm so it adds large overhead to the mining process then another protocol im-
proves this by applying  a public-key cryptosystem algorithm on horizontally partitioned 
data among three or more parties. In this protocol, the parties can share the union of 
their data without the need for an outside trusted party. Each party works locally finding 
all local frequent itemsets of all sizes. Then use public key cryptography to find the 
 

 

Fig. 2. Steps needed for computing the algorithm in [3] 
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Fig. 3. Steps needed for computing the algorithm in [5] 

union of a frequent local itemset. We find that this method reduce the number of steps 
from 6 to 4 to calculate the global candidate item sets as shown in fig. (3)  where K1 
is private key and k2 public key . In [7] the results showed that this improvement 
reduces the time of mining process compared to method in [6].  

3   Proposed New Algorithm 

As before we say that the protocol in [6] employs commutative encryption algorithm, 
so it adds large overhead to the mining process and protocol in [7] improves this by 
applying a public-key cryptosystem. We can enhance the method in [7] by first rear-
ranged the path to compute the protocol as shown in fig. (4). This can be done by first 
making two of parties in protocol (one as data mining combiner and one as protocol 
initiator) and other parties as clients for data mining combiner. This will reduce com-
munication in computing the protocol because firstly communication take time longer 
than local mining and secondly instead of using two rounds (one round for compute 
global frequent item sets and one round for compute global support ) we use only one 
round for computing frequent item sets and global support. Finally improve the time of 
running data mining algorithm by using Apriori-Tid [10] instead of standard Apriori. 
This based on tree structure to compute the mining results. Therefore the mining  
 
 
 
 

 

Fig. 4. General structure of new proposed algorithm 
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algorithm takes less time than other because it makes less number of scan over the 
data to make the mining results.  

Step 1: All local data mining (LDM) compute the mining results using fast distributed 
mining of association rules (FDM) [10] as locally large k-item sets (LLi(k))  and local 
support for each item set in LLi(k) then Encrypt frequent item sets and support 
(LLei(k)) then send it to the data mining combiner. 
Step 2: The combiner merge all received frequent items and supports with the data 
mining combiner frequent items and support in encrypted form then send LLe(k) to 
algorithm initiator to compute the global association rules . 
Step3: The algorithm initiator receives the frequent items with support encrypted. The 
initiator  first decrypt it, then merges it with his local data mining result to obtain 
global mining results L(k), then compute global association rules and distribute it to 
all protocol parties. The protocol details of our algorithm as in fig. (5). 

Protocol: Finding large itemsets of size k and global association rules.
Require: N >3 sites one site is algorithm initiator and another is data mining combiner and 
other called clients (local data mining) sites numbered (1..N  2) and we assume negligible 
collision probability. 

Step 1: perform local data mining and then encryption of all frequent items sets and local 
supports for every frequent item by all clients sites and send it to data mining combiner. 
for each site i do

generate LLi(k) as in FDM algorithm [10]  (step1 and step2) 
   LLei(k) =

   for   each X  LLi(k) do
                  compute local support for  X  as Y
                  LLei(k) = LLei(k)  {Ei(X ), Ei(Y)} 
   end for 

send LLei(k) to data mining combiner  
end for 

Step2 : data mining combiner merges LLe(k) for every clients with his LLe(k)  
generate LLi(k) as in FDM algorithm [10] (step1   and step2)
for each X  LLi(k) do
                 compute local support for  X  as Y 
                 LLei(k) = LLei(k) {Ei(X ), Ei(Y)} 
end for 
merge all LLe(k)  of clients and data mining combiner  

send LLe(k) to protocol initiator  
Step 3: Decryption of LLe(k) and compute LLi(k) for the initiator then compute the  global 

mining results. 
for each X  LLe(k) do

LL(k) = D(LLe(k)) 
end for
generate LLi(k) as in FDM algorithm [10] (step1 and step2)
for each X  LLi(k) do

compute local support for  X 
end for 
eliminates duplicates from the LL(k) and LLi(k) 
compute L(k) from LL(k) and LLi(k)  
compute association rules with minimum confidence from L(k) and global support  of each 
item in L(k) and broadcast the results.

 
Fig. 5. Proposed new algorithm 
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Our method reduces the number of steps from four steps to only three steps for any 
numbers of clients to calculate the global candidate item sets. An example of our 
protocol shown in fig. (6) where K1 is private key and k2 public key . For the two 
party cases we can use the protocol without computing global support as above but 
we use the same method of computing global support as list in [6].  

Proofing that our algorithm preserves the privacy can be done by using the idea of 
simulating every thing during the protocol running to know what data every site see in 
running the protocol [3]. The proof as following: 

In step 1: Their is no communication between client sites and results are encrypted 
and data mining combiner don't have the private key then no privacy loss. 

 

Fig. 6. Steps needed for computation of our algorithm 

In step 2: Because the results of local data mining are mixed then the initiator can't 
connect between any data and corresponding site then no privacy loss in this step. 

In step 3: finally the initiator compute the final L(k) and publish the final association 
rules and any site can't deduce from it any information about others. So this protocol 
can't loss the privacy in the semi honest model and for malicious model the collision 
found if the initiator and combiner collude with each other and because we choose the 
initiator and combiner every time running the protocol so we have negligible collision 
in our protocol. 

3.1   Performance Metrics 

We will consider computation time and communication time for performance metrics 
and rule quality for accuracy metric. 

For measuring the performance of our method we use communication and compu-
tation costs as performance metrics. Cost estimation for association rule mining using 
the method we have presented can be computed as following: The number of sites is 
N. Let the total number of locally large itemsets be |LLi(k)|, and the number of that 
can be directly generated by the globally large (k) itemsets be L(k). Let t be the num-
ber of bits in the output of the encryption of an itemset. A lower bound on t is 
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log2(|L(k)|); based on current encryption standards t = 512 is a more appropriate 
value. The total bit-communication cost for the protocol is O(t2*|L(k)|* N) where L(k) 
is closer to UiLLei(k) and t is the number of bits in the encryption key. For compari-
son, The algorithm  in [6] need O(t3*|[UiLLi(k)|*N2) and algorithm in [7] need 
O(t2*|[UiLLi(k)|*N2) and finally our improved algorithm need O(t2*|[UiLLi(k)|*N). 

For measuring the rule quality. In [12] measuring the quality of data which a pri-
vacy preserving algorithm is applied is closely related to the information loss result-
ing from changing the original data when applying the new algorithm. This measure 
used to know that if modification affect the quality of the results of mining. In modi-
fied algorithm no change made in original data. All we make is encrypting the data in 
all sites. Then collect it with protocol combiner and initiator. During the protocol we 
merge the data with each other without affecting it and finally we decrypt this data to 
make the mining. The original data is returned again with no modification. The min-
ing results now same as if we don’t make any change in the distributed mining algo-
rithm[10]. By this proof we say that our algorithm don’t loss the accuracy of results 
and information loss is close to zero. 

4   Implementation and Results of Proposed Method 

We implement our new method and algorithm in [7] using java. Because the distrib-
uted association rules mining need the mining run in more than one site, we can use 
the RMI (remote method invocation) to connect the sites with each other. Our appli-
cation is two parts one name server and other is client so we have two site works as 
server. First is the protocol initiator and second is the data mining combiner and we 
need client for every participant in the protocol. The initiator is responsible of the 
threshold of the mining algorithm so it need to define the support and confidence and 
also generate the public key (k2)and private key (k1) used in encryption and decryp-
tion in protocol and finally compute the final results. The data mining combiner re-
sponsible of combining the results of clients sites and mix the results to make better 
privacy of user data and every client is responsible of making the local data mining 
and encrypt the results of mining and send to data mining combiner.  

One of the most features of our implantation that our implementation can be ex-
tended to any number of sites without modifies the implementation. But in old algo-
rithm to add any new site we need to change the implementation to be extended for 
this new site. Our test in data that represent based on 0/1 matrix. And using Public-
Key Cryptography as in [11]. We use RSA that is useful to fulfill our requirements. 
By running  the new algorithm 75 tests done, and 75 tests for old algorithm. On data 
bases with different size from 2500 bytes to 2500000 bytes by 15 tests for every data 
base. The 15 values are very closed to each other. The values listed in table [1] are the 
average values. Testing done by using P4 (2.8 GHZ) with Java (SDK 1.6). Fig. (7)  
shows graphically percentage time comparison of our method and old one. 

To measure the rule quality we implement the fast distributed mining [10] and make 
some tests in this algorithm related to our algorithm as in table [2]. We use different 
data base size 2500, 2500, 50000, 250000 bytes when number of attributes is 50 and 
2500000 bytes when number of attributes is 250, confidence = 60 and support = 40. 
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Table 1. Time of new algorithm verse old algorithm 

DB Size Algorithm in [7] New Algorithm 
2500 0.110583441 0.081683539 

25000 1.211517773 0.40404254 
50000 2.358482587 0.722406912 
25000 11.6384336 3.1813554 
250000 109.4533864 53.23276793 

 
Fig. 7. Percentage time of new algorithm related to old algorithm 

Table 2. Comparison number of rules in new algorithm and old algorithm 

DB Size Algorithm in [10] New Algorithm 
2500 161 161 

25000 23 23 
50000 20 20 
250000 18 18 

2500000 1236 1236 

From the results we can find that new algorithm has a high performance in compu-
tations, communications time and accuracy than the algorithm in [7]. This due to the 
total bit-communication cost for our algorithm is function in (N) site, but the algo-
rithm in [7] is function in (N2) sites. In the same time based on proofing for privacy 
preserving our algorithm preserves the privacy also. New algorithm is more flexible 
to extend it to any number of sites without any change in implementation. And also 
any increase doesn’t add more time to algorithm because all client sites perform  
the mining in the same time so the overhead in communication time only. Also one of 
the interesting features of this new algorithm is that using Apriori-Tid no need for the 
database to count the support of any frequent item set after the first pass. New algo-
rithm computes frequent item sets and local support at the same time. 

5   Conclusion  

In this paper we presented privacy preserving association rule mining algorithms of 
have been recently introduced with the aim of preventing the discovery of sensible in-
formation. We modify an algorithm of privacy preserving association rule mining on 
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distributed homogenous data by optimize the communication between sites, modify the 
mining algorithm and how compute the distributed association rule mining. This modi-
fication for the algorithm of computing the distributed association rule mining to pre-
serve the privacy of users. Also an implementation for modified algorithm is presented. 
From the results obtained we can say that our algorithm is good privacy preserving 
algorithm and preserve the accuracy with high performance. Our algorithm is more 
flexible to extend to any number of sites without any change in implementation. And 
also any increase doesn’t add more time to algorithm because all client sites perform the 
mining in the same time so the overhead in communication time only. The total bit-
communication cost for our algorithm is function in (N) sites. Our protocol is base in 
public key cryptography so we use RSA as example for testing of our algorithm. For 
future work we can replace it with strong public key cryptography. 
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Abstract. This paper describes a middleware for building Semantic Web appli-
cations. The main idea behind this proposal is to help developers build Seman-
tic Web applications by providing them with the main components for this task. 
This set of components has been implemented and made available through a 
Web tool (http://khaos.uma.es/SD-Core), and as an installable tool for a Tomcat 
Web Server. In addition, it has been applied to develop a semantic integration 
system for biological data sources (http://asp.uma.es/WebMediator).  

Keywords: Semantic Web, Knowledge-Based Infrastructure. 

1   Introduction 

Semantic Web research has been ongoing since the initial proposal of Tim Berners 
Lee. Nowadays, this research is producing technology that is being integrated in 
 enterprise applications. In this context, the development of Semantic Web based 
applications has had to address several problems: choose a component to deal with 
ontologies, deal with ontology relationships (usually available as ontology align-
ments), relate non-semantic resources with semantics through annotation tasks, etc. 
These new issues in software development have caused developers significant prob-
lems when estimating the real cost of applications, and reusing existing components. 

The essential role of middleware is to manage the complexity and heterogeneity of 
distributed infrastructures. On the one hand, middleware offers programming abstrac-
tions that hide some of the complexities of building a distributed application. On the 
other, a complex software infrastructure is necessary to implement these abstractions. 
Instead of the programmer having to deal with every aspect of a distributed applica-
tion, the middleware takes care of some of them. 

Ontologies serve various needs in the Semantic Web, such as storage or exchange 
of data corresponding to an ontology, ontology-based reasoning or ontology-based 
navigation. When building a complex Semantic Web application, designers may pre-
fer to combine different existing software modules. Thus, our proposal aims to  
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Science), and Applied Systems Biology Project, P07-TIC-02978 (Innovation, Science and 
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develop a middleware infrastructure which will use a set of working components to 
hide details related with semantics from programmers. 

An infrastructure is a set of interconnected structural elements that provides the 
framework to support an entire structure. In the Semantic Web Framework, this is a set 
of components which provide the basic elements to develop more complex applications.  

Although this Framework [1] is in its initial stages (framework design), we have 
successfully applied our infrastructure to create Semantic Web applications in real 
scenarios. The Semantic Web Framework has a structure in which applications are 
described using simple components. Our infrastructure however, describes bigger 
components because the analysis of the possible Semantic Web applications indicates 
that some combinations of simple components are shared in all of these applications. 
The Knowledge Web European project (http://knowledgeweb.semanticweb.org) has 
designed a Semantic Web Framework, which describes the main elements that  
Semantic Web applications will require and the type of applications that can be de-
veloped by using this framework. Thus, the main aim of this project is to provide 
components (developed in Universities and Enterprises) that could be useful for de-
veloping Semantic Web applications. This approach will assist software developers in 
finding Semantic Web components and their interconnection. 

This framework classifies the components in dimensions, chosen as a result of the 
developers’ experience. The following dimensions are considered: Data and metadata 
management, Querying and reasoning, Ontology development and management, On-
tology customization, Ontology evolution, Ontology alignment, Ontology instance 
generation and Semantic web services. 

Each component is described by defining its dependencies with other components, 
and then a list of use cases is presented. Each use case describes how several compo-
nents of the framework can be composed to solve a specific problem. From these use 
cases and the component dependencies, we can deduce that some blocks of compo-
nents can be grouped, because they usually act together. In addition, their capabilities 
are almost the same as the ones provided by our middleware. These common blocks 
are the Ontology and Data repositories, whose definitions are [1]: 

• Ontology repository component. This component provides functionalities to 
locally store and access ontologies and ontology instances. 

• Data repository component. This component provides functionalities to lo-
cally store and access both annotated and un-annotated ontology data.  

• Metadata registry component. This component provides functionalities to 
locally store and access metadata information. 

These three components are also interesting in that they do not depend on any other 
component and they can be considered the core of any Semantic Web Application. 

In this paper we present the main elements of a middleware for building Semantic 
Web Applications. The goal of the proposed middleware is to provide useful compo-
nents for registering and managing ontologies and their relationships, and also to 
provide metadata about the resources committed or annotated with the ontologies 
registered, which means a practical step towards building applications in the Semantic 
Web. The main advantage of using a middleware for the development of Semantic 
Web applications is that software developers can reuse components, reducing the 
implementation costs. 
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In this paper we describe the proposed middleware, showing the characteristics of 
its generic components (Section 2). Then, we will describe an application use case 
(Section 2.3). Finally, we will discuss the main advantages of our proposal together 
with the conclusions reached with respect to the implementation and use. 

2   Semantic Directory Core 

This section presents the generic middleware for the development of Semantic Web 
applications. The analysis of different architectural proposals and Semantic Web 
applications makes it clear that a Semantic Web application must have these charac-
teristics: Ontologies are used to introduce semantics; A single, common ontology is 
not available for most of the domains. Ontology management and alignment is neces-
sary; Resources are annotated with different ontologies, even in the same domain; and 
Resources need to be located by means of the defined semantics. 

Summarizing the list of requirements, we can deduce that ontology and resource 
managers are necessary components for most of the applications. In addition, we can 
find rich relationships between ontologies and resources (this is one of the main char-
acteristics of Semantic Web applications), which we can take advantage of when 
developing Semantic Web applications. 

2.1   Infrastructure for the Middleware 

This infrastructure is based on a resource directory, called Semantic Directory Core, 
SD-Core (Figure 1). We define the SD-Core as “a set of core elements to build Se-
mantic Web applications, and it is made available as a server to register semantics 
providing services to query and browse all the registered semantics”. In order to for-
mally define the elements that the SD-Core will manage, we have defined the internal 
elements of the Semantic Directory using  metadata ontologies.  

Thus, the SD-Core is composed of two inter-related ontologies (OMV [2] and 
SDMO), which describe the internal semantics of the Semantic Directory (see Figure 
1). The main advantage of using metadata ontologies is that this metadata can be 
managed by tools ranging from a simple OWL parser to a complex ontology reasoner. 
We use OMV to register additional information about ontologies to help users locate 
and use them. The metadata scheme contains further elements describing various 
aspects related to the creation, management and use of an ontology.  

SDMO is the ontology in charge of registering information about resources and re-
lationships between these resources and ontologies registered in the Semantic Direc-
tory. SDMO and OMV are related by a class included in SDMO, which provides a 
way of relating resources (SDMO instances) with registered ontologies (OMV in-
stances). The current version of SDMO is composed of five classes: OMV, Resource, 
Mapping, Similarity and User. 

The SD-Core is composed of three interfaces, which tends to be the minimum set 
of elements for building a wide range of applications for the Semantic Web. These 
interfaces are made public as Web Services to enable their use in Semantic Web 
applications. 
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Fig. 1. SD-Core interface. The internal elements of SD-Core have been developed as metadata 
ontologies. 

The Ontology Metadata Repository Interface is an interface, which offers different 
types of access to the information related with ontologies registered in the SD-Core. 
The basic access operation is to search ontologies and instances of the OMV. Where a 
reasoner is used in the SD-Core the search capabilities will be improved. The follow-
ing methods are some of those provided to register and browse ontologies: regis-
terOntology(url,name), getOntology(name), getOntology( url), listOntologies() and 
listOntologies(concept). 

The Semantic Register Interface is in charge of relating resources with several of 
the registered ontologies. When registering a resource, the interface implementations 
will generate an instance of the SDMO containing mappings between this resource 
schema (or ontology) and previously registered ontologies. Thus, it will be possible to 
take advantage of registered resources using the ontologies registered in the Semantic 
Directory. Once a resource has been registered the SD-Core monitor (the application 
in charge of ensuring that all components work correctly) will repetitively test if it is 
available. In the case where the resource is not available (reachable) it is marked as 
not available temporarily. Thus, if a user/application asks for resources complying 
with certain characteristics, un-available resources' URLs will not be returned. If the 
SD-Core monitor detects that the resource is available, its state is updated. 

This interface provides the following methods, which allow the resource owner to 
register the resource by indicating the mappings manually or by taking advantage of 
an automatic matching tool: registerResource(serviceName,url, queryMethod, sche-
maMethod, capabilityMethod, ontologyName,  relationships) and registerRe-
source(serviceName, url,  queryMethod,  schemaMethod,  capabilityMethod) 

The Resource Metadata Repository Interface is an interface for registering and  
accessing information about resources, which provides methods for locating  
resources based on their URL, name, relationships with domain ontologies, etc.  
The basic access operations are to search ontologies and instances of the SDMO.  
The following list briefly describes the main methods provided by this interface:  
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getRelatedElements( domainOntology,concept), getSchema(resourceName), get-
Schema(url), listMappings(resourceName) , listMappings(url), listResources(), lis-
tResources(relatedOntology), listResources(relatedOntology, relevantConcepts) and 
listResources(url). 

2.2   Middleware Implementation 

SD-Core is accessed through three main components, which tends to be the minimum 
set of elements for building a wide range of applications for the Semantic Web. These 
components are responsible for the main task provided by semantic directories and 
have been developed as three different Java classes, made publicly available as Web 
Services (developed as an application of Apache Tomcat with Axis). Thus, the instal-
lation is as easy as adding these applications to our Web Server. In addition, we have 
developed an installable version that will include SD_Core in an existing Web Server 
or in a new one that will be installed if there is no other one available. The overload 
that SD-Core adds to the Web Server is minimal because the methods developed are 
lightweight and do not require the installation of any additional applications.  

Metadata ontologies are loaded using Jena [3], to establish a memory version of  
the metadata information. Then, each registration of an ontology or a resource  
will involve the creation of an instance that is stored in the memory using the Jena 
Framework.  

In order to provide persistence to the system, the metadata ontologies and their in-
stances are stored as a two separate OWL files. These files will be used each time it is 
necessary to recover the system because of maintenance work or system failures.  

2.3   Application Example (Semantic Integration) 

In order to validate the middleware proposal, we have decided to develop an ontol-
ogy-based mediator (http://asp.uma.es/WebMediator/), which will take advantage of 
the SD-Core for dealing with semantics. For this mediator, we propose the use of an 
ontology which is supposed to formalize a shared and consensus knowledge, the on-
tology used to integrate the data will be stable. Registering of resources in the Seman-
tic Directory is a key step towards the development of the integration solution, and 
this task is helped by ontologies. The architecture of the proposed Ontology-Based 
Mediator is composed of four main components: Controller, Query Planner,Query 
Solver and Integrator.  

In this proposal, the sources are made available by publishing them as Web  
Services (named Data Services). Our primary goal here is to integrate databases 
accessible via internet pages. In this context, wrappers are an important part of the 
internal elements of data services. Data services, independently of the development 
process, are distributed software applications that receive queries in XQuery and 
return XML documents. In the context of mediator development, the process of 
registering resources in an SD-Core implies finding a set of mappings between one 
or several ontologies and the data service schema (usually expressed as an 
XMLSchema document). These mappings will be the key elements to integrate all 
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the data sources, and these mappings will be the way in which the resource seman-
tics are made explicit.  

3   Conclusion 

This paper describes a middleware for building Semantic Web applications (available 
at http://khaos.uma.es/SD-Core as a Web Demo version and downloadable installa-
tion program). This middleware commits with an architecture that has been described 
as a set of elements and three interfaces. The implementation of these interfaces will 
produce different applications, depending on the implementation itself. Thus, we have 
developed a first implementation and an application based on this infrastructure: a 
semantic integration application.  

The development of this application and its application in a real scenario (protein 
structure prediction) show how the proposed infrastructure can be used for building 
real applications. 

However, the existence of a list of application types, like the one proposed by the 
Semantic Web Framework [1], has motivated us to study how to adapt our proposal in 
other scenarios. Thus, future work to be developed will include the implementation of 
an SD-Core totally configurable to enable the metadata scheme to be adapted accord-
ing to the kind of applications and their specific needs.  

Finally, the system developed makes use of OWL files to manage metadata which 
limits its use to small repositories. In order to solve this problem we are developing a 
new version that uses a persistence system to store the metadata of the SD-Core. 
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Abstract. Users often have vague or imprecise ideas when searching the data-
base. Thus, they might like to issue fuzzy queries for possibly retrieving. Based 
on fuzzy sets theory and the knowledge base related to the application domain, 
this paper proposes an approach translating the fuzzy query into the precise 
query and extending the query criteria ranges in order to provide approximate 
answers to the user. The fuzzy condition is first defined by a fuzzy number with 
membership function, and then is translated into the precise condition by using 
the α-cut operation of fuzzy number. The tuples satisfying the fuzzy query are 
finally ranked according to their satisfaction degree. 

Keywords: Relational database, Fuzzy query, Knowledge base, Ranking.  

1   Introduction 

Database query processing models have always assumed that the user knows what he or 
she wants and is able to formulate query that accurately expresses the query intentions. 
However, users often have vague or imprecise ideas when searching the database and 
thus may like to issue fuzzy queries, which consist of fuzzy terms or fuzzy relations for 
possibly retrieving. Consider a realtor database for Web applications, for example, 
which consists of a single table estateDB with attributes (Price, City, Bedrooms, 
SchoolDistrict, SqFt, BuildYear …). Each tuple represents a house for sale in the US. 
Assume that a potential house buyer searches for houses in this database and would like 
a new house like that: it is priced close to $350,000 and its surface is between 700 and 
800. According to this needs, the fuzzy query can be formulated as follows.  

Q:- estateDB (Price close to 350000, SqFt between 700 and 800, BuildYear = Recent) 

Obviously, this fuzzy query contains a fuzzy term (e.g. “Recent”) and a fuzzy rela-
tion (e.g. “close to”). However, most databases are still based on the SQL for query-
ing nowadays and cannot handle such a fuzzy query. So it is necessary to translate the 
fuzzy query into precise query. The user may also be satisfied with the house which 
surface is slightly lower than 700 or larger than 800. This flexibility extends the query 
criteria ranges to provide some approximate answers to the user. 

Fuzzy values have been employed to model and handle imprecise information in 
databases since Zadeh introduced the fuzzy sets theory [13]. Tahani [11] firstly advo-
cated the use of fuzzy sets for querying conventional databases, where imprecise 
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conditions inside queries were seen as fuzzy sets. SQLf language proposed by Bosc 
and Pivert [2], which is a fuzzy extension to SQL, represents a synthesis of the char-
acteristics and functionalities suggested in other previous proposals of flexible query 
in classical databases, such as Tahani [11], Bosc et al. [3], Wong and Leung [12], and 
Nakajiam et al. [10]. Also there are some extensions to SQLf [4, 7, 8]. The translation 
of the fuzzy queries has been presented in [5], which only investigated the fuzzy con-
ditions that contain simple fuzzy terms or fuzzy relation “(not) close to”.  

Our previous work in [9] has developed the translation of the fuzzy query against 
relational database, but there is a lack of domain knowledge for constructing member-
ship functions. Furthermore, it is also interesting to rank the query results according to 
the user’s needs and preferences. While some approaches have been proposed for 
ranking the database query results [1, 4, 6], these approaches mainly focus on the 
precise query results and most likely hard to rank the fuzzy query results. Extending 
our previous work in [9], this paper proposes an approach for translating fuzzy que-
ries by leveraging the knowledge base and investigates the ranking method. 

The rest of this paper is organized as follows. Section 2 briefly reviews fuzzy sets 
theory. Section 3 introduces the forms of fuzzy queries. Section 4 presents the knowl-
edge-based approach of fuzzy query translation. Section 5 describes the fuzzy query 
results ranking approach. The experiment results are presented in Section 6. The pa-
per is concluded in Section 7. 

2   Fuzzy Sets Theory 

Fuzzy data is originally described as fuzzy set by Zadeh [13]. Let U be a universe of 
discourse. A fuzzy value on U is characterized by a fuzzy set F in U. A membership 
function μF: U→[0, 1] is defined for the fuzzy set F, where μF (u), for each u∈U, 
denotes the membership degree of u in the fuzzy set F. A fuzzy number is a fuzzy 
subset in the universe of discourse U that is both convex and normal. 

Let U and F be the same as the above. Then we have the notion of α-cut of the 
fuzzy number. The set of the elements which degrees of membership in F are greater 
than (greater than or equal to)α, where 0≤α<1(0<α≤1), is called the strong (weak) α-
cut of F, respectively, denoted by  

 Fα+ = {u | u∈U and μF (u)>α} and Fα = { u | u∈U and μF (u)≥α}. (1) 

3   The Forms of Fuzzy Query 

The traditional precise query over relational databases is composed of the basic condi-
tion AθY, where A is an attribute, θ is the regular operator, and Y is the operand. Simi-
larly, the fuzzy basic condition in a fuzzy query can be described by fuzzy terms or 
fuzzy relations. Combing fuzzy terms and various regular relations, or combing some 
fuzzy relations with precise values, the fuzzy conditions are formed. 

3.1   Fuzzy Terms as Operands  

Three kinds of fuzzy terms can be identified: simple fuzzy term, modified fuzzy term, 
and compound fuzzy term [3]. The fuzzy term can be defined by a fuzzy number with 
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membership function according to the application domain knowledge. Using the 
fuzzy terms and traditional regular operators, the fuzzy condition with fuzzy oper-
ands, which has the form AθỸ, is formed [9]. Here Ỹ is a fuzzy term as the operands. 

3.2   Fuzzy Relations as Operators  

There are three types of fuzzy relations, which are “(not) close to”, “(not) at least” 
and “(not) at most” [9]. Using these fuzzy relations and precise values, the fuzzy 
condition with fuzzy operators, which has the form Aθ ̃̃Y, is formed. Here, θ̃̃ is a fuzzy 
relation, Y is a precise value, and θ ̃̃Y is a fuzzy number with membership function.  

3.3   Numerical Interval as Operators 

For AθY, where A is an attribute, θ is the operator (not) between, and Y is an interval 
represented by [Y1, Y2], it has the form of “A (not) between [Y1, Y2]”. Then AθY can be 
executed by DBMS without any translation. But the user’s query may also be satisfied 
by the numerical values nearby the numerical interval. So it is necessary to expand the 
numerical interval. The expanded interval [Y1, Y2] is called as the fuzzy interval. Ac-
cording to [13], the membership function of the fuzzy interval “between [Y1, Y2]” can 
be defined as follows. 
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The membership function of the fuzzy interval “between [Y1, Y2]” is shown in  
Fig. 1. Here larger values of ω correspond to a sharply inclined curve and smaller 
values of ω correspond to a flatly inclined curve, while smaller values of δ correspond 
to a sharply inclined curve and larger values of δ correspond to a flatly inclined curve.  

 

Fig. 1. Membership function of the fuzzy interval “between [Y1, Y2]” 

4   Translation of Fuzzy Query 

We first introduce the knowledge base, and then illustrate the fuzzy query translation 
by using membership functions and α-cut operation of fuzzy numbers. 
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4.1   The Knowledge Base 

The knowledge base (KB) stores information needed to translate the fuzzy query into 
the precise query and relax query criteria. The KB includes the values for constructing 
membership functions and other information such as the relaxation directions accord-
ing to the attributes semantics. The KB is maintained by the domain experts. It is 
composed of the following tables where the primary key of each table is underlined: 

MemFunction (FuncName, Attribute, Table, para1, para2, para3, para4, Satisf) 
AttRelaxation (Attribute, Table, FunName, Directionrel, Lsatisfy, Rsatisfy) 

The table MemFunction provides the parameter values for constructing member-
ship functions. The attributes para1, para2, para3 and para4 represent the values of 
corresponding parameters of the membership function, respectively. The attribute 
Satisf represents the threshold of membership function which indicates that the query 
condition must be satisfied with minimum degree threshold in [0, 1]. 

The table AttRelaxation provides the information for relaxing the query criterion, 
which includes, for each relaxable attribute and each membership function, the relaxa-
tion direction (left and/or right) and the satisfaction type (decreasing or non-
decreasing). For example, let the query criterion be “Price close to 350000”. By “re-
laxation direction is left”, we mean that for the relaxation of this criterion, we only 
consider values less than 350,000. By “satisfaction type on the left is decreasing”, we 
mean that the satisfaction degrees for the values being less than 350,000 are less than 
1. If we provide the user with a price less than 350,000, he or she is completely satis-
fied. So the relaxation type is non-decreasing (satisfaction degree is equal to 1). 

In order to translate the fuzzy query given in Section 1, we need the tables in the 
KB as follows (Table 1 and Table 2). 

Table 1. Instance of table MemFunction 

FunName Attrbuite Table Para1 Para2 Para3 Para4 Satisf 

f_Closeto Price estateDB 20000 - - - 0.8 

f_Between SqFt estateDB 600 700 800 900 0.8 
f_Recent BuildYear estateDB 5 10 10 - 0.8 

Table 2. Instance of table AttRelaxation 

Attribute Table FunName Directionrel Lsatisfy Rsatisfy 

Price estateDB f_Closeto left, right non-decr decr 

SqFt estateDB f_Between left, right decr non-decr 

BuildYear estateDB f_Recent right non-decr decr 

4.2   Translation of Fuzzy Query 

The idea of translating fuzzy query is to convert a fuzzy basic condition into a precise 
condition. The truth that a threshold should be chosen for the fuzzy query makes it 
possible to do that. 
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Translation of fuzzy query with fuzzy operands. For fuzzy condition “AθỸ WITH 
α”, let α be a given threshold, which is considered as a retrieval threshold and α∈[0, 
1]. Generally speaking, the smaller the value of α is, the more the number of tuples 
satisfying the given condition and being provided by the system is. 

It is clear that the α-cut of Ỹ is an interval. Let Yα = [a, b], then “A=Ỹ WITH α” can 
be translated into “A ≥a AND A≤b”. Consider the fuzzy condition “BuildYear = Re-
cent WITH 0.8”. According to [9] and the domain knowledge in KB, the fuzzy term 
“Recent” on the universe of discourse can be defined by 
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The result of 0.8-cut operation on fuzzy term “Recent” is [1, 6]. Then the fuzzy condi-
tion can be translated into “BuildYear≥1 AND BuildYear ≤ 6”.  

Translation of fuzzy query with fuzzy operators. For fuzzy condition “Aθ ̃̃Y WITH 
α”, let α be a given threshold and the α-cut of θ ̃̃Y is with the form [a, b] (i.e. θ̃̃Yα=[a, 
b]). Then “Aθ ̃̃Y WITH α” can be translated into “A ≥a AND A≤b”.  

Consider the fuzzy condition “Price close to 350000 WITH 0.8”. According to [5] 
and the domain knowledge in KB, the fuzzy number “close to 350000” on the uni-
verse of discourse can be defined by 

 μclose to 350000(u)= 2
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The result of 0.8-cut operation on “close to 350000” is [340000, 360000]. Then the 
fuzzy condition can be translated into “Price≥340000 AND Price≤360000”. 

Extending numerical interval. For the fuzzy condition “A between [Y1, Y2] WITH 
α”, let α be a given threshold and [Y1, Y2]α = [y1, y2] (note that y1<Y1 and y2>Y2). Then 
“A between [Y1, Y2] WITH α” can be translated into “A ≥y1 AND A≤y2”. 

Consider the fuzzy condition “SqFt between 700 and 800 WITH 0.8”. According to 
Equation (2) and the domain knowledge in KB, the fuzzy interval “between 700 and 
800” can be defined by  
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The result of 0.8-cut operation on fuzzy interval “between [700,800]” is [680,820]. 
Then the fuzzy condition can be translated into “SqFt≥680 AND SqFt≤820”.  
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As discussed above, the fuzzy conditions are translated into precise conditions and 
the query criteria are extended consequently. As a result, the approximate answer 
items can be retrieved. In general, a fuzzy query may result in too many relevant an-
swer items and it is necessary to rank the fuzzy query results. 

5   Fuzzy Query Results Ranking 

In this section we first measure the attribute weight by leveraging the workload, and 
then propose the membership degree ranking approach of fuzzy query results. 

5.1   Attribute Weight Assignment 

Database workloads – log of past user queries, have been shown as being a good 
source for implicitly estimating the user interest. The workload information can help 
determine the frequency with which database attributes are often specified by users 
and thus may be important to new users [1]. Therefore, we determine the attribute 
weight by evaluating the frequency of occurrence of the attribute specified in queries 
in the workload. In another words, the more frequent the attribute is, the more impor-
tant the attribute is for most users and thus the higher the weight is. Let F(Ai) be the 
frequency of occurrence of the attribute Ai specified in queries in the workload. Let N 
be the number of queries in the workloads. Then we have the Equation (6) for assign-
ing the attribute weight. 

 W(Ai) = (F(Ai)+1)/N (6) 

5.2   Membership Degree Ranking Approach 

Let Q be a fuzzy query over the relational database R and T be an answer tuple for Q. 
Also let the set of attributes X = {X1, …, Xk} ⊆ A be the set of attributes specified by 
the fuzzy conditions <C1,…, Ck> in Q. Then, the membership degree of the answer 
tuple T to the fuzzy query Q can be defined as  

 D(T, Q)=
1
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Here k is the number of fuzzy conditions in Q, Xi is the attribute specified by the 

fuzzy condition Ci in Q, W(Xi) is the attribute weight of attribute Xi, and 
)( iC t

i
μ

 is the 
membership degree of the value ti of attribute Xi to the fuzzy condition Ci.  

The main idea of MDR (membership degree ranking) approach is that the query re-
sults are ranked according to their membership degrees to the fuzzy query. The larger 
the membership degree is, the higher the ranking score is for the result tuple. 

6   Experiments 

The experiments aim at testing the ranking quality of MDR algorithm for fuzzy query 
results. We set up a realtor database estateDB (Price, City, Bedrooms, Bathrooms, 
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Location, SqFt, BuildYear, View) containing 25,000 tuples extracted from Yahoo! 
RealEstate. For building a workload, we request twenty people to provide us with 
queries that they would execute if they want to buy a house. We collect 200 queries 
for this database and these queries are used as the workload.  

Besides MDR described above, we implement two other ranking methods, which 
are RANDOM and PIR, to compare with MDR. In the RANDOM ranking model, the 
tuples in the query results are presented to the user in a random order. In PIR [4], 
given a result tuple t, its ranking score is composed of a global score and a conditional 
score. This approach addresses the similar problem (i.e., ranking of many query re-
sults) as MDR does. Our approach differs from that in [4] as follows: MDR considers 
the value difference of the specified attributes and it is also supported by the knowl-
edge base when ranking, while PIR only focuses on the unspecified attributes.  

For formally comparing the ranking precision of the various ranking functions, we 
retain 3080 tuples and generate 11 test queries. For each query Qi, we generate a set 
Hi of 30 tuples likely to contain a good mix of relevant and irrelevant tuples to the 
query. Finally, we present the queries along with their corresponding Hi’s to each user 
in our study. Each user’s responsibility is to rank the top 10 tuples as the relevant 
tuples that they prefer most from the 30 unique tuples collected for each query. We 
use a standard collaborative filtering metric R proposed in [1] to measure ranking 
quality. Fig. 2 shows the ranking precision of different ranking algorithms.  
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Fig. 2. The ranking precision of different ranking algorithms for each test query 

It can be seen that MDR greatly outperforms both PIR and RANDOM. The aver-
aged ranking precision of MDR is 0.78 while PIR is 0.39. 

7   Conclusions 

In this paper, we have proposed an approach for translating fuzzy queries over rela-
tional databases. Based on fuzzy set theory, this approach uses membership functions, 
knowledge base and α-cut operation of fuzzy numbers to assist the translation proc-
ess. The tuples satisfying the fuzzy query are ranked according to their satisfaction 
degree. The experiment results have shown that the translation of fuzzy query and 
ranking method can effectively meet user’s needs and preferences. How to make the 
knowledge base running more efficient without experts’ assistants is our further work. 
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Abstract. Ontology Mapping is mandatory for enabling semantic interoperabil-
ity among different agents and services making use of different ontologies. The 
ontology mapping problem becomes more critical in P2P systems since: (i) the 
number of different ontologies can dramatically increase; (ii) ontology mapping 
must be performed on the fly and only on parts of ontologies contextual to a 
specific interaction in which the peers are involved; (iii) complex mapping 
strategies (e.g., structural mapping) cannot be exploited since peers are not 
aware of one another’s ontologies. Hence, specific techniques have to be de-
signed. This paper presents and evaluate the SEmantiC COordinator (SECCO) 
ontology mapping algorithm that addresses the abovementioned issues by 
adopting a mapping strategy based on the evaluation of three different similarity 
measures: syntactic, lexical and contextual. 

Keywords: Peer-to-Peer, ontology mapping, semantic mapping, semantic web. 

1   Introduction 

The Semantic Web aims at providing Web resources (e.g., web pages, documents) 
with supplementary meaningful information (i.e., metadata) for improving and facili-
tating their retrieval and enabling their automatic processing by machines. Ontologies 
are key enablers towards this “new” Web of semantically rich resources. Ontologies 
can be exploited to give “shared conceptualizations” of knowledge domains and make 
“explicit” and machine-understandable the meaning of the terminology adopted [10]. 
Most ontology languages used today are based on XML (e.g., RDF(S) [12], OWL 
[15]) thus making ontologies exploitable in different class of systems such as Peer-to-
Peer applications [20]. From a recent interview to Tim Berners-Lee [1] emerges that 
semantic-based data sharing is expected to begin in controlled environments smaller 
than the World Wide Web as for instance: enterprise networks and small-medium 
Peer-to-Peer (P2P) networks. 

In distributed environments, is not feasible to have a single (and universally ac-
cepted) ontology describing a knowledge domain, but rather there will be different 
ontologies created w.r.t “the point of view” of their designers. In order to promote 
(semantic) interoperability between these different perspectives about the world, it is 
necessary to ensure “reciprocal understanding”. This problem has been a core issue of 
recent ontology research and in literature is referred to as the Ontology Mapping 
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Problem (OMP). OMP concerns discovering correspondences (aka mappings) 
between entities belonging to different ontologies (i.e., a source and a target ontol-
ogy). The OMP becomes more challenging in P2P networks for the following rea-
sons: (i) the number of possible overlapping ontologies dramatically increases since 
each peer could have its own ontology that reflects peer’s needs and interests; (ii) 
ontology mapping must be performed “on the fly” and only on the parts contextual to 
the specific interaction in which peers are involved; (iii) peers are unaware of one 
another’s ontologies and therefore the amount of ontological information exploitable 
to discover mappings is quite limited. In the literature, several approaches to OMP are 
available. However, these approaches, generally designed to work offline, cannot 
completely address the specific requirements for P2P networks above mentioned. A 
recent survey on ontology mapping [5] refers only one work on mapping systems 
designed for P2P networks. That points out how the importance of the OMP in P2P 
environment is still underexplored. 

This paper presents the novel ontology mapping algorithm named SEmantiC CO-
ordinator (SECCO) designed for facing the OMP in P2P systems. Given a seeker and 
a provider peer, SECCO computes concept mappings among concepts contained in 
peer ontologies. It adopts a new mapping strategy based on the exploitation of three 
similarity measures evaluated by means of three different matchers: syntactic, lexical 
and contextual. The mapping strategy of SECCO is based on the idea of concept con-
text exploited in the contextual matcher. Given an ontology concept, the context is 
constituted by its properties and the set of other concepts with which it is directly re-
lated. This way a context is an agile encoding of the amount of structural information 
needed to evaluate similarities among ontology concepts. By adopting the notion of 
context, concept mappings are obtained just evaluating how a seeker concept fits in 
the context of provider concepts. This new mapping strategy, which complies with the 
contextual theory of meaning [14], avoids performing complex structural analysis  
of peer ontologies. Moreover, it allows building semantic links among peers that can 
be exploited in several classes of semantic P2P applications (e.g., semantic search, 
semantic query routing). The most important feature of SECCO, mainly due to the 
contextual matcher, is the ability to face the OMP from a perspective that enables 
accuracy and fastness in P2P networks. Experimental results show that SECCO pro-
vides satisfactory results (in terms of quality of mappings). 

The remainder of this paper is organized as follows. Section 2 introduces the ter-
minology adopted in the rest of the paper and describes the SECCO P2P ontology 
mapping algorithm. Section 3 evaluates the system on different ontologies. Section 4 
reviews related work. Section 5 draws some conclusions, sketches future work and 
concludes the paper. 

2   The SECCO Ontology Mapping Algorithm 

2.1   Preliminary Definitions 

Definition 1 (Ontology). An ontology is basically composed of two parts: schema 
and instances. For the scopes of this paper, we only consider the ontology schema 
defined as a five-tuple of the form: O=〈C,≤C,R,≤R,ϕR〉 consisting of a set of concepts 
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C and a set of relations R respectively arranged in hierarchies by means of the partial 
orders ≤C, ≤R. The signature ϕR: R → C×C associates each relation r∈R with its do-
main dom(r)=π1(ϕR(r)) and range range(r)= π2(ϕR(r)). 

Fig. 1 shows two excerpts of (online available) ontologies. The first ontology (Ka) 
describes research projects while the second (Portal) the content of a Web portal. 

 

ARTICLE 

Ka ontology 
http://protege.stanford.edu/plugins/owl/owl-library/ka.owl 
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Fig. 1. Excerpts of the Portal and Ka ontologies defining the concept Publication. Concepts are 
represented as filled oval while properties as empty ovals. 

Definition 2 (Seeker and Provider peer). A seeker peer is a semantic peer that sends 
a request over the P2P network to provider peers that receive the request, execute 
SECCO and return concept mappings. 

Definition 3 (Concept Context). Let O be an ontology, the set ctx(c)=Crange∪Cdom∪Rdp 
is the context of the concept c∈C where: (i) Crange and Cdom are the sets of concepts for 
which given an object property r∈R respectively hold the following conditions 
c∈dom(r)∧crange∈range(r) and cdom∈dom(r)∧c∈range(r); (ii) Rdp is the set of names of 
data type properties for which the following condition holds c∈dom(r)∧d∈range(r) 
where r∈R is a data type property and d is a data type [15]. This way for each concept, a 
context contains its properties and other concepts directly related to it. For the excerpt of 
ontology in Fig. 1 (a) the context of the Publication concept contains the following ele-
ments ctx(Publication)={TITLE, YEAR, ABSTRACT, KEYWORD, PROJECT, EVENT, BOOK, 
JOURNAL, ARTICLE}. 

Definition 4 (Request). Let O be an ontology, a request is a two-tuple of the form 
RQ=〈c, ctx(c)〉 where c∈C is a concept belonging to a seeker peer ontology and ctx(c) 
is the context of c. For the excerpt of ontology in Fig. 1 (a) the request takes the fol-
lowing form: RQ=〈Publication, ctx(Publication)〉. 

Definition 5 (Concept Mapping). Let the seeker peer request RQ=〈s, ctx(s)〉 and the 
provider peer ontology Op, a concept mapping M between each provider concept 
p∈Cp and the seeker peer concept s ∈Cs is a set of 3-tuples of the form 〈s, p,σ〉 where 
σ∈[0,1] is the similarity value between s and p. 
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Definition 6 (Similarity Measure). Let a seeker and a provider ontology Os and Op, a 
request RQs=〈s,ctx(s)〉 and the set CTXp composed by two-tuples of the form 
〈pj,ctx(pj)〉 where ∀pj∈Cp the set ctx(pj) is the context of pj; the similarity between the 
couples of concepts s∈Cs and p∈Cp is computed by the following function: 

]1.0[ ) )p(s,simp),(s,simp),(s,sim( : p)sim(s, pconlexsyn →f  

where simsyn(s,p): Cs×Cp → [0,1] is the syntactic similarity, simlex(s,p): Cs×Cp → 
[0,1] is the lexical similarity, simcon(s,p): RQs× CTXp → [0,1] is the contextual simi-
larity and f is a function exploited to combine results (e.g., weighted sum). 

2.2   The SECCO Algorithm 

We consider a P2P network in which each peer owns an ontology exploited to con-
ceptualize its view on a particular knowledge domain. Each peer in the network plays 
a twofold role: (i) seeker peer, when it sends a request to the network; (ii) provider 
peer, when it executes locally the SECCO algorithm. Provider peers use the SECCO 
algorithm to obtain concept mappings between a seeker concept s and their ontology 
concepts. Whenever a provider peer receives a request, it runs SECCO with an input 
 

The SECCO algorithm
Input: An input I=<cs, ctx(cs), O, Th, ws, wl, wc> where O= C,R
Output: The concept mapping M
Method:
  1.  M= ;
2.  for each c C do

  3.   simsyn=evaluate_syntactic_similarity(cs,c); //see Section 2.3.1 
  4.   simlex=evaluate_lexical_similarity(cs,c); //see Section 2.3.2 
  5.   ctx(c)=extract_context(c,O); // see below 
  6.   simcon=evaluate_contextual_similarity(cs,Ctx(cs),c,Ctx(c)); //see Fig. 4 
  7.   sim=(ws*simsyn+wl*simlex+wc*simcon); //overall similarity value 
8.   if sim Th then

  9.      m.s=cs
  10.     m.p=c; 
  11.     m. =sim; 
  12.     M=M m;
13.  end-if 
14. end-for 
15. return M; 

Function extract_context 
Input: An ontology O= C,R  and a concept c C
Output: The context ctx(c)
Method:

1. ctxc= ;
2. for each cc C do
3. for each rc R do
4. if rc(c,cc)| rc(cc,c) then
5.            if(datatype(rc))
6. ctxc= ctxc {rc} //where rc is the name of the property 
7. end-if
8.            else
9.          ctxc=ctxc {cc}
10. end-if
11. end-for
12. end-for
13. return ctx(c)= ctxc ;

 

Fig. 2. The SECCO algorithm in pseudo-code 
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of the following form: I=<s, ctx(s), Op, Th, ws, wl, wc> where: s is the seeker peer 
concept; ctx(s) is the context of s; Op is the provider peer ontology; Th ∈ [0,1] is a 
threshold value for similarity between couple of concepts, if the similarity is above 
the threshold the couple of concepts appear in the mapping; ws, wl, wc are used to 
weight the contribution of the syntactic, lexical and contextual similarities. The 
pseudo-code of the SECCO algorithm is shown in Fig. 2. 

Fig. 3 depicts the overall approach. A seeker peer issues an information request by 
picking a concept along with the related context from its ontology. This request 
reaches provider peers that run the SECCO algorithm. The Combiner module of 
SECCO exploits the similarity function (see Definition 6) to combine similarity val-
ues provided by the matchers and filters the results according to the threshold Th. On 
termination, SECCO returns a concept mapping (see Definition 5) to the seeker peer 
that will stored it in the mapping store. Mappings are exploitable in several classes of 
semantic P2P applications such as semantic search, semantic-based query routing, and 
community formation. 
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MAPPING 
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Fig. 3. The SECCO architecture and usage scenario 

2.3   Individual Matchers: The Building Blocks of SECCO 

A single heuristic evaluation of the similarity degree between couples of ontology 
concepts cannot exploit all the types of information (e.g., lexical and structural) en-
coded in ontology entities. For instance, a linguistic matcher (e.g., string matching) 
can compare the names of ontology entities but cannot exploit structural information 
expressed by the relations that entities have with their neighbors. Therefore, as done 
in other systems (e.g., [7]), SECCO adopts a mapping strategy that exploits multiple 
similarity measures computed by different matchers which have been explicitly con-
sidered for their suitability in the P2P context. 

2.3.1   The Syntactic Matcher 
The syntactic matcher implements the function evaluate_syntactic_similarity and re-
lies on the Lucene Ontology Matcher (LOM) based on the Lucene search engine li-
brary (http://lucene.apache.org). LOM [17] exploits different sources of linguistic 
information (e.g., local name, comments, and labels) present in ontology entities. In 
particular, each entity belonging to a source ontology is transformed into a virtual 
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document by exploiting the concept of Lucene Document. Virtual documents are 
stored into an index stored in main memory. Ontology mappings are derived by using 
values of target ontology entities as search arguments against the index created from 
the source ontology. Similarity values are computed by exploiting the scoring schema 
implemented in Lucene. Further details along with complete experimental results can 
be found in [17]. 

2.3.2   The Lexical Matcher 
The lexical matcher, which implements the function evaluate_lexical_similarity, al-
lows interpreting the semantic meaning of entities to be compared by exploiting  
the knowledge contained in WordNet [13]. The aim of the lexical matcher is to assess 
relatedness between ontology entities. Relatedness is a special case of semantic  
similarity. In facts, while semantic similarity only considers the relations of  
Hyponymy/Hypernymy among WordNet synsets, semantic relatedness, takes into 
account a broader range of semantic relations. To consider both aspects, we combine 
a measure of semantic similarity with a measure of relatedness. We evaluated a vari-
ety of similarity and relatedness measures on a set of similarity ratings provided by 
humans collected by an online experiment. More details are available at the GridLab 
web site: (http://grid.deis.unical.it/similarity). We adopt the following formula that is 
an adaptation of the Jiang and Conrath metric (J&C) [11] for computing semantic 
similarity between two concepts cs and cp: 

2

)),((*2)()(
1),( psps

ps

ccsubICcICcIC
ccsim

−+
−=  (1) 

where values of Information Content (IC) [18] are obtained by the WordNet structure 
as described in [19] and sub(cs, cp) indicates the concept that subsumes cs and cp. 

As relatedness metric, we exploit the gloss vector metric [16] whose rationale is to 
compare synsets’ glosses for assessing relatedness. In particular, this approach ex-
ploits “second order” vectors for glosses, that is, rather than just matching words that 
occur in glosses, the words in the gloss are replaced with co-occurrence (extracted 
from a corpus) vectors. Therefore, each gloss is represented by the average of its word 
vectors. Hence, pairwise comparisons can be made between vectors to measure relat-
edness between the concepts they represent. If v1 and v2 are the gloss vectors for cs 
and cp, their relatedness in computed as follows: 
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Overall, the lexical similarity is computed as follows: 

),(*),(*),( psrpssps ccrelatwccsimwcclex +=  (3) 

where ws and wr are the contributions of semantic similarity and relatedness to the 
final lexical similarity value. From experimental evaluation, we obtained optimal re-
sults by equally weighting the two contributions. 



 An Algorithm for Discovering Ontology Mappings in P2P Systems 637 

2.3.3   The Contextual Matcher 
The aim of the contextual matcher is to implement the evaluate_contextual_similarity 
function (see Fig. 2) exploited to refine similarity values assessed by the syntactic 
and/or lexical matcher. It advances a contextual approach to semantic similarity that 
builds upon Miller at al. [14] definition in terms of the interchangeability of words in 
contexts. Contexts help to refine the search of correct mappings since they intrinsi-
cally contain both information about the domains in which concepts to be compared 
are used and their structure in terms of properties and neighbors concepts. Contexts 
represent possible patterns of usage of concepts and the contextual matcher is based 
on the idea that similar concepts have similar patterns of usage. The underlying idea 
can be summarized as follows: a concept cs in a context ctx(cs) not similar to a con-
cept cp in a context ctx(cp) will likely fit bad into ctx(cp) as well as cp will do in ctx(cs). 
If the two concepts can be interchangeably used, that is, fit well in each other’s con-
texts, therefore they can be considered similar. In order to quantify how well a con-
cept fits in a context, we calculate the lexical similarity among the concept and all the 
concepts in the considered context and take the average value. Overall, the contextual 
similarity is computed by exploiting the following similarity indicators: (i) s2s, which 
indicates how the seeker concept fits in the seeker context; s2t, which indicates how 
the seeker concept fits in the provider context; t2t, which indicates how the provider 
concept fits in the provider context; t2s, which indicates how the provider concept fits 
in the seeker context. These indicators are obtained by exploiting the evalu-
ate_how_it_fits function and combined to obtain an overall similarity value (see Fig. 
4). It is worth noting that this strategy aims at taking into account structural informa-
tion about concepts on a local basis, that is, by only considering properties and nearest 
neighbors concepts in the taxonomy. This is justified by the following reasons: (i) 
complex matching strategies (e.g., graph matching strategies [21]) considering the 
entire ontologies to be matched cannot be applied since a provider peer is not aware 
 

Function evaluate_contextual_similarity
Input: Two concepts c1 and c2 and their contexts ctx(c1) and ctx(c2)
Output: A numerical value simcon [0,1] representing the contextual similarity 
between the concepts c1 and c2
Method:

1. s2s = evaluate_how_it_fits(c1, ctx(c1));
2. s2t = evaluate_how_it_fits(c1, ctx(c2));
3. t2s = evaluate_how_it_fits(c2, ctx(c1));
4. t2t = evaluate_how_it_fits(c2, ctx(c2));
5. simcon = ((1-||s2s-t2t|-|s2t+t2s||)); //overall similarity value 
6. return simcon

Function evaluate_how_it_fits 
Input: A concepts c and a context ctx(x)= Cx
Output: A numerical value m [0,1] representing the fitness between the 
concept c and the context ctx(x) 
Method:

1. for each ce Cx do
2.   T = sum(evaluate_lexical_similarity(c,ce));
3. end-for
4. return m=T/|ctx(x)|;

 

Fig. 4. The pseudo-code of the evaluate_contextual_similarity function 
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of the whole ontology of the seeker peer; (ii) a complete mapping among peers on-
tologies is not required; they only need to map their part of ontologies contextual to 
the interaction in which they are involved expressed through a request. 

3   Experimental Evaluation 

This section discusses results of experiments we carried out. In Section 3.1 we com-
pare SECCO with H-Match [3,4] on the two excerpts of ontologies depicted in Fig. 1. 
Whereas Section 3.2 discusses the evaluation of SECCO on the OAEI tests 
(http://oaei.ontologymatching.org/2006/). 

3.1   Experiment 1: Comparing SECCO with H-Match 

We assume that the ontology depicted in Fig. 1 (a) belongs to a seeker peer while that 
in Fig. 1 (b) to a provider peer. Moreover, we consider Publication as source concept. 
The input I of SECCO is: I=< Publication, ctx(Publication), Portal, 0 ,0.1, 0.6,0.3>. 
We do not set a threshold value, since we want to find 1:n mappings. Moreover, we 
put more emphasis on the semantic features of SECCO since the two ontologies do 
not have labels and comments; therefore the amount of information exploitable by 
LOM is limited. Results obtained by SECCO and H-Match are reported in Table 1. 

Table 1. Comparison between SECCO and H-Match 

SECCO Ka 
concept 

Portal  
concept Matcher  

H-Match  
[3,4] 

 Syn Lex Ctx Total Surface Shallow Deep Intensive 

Publication Publication 1 1 0.697 0.909 1 0.738 0.804 0.781 
Publication Book 0 0.823 0.199 0.553 0.8 0.618 0.66 0.639 
Publication Journal 0 0.767 0.221 0.526 0.64 0.522 0.553 0.538 
Publication Magazine 0 0.737 0.088 0.468 0.8 0.618 0.649 0.634 
Publication Edited Book 0 0.401 0.674 0.443 0.64 0.522 0.564 0.543 
Publication Publication 

Reference 
0.3 0.549 0.118 0.395 0.64 0.553 0.574 0.550 

Publication Book Refer-
ence 

0 0.549 0.118 0.365 0.64 0.553 0.573 0.549 

Publication Edited Book 
Reference 

0 0.549 0.118 0.365 0.64 0.553 0.563 0.542 

These examples show the suitability of the lexical matcher, that allows discovering 
mapping in a semantic way. In fact, by considering the analyzed couples of concepts 
only from a syntactic point of view we would obtain similarity values equal to 0 apart 
from the couples Publication (Ka) and Publication (Portal) and Publication (Ka) and 
Publication Reference (Portal). It is worth noting that SECCO and H-Match obtained 
the higher similarity value on the couple Publication (Ka) and Publication (Portal). 

3.2   Experiment 2: Evaluating SECCO on the OAEI Benchmark Set of Tests 

This section describes the evaluation of SECCO on four real-life ontologies contained 
in the OAEI 2006 test suite. In this evaluation, we want discover 1:1 mappings. 
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Moreover, we set the threshold value (i.e., Th) to 0.51. To evaluate SECCO, we com-
pare it with H-Match and with other algorithms not designed to tackle the OMP in 
P2P networks. For each of these ontologies the OAEI organizers provide a reference 
alignment. We computed measures of Precision (P), Recall (R) and F-measure (F-m) 
[6] between the reference alignment and results obtained by SECCO. Notice that 
SECCO, even being designed for P2P networks, can be exploited to compare entire 
ontologies by reiterating the process described in Section 2 for each concept in the 
source ontology (i.e., the reference ontology referred to as 101 in the OAEI tests).The 
results of this evaluation are shown in Table 2.  

Table 2. Average results obtained by some ontology mapping algorithms on the OAEI 2006 
real-life ontologies, as reported in [9] 

 SECCO Jhu/apl Automs  Falcon  RiMOM  H-Match 
 

Precision 0.81 0.18 0.91 0.89 0.83 0.78 
Recall 0.81 0.50 0.70 0.78 0.82 0.57 

F-Measure 0.81 0.26 0.79 0.83 0.82 0.65 

SECCO obtained an average P of 0.81, an average R of 0.81 and an average F-m of 
0.81. Among the compared algorithms, SECCO is one of the most precise. It is 
slightly outmatched by Automs and Falcon. In addition, results in terms of R and F-m 
are satisfactory. However, we want to underline the following aspect. SECCO cannot 
exploit structural aspects of ontologies in the whole (for the reasons explained in the 
Introduction). It encompasses structural information of concepts to be mapped only 
on a local basis through the notion of context. Conversely, most of the presented ap-
proaches have a solid (and complex) structural matching strategy (for instance Falcon 
relies on the GMO-matcher [21]). Despite these limitations, SECCO obtains very 
good results meaning that our strategy based on contexts is reasonable. The compari-
son with H-Match shows how SECCO is better in terms of P, R and F-m. 

4   Related Work 

To date, several ontology mapping algorithms have been proposed (see [5] for a sur-
vey). Actually, only a few systems address the ontology mapping problem in open 
environments. Here we shortly discuss some approaches that share features with 
SECCO. The CtxMatch algorithm [2] aims at discovering mappings between Hierar-
chical Categories (HCs). It relies on WordNet for interpreting the correct sense of 
concepts on the basis of the context in which they appear. Therefore, it performs a 
transformation of the concepts to be compared in Description Logics axioms that are 
exploited to reduce the problem of discovery mappings to a SAT problem. CtxMatch, 
similarly to SECCO, implements a semantic based approach since it relies on Word-
Net. However, the main difference between these systems is that CtxMatch focuses 
on matching HCs. H-Match [3,4] is an algorithm for dynamically matching concepts 
in distributed ontologies. H-Match allows for different kinds of matching depending 
on the level of accuracy needed. The system aims at supporting knowledge sharing 
and ontology-addressable content retrieval in peer-based systems, thus it is the system 
nearest to SECCO. However, there exist several differences between these systems: 
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(i) the lexical matcher of H-Match is based on an ad-hoc thesaurus whereas SECCO 
exploits WordNet and in particular all the kind of semantic relations among synsets; 
(ii) the contextual matcher of SECCO is based on a new strategy which complies with 
the contextual theory of meaning defined by Miller et al. [14]; (iii) the syntactic 
matcher of SECCO exploits several sources of linguistic information (e.g., names, 
labels) of ontology entities. In the literature, there are also some Semantic P2P appli-
cations sharing common characteristics with SECCO. SWAP (Semantic Web and 
Peer to Peer) [8] aims at combining ontologies and P2P for knowledge management 
purposes. In SWAP, mappings between peer ontologies are dynamically obtained by 
exploiting techniques based on lexical features, structure and instances of ontologies. 
However, a comparison between the two approaches is not possible since SWAP has 
not been evaluated on public benchmarks such as the OAEI tests. 

5   Concluding Remarks and Future Work 

This paper described SECCO, an algorithm for ontology mapping in P2P systems. The 
main problem we faced is that in a P2P scenario we cannot adopt sophisticated struc-
tural matching strategies that require knowing the whole ontologies to be compared. 
Therefore, we designed an ad-hoc mapping strategy. We adopted the notion of context, 
defined as a concept along with its properties and nearest neighbors concepts. Through 
contexts, we aim at encoding the amount of structural information needed in a particu-
lar request. We compare contextual information of different concepts by the “how it 
fits” strategy that is basically founded on the idea that two concepts are similar if they 
fit well in each other’s context. This strategy is supported by a lexical matcher and, in 
order to exploit all the linguistic information of ontology entities, a syntactic matcher. 
In the paper, we proved through experimental results the suitability of the algorithm. 
As future work, we aim at exploiting mappings discovered by SECCO for semantic 
search, semantic-based query routing, and community formation. 
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Abstract. Location and time information about individuals can be cap-
tured through GPS devices, GSM phones, RFID tag readers, and by
other similar means. Such data can be pre-processed to obtain trajec-
tories which are sequences of spatio-temporal data points belonging to
a moving object. Recently, advanced data mining techniques have been
developed for extracting patterns from moving object trajectories to en-
able applications such as city traffic planning, identification of evacu-
ation routes, trend detection, and many more. However, when special
care is not taken, trajectories of individuals may also pose serious pri-
vacy risks even after they are de-identified or mapped into other forms.
In this paper, we show that an unknown private trajectory can be re-
constructed from knowledge of its properties released for data mining,
which at first glance may not seem to pose any privacy threats. In par-
ticular, we propose a technique to demonstrate how private trajectories
can be re-constructed from knowledge of their distances to a bounded
set of known trajectories. Experiments performed on real data sets show
that the number of known samples is surprisingly smaller than the actual
theoretical bounds.

Keywords: Privacy, Spatio-temporal data, trajectories, data mining.

1 Introduction

Information about our location is being collected via an ever-increasing number
of devices and by an increasing number of parties, e.g. private companies and
public organizations. Phone companies can track our movements via our cell-
phones. Banks register time and location information for our financial transac-
tions we performed using our credit cards. A growing number of RFID tags are
being used to give us access to, e.g., parking spaces or public transportation.
Considering the current trend, there is no doubt that the amount of spatio-
temporal data being collected will increase drastically in the future. From the
point of view of data-analysis, the availability of all this information gives us the
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ability to find new and interesting patterns about how people move in the public
space. For instance, such patterns will be useful in solving the growing traffic
problems in many metropolitan areas. On the other hand, collection of all these
time and location pairs of individuals enables anyone, who observes the data, to
reconstruct the movements (the trajectory) of others with a very high precision.
There is a growing concern about this serious threat to privacy of individuals
whose whereabouts are easily monitored and tracked. Legal and technical as-
pects of such threats were highlighted at a recent workshop on mobility, data
mining, and privacy [3].

In this paper we consider the following scenario: A malicious person wishes
to reconstruct the movements (the “target trajectory”) of a specific individual.
The malicious person does not know the trajectory itself, but only various prop-
erties of the trajectory, such as the average speed, a few points visited, or the
average distance between the target trajectory and a few trajectories known to
the malicious person. We propose a concrete algorithm which can reconstruct
the target trajectory from this information.

Despite privacy concerns, many techniques were proposed to mine useful pat-
terns from trajectories. Some of the very recent results are [5,7,8,10] where
in [5] the authors mine for temporal patterns of the form a →t b meaning
that t is the typical time to travel from location a to location b. Their algo-
rithm needs to know what points of interests the trajectories pass through,
and at which time intervals. In [7] the authors give a clustering algorithm
which considers sub-trajectories. The main observation is that sub-parts of tra-
jectories may follow interesting common patterns, while the trajectories as a
whole may be very different from each other. In [8] authors give a method
for finding “hot-routes” in a given road network, which can help us in traffic
management.

In all the algorithms mentioned above different properties of the trajecto-
ries are needed. Some methods only need the mutual distances between tra-
jectories, some need the exact trajectories, and others only need to know at
what times the trajectories pass through certain areas of interest. In this paper,
we show how, even very little, information is enough to recover the movement
behavior of an individual. In particular we demonstrate how an unknown tra-
jectory can be almost entirely reconstructed from its distance to a few fixed
trajectories.

Previous work on spatio-temporal data privacy include anonymization in loca-
tion based services. Some of the recent work include [9,2]. However, they do not
deal with trajectory data. Techniques for trajectory anonymization were recently
proposed in [1] but privacy risks after data release were not considered. In an-
other recent work, privacy risks due to distance preserving data transformations
were identified [13], however spatio-temporal data was not addressed.

Contributions of this work can be summarized as follows: 1) We demonstrate
that trajectories can be reconstructed very precisely with very limited infor-
mation using relatively simple methods. In particular we show that for a real
world dataset of bus trajectories in Athens, we can reconstruct an unknown



644 E. Kaplan et al.

trajectory with 1096 sample points by knowing its distance to only 40-50 known
trajectories. This is in sharp contrast to the 2193 known distances which would
be needed to solve the corresponding system of equations to find the unknown
trajectory. 2) We propose a method which can reconstruct trajectories from a
very wide range of continuous properties (cf. Section 2); the method of known
distances is only a special case. Our method is optimal in the sense that it will
eventually find a candidate which exhausts all the information available about
the unknown trajectory.

2 Trajectories and Continuous Properties

In their most general form trajectories are paths in space–time. In practice,
however, trajectories are collected with GPS devices, or other discrete sampling
methods. A discrete trajectory is a polyline represented as a list of sample-points:
T = ((x1, y1, t1), . . . , (xn, yn, tn)). We write Ti to represent the ith sample-
point (xi, yi, ti). In most of this paper we think of a trajectory as a column-
vector in a large vector-space. We use calligraphic letters to refer to the vector
representation of a trajectory. The vector representation of a trajectory T is:
T = (x1, y1, t1, . . . , xn, yn, tn)T ∈ R3n. In this case Ti is the ith element of the
vector (i.e. T1 = x1,T2 = y1, . . . ,T3n = tn).

In this paper we assume that trajectories are 1) are aligned1 and 2) have
constant sampling rate (ti+1 − ti = c, for some constant c). Algorithms for
ensuring these conditions can be found in [6]. In consequence we discard the
time component and represent a trajectory as a list of (x, y) coordinates (or a
vector in R2n).

A trajectory T can posses many properties which are of interest in different
situations, such as maximum and average speed of a trajectory, closest distance
to certain locations, duration of longest “stop”, or percentage of time that T
moves “on road”. In this work we show how any property of T which can be
expressed as a continuously differentiable function f : R2n → R can be used
to reconstruct T . All the examples given above are continuously differentiable
properties of T .

The experiments in Section 5 are performed by using an important property
of trajectories, namely the distance from an unknown trajectory T to a fixed
trajectory, T ′. When using a continuously differentiable norm to compute the
distance between T and T ′ we obtain a continuously differentiable property
of T ; e.g. ΔT ′(T ) = d(T ′,T ) is continuously differentiable. Several distance
measures for trajectories have been proposed [11], but in the experiments in this
paper we focus on Euclidean distance:

‖T −T ′‖2 =

√
√
√
√

2n∑

i=1

|Ti −T ′
i |2, (1)

1 Two trajectories are aligned if they have the same sampling times and the same
number of sample points.
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3 Reconstructing Trajectories

In this paper we consider how a malicious person can find an unknown trajectory,
X , with as little information as possible. Any information we have about X may
improve our ability to reconstruct X ; a car does not drive in the ocean, and
rarely travels at a speed of more than 200 km/h. With a sufficient number of
known properties of X , the trajectory can be fully reconstructed. If, for example,
2n linear properties of X are known, we have a system of 2n linear equations.
Solving these 2n equations gives us the exact unknown trajectory. The number
of linear properties we need to know, however, is at least as large as the number
of coordinates in the trajectory itself. If only m # 2n + 1 linear properties are
known, the solution will be in a (2n−m)-dimensional subspace, at best. When
the candidate can only be restricted to a subspace, it can be arbitrarily far
away from X . If the known properties are non-linear, finding a solution to the
corresponding equations, even if sufficient number of properties is known, may
even become infeasible.

As seen from this discussion, a method which can approximate the unknown
trajectory with considerably fewer known properties than coordinates is needed.
The method presented in the next section is an important step in this direction.

In the rest of this paper we limit our study to information about Euclidean
distance between the unknown trajectory and m # 2n + 1 known trajectories,
and leave it to future work to include other properties of trajectories. The method
we propose in the next section, however, can easily be extended to handle any
continuously differentiable property. Thus, the problem addressed in the rest of
this paper is as follows: Given m trajectories, T1, . . . ,Tm, and m corresponding
positive real values δi, εi, where

δi = ‖X −Ti‖+ ei, (2)

for unknown error-terms ei, |ei| ≤ εi, and unknown trajectory X , our task is to
find an approximation X ′ which minimizes the distance ‖X −X ′‖.

A natural measure of success of a reconstruction method is the distance ‖X −
X ′‖. However, this distance depends on the coordinate system of the dataset,
and thus tells us very little about the efficiency of the reconstruction method
itself. Notice that a näıve approach to estimating X would be to set X ′ to the
trajectory Ti with the smallest distance δi. Any meaningful method should give
a solution which is closer to X than δi. Thus, we define the success-rate as

SR(X ′) = 1− ‖X −X ′‖
δmin

, (3)

where δmin = mini(δi) is the smallest given distance. The success-rate is 1 if
the method finds X precisely, 0 if it returns the closest known trajectory, and
finally negative if what it does is worse than just returning the closest known
trajectory.

To find the unknown trajectory, we need a method which gives meaningful
results, even when insufficient amount of information is given. However, the best
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we can hope for, is to find a candidate trajectory which has the same properties
as the properties we know about X . If, for instance, the only information we
have about X is that it is a car driving at an average speed of 50 km/h in
Athens, then any X ′ which moves along the roads of Athens at 50 km/h is a
possible solution. We thus want to minimize the difference between the given
properties of X , and the corresponding properties of the candidate X ′; in our
case, the distances to the known trajectories. To this end, we define the “error”
of a candidate X ′ as

E(X ′) =
n∑

i=1

(
‖X ′ −Ti‖ − δi

)2
. (4)

A natural way to solve this problem is to see it as an optimization problem,
which is the essence of our method described in detail in the next section.

4 Our Method

We adopt steepest descent (gradient descent search) algorithm to find a candi-
date with minimum error.

The error-function (4) has value 0 exactly when the candidate trajectory is at
distance δi to the known trajectory Ti, for all i ∈ {1, . . . , n}. Furthermore, since
(4) is a positive valued function, the target trajectory is a global minimum. There
may, however, be more than one global minimum, as well as several local minima;
but any zero of the error-function exhausts the knowledge we can possibly have
about the unknown trajectory. Recall that gradient descent algorithm finds a
zero of a positive and continuously differentiable function E as follows

1. Choose a random point, x0, in the domain of E.
2. Iteratively define xi+1 = xi − γ∇E(xi), for some step-size γ > 0.
3. When xi+1 = xi (∇E(xi) = 0) a (local) minimum has been reached. If

E(xi) = 0 we have a global minimum (since E is non-negative), and we
stop. Otherwise, we restart at step 1.

The reader may notice that the success-rate as defined in Section 3, with an
upper bound of 1, can be an arbitrary negative number and a lower bound for
the success-rate may be hard to compute. With the gradient descent method,
however, we give a lower bound on the success-rate in Theorem 1.

Theorem 1. Any trajectory X ′ with E(X ′) = 0 has success-rate

SR(X ′) ≥ 1− 2δmax + εmax

δmin
, (5)

where δmax = maxi(δi) is the largest given distance, and εmax is the correspond-
ing error bound.

Proof. By the sub-additivity of the Euclidean norm, ‖X ′−X ‖ ≤ ‖X ′−Ti‖+
‖Ti − X ‖ ≤ δi + (δi + εi), for all i ∈ {1, . . . , n}. Let δmax = maxi(δi) be
the largest given distance, and εmax be the corresponding error bound, then
‖X ′ −X ‖ ≤ 2δmax + εmax, and thus SR(X ′) ≥ 1− (2δmax + εmax)/δmin. &'
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5 Experimental Results

Our reconstruction method has been tested on a dataset of GPS data from school
busses in Athens[4,12]. The dataset contains 145 trajectories each with 1096
(x, y) sample points. The trajectories are recorded with samples approximately
every half minute on 108 different days. For the purpose of our tests we assume
that the trajectories are perfectly aligned. In all tests throughout this section,
the only property used is Euclidean distance between the target trajectory and
some known trajectories. No other property is known to the malicious person.

For the purpose of testing the reconstruction method described in Section 4
we implemented a limited version. In the implementation the step-size γ is set to
one, and the implementation does not restart if a local maxima, or saddle point
is reached. Even though time is not a primary concern in this work, we remark
that it takes approximately 8 minutes to run the reconstruction method with
40 known trajectories for 50.000 iterations on a 1.7 GHz laptop on the dataset
described below.

Figure 1(a) shows the convergence speed of our reconstruction method. The
success-rate is an average value obtained from 15 runs of the test with 50 known
trajectories, where the target trajectory is selected at random in each of the 15
runs. The x-axis shows the number of iterations in log-scale. Note that in these
experiments our reconstruction method finds a candidate which is close to the
best it can ever find after approximately 50.000 iterations.

Figure 1(b) shows the success-rate attainable for different numbers of known
trajectories. Each sample is the average success-rate of 60 tests with 40 known
trajectories, each running for 50.000 iterations. Both target and known trajec-
tories are chosen at random in each test. The graph shows that with less than 5
known trajectories, our reconstruction method is “destructive” (the success-rate
is negative); but with 8 known trajectories the success-rate grows already to
0.23. After 100 known trajectories, the success-rate stops growing.
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(a) The 40 known trajectories. (b) Target (thin gray line) and closest
known trajectory.

(c) Success-rate 0.50 (d) Success-rate 0.90

Fig. 2. Evolution of the candidate trajectory

Figure 2 shows the evolution of a candidate in one experiment. A candidate
with a success-rate of 0.9 clearly shows the whereabouts of the target. However,
it must be noted that a success-rate of 0.9 may give a different visual impression
for other datasets. We note that for the Athens dataset, most of the trajectories
have large overlapping segments (main streets of Athens).

6 Conclusion and Future Work

In this paper we present a method for finding an unknown trajectory from knowl-
edge of continuous properties of the trajectory. Our method is optimal in the
sense that it will eventually find a candidate which exhausts all the information
available about the unknown trajectory.

Our experiments show that unknown private trajectories with 1096 sample
points can be reconstructed with an expected success-rate of 0.8 by knowing the
distance to only 50 known trajectories. Reconstructing the trajectory perfectly
with “tri-lateration” would require 2193 known trajectories.

Adding other known properties such as average speed may improve our method.
Knowing the topology of the landscape in which the trajectory is lying is also likely
to improve the results of our method, since many false positives will have altitudes
which indicate that the candidate “moves through hills”. As future work, we will
investigate the effects of such properties. We assumed that noise is limited to a
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known interval. A more realistic model of noise is to let the noise be chosen ac-
cording to a Gaussian distribution. The present model can handle this to a certain
extent using the 99.9% confidence interval as the known limited interval. However,
preliminary experiments along these lines suggest that it is better to redesign the
“interval function” to handle Gaussian noise.
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Abstract. The growing importance of RDF as a tool for describing in-
formation on the Web has risen a number of interesting works regarding
the management of RDF documents. The effective management of RDF
data has been an increasingly pressing active area of the current research.
However current data management solutions for RDF data present the
following shortcomings: (i) they often define new query languages dif-
ficult to integrate in database applications, with a consequent lack of
uniformity among the different approaches, (ii) they present extendibil-
ity limitations, and (iii) most of them are considered complicated by the
final user. In this paper we propose a feasible and intuitive approach for
practical RDF management, providing a logical organization technique
for RDF data, making use of a formalism to represent concepts and prop-
erties of RDF and RDF(S), and an extension of a DataLog rule system
for querying RDF documents.

Keywords: Knowledge Management, DataLog, Semantic Web, RDF.

1 Introduction

Semantic Web, as firstly proposed by Tim Berners-Lee [2], represents the new
generation of Web. The reference model for Semantic Web is the Resource De-
scription Framework or RDF (http://www.w3.org/RDF/). It is a simple logical
language which allows the specification of binary properties on Web resources.
The simplest possible structure for representing information was chosen in RDF,
that is a labeled graph. The assertions, called triples, are statements expressing
that a resource, identified by an URI, is related to another resource or to a value
(datatype literal, or XML literal) through a property (or predicate). In this pa-
per we refer to the term predicate as a binary relation between two resources
and to the term property as a binary relation between a resource and a datatype
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literal. An RDF graph can be viewed as a set of directed edges, commonly repre-
sented by triples of form 〈Subject Predicate Object〉. Syntactically, this graph
can be represented using XML syntax (RDF/XML). The relevant advantage of
this approach is that it is very general. Any type of data can be expressed in
this format, and it is easy to build tools that manipulate RDF. Furthermore, an
increasing amount of data is available on the Web in RDF format.

This data representation, though flexible, faces to serious problems such as
data management and query execution. Our purpose is not to extend the RDF
data model expressiveness, rather we want to explore ways to improve the organi-
zation and query effectiveness on RDF data. Several solutions has been proposed
for RDF data management. Some approaches try to extend the expressiveness
of RDF and provide ad-hoc query languages (mainly SQL-like) on these ex-
tensions [5,6]. However these languages are difficult to integrate in database
applications. Other proposals [3,4,9] focus on an effective organization of data
in a RDF document, but they face the problem at a physical level for scalability
issue, presenting various limitations at logical level (e.g. NULL values, union and
joins management, etc.). Moreover most of these solutions present extendibility
limitations and provide tools often complex to use.

In this paper we propose a novel approach for a flexible management of RDF
documents, based on a logical organization of data. More precisely, the most
relevant contributions of our work are:

(i) The creation of a high level description model (called metamodel) to rep-
resent the information stored in RDF document, pointing out the implicit
semantics of elements through constructs.

(ii) The definition of an intuitive rules-based system, based on an extension of
DataLog, to query and manage RDF documents.

The paper is structured as follows. In Section 2 we introduce our metamodel
and the rule-based formalism for the management of RDF documents. Finally
in Section 3 we sketch concluding remarks and future works.

2 Management of RDF Documents

In this section we illustrate our approach to represent RDF and RDF(S) in a
compact but expressive form and show how such methodology allows to query
and manage RDF documents easily and effectively.

2.1 RDF Modeling

Our approach is inspired by works of Atzeni et al. [1,7] that propose a framework
for the management of translations between heterogeneous data models in an
uniform way. They leverage on the concept of supermodel that allows a high
level description of models by means of a generic set of constructs, thus every
model can be seen as an instance of the supermodel. The meta description of a
model is called metamodel. Following this idea, we propose a simple metamodel
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where a set of constructs properly represent concepts expressible with RDF and
RDF(S): (i) Class, to represent an RDF class, (ii) Property, to represent an RDF
statement that has a primitive type like object, and (iii) Predicate, to represent
an RDF statement that involves two classes. A difference with respect to the
approach of Atzeni et al. is that they consider a well marked distinction between
the schema level and the instances while, for our purposes, we need to manage at
the same time RDF schemes and instances; for this reason three more constructs
are introduced to represent instances, namely: i-Class (resources, with URI), i-
Property (with value) and i-Predicate.

More in details, the various constructs have an identifier and a name, are
related each other by means of mandatory references and may have properties
that specify details of interest. In our case, the Property construct has a reference
to the Class it belongs to and has a type property to store the primitive type
of the value of its instances; the Predicate construct has two Class references
to represent the subject and the object of a statement and has three boolean
properties to represent transitivity, symmetricity and functionality. Constructs
of the instance level have a reference to the constructs of schema level they
correspond to and inherit from them the same references; moreover, i-property
has a value property to store the actual value of the property and i-class has a
Name property to store the URI of a resource. In Figure 1 an UML diagram of our
metamodel is represented, where the dashed line divides the RDF(S) constructs
(at schema level) from the RDF constructs (at instance level). Enclosed in the
dashed box, there is the metamodel core.

As we detail in the following, the approach based on the meta descriptions
can be easily extended. When the metamodel is not detailed enough (i.e. ex-
pressive enough) new constructs can be added and/or new properties to existing

Fig. 1. Our metamodel for RDF and RDF(S)
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ones. Let us illustrate this point with some examples. Starting from the above
mentioned metamodel, if it is also necessary to manage subclasses and subpred-
icates, it suffices to add two new constructs, namely SubClass and SubPredicate,
each one with two references toward Class and Predicate. Moreover, three extra
constructs are enough for managing RDF collections: Container, SimpleElement
and ResourceElement. Container represents the entire collection, has a reference
to the correspondent class and a property kind to denote the type of collection.
SimpleElement and ResourceElement represent elements of a collection that can
be, respectively, literals and resources; literal elements have a type property while
resource elements have a reference to the class and both have a reference to the
container to which they belong to. A final remark on our metamodel. Since con-
structs SubClass and SubPredicate store meta-information on constructs Class
and Predicate, respectively, they don’t have a corresponding construct at the
Instance level.

2.2 Extending DataLog for RDF Management

The adopted metamodel allows us to exploit rules for querying and maintaining
RDF documents that, following [1,7], are expressed referring to metamodel con-
structs. Such rules are specified in a DataLog extension with OID-invention, by
means of Skolem functors. A query or maintenance process is therefore composed
by a set of DataLog rules that produce objects (i.e. instances of constructs) be-
longing to the output, in the first case, to the input, in the latter. The choice of
Datalog is essentially due to the high flexibility and to the capacity of expressing
recursive queries whereas the lack of recursive primitives in traditional relational
languages has represented a major limitation. Then the presence of OID identity,
and thus the need for the creation of new objects, each one required to have a
new unique object identifier (OID) has brought to the introduction of the notion
of OID-invention (e.g. the maintenance of blank nodes).

For instance, let us explain the query process using an example. We consider
an RDF document describing family relationships between persons. Each class
Person has a property, Name, and two predicates, Child and Brother, repre-
senting family relationships between persons. There are four instances of the
class Person (with URI1, URI2, URI3 and URI4 as URI, respectively), each
one with a corresponding instance of the property Name (with values Priam,
Hector, Astyanax and Paris, respectively) and linked by three instances of pred-
icate Child and one instance of predicate Brother representing that Hector and
Paris are sons of Priam and brothers and Astyanax is son of Hector. Through
our approach, we can represent this document as depicted in Figure 2, where
we omit properties for the sake of simplicity (we don’t use them here) and refer-
ences, that are represented only by arrows. In the figure URI1, URI2, URI3 and
URI4 represent the name (as construct property) of the instances of the class
Person. If a user wants to know just the name of persons that have a child, he
needs to specify just two simple rules: first one selects persons that have a child,
second one stores the name of such persons; this is done specifying the involved
constructs in the body of the rule, relating each other by means of repeated
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Fig. 2. A simple RDF document and its RDF schema

variables for OID’s and references, and defining the output of the rule in the
head, picking values from the body or creating new ones. The two rules are
shown in Figure 3.

We use a non-positional notation for rules, so we indicate just the names of
the fields useful for the rule; for example, in the first rule, we use only the field
subjectClassOID of construct Child. Each predicate has an OID argument, used
for references. Each construct produced by a rule must have a new OID, which
is generated by means of a Skolem functor, denoted by the # sign in the rules.

Without loss of generality, we assume that our rules satisfy the standard
safety requirements [8]: all construct fields in the head have to be defined as
a constant, a variable that cannot be undefined (i.e. has to appear somewhere
in the body of the rule), or a Skolem term. The same state is for arguments
of Skolem terms. Moreover, our DataLog programs are assumed to be coherent
with respect to referential constraints. More precisely, if there is a rule that
produces a construct N that refers to a construct N ′, then there is another rule
that generates a suitable N ′ that guarantees the satisfaction of the constraint.

Name (OID: #name_0(nameOID),
value: value,
personOID: #person_0(personOID))

←

Name (OID: nameOID,
value: value,
personOID: personOID),

Person (OID: personOID),
Child (subjectClassOID: personOID);

Person (OID: #person_0(personOID),
Name: uri)

←

Person (OID: personOID,
Name: uri),

Child (subjectClassOID: personOID);

Name (OID: #name_0(nameOID),
value: value,
personOID: #person_0(personOID))

←

Name (OID: nameOID,
value: value,
personOID: personOID),

Person (OID: personOID),
Child (subjectClassOID: personOID);

Person (OID: #person_0(personOID),
Name: uri)

←

Person (OID: personOID,
Name: uri),

Child (subjectClassOID: personOID);

Fig. 3. Name of persons that have a child
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In the example, the second rule is acceptable because produces constructs Child
that reference constructs Person produced by the first one.

3 Conclusions and Future Works

RDF is one of the most representative elements in the Semantic Web. The large
amount of information stored as RDF documents in modern WIS has highlighted
the importance of methodologies and techniques for managing these documents.
In this article we have provided (i) a metamodel approach and (ii) a rule-based
system by means of DataLog rules with Skolem functors for the maintenance
and querying of RDF documents. With our system it is possible to properly
organize RDF documents at a logical level through our metamodel and to easily
query them using DataLog rules. Future works will regard the application of
the proposed methodology to other fields of interest such as RDF information
retrieval and Web services management, scalability and performance issue, and
expressiveness comparison of our Datalog system respect to other formalisms.
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Abstract. We propose inductive distance-based methods for instance classifica-
tion and retrieval in ontologies. Casting retrieval as a classification problem with
the goal of assessing the individual class-memberships w.r.t. the query concepts,
we propose an extension of the k-Nearest Neighbor algorithm for OWL ontolo-
gies based on an epistemic distance measure. The procedure can classify the in-
dividuals w.r.t. the known concepts but it can also be used to retrieve individuals
belonging to query concepts. Experimentally we show that the behavior of the
classifier is comparable with the one of a standard reasoner. Moreover we show
that new knowledge (not logically derivable) is induced. It can be suggested to
the knowledge engineer for validation, during the ontology population task.

1 Introduction

Classification for retrieving resources in a knowledge base (KB) is generally performed
through logical approaches that may fail in distributed settings, such as the Semantic
Web (SW) context, since they are exposed to inconsistency. Another problem is related
to the inherent incompleteness of the KBs in the SW applications, where new resources
(web docs or services) are likely to be made available along the time. Statistical methods
may be suitable for distributed KBs since they can be often efficient and noise-tolerant.
An inductive distance-based method for concept retrieval may also suggest new asser-
tions which could not be logically derived, providing also a measure of their likelihood
which may help dealing with the uncertainty caused by the incompleteness of the KBs.
The time-consuming ontology population task can be facilitated since the knowledge
engineer would only have to validate the suggested assertions [1].

Retrieval can be cast as a classification problem, i.e. assessing the class-membership
of the individuals in the KB w.r.t. query concepts. Similar individuals should likely be-
long to similar concepts. Moving from such an idea, an instance-based framework for
retrieving resources contained in OWL KBs has been devised. Differently from logic-
based approaches to (approximate) instance retrieval [4], we propose an extension of the
Nearest Neighbor (NN) search to the standard representations for ontologies. Our pro-
cedure retrieves individuals belonging to query concepts, by analogy with other train-
ing instances, based on the classification of the nearest ones in terms of a dissimilarity
measure. Extending the NN search to expressive representations founded in Descrip-
tion Logics (DLs) requires suitable metrics. NN search is generally devised for settings
where classes are assumed to be disjoint, which is unlikely in the SW context where
an individual can be mapped to a hierarchy of concepts. Furthermore, the DL reason-
ers make the Open World Assumption (OWA), differently from the typical (deductive)
database engines working with the Closed World Assumption (CWA).

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 656–661, 2008.
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For our purposes, fully semantic metrics [3] are adopted. These language-
independent measures assess the dissimilarity of two individuals by comparing them
on the grounds of their behavior w.r.t. a committee of features (concepts) that are de-
fined in the KB or that are be generated to this purpose. All the features have the same
importance in determining the dissimilarity. However, it may well be that some features
have a larger discriminating power w.r.t. the others. In this case, they should be more
relevant in determining the dissimilarity value. We propose an extension of former mea-
sures, where each feature of the committee is weighted on the grounds of the amount
of information that it conveys. This weight is then determined as an entropic measure.

The measure has been integrated in the NN procedure [2] and the classification of
resources (individuals) w.r.t. a query concept has been performed through a voting pro-
cedure weighted by the neighbors’ similarity (Sect. 2). The resulting system allowed for
an experimentation of the method on performing instance classification with a number
ontologies drawn from public repositories (Sect. 4). Its predictions were compared to
assertions that were logically derived by a deductive reasoner. The experiments shows
that the classification results are comparable (although slightly less complete) and also
that the classifier is able to induce new knowledge that is not logically derivable.

2 Resource Retrieval as Nearest Neighbor Search

In the following, we assume that concept descriptions are defined in terms of a DL lan-
guage that can be mapped to OWL-DL. A knowledge baseK = 〈T ,A〉 contains a TBox
T and an ABox A. T is a set of (equivalence or also inclusion) axioms that define con-
cepts.A contains factual assertions concerning the resources, also known as individuals.
The set of the individuals occurring in A will be denoted with Ind(A). As regards the
inference services, our procedure may require performing instance-checking, namely
determining whether an individual, say a, belongs to a concept extension, i.e. whether
C(a) holds for a certain concept C. Because of the OWA, it can happen that a reasoner
may be unable to give a positive or negative answer to a class-membership query.

Query answering boils down to determining whether a resource belongs to a con-
cept. Here, an alternative inductive method is proposed. It consists in casting the query
answering problem as determining the correct classification for a query individual. The
method is grounded on the NN search. It could be able to provide an answer when
it may not be inferred by deduction. Moreover, it may also provide a measure of the
likelihood of its answer. The basic idea of the NN search is to find the most similar indi-
viduals w.r.t. the one that has to be classified. Let xq be the query instance whose class-
membership has to be determined. Using a dissimilarity measure, the set of the k nearest
(pre-classified) training instances w.r.t. xq is selected: NN(xq) = {xi | i = 1, . . . , k}.
The objective is to induce an approximation for a discrete-valued target hypothesis func-
tion h : IS (→ V from a space of instances IS to a set of values V = {v1, . . . , vs}
standing for the classes (concepts) that have to be predicted. In its simplest setting, the
k-NN algorithm approximates h for classifying xq on the grounds of the (weighted)
value that h is known to assume for the training instances in NN(xq) as follows:

ĥ(xq) := argmax
v∈V

k∑

i=1

wiδ(v, h(xi)) (1)
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where δ returns 1 in case of matching arguments and 0 otherwise, and, given a dissimi-
larity measure d, the weights are determined by wi = 1/d(xi, xq).

This setting assigns a value to the query instance which stands for one in a set of
pairwise disjoint concepts (corresponding to the value set V ). In a multi-relational
setting this assumption cannot be made in general. An individual may be an instance
of more than one concept. Moreover, to deal with the OWA, the absence of informa-
tion on whether a training instance x belongs to the extension of the query concept Q
should not be interpreted negatively, as in the standard settings which adopt the CWA.
Rather, it should count as neutral (uncertain) information. In order to solve this prob-
lems, the multi-class problem is transformed into a ternary one and another value set
V = {+1,−1, 0} is adopted, where the three values denote, respectively, member-
ship, non-membership, and uncertainty. Specifically, the task can be cast as follows:
given a query concept Q, determine the membership of an instance xq through the NN
procedure (see Eq. 1) where V = {−1, 0,+1} and the hypothesis function values for
the training instances are determined by the entailment of the corresponding assertions
from the knowledge base, as follows:

hQ(x) =

⎧
⎨

⎩

+1 K |= Q(x)
−1 K |= ¬Q(x)

0 otherwise

Note that, being the procedure based on a majority vote of the individuals in the
neighborhood, it is less error-prone in case of noise in the data (e.g. incorrect asser-
tions) w.r.t. a purely logic deductive procedure. Therefore, it may be able to give a
classification even in case of inconsistent knowledge bases. However, the classification
result is not guaranteed to be deductively valid. Indeed, inductive inference naturally
yields a certain degree of uncertainty. In order to measure the likelihood of the decision
made by the procedure, the quantity that determined the decision should be normalized
by dividing it by the sum of such arguments over the (three) possible values:

l(class(xq) = v|NN(xq, k)) =
∑k

i=1 wi · δ(v, hQ(xi))
∑

v′∈V

∑k
i=1 wi · δ(v′, hQ(xi))

(2)

Hence the likelihood of the assertion Q(xq) corresponds to the case when v = +1.

3 A Family of Epistemic Metrics for Individuals

For the NN procedure, we intend to exploit a family of new measures for DL represen-
tations that totally depend on semantic aspects of the individuals in the KB. They are
based on the idea that, on a semantic level, similar individuals should behave similarly
w.r.t. the same concepts. The rationale is to compare individuals on the grounds of their
semantics w.r.t. a collection of concept descriptions, say F = {F1, F2, . . . , Fm}, which
stands as a group of discriminating features expressed in the OWL-DL sub-language
taken into account. They are formally defined as follows [3]:

Definition 3.1 (family of measures). Let K = 〈T ,A〉 be a knowledge base. Given the
set of concept descriptions F = {F1, F2, . . . , Fm}, a family of functions {dF

p}p∈IN with
dF

p : Ind(A)× Ind(A) (→ [0, 1] is defined as follows:
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∀a, b ∈ Ind(A) dF
p(a, b) :=

Lp(π(a), π(b))
m

=
1
m

(
m∑

i=1

| πi(a)− πi(b) |p
) 1

p

where p > 0, the weights wi ∈ [0, 1], 1 ≤ i ≤ m, and the projection function πi is:

∀a ∈ Ind(A) πi(a) =

⎧
⎨

⎩

1 K |= Fi(a)
0 K |= ¬Fi(a)

1/2 otherwise

Note that in the measure definition, the features have all the same weights. How-
ever, each feature could have a different discriminating power. In order to take into
account such an aspect, a weight for each feature is introduced. It is determined by
exploiting the quantity of information conveyed by the feature, namely by measur-
ing the feature entropy as: H(F ) = − (PF log(PF ) + P¬F log(P¬F ) + PU log(PU ))
where PF represents the probability of the feature F and is computed as: PF =
|retrieval(F )|/|Ind(A)|.

4 Experiments

The NN procedure integrated with the new distance has been tested for solving a num-
ber of retrieval problems. To this purpose, we selected several OWL ontologies, sum-
marized in Tab. 1, available on the web. For each ontology, 20 queries were randomly
generated by composition (conjunction and/or disjunction) of (2 through 8) concepts
or restrictions of object and data-properties. The performance of the inductive method
was evaluated by comparing its responses to those returned by PELLET reasoner. We
selected limited training sets (TrSet) that amount to only 4% of the individuals occur-
ring in each ontology. The parameter k was set to

√
|TrSet|. The simpler distances (dF

1)
were employed from the family (weighted on the feature entropy), using all the concepts
in the KB for determining the set F. We performed two experiments: one aiming at a
three-way classification and the other forcing the response to attribute each test instance
to either the target class or to its negation. Initially the standard measures precision, re-
call, F1-measure were employed to evaluate the system performance. However, due to
the OWA, several cases were observed when, it could not be (deductively) ascertained
whether a resource was relevant or not for a given query. Hence, we have introduced
the following further evaluation indices: 1) match rate: number of individuals that got
exactly the same classification (v ∈ V ) by both the inductive and the deductive clas-
sifier w.r.t. the overall number of individuals (v vs. v); 2) omission error rate: amount

Table 1. Facts concerning the ontologies employed in the experiments

Ontology DL language #concepts #object prop. #data prop. #individuals
SWM ALCOF(D) 19 9 1 115

BIOPAX ALCHF(D) 28 19 30 323
LUBM ALR+HI(D) 43 7 25 555

NTN SHIF(D) 47 27 8 676
SWSD ALCH 258 25 0 732

FINANCIAL ALCIF 60 17 0 1000
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Table 2. Average results (percentages) of the 3-way classification experiment

precision recall F-measure match commission omission induction
SWM 99.0 75.8 79.5 97.5 0.0 2.2 0.3
BIOPAX 99.9 97.3 98,2 99.9 0.1 0.0 0.0
LUBM 100.0 81.6 85.0 99.5 0.0 0.5 0.0
NTN 97.0 40.1 45.1 97.5 0.6 1.3 0.6
SWSD 94.1 38.4 46.5 98.0 0.0 1.9 0.1
FINANCIAL 99.8 95.0 96.6 99.7 0.0 0.0 0.2

Table 3. Average results (percentages) of the 2-way classification experiment

precision recall F-measure match commission omission induction
SWM 60.3 100.0 75.2 59.9 0.0 0.0 40.1
BIOPAX 92.2 58.4 71.5 87.1 12.9 0.0 0.0
LUBM 63.1 100.0 65.3 63.0 0.0 0.0 37.0
NTN 44.9 100.0 48.6 40.2 0.3 0.0 59.5
SWSD 6.3 100.0 7.5 6.2 0.0 0.0 93.8
FINANCIAL 86.8 72.6 71.8 91.6 6.2 0.0 2.2

of individuals for which inductive method returns 0 while they were actually relevant
according to the reasoner (0 vs. ±1); 3) commission error rate: number of individuals
found to be relevant to the query concept, while they actually belong to its negation or
vice-versa (+1 vs. −1 or −1 vs. +1); 4) induction rate: amount of individuals found
to be relevant to the query concept or to its negation, while either case is not logically
derivable from the KB (±1 vs. 0). For each KB, we report the average values (per-
centages) obtained over the 20 query concepts randomly generated. The outcomes of
the three-way classification experiments are reported in Tab. 2. Note that precision and
recall are generally quite good for all ontologies but SWSD, where especially recall is
significantly lower. SWSD turned out to be more difficult (also in terms of precision)
for two reasons: a very limited number of individuals per concept was available and
the number of different concepts is larger w.r.t. the other KBs. For the other ontologies
values are much higher, as testified also by the F-measure values. Moreover, the results
in terms of precision are more stable than those for recall as proved by the limited vari-
ance observed, whereas single queries happened to turn out quite difficult as regards the
correctness of the answer. The reason for precision being generally higher is probably
due to the OWA. Indeed, in many cases it was observed that the NN procedure deemed
some individuals as relevant for the query issued while the reasoner was not able to
assess this relevance and this was computed as a mistake while it may likely turn out to
be a correct inference when judged by a human agent. It is also important to note that,
in each experiment, the commission error was quite low or absent. This means that the
inductive search procedure did not make critical mistakes. Also the omission error rate
was generally quite low, yet more frequent than the previous type of error.

Tab. 3 reports the outcomes of the 2-way experiment where omission errors were
ruled out. As expected a dramatic increase of inductive assertions was observed since
the system is not trying to compare its inferences to deductive ones but rather it is trying
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to suggest potential class-memberships. However the observed commission error rates
were still quite low which shows that the system was really forcing an answer in the
unknown cases and this answer is likely to be correct, at least for those individuals for
which the classification can be logically derived from the knowledge base. Conversely,
the reported recall rates are higher than with the 3-way setting. The noteworthy low
precision and match rate for SWSD (and, partially, for NTN), can be explained by the
fact that this ontology has been artificially populated with very few (often 2) individuals
per concept, which is harmful for instance-based methods like nearest-neighbor search,
especially in a two-classification setting. However less precision is often compensated
by high induction rates. The usage of all concepts for the set F of dF

1 made the measure
quite accurate, which is the reason why the procedure resulted quite conservative as
regards inducing new assertions. In many cases, it matched rather faithfully the reasoner
decisions. From the retrieval point of view, the cases of induction are interesting because
they suggest new assertions which cannot be logically derived by using a deductive
reasoner yet they might be used to complete a knowledge base [1], e.g. after being
validated by an ontology engineer. For each candidate new assertion, Eq. 2 may be
employed to assess the likelihood and hence decide on its inclusion. If we compare
these outcomes with those reported in other works on instance retrieval and inductive
classification [2], where the highest average match rate observed was around 80%, we
find a significant increase of the performance due to the accuracy of the new measure.

5 Conclusions

This paper investigated the application of a distance-based classification method for
KBs represented in OWL. We employed an extended family of dissimilarity measures
based on feature committees [3] taking into account the amount of information con-
veyed by each feature based on an estimate of its entropy. The measures were integrated
in a distance-based search procedure that have been exploited for the task of approxi-
mate instance retrieval. The experiments made showed that the method is quite effective
and can be applied to any domain.
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Abstract. The development of learning algorithms for structured data,
i.e. data that cannot be represented by numerical vectors, is a relevant
challenge in machine learning. Kernel Methods, which is a leading ma-
chine learning technology for vectorial data, recently tackled the struc-
tured data. In this paper we focus our attention on Kernel Methods that
face up to data that can be represented by means of graphs, by provid-
ing an in-depth review through a comprehensive approach to the research
hints and the main open problems in this area of research.

1 Introduction

Machine learning methods generally work on fixed-length vectorial data. How-
ever, in real world applications we can deal with data that cannot be represented
by vectorial data but by structures. These types of data are called structured
data. Examples of structured data are molecular formulae and images when rep-
resented by hierarchical structures. For instance, an image can be segmented into
regions than may be recursively segmented into several sub-regions resulting in
a hierarchical tree structure. Several supervised and unsupervised neural net-
work models for structured data, such as trees and graphs, have been proposed
[1,2]. Recently Kernel Methods [3] for structured data [4] have been developed.
In this manuscript we will focus our attention on Kernel Methods that tackle
structured data, i.e. data that can be represented by means of graphs. We shall
provide a comprehensive framework that allows to apply the main Kernel Meth-
ods for graphs to various applications, like bioinformatics (e.g. molecular data
mining, chemogenomics, etc.) and computer vision (e.g. 3D object structural
recognition, spatio-temporal data mining, etc.). The paper is organized as fol-
lows: In Section 2 main facts on labelled graphs are recalled; the general issues
of Kernel Methods are reviewed in Section 3; Product Graph Kernel is pre-
sented in Section 4; Marginalized Kernels and its extensions are described in
Section 5; Cyclic Pattern Kernels for Graphs are discussed in Section 6, respec-
tively; finally some research hints and the main open problems are discussed in
Sections 7 and 8.
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2 Labelled Graphs

A graph G is described by a finite set of vertices V = {v1, . . . , vn}, a finite set of
edges E = {e1, . . . , ep) ⊆ V ×V and a function Ψ : E → V ×V . A labelled graph
is a tuple (V,E,Λ, λ) where Λ = (l1, . . . , lr) is a set of labels and λ : Λ → V ∪E
is a function which assigns a label to each edge and vertex. In a directed graph
the function Ψ maps each edge to the tuple composed of its initial and terminal
node. A loop is an edge e in a directed graph such that ψ(e) = (v, v). Two
edges e1 and e2 are parallel iff Ψ(e1) = Ψ(e2). A walk is a sequence of vertices
vi ∈ V and ei ∈ E with w = v1, e1, v2, e2, . . . , vn, en, vn+1 and Ψ(ei) = (vi, vi+1).
The length of the walk is given by the number n of edges in the sequence.
A path is a walk such that vi �= vj ⇐⇒ i �= j and ei �= ej ⇐⇒ i �= j. A
cycle is a path with an edge en+1 such that Ψ(en+1) = (vn+1, vn). A graph
is connected if a path exists between any couple of vertices. To describe the
neighborhood of a vertex v in a graph G we need some further definitions. The
set δ+(v) = {e ∈ E|Ψ(e) = (v, u)} denotes the set whose elements come out from
the edge v. Its cardinality |δ+(v)| is called the outdegree of the vertex v. In similar
way, the set δ−(v) = {e ∈ E|Ψ(e) = (u, v)} defines the set whose elements come
into the vertex v. The cardinality |δ−(v)| is called the indegree of the vertex
v. The maximal and the minimal indegree are Δ−(G) = max{|δ−(v)|, v ∈ V }
and Δ−(G) = max{|δ+(v)|, v ∈ V }, respectively. To represent a graph we use
the adjacency matrix E, where Eij of the matrix provides the number of edges
between vertex vi and vj . The element En

ij of the nth power of the adjacency
matrix En gives the number of walks of length n from the vertex vi and vj .
Now we introduce the concept of labelled subgraph. Let G = (V,E,Λ, λ) and
G′ = (V ′, E′, Λ, λ′) be two labelled graphs. G′ is a labelled subgraph of G if
V ′ ⊆ V , E′ ⊆ E and λ′(x) = λ(x) for all x ∈ V ′ ∪ E′. A maximal connected
subgraph of the graph G is called a connected component of G. A vertex v of
a graph G is called a cut vertex if the subgraph G′ obtained from G removing
v and all edges that comes into or comes out the vertex v has more connected
components than G. A graph is biconnected if has no cut vertex. A biconnected
maximal subgraph of a graph G is called a biconnected component of a graph
G. The biconnected components of a graph are pairwise edge disjoint inducing
a partition on the set E of the graph G. The partition implies that two edges
are equivalent iff they belong to a common cycle. Therefore an edge of a graph
belongs to a cycle iff the biconnected components of the graph have more than
one edge. Edges that do not belong to cycles are called bridges. The set of the
bridges of a graph G forms a subgraph of G denoted by B(G).

3 Kernel Methods

Firstly we recall the definition of Mercer kernel (or positive definite kernel) [5].

Definition 1. Let X be a nonempty set. A function K : X × X → R is called
a Mercer kernel if it is symmetric and

∑n
j=1

∑n
k=1 cjckK(xj , xk) ≥ 0 for all

n ≥ 2, {x1, . . . , xn} ⊆ X and {c1, . . ., cn} ⊆ R. Each Mercer kernel K can
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be represented as: K(x, y) = 〈Φ(x), Φ(y)〉 where 〈·, ·〉 is the inner product and
Φ : X → F . F is called the Feature Space.

The simplest example of the Mercer kernel is the inner product K(x,y) = 〈x,y〉.
A popular Mercer kernel is the Gaussian K(x,y) = e−

‖x−y‖2

σ2 , where σ ∈ R. An
important Mercer kernel for the rest of the paper is the Dirac kernel δ(x, y), that
is 1 if x = y and 0 otherwise. Mercer kernels can also be defined on structured
data. An example of Mercer kernel on structured data is the intersection kernel
between sets [3].

Definition 2. Let IA be the indicator function of a measurable set A (i.e IA(x) =
1 if x ∈ A, IA(x) = 0 otherwise). The indicator function defines the measure μ of
the set A such as μ(A) = μ(IA). Given two sets A1 and A2 the intersection kernel
K∩ is defined by: K∩(A1, A2) = μ(A1 ∩A2).

Kernel Methods [3] are algorithms that implicitly perform, by replacing the inner
product by an appropriate Mercer Kernel, a nonlinear mapping of the input data
to a high dimensional Feature Space. The most popular Kernel Method is the Sup-
port Vector Machine (SVM) [3]. In Kernel Methods the data only occur under the
form of an appropriate Mercer kernel input. Therefore they can also be used for
structured data whenever it is possible to define a Mercer kernel on them. Hence
the research on Kernel Methods for structured data results in designing appropri-
ate Mercer kernels on them. The rest of the paper is focused on the description of
the main Mercer kernels that it is possible to define on graphs.

4 Product Graph Kernel

In this section we review the Product Graph Kernel [6] that is based on the
idea of counting the number of walks in product graphs. Product graphs can be
defined in several ways. In this context we will only consider the direct product
of two labelled graphs, that is defined as follows.

Definition 3. The direct product of two labelled graphs G1 = (V1, E1, Λ, λ1) and
G2 = (V2, E2, Λ, λ2) is denoted by G1 ×G2. The vertex set of the direct product
is defined as: V (G1 × G2) = {(v1, v2) ∈ V1 × V2 : δ(λ1(v1), λ2(v2)) = 1}. The
edge set is defined as:

E(G1 ×G2) = {(e1, e2) ∈ E1 × E2 : ∃(u1, u2), (v1, v2) ∈ V (G1 ×G2)
∧ Ψ1(e1) = (u1, v1) ∧ Ψ2(e2) = (u2, v2)
∧ (δ(λ1(e1), λ2(e2)) = 1)},

where δ(·) is the Dirac Kernel. Given an edge (e1, e2) ∈ E(G1×G2) with Ψ1(e1) =
(u1, v1) and Ψ2(e2) = (u2, v2) the value of ΨG1×G2 is:

ΨG1×G2((e1, e2)) = ((u1, u2), (v1, v2)).

The label of the vertices and edges in graph G1 ×G2 correspond to the labels in
the factors. The graphs G1, G2 are called the factors of graph G1 ×G2.

Now we can define the product graph kernel.
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Definition 4. Let G1, G2 be two labelled graphs, let A× = A(G1 × G2) be the
adjacency matrix of their direct product and let V× = V (G1×G2) be the vertex set
of the direct product. With a sequence of weights λ = λ0, λ1, . . . (where λi ∈ R+)
the product graph kernel is defined as K×(G1, G2) =

∑|V×|
i,j=1

[∑∞
n=0 λnAn

×
]
ij

.

The product graph kernel, that is a Mercer kernel [6], in conjunction with Gaus-
sian Processes [7] has been used to determinate an optimal strategy for the play
Tetris [8]. Now we show how the product graph kernel can be computed. Firstly,
we discuss the exponential setting [9], i.e. we set λi = βi

i! . The exponential of

the square matrix A is defined as: eβA = limn→∞
∑n

i=0
(βA)i

i! with β0

0! = 1 and
A0 = I, where I denotes the identity matrix and β is a constant that must
be set up. If we represent the matrix A in terms of a diagonal matrix D, i.e.
A = T−1DT , we obtain: K×(G1, G2) =

∑|V×|
i,j=1

[
T−1eβD×T

]
ij

. The product di-
rect kernel can also be computed by the geometric series. The geometric series∑∞

i=0 γi converges iff |γ| < 1 and its limit is given by:
∑∞

i=1 γi = 1
1−γ . In similar

way we can define the geometric series of a matrix A as follows:
∑∞

i=0 γiAi. If
the matrix A is symmetric and γ < 1, the limit of the geometric series is given
by:

∑∞
i=0 γiAi = (I−A)−1. Hence the product graph kernel by geometrical series

is: K×(G1, G2) =
∑|V×|

i,j=1[(I−A×)−1]ij .

5 Marginalized Graph Kernel

In this section we will describe the marginalized graph kernel [10]. Given two
labelled graphs G1 and G2, the idea behind marginalized graph kernel consists in
comparing the label sequences generated by the two synchronized random walks
of both graphs. Let G = (V,E,Λ, λ) be a labelled graph, where V = (v1, . . . , vn)
and E = (e1, . . . , ep) are the sets of vertices and edges, respectively. A random
walk on the graph produces a path, that depends on the initial probability Ps(v)
distribution on V , a transition probability P (vi|vi−1) from the vertex vi−1 to the
vertex vi, and the probability Pq(v�) of stopping the random walk at vertex �. If
we do not use prior knowledge, Ps(v) is a uniform distribution, P (vi|vi−1) is a
uniform distribution over all adjacent vertices of the actual one, and Pq(v�) is a
constant equal to 1

n . From a given path obtained from the random walk, we can
define the label sequence as an alternative sequence of vertex and edge labels,
i.e. h = (v1, e1,2, v2, . . . , v�−1, e�−1,�, v�). The marginalized graph kernel between
two labelled graphs G1 = (V1, E1, Λ, λ1) and G2 = (V2, E2, Λ, λ2) is defined as
the expectation of the kernel between sequences K(h1, h2) over all possible paths
of all lengths:

K(G1, G2) =
∑

h

∑

h′

Kλ(l(h1), l(h2))p1(h1)p2(h2), (1)

where p1 and p2 are probability distributions on the set of finite-length sequences
of the vertices of the graphs G1 and G2, respectively and Kλ(·) is an appropriate
kernel between label sequences, i.e. Kλ : Λ� × Λ� → R, where Λ� denotes the
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set of finite-length sequence of labels of Λ. The marginalized graph kernel can
be interpreted as a marginalized kernel [11], motivating the name and guaran-
teeing that is a Mercer kernel. Kashima et al. [10] have investigated a particular
case of the marginalized graph kernel when the Kλ is the Dirac kernel and the
probability p of the equation (1) can be expressed as:

p(v1, . . . , vn) = ps(v1)
n∏

i=2

pt(vi|vi−1). (2)

To guarantee that p is a probability, i.e.
∑

v∈V p(v) = 1, it is necessary that
some ps and pt fulfill some constraints. If we choose

– a stopping probability pq (with 0 < pq(v) < 1) for each vertex v,
– an initial probability distribution p0 (such that

∑
v∈V p0(v) = 1),

– a transition probability pa on V × V (with
∑

v∈V pa(u|v) = 1) such that if
pa(v|u) > 0 then (u, v) ∈ E, i.e. pa(v|u) is positive only when an edge exists,

– and for any u, v ∈ V 2 ps(v) = p0(v)pq(v) and pt(u|v) = 1−pq(v)
pq(v) pa(u|v)pq(u);

then p, defined in (2), is a probability distribution that corresponds to a random
walk on the graph G with an initial, transition and stopping probability defined
by p0, pa and ps, respectively.

Marginalized graph kernel has two main drawbacks. The former consists in
its computational burden. Therefore its usage is not advisable when the data
set contains several thousands of graphs, as it generally happens in bioinformat-
ics applications The latter is represented by the strategy implemented in the
marginalized graph kernel. The kernel is based on the search of common paths
between graphs which may be too simple to detect common patterns of interest
between graphs. To overcome these limitations, extensions of marginalized graph
kernel [12] have been proposed. They increase the degree of the specificity of the
label vertices of the graph, taking into account contextual information about the
vertices.

6 Cyclic Pattern Kernels for Graphs

In this section we describe the cyclic pattern kernels for graphs (CPKs) [13], that
are based on the intersection kernel between sets. To use the intersection kernel
on graphs, each graph G is represented by a set of cycles and tree patterns of G.
Let G = (V,E,Σ, λ) be a graph and C = {v0, v1}, {v1, v2}, . . . , {vk−1, v0} be a
sequence of k− 1 edges that forms a cycle in G. The canonical representation of
C is defined as follows. If we denote by ρ(s) the set of cyclic permutations of a
sequence s and its reverse, the canonical representation π(C) [14] is defined by:

π(C) = min(σ(w) : w ∈ ρ(v0v1 . . . vk−1))

where for w = w0w1 . . . wk−1

σ(w) = λ(w0)λ({w0, w1})λ(w1) . . . λ(wk−1)λ({wk−1, w0}).
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The set of cyclic patterns C(G) of a graph G is defined by:

C(G) = {π(C) : C ∈ S(G)}

where S(G) denote the set of cycles of G. More information can be added to the
kernel considering the set of the bridges of the graph. The set of tree patterns
T (G) assigned to graph G is defined by:

T (G) = {π(T ) : T is a connected component of B(G)}

where B(G) is the set of the bridges of the graph G. Assuming that C(G) and
T (G) are disjoint, the cyclic pattern kernel is defined as follows:

Definition 5. Let G be a graph, the set F (G) is defined as C(G) ∩ T (G). The
cyclic pattern kernels between two graphs G1 and G2 is given by:

KCP (G1, G2) = |C(G1) ∩ C(G2)|+ |T (G1) ∩ T (G2)|.

CPKs can be computed by the algorithm [13], whose input and output are
respectively a graph G and the set of cycles S, described below:

1. S=B= *
2. Compute the set Γ formed by the biconnected components of G
3. for G′ ∈ Γ do
4. if G′ has one edge e then B = B ∪ e else S = S ∪ C(G′)
5. S = S ∪ {π(t) : t is a connected component of B.}
6. return S

The biconnected components can be effectively computed by a depth-first search
algorithm in a linear time [15]. Nevertheless, the computation of CPKs is NP-
hard [13] mining, in this way, their real utility. To overcome the problem of
intractability, Horvath et al. [13] proposed a restriction of CPKs. They observed
that the simple cycles of a graph G can be computed with polynomial complexity
[16]. Besides, for a given graph G and a k ≥ 0, it can decide [16] if the number
of cycles in G is bounded by k. Using these facts, Horvath et al. [13] proposed to
restrict the kernel to the case when the number of simple cycles is bounded by a
constant for every graph in the database. This assumption is quite reasonable in
real-world graph databases. They proposed a variant of the previous algorithm
[13] that computes the cyclic pattern kernels only for graphs that have at most
k simple cycles. The variant, that takes as input a graph G with n vertices and
m edges and an integer k ∈ N and produces as output the set of cycles S, has
the following steps:

1. K = 0
2. S = B = *
3. Compute the set Γ formed by the biconnected components of G
4. for G′ ∈ Γ do
5. if G′ has more than one edge e then
6. X =READ-TARJAN(G′, k −K + 1)
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7. if |X | is equal to k −K + 1 then return *
8. else
9. S = S ∪ {p(C) : C ∈ X}

10. K = K + |X |
11. else B = B ∪ e
12. S = S ∪ {π(t) : t is a connected component of B.}
13. return S

where READ-TARJAN is a procedure that implements the Read-Tarjan’s algo-
rithm that allows to decide if the number of cycles in a graph G is bounded by
k. SVMs with cyclic pattern kernels have been used effectively [13] on NCI-HIV
database, a popular benchmark for the classification of chemical compounds.

7 The Kernel Approach

In this section we summarize the main peculiarities of Kernel Methods and we
discuss the possible line of research. The main advantage of the kernel approach
is its flexibility. The kernel methods approach for graphs results in designing an
appropriate Mercer kernels on them. Computed the kernel, it can be used, with-
out requiring further adjustments, in usual Kernel Methods for vectorial data.
This allows to use the designed kernel either in supervised (e.g. SVMs, Gaussian
Processes [7]) or in unsupervised Kernel Methods (e.g. Kernel Clustering Meth-
ods [17]). Although Kernel Methods for Graphs have been only investigated in
their supervised form, Kernel Clustering Methods for graphs offer several poten-
tial advantages with respect to the unsupervised neural learning algorithms for
graphs such as the SOM for structured data [2]. SOM can only produce piecewise
linear separations among clusters. On the contrary, Kernel Clustering methods
produce nonlinear separations allowing to tackle more highly nonlinear data sets.
Therefore a challenging goal for Kernel Methods is represented by developing and
validating Kernel Clustering Methods for graphs. Kernel Clustering Methods are
not the unique algorithms able to produce nonlinear separations among clusters.
Nonlinear separations can also be obtained by Spectral Clustering Methods [17].
The development of spectral clustering methods for graphs and, in general, for
structured data remains an open problem.

8 Conclusion

The development of effective learning algorithms for structured data, i.e. data
that cannot be represented by vectors, is one of the most challenging topic for
machine learning. Recently Kernel Methods have tackled the structured data
getting new force on the research about structured data. In this paper we have
focused our attention on Kernel Methods that cope with data that can be rep-
resented by graphs. The aim of this paper has been to provide a comprehensive
approach to discuss about the main Kernel Methods for graphs. One of the main
challenging goals of Kernel Methods of graphs consists in extending the valida-
tion of these techniques, widely applied in bioinformatics and chemioinformatics,
to other applicative areas such as computer vision applications.
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Abstract. An innovative event-based data stream compression and min-
ing model is presented in this paper. The main novelty of our approach
with respect to traditional data stream compression approaches relies on
the semantics of the application in driving the compression process by
identifying ”interested” events occurring in the unbounded stream. This
puts the basis for a novel class of intelligent applications over data streams
where the knowledge on actual streams is integrated with and correlated
to the knowledge related to expired events that are considered critical for
the target application scenario.

1 Introduction

The problem of efficiently representing [4] and mining [21] data streams is of
relevant interest for both the Database and Data Mining research communities.
Basically, data stream query processing poses novel and previously-unrecognized
research challenges that make traditional DBMS technology (e.g, RDBMS) in-
adequate to the goal of dealing with their unbounded nature. In fact, while infor-
mation stored in relational databases is represented by means of highly-detailed
tuples, and query processing algorithms are multi-step accordingly, data streams
cannot be represented in great detail as the stream is, potentially, unbounded.
Also, data stream query processing algorithms typically operate within the con-
text of specialized bounded time windows, which collect sets of stream readings
(e.g., the last T readings, with T > 0), with the constraint of applying in one-pass
only.

To illustrate with an example, consider a sensor network that monitors envi-
ronmental parameters located in a given geographic area. Focus on the simple
case in which the temperature is monitored. Here, we can observe that for most
part of the monitored interval of time, temperature readings are near to the aver-
age values observed during all the time (depending on the season). Nevertheless,
there could happen sporadic events in which temperature readings are far from
the average values (depending on sporadic atmospheric events). It should be
noted that analysis of old data is indeed relevant in this particular application
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context, just like the analysis of new data. Also, this analysis model offers inter-
esting perspectives for cross and correlation analysis tools, which play a leading
role when complex data streams are considered [17]. In other words, knowledge
discovery methodologies over data streams can obtain a critical “plus-value” from
the amenity of combining intermediate and final mining results over most recent
readings and past readings that refer to expired significant events.

The above-described analysis/mining perspectives over data streams lead to
the definition of the so-called event-based data stream compression and mining
paradigm, which can be reasonably considered as an innovative contribution over
the state-of-the-art. In fact, to the best of our knowledge this aspect has not been
considered by active literature previously.

The synergistic integration between data stream and event processing has
been firstly highlighted in [28]. Basically, this proposal studies how the two
research fields can be efficiently made synergic into powerful computation models
for complex time-depending systems (like data stream processing systems). The
results of this research effort have been synthesized in MavEStream, a four stage
integration model for data streams and events.

Following this main intuition, in this paper we introduce the novel event-
based data stream compression and mining paradigm discussed above, and we
propose a formal model, called ECM-DS (Event-based Compression and Mining of
Data Streams), which allows us to meaningfully realize the proposed paradigm.

2 Synergistic Integration of Stream and Event Processing

Event processing [39, 15, 23, 22, 7, 10, 18, 16] and lately data stream process-
ing [5, 1, 31,28, 33,4,8, 12, 17,24,25,26,32, 36] have evolved independently based
on situation monitoring application needs. Several event specification languages
[23,22,11,38,2,3] for specifying composite events have been proposed and triggers
have been successfully incorporated into relational databases. Different compu-
tation models [22, 18, 7, 10, 16] for processing events, such as Petri Nets [22],
Extended Automata [23], and Event Graphs [7, 10, 18] have been proposed and
implemented. Various event consumption (or detection) modes [7,22,10,11], also
called parameter contexts, have been explored. Similarly, data stream processing
has received a lot of attention lately, and a number of issues from architec-
ture [1, 31,28, 35] to Quality-Of-Service (QoS) [41,13,29,6, 9] have been consid-
ered. Although both of these topics seem different on the face of it, one can see
that there are more similarities than differences between them. Not surprisingly,
the computation model used for data stream processing is not very dissimilar
from some of the event processing models (e.g., event graph), but used with a
different emphasis.

As many of the stream applications are based on sensor data, they invariably
give rise to events on which some actions need to be taken. In other words, many
stream applications seem to not only need computations on streams, but also
these computations generate interesting events (e.g., car accident detection and
notification, network congestion control, network fault management, intrusion
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detection), and several such events may have to be composed, detected, and
monitored for taking appropriate actions. Currently, to the best of our knowl-
edge, none of the work addresses the specification and computation of the above
two threads of work. Our premise for this paper is that although each one is use-
ful in its own right, their combined expressiveness and computation are critical
for many applications of stream processing. Hence, there is a need for synthesiz-
ing the two into a more expressive and more powerful model that combines the
strengths of each one.

Clearly, it is desirable and natural to combine the strengths of both models
into an integrated model with a general framework and a set of comprehensive
techniques of stream processing model plus the event computation model (i.e.,
computation at tuple level, consumption modes, and so on) and sophisticated
rule processing capabilities. This integrated model will be much stronger and can
serve a larger class of applications than what are currently supported by both the
models individually. Inspired by these considerations, [28] proposes MavEStream,
a four stage integration model for data streams and events, as mentioned in Sect.
1. MavEStream is a general-purpose model for event and data stream processing
which can be easily customizable to different and even-heterogeneous application
scenarios thanks to the amenity of defining the so-called semantic windows. With
regards to the goals of ECM-DS, here the emphasis is on meaningfully introducing
semantic windows able to capture the “degree of interestness” of events generated
by data streams, and defining the corresponding SQL statements accordingly.
This to gain advantages during both the compression and mining phases.

3 The Event-Based Compression Model for Data Streams

The event-based data stream compression and mining paradigm encompasses
two models, namely the event processing model and the event-based compression
model, according to the guidelines provided in Sect. 1. Sect. 3.1 focuses on the
event processing model, whereas Sect. 3.2 deals with the event-based compression
model.

3.1 Event Processing Model

Event-Condition-Action (ECA) rules are used to process event sequences and to
make the underlying system active for applications such as situation monitoring,
access control, and change detection. They consist of three components and they
are (i) Event : occurrence of interest such as data-manipulation-events, clock-
events, and external-notification-events; (ii) Condition: can be a simple or a
complex query; (iii) Action: specifies the operations that are to be performed
when an event occurs and the corresponding condition evaluates to true. ECA
rules can be defined either at application level or system level. A number of event
processing systems using ECA rules have been proposed and implemented in the
literature: ACOOD [18], ADAM [15], Alert [39], Ariel [27], COMPOSE [23],
Hipac [14], ODE [23], REACH [7], Rock & Roll [16], SAMOS [22], Sentinel
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[10, 11], SEQ [40], UBILAB [22], and [34]. A comprehensive introduction and
description about most of these systems can be found in [42, 37].

Several approaches have been proposed for the detection of composite events
in the literature, among which we recall: Event Detection Graphs (EDGs) [18,7,
11], Extended Finite State Automaton [30], Colored Petri Nets [22], and Event
Algebra [22]. EDGs have been shown to be based on operators rather than in-
stances and hence are efficient as compared to other approaches based on the
computation and storage requirements for detecting events.

In this paper, we draw upon EDGs for our integrated model as it corresponds
to operator trees and has similarities with respect to query processing whereas
the other representations do not share these characteristics with query process-
ing. We also use the masking capability introduced in ODE [23] to filter events
on arbitrary conditions.

It should be noted that EDGs, being based on reasoning models over operators
and query processing, are particularly suitable to support our event-based data
stream compression and mining paradigm, as this allows us to avoid excessive
computational overheads that would be instead introduced if an instance-based
model was employed. Also, this particular amenity successfully supports the
intrinsic scalable nature of complex data stream processing applications and
systems.

3.2 Event-Based Compression Model

Due to its particular data organization focused to capture the representation of
two-dimensional aggregate information on time-evolving data streams, MRDS
is particularly suitable to support the non-linear compression paradigm, which
represents a meaningfully extension of the original linear compression paradigm
[12] that views “old” aggregate readings as less interesting than “new” aggregate
readings.

Under the non-linear compression scheme, the MRDS is compressed in de-
pendence on a given degree of approximation δ, which is obtained from the
above-introduced event processing layer that elaborates semantic windows in or-
der to adequately capture the degree of interestness of events and, then, produces
in output this parameter. The way of defining and handling the relationship be-
tween interesting events and δ strongly depends on the particular data stream
processing application scenario, and hence it must be determined and charac-
terized accordingly during the start-up phase by the system administrator on
the basis of his/her knowledge about the specific application domain. For this
reason, δ must be considered as a free parameter of the event-based data stream
compression model we propose, and must be contextualized to the particular
instance. Therefore, in the rest of this Section we will treat δ as an input pa-
rameter, and we discuss the non-linear compression process accordingly.

Interesting events originated by data streams are continuously collected and
recorded. Due to this task, the whole temporal dimension of the MRDS is
annotated by means of tuples of the following kind: 〈Ek, tEk,start, tEk,end, δk〉,
such that (i) Ek is the (interesting) event, (ii) tEk,start is the starting timestamp
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in which the event Ek occurs, (iii) tEk,end is the ending timestamp in which
the event Ek expires, (iv) δk is the degree of approximation required for the
compression of aggregate values on data streams related to the event Ek. δk

can be reasonably expressed as a percentage value. δk = 0% means that the
portion of aggregate values whose time interval is contained within the range
[tEk,start : tEk,end] must be maintained uncompressed, as Ek is an event of
particular relevance. δk = 100% means that the portion of aggregate values
whose time interval is contained within the range [tEk,start : tEk,end] is not
critical for the analysis goals of the specific knowledge discovery process over
data streams considered, and hence this portion can be completely removed by
saving the aggregate values of root nodes of the involved QTW solely. Any other
intermediate value of δk originates a partial compression of aggregate values
whose time interval is contained within the range [tEk,start : tEk,end]. This overall
determines an event-based compression of the MRDS, i.e. a compression that
is driven by the degree of interestness and the relevance of events.

Non-Linear Compression of QTW . Before showing how the non-linear com-
pression process works on the whole MRDS, we focus the attention on how a
singleton QTW is compressed, which is a basic task of the latter process. The
tree-based nature of QTW combined with the multi-resolution nature of OLAP
queries offer a meaningful and intuitive way of modeling a partial compression
of the QTW in dependence on δ. First, note that, as said above, for an un-
compressed QTW , δ = 0% whereas for a full-compressed QTW , δ = 100%. In
the first case (i.e., δ = 0%), the QTW maintains all the nodes and it is able
to efficiently answer OLAP queries with the higher degree of approximation
supported by the current representation of the MRDS. In the latter case (i.e.,
δ = 100%), the QTW is reduced to its root node solely, and the evaluation of
OLAP queries introduces high approximation given by applying classical linear
interpolation techniques to the unique ΔSQTW ×ΔTQTW two-dimensional range
〈RS,QTW ,RT,QTW 〉 associated to the root of the QTW .

Intuitively enough, from the model above it follows that a partial compression
of the QTW produces a partially-compressed QTW , denoted by Q̃TW p, having
a number of nodes between the two opposite situations represented by a full-
compressed QTW , denoted by Q̃TW f , with number of nodes N

Q̃TW f

= 1, and

an uncompressed QTW , denoted by Q̃TWu, with number of nodes N
Q̃TW u

=
∑P

˜QTW u

k=0 4k (i.e., 1 < N
Q̃TW p

<
∑P

˜QT W u

k=0 4k).
Another point of interest with respect to approximate answers to range-SUM

queries on summarized data streams embedded into QTW is noticing that the
accuracy of approximate answers is mostly due to the contribution of leaf nodes
of the QTW . This claim is obviously valid for those queries that overlap the
two-dimensional ranges associated to internal nodes of the QTW , which are
indeed the most frequent ones. Based on this main intuition, our partial QTW
compression task adopts the strategy of pruning a number of leaf nodes, starting
from the oldest ones, until the desired degree of approximation δ is satisfied.
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In order to dynamically detect the condition above, we introduce an error
metrics over a “typical” synthetic query-workload against the current represen-
tation of the target QTW to be compressed. Given the QTW to be compressed,
we introduce a query-workload QWL against the QTW composed by all those
synthetic range-SUM queries Qs having area equal to ΔSQs×ΔTQs , where ΔSQs

and ΔTQs are input customizable parameters such that the following constraints
are satisfied: (i) for each synthetic query Qs in QWL, the two-dimensional
range associated to Qs is contained by the two-dimensional range associated
to the QTW (i.e., 〈RS,Qs ,RT,Qs〉 ⊆ 〈RS,QTW ,RT,QTW 〉); (ii) synthetic queries
in QWL overlap all the two-dimensional ranges associated to internal nodes of
the QTW . Our error metrics is given by the Average Relative Error εr,QWL due
to evaluating synthetic queries in QWL against the QTW , defined as follows:
εr,QWL = 1

|QWL| ×
∑|QWL|−1

k=0 Er(Qs,k), such that E(Qs,k) is the relative ap-
proximation error due to evaluating the synthetic query Qs,k against the QTW ,

defined as follows: Er(Qs,k) = |A(Qs,k)−Ã(Qs,k)|
A(Qs,k) , where A(Qs,k) (�= 0) is the exact

answer to Qs,k, i.e. the answer to Qs,k evaluated against the uncompressed data
streams related to the QTW , and Ã(Qs,k) is the approximate answer to Qs,k,
i.e. the answer to Qs,k evaluated against the QTW .

Due to massive size of data streams, the above-illustrated algorithm could
still introduce excessive computational overheads, so that some optimizations
are necessary. Among all complexity aspects, data access cost is the most rel-
evant one. Also, it should be noted that the input degree of approximation δ

is indeed a lower-bound, meaning that the partially-compressed QTW , Q̃TWp,
must retain at least a degree of approximation equal to δ. The latter two ev-
idences suggest us to prune sets of contiguous QTW leaf nodes at time rather
than one QTW leaf node at time, and check the approximation condition af-
ter that each set of contiguous QTW leaf nodes has been removed from the
QTW . The order in which the set of contiguous leaf nodes of the actual QTW
is selected is the temporal one, according to the motivations on the accuracy of
approximate answers given above. The number of contiguous leaf nodes removed
at each iteration, denoted by ρ, is a customizable input parameter of the partial
compression task. Overall, this data access strategy involves in a lower spatio-
temporal complexity during the partial compression task over the target QTW .
Algorithm partialCompress (see Fig. 1) implements the partial compression
task introduced above.

Finally, algorithm fullCompress (see Fig. 2) implements the full compression
task introduced above. It is very simple and does not deserve further details.

Non-Linear Compression of the MRDS. The non-linear compression of the
MRDS exploits the non-linear compression of the QTW as a baseline operation.
Recall that the event process layer originates an annotation of the whole temporal
dimension of the MRDS by means of tuples of kind: 〈Ek, tEk,start, tEk,end, δk〉. For
the sake of simplicity, in the following analysis assume that each temporal range
[tEk,start : tEk,end] of tuples contains the temporal ranges of an integer number of
QTW of the MRDS. Extending the following analysis to the case in which each
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Input: The QTW to be compressed; the degree of approximation δ; the width of the
range of synthetic queries on the stream source dimension, ΔSQs ; the width of
the range of synthetic queries on the temporal dimension, ΔTQs ; the number of
contiguous leaf nodes to be removed at each iteration, ρ.

Output: Void.
Method: Perform the following steps:

1 QWL ← computeQWL(QTW ,ΔSQs ,ΔTQs);

2 Q̃TWp ← QTW ;

3 while(checkAppxDegree(Q̃TW p,QWL,δ) == FALSE && Q̃TW p.depth() ≥ 1){
4 L ← nextContiguousLeafNodes(Q̃TW p,ρ);

5 Q̃TW p.remove(L);
6 }
7 QTW ← Q̃TWp;
8 return;

Fig. 1. Algorithm partialCompress

Input: The QTW to be compressed.
Output: Void.
Method: Perform the following steps:

1 Q̃TW f ← QTW.root();
2 QTW ← Q̃TW f ;
3 return;

Fig. 2. Algorithm fullCompress

temporal range [tEk,start : tEk,end] contains the temporal ranges of a non-integer
number of QTW is straightforward.

Given the amount of storage space B′ to be released in order to represent
“new” arrivals in the MRDS, the non-linear compression of the MRDS works
as follows. First, event annotation tuples are sorted by descendent values of δk.
This approach is due to observing that, given a tuple 〈Ek, tEk,start, tEk,end, δk〉,
a higher value of δk means that a higher degree of approximation is required for
the aggregate values on data streams related to the temporal range [tEk,start :
tEk,end] (in other words, the event Ek is relevant for the target application con-
text). On the contrary, a lower value of δk means that a lower degree of ap-
proximation is required for the aggregate values on data streams related to the
temporal range [tEk,start : tEk,end] (in other words, the event Ek is not critical
for the target application context). Also, note that, in the first case, a lower
amount of storage space can be released from the involved MRDS portion (i.e.,
a set of QTW ), whereas, in the second case, a higher amount of storage space
can be released from the involved MRDS portions.
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Input: The MRDS to be compressed; the amount of storage space to be release, B′.
Output: Void.
Method: Perform the following steps:

1 EventTupleSet ← MRDS.eventTupleSet();
2 EventTupleSet.sortByAppxDegree();

3 M̃RDS ← MRDS;
4 for(k = 0 . . . EventTupleSet.size() && B′ > 0){
5 EventTuple ← EventTupleSet.eventTuple(k);
6 tEk,start ← EventTuple.tStart();
7 tEk,end ← EventTuple.tEnd();
8 δk ← EventTuple.delta();

9 QTWSet ← M̃RDS.QTWSet(tEk,start,tEk,end);
10 while(h = 0 . . . QTWSet.size() && B′ > 0){
11 QTW ← QTWSet.QTW (h);
12 if(δk �= 0){
13 if(δk

.
= 100){

14 QTW .fullCompress();
15 else
16 QTW .partialCompress(δk);
17 }
18 B′ ← B′−computeReleasedSpace(M̃RDS ,MRDS);
19 }
20 }
21 }
22 MRDS ← M̃RDS;
23 return;

Fig. 3. Algorithm compress

The storage space B′ to be released is indeed a lower-bound, meaning that
during the MRDS compression process we could finally release a total amount
B′′ > B′, since additional space needed to the representation of structural in-
formation of the MRDS could be removed while removing QTW nodes (with
the goal of releasing B′). However, the additional space B′′′ = B′′ − B′ can be
invested then to represent new other arrivals. Another specific feature of the
MRDS compression process relies in the relationship between the latter pro-
cess with the basic task represented by the compression of a singleton QTW .
Since stream readings are buffered before to be stored within the MRDS (to
performance purposes), at each iteration of the overall compression we need to
compress several QTW , according to the “relevance” of associated events, until
the required storage space B′ is completely released.

This evidence suggests us to (fully) compress those QTW requiring a degree
of approximation equal to 100% first, and (partially) compress those QTW re-
quiring a degree of approximation between 0% and 100% then. Obviously, QTW
requiring a degree of approximation equal to 0% are maintained uncompressed.
Overall, this strategy allows us to release the required amount of storage space
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B′, and, at the same time, ensure that the constraints imposed by the event-
based data stream compression model can be satisfied. In fact, it should be noted
that full QTW compressions allow us to release a higher amount of storage space
and, as a consequence, the amount of storage space to be released during partial
QTW compressions can be lowered, thus involving a better approximation in
those QTW related to interesting events.

Finally, algorithm compress (see Fig. 3) implements the non-linear MRDS
compression process illustrated above.

4 A Reference Architecture for Event-Based Compression
and Mining of Data Streams

The reference architecture implementing the proposed ECM-DS model is shown
in Fig. 4 and it consists of four stages (as a straightforward extension of the
MavEStream architecture [28] focused to the compression of data streams): 1) CQ
processing stage used for computing CQs over data streams; 2) event genera-
tion stage in which interesting events are generated as a result of continuous
query processing; 3) event processing stage that is used for detecting events
with/without masks; 4) rule processing stage that is used to check conditions,
and to trigger predefined compression actions once events are detected.

The seamless nature of our integrated model is due the compatibility of the
chosen event processing model (i.e., an event detection graph) with the structure
used for stream processing. Based on our analysis, synthesizing both the pro-
cessing models with respect to the goals of ECM-DS requires the following issues
to be addressed: 1) handling highly bursty event streams (generated by the CQ
processing stage) in event processing; 2) processing of events streams based on
attributes and not solely on timestamp; 3) specification of events/event expres-
sions, rules and CQs.

In order to efficiently support ECM-DS, we have enhanced both the models to
address the above mentioned issues. For the event processing model, we per-
formed the following improvements: 1) we have enhanced the event operators by
introducing input queue(s) for each operator, which makes it possible to han-
dle highly bursty outputs from CQ processing stage and take advantages of the
techniques (i.e., scheduling strategies,load shedding) developed for stream pro-
cessing model; 2) we have enhanced the event expressions in such a way that
primitive events can process event streams based on event attributes, and not
only on timestamp; 3) we have also enhanced the event consumption modes to
support more meaningful windows; 4) we have extended SQL allowing user to
specify events/event expressions, rules and CQs together.

For the stream processing model: 1) output of CQs can be fed as inputs to
the primitive events in the event processing stage – we have named continu-
ous queries, so that in the event processing stage the outputs of CQs can be
used for detecting events; 2) we have introduced stream modifiers that can de-
tect complex changes between tuples in a stream; 3) we have also introduced the
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Fig. 4. ECM-DS reference architecture

semantic window to enhance the expressiveness and computation efficiency of
CQs, and to allow creation of more meaningful windows.

5 Conclusions and Future Work

ECM-DS not only supports a larger class of data stream processing and mining
applications, but also provides more accurate and efficient ways for processing
CQs and event expressions. All the enhancements proposed in this paper deal
seamlessly with current stream processing techniques and can be easily inte-
grated into any current data stream management systems. Finally, a prototype
of the proposed integrated model is underway.

In terms of future work, we are investigating how ECM-DS can be integrated
with novel Grid architectures [20, 19] in order to embed into the model high
performance and high reliability features that will allow us to efficiently process
high-rate, high-dimensional, massive data streams.
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Abstract. In this paper we propose a powerful ontology driven method that eases
the browsing of any repository of information resources described by an ontol-
ogy: we provide a flexible semantic granularity method for the navigation of a
repository according to different levels of abstraction, i.e. granularities. The gran-
ularity is explicitly parameterised according to the criteria induced by the context.

1 Introduction

Semantic granularity enables the browsing of information resources according to dif-
ferent levels of abstraction, i.e., granularities. Granularities have been already studied in
the area of Information Systems, in particular for the spatio-temporal domain [1]. Some
attempts to define semantic granularities have been made with respect to terminolo-
gies. However, in both cases, granularities are static and embedded in the data model
or in the database schema. By contrast, semantic granularity [2] extracts dynamically
the structure, namely the granularity lattice, which enables to organize the repository
at different levels of abstraction.

Moreover, to fill the gap between Cognitive and Information spaces [2], it is manda-
tory to take into account the influence of the context. Thus, in this paper we propose a
context dependent semantic granularity method. It originates from the research results
presented in [3], where the application context has been formalized in order to pa-
rameterize the semantic similarity among ontology instances. The application context
models the importance of ontology entities (i.e., classes, attributes and relations) that
concur in the granularity assessment as well as the different operations used to analyse
them. Herein we adapt this formalization to parameterize the semantic granularity we
have proposed in [2]. The resulting instrument is a powerful ontology driven method
that eases the browsing of a repository of information resources.

The advances of this work with respect to our previous results [3,2] are: (i) the lay-
ered framework becomes a potential common frame for context dependent ontology
driven methods: we demonstrate it is suitable for both the semantic similarity and the
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granularity; (ii) we propose an extension of the application context formalism for the
granularity: we define new operations and functions to be adopted for the analysis of
ontology entities; (iii) we illustrate a more flexible evaluation of semantic granular-
ity throughout its context dependent parameterization. Overall, the main benefit of this
work is to enable a user-oriented browsing: the user may formulate, learn and modify
the granularity criteria induced by the context.

The paper is organized as follows. In Section 2 we introduce the semantic granularity
method discussing an illustrative example. In Section 3 we describe the context depen-
dent parameterization of the method. Finally, Section 4 concludes the paper outlining
future research directions.

2 Semantic Granularity

Semantic granularities are built with respect to an ontology O representing the infor-
mation resources, which are described by a structured set of qualities Q. Information
resources are instances of a class S. The set of qualities Q are represented by ontology
classes organized in a hierarchy ≺Q induced by relations IS-A and Part-Whole. We
suppose that a top hierarchy class QT exists such that, for each quality Q, Q ≺Q QT ;
moreover, each Q ∈ Q has at least one direct instance.

The user is expected to access the resources in the repository by using set of granules
with increasing detail. Each granule belongs to a given granularity and corresponds to
a quality Q according to which the corresponding resources are grouped. Granularities
are defined dynamically, according to both the data model, represented by the ontology
schema, and the data, given by ontology instances.

The method follows a two-phase process. In the first phase, namely quality filter-
ing, it evaluates each quality with respect to its capability of abstracting information
resources. The evaluation of the abstraction capability of a quality Q takes into ac-
count the attributes and the relations that characterize the resources in S as well as the
attributes and the relations of their related instances. The quality filtering returns the
qualities with a better value of abstraction capability which are promoted to be granules
of some granularity.

Then, the granularity building phase distributes the granules among different granu-
larities according to ≺Q. It returns the set of granularities to employ for the repository
navigation. Since not all the qualities in the hierarchy will be evaluated as good abstrac-
tors by the quality filtering phase, the browsing of the information resources according
to semantic granularities will differ from the browsing driven by IS-A and Part-Whole.

Example 1. Fig. 1 shows an example of application of semantic granularity onto a
repository of scientific papers represented by the ontology schema in Fig. 1(a). We use
instances of Paper as resources and of Topic as qualities in input for the semantic gran-
ularity. Fig. 1(b) is an excerpt of the topic taxonomy: the values in brackets are the
results of the semantic granularity application. The first value is the abstraction ca-
pability of the topic resulting by the quality filtering phase: the lower is the value, the
better the topic abstracts its subtopics in the hierarchy. Setting an abstraction thresh-
old (for instance 0,31), the quality/topic Ontology is discarded. The second element
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….…. ….

(0,20)(G1)

(0,25)(G3)(0,30)(G3)
(0,17)(G3)

(0,08)(G3)

(G3)

...
(0,22)(G3)

(b)

Fig. 1. (a) An ontology schema to organize information about scientific papers. (b) Topic taxon-
omy and semantic granularity results. For each quality, the values in brackets indicate its abstrac-
tion capability and the granularity (G1,G2, or G3) to which it is assigned.

in the brackets represents the result of the granularity building phase: the granulari-
ties G1, G2, G3, which correspond to distinct levels of abstraction, are identified and
the granules are associated with them. For example, increasing the level of detail, Ar-
tificial Intelligence belonging to G1 is converted in Multi-Agent System and Seman-
tic Web, which belong to G2. Furthermore, Semantic Web is converted in Ontology
Language, Ontology Engineering, Semantic Interoperability, and Social Networking
belonging to G3.

3 Context Dependent Parameterization of Semantic Granularity

3.1 The Ontology Model and the Layered Framework

The ontology model gives the expressiveness of the ontologies defined according to
the framework. Herein, we adopt the ontology model equivalent to an ontology with
data types and defined in [3]. In addiction to δa, δr, δc that retrieve the attributes, the
relations and the concepts reachable by a given concept or relation, we defined the
function δr−1 : C ∪ R → 2R, such that δr−1(c)={r: R | ∃c′ ∈ C, σR(r) = (c′, c)}
denotes the set of relations that reach c ∈ C; and δr−1(r)={r′: R | r′ �= r, ∃c ∈
C, ∃c′ ∈ δc(r), σR(r′) = (c, c′)} is the set of relations which differ from r and reaches
the concepts reachable through the relation r ∈ R.

The framework is structured in terms of data, ontology and context layers plus the
domain knowledge layer which spans all the others [4].

The data layer provides the functions onto the data type values (e.g., functions which
filter the values of simple or complex data types, statistical and user defined functions).

The ontology layer provides the mechanism for processing semantic granularity by
considering the way ontology’s entities are related. It provides the implementation of
the semantic granularity and of the operations (e.g., intersection, count) which may be
recalled by the semantic granularity in a given application context.

The context layer provides the application contexts, i.e., the criteria for the compu-
tation of semantic granularity considering how ontology entities are used for specific
purposes. Each application context specifies the attributes and the relations to consider
likewise the operations and functions to apply on them.
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3.2 Application Contexts

This section formalizes the application contexts used to parameterize the semantic gran-
ularity. It is an extension of the formalization illustrated in [3]. An application context
is defined by an ontology engineer, according to specific application needs. Assuming
the definition of Sequence of elements presented in [3] a path of recursion tracks the re-
cursion during the assessment of the semantic granularity and represents the navigation
path in the ontology to collect the information of interest. It is defined as follows.

Definition 1 (Path of Recursion of length n). A path of recursion p of length n is a
sequence of elements with length n whose elements are classes in C and relations in R
(i.e., p ∈ Sn

C∪R), such that p starts from a class c and whose other elements are relations
either starting from or ending in c or c′, where c′ is a class involved in some relation in p,
that is p(1) ∈ C∧∀j ∈ [2, n] p(j) ∈ R∧(p(j) ∈ δr(p(j−1))∨p(j) ∈ δr−1(p(j−1))).

Pn denotes the set of all paths of recursion with length n, whereas P denotes the set of
all paths of recursion P =

⋃
n∈N Pn.

The application context (AC) function is defined inductively according to the length
of the path of recursion. It yields the set of attributes and relations to consider and
the operations to apply when computing the semantic granularities, e.g., sum, average,
minimum, maximum, which could indirectly recall the functions in the data layer, and
different forms of count operations: Count, which evaluates the cardinality of a set of
instances; WCount, which evaluates a weighted count of instances according to the
cardinality of related attributes or relations; InvCount, which evaluates the inverse
cardinality of a set of instances, (i.e., a set with less instances has more importance than
a set with greater cardinality). The application context is formally defined as follows.

Definition 2 (Application Context AC). Given the set P of paths of recursion, L the
set of operations provided by the ontology layer (i.e. Count, WCount and InvCount for
the semantic granularity), G the set of datatype functions available in the data layer,
the application context for the semantic granularity is defined by the partial function
AC: P → 2A×(L∪G) × 2R×L.

Note that each application context AC is characterized by the operators ACA: P →
2A×(L∪G) and ACR: P → 2R×L, which yield respectively the context AC related to
the attributes and to the relations.

Example 2. Given the ontology schema in Fig. 1, two examples of application contexts
AC1 and AC2 are defined. AC1 corresponds to the hard coded context implicitly used
in Example 1. It starts from the path of recursion [Topic] and considers the instances
of Paper associated with each Topic to calculate the capability of abstraction. It is
formalised as follows:

[Topic]
AC1→ {{φ},{(isAbout−1,Count)}}.

AC2 considers the date of publication, the number of authors, the type (i.e., journal,
conference proceedings, or book) of papers. It is formalised as follows:

[Topic]
AC2→ {{φ},{(isAbout−1,WCount)}}

[Topic.isAbout−1]
AC2→ {{(type,i(Paper,Book))(date,g(today))}

{(hasAuthor,InvCount)}} .
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AC2 starts from the path of recursion [Topic] and moves along to the inverse of relation
isAbout to focus on the attributes and relations of Paper. The change of focus is tracked
by the path of recursion [Topic.isAbout−1]. AC2, when applied to the new path of
recursion, returns the attributes type and date and the relation hasAuthor. Type and
date are respectively processed by the two functions i and g provided by the data layer:
i(Paper,Book) returns the inverse of the cardinality of the papers associated with a
given topic that are published in a book or a journal, whereas g(today) counts only the
papers published in the last three years. Finally, the inverse cardinality of the relation
hasAuthor is considered.

3.3 Context Dependent Quality Filtering

As mentioned above, the quality filtering evaluates the abstraction capability of each
quality Q, selecting those more representative for the repository that will become gran-
ules. We explicitly parameterize the capability of abstraction of a quality Q to provide
a semantic granularity according to an application context AC.

Definition 3 (Abstraction capability of a quality Q w.r.t. AC, RAC,p
Q ). Given an on-

tology O, representing the class of information resources S, described with respect to
the set of qualities Q; the quality Q ∈ Q; the partial order ≺Q on Q; QT the most
generic quality in Q according to ≺Q; the starting path of recursion p initialized as
p = [QT ]; RAC,p

Q , is defined as follows:

RAC,p
Q =

∑
x∈ACA(p)∪ACR(p) RAC,p,x

Q

|ACA(p)|+ |ACR(p)| .

RAC,p,x
Q is the abstraction capability of Q according to the relation or attribute x men-

tioned in the application context AC for a path of recursion p. It is defined as follows:

RAC,p,x
Q =

⎧
⎪⎨

⎪⎩

RAC,p◦x
Q if (x,WCount) ∈ ACR(p)

max{Q′|Q′≺QQ}sQ′∗
AC,p,x

∑
{Q′|Q′≺QQ} sQ′∗

AC,p,x+sQ
AC,p,x

otherwise.

In practice, for each relation x in the context whose associated operation is WCount,
the evaluation of RAC,p

Q is defined recursively considering the instances related to the
quality Q by the path of recursion p ◦ x. That allows to assess the abstraction capabil-
ity of Q also considering the relations and attributes belonging to instances that are not
directly related to the quality Q. Otherwise, when the context does not prescribe a recur-
sive assessment, the abstraction capability presented in [2] is parameterized according
to the context defining sQ

AC,p,x and sQ∗

AC,p,x as follows:

sQ
AC,p,x =

∑

q∈Q

∑

ι∈I(q,p)

fp,x
AC(ι) sQ∗

AC,p,x =
∑

{Q′|Q′≺QQ}

sQ′

AC,x.

fp,x
AC(ι) measures the weight of the instance q of Q according to the relation or attribute

x belonging to the set of instances I(q, p), which are reachable through the recursion
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path p, and considering the operations indicated in AC. Thus, assuming: (i) X a place-
holder that works as a metasymbol that may be replaced by R or A, whether x is re-
spectively a relation or an attribute; (ii) iA(ι, a) = {v ∈ V | (ι, v) ∈ lA(a), ∃y ∈
C s.t. σA(a) = (y, T ) ∧ lT (T ) = 2V } the set of values assumed by the instance ι for
attribute a; (iii) iR(ι, r) = {ι′ ∈ lc(c′) | ∃c ι ∈ lc(c) ∃ c′ s.t. σR(r) ∈ (c, c′) ∧ (ι, ι′) ∈
lR(r)} the set of instances related to the instance ι by relation r; (iiii) g a function pro-
vided by the data layer, w the metasymbol that works as placeholder for the function
parameters that have been already fixed in the application contexts; fp,x

AC(ι) is defined
as follows:

fp,x
AC(ι) =

⎧
⎨

⎩

g(w) if(x,g(w))∈ACA(p), v∈iA(ι,x)

|iX(ι, x)| if (x,Count)∈ACX(p)
1

|iX(ι,x)|+1 if (x,InvCount)∈ACX(p)

The following example gives the flavour of circumstances where different contexts
arise.

Example 3. We provide an example of semantic granularity application according to
two application contexts. Let us considering a user who needs to browse a repository
of scientific papers with two distinct purposes: (1) to get a first impression about the
repository content and (2) to identify the hottest topics in the Computer Science re-
search. These two aims correspond to two distinct contexts formalized respectively by
the functions AC1 and AC2 given in the Example 2. We have extracted some real data
from Faceted Dblp, a repository of Computer Science papers1, and organized them in
the ontology of Fig. 1. The semantic granularity has been applied and a fragment of
the result is illustrated in Fig. 2. Different granularities are obtained considering the
contexts AC1 and AC2: comparing Fig. 2(a) and Fig. 2(b) granularities G2 and G3
contain different granules, i.e., topics. Indeed, the filtering phase results in different ab-
straction capabilities for the topics, according the two contexts. For example, Semantic
Web disappears in Fig. 2(b), as it has been discarded by the filtering, whereas Ontol-
ogy increases its importance: moving from AC1 to AC2, Semantic Web decreases its
abstraction capability as RQ increases from 0.28 to 0.35, whereas Ontology increases
its importance as RQ decreases from 0.35 to 0.31. Adopting the threshold 0.31, the
granularity building phase returns the granularities depicted in Fig 2.
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Fig. 2. Results of semantic granularity: according to contexts AC1 (a) and AC2 (b)

1 Faced Dblp is available at http://dblp.l3s.de/.
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4 Conclusions and Future Works

In this paper we have described a context dependent parameterization of semantic gran-
ularity to browse any kind of information source described with respect to a set of
qualities represented in ontologies. Even if the work is at a preliminary stage, the inter-
mediate results indicate the validity of the undertaken approach towards the definition
of a powerful ontology driven method allowing a user-oriented formulation of the gran-
ularity criteria induced by the context.

A more rigorous test case is in progress. So far, the context as explicitly parameter-
ization of ontology driven methods has been demonstrated to be essential both for the
semantic similarity [3] and the granularity.
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Abstract. Geo-ontologies have a key role to play in the development
of the geospatial-semantic web, with regard to facilitating the search
for geographical information and resources. They normally hold large
amounts of geographic information and undergo a continuous process of
revision and update. This paper proposes a novel qualitative represen-
tation scheme to structure geo-ontology A-Boxes. The scheme captures
two types of spatial relationships between geo-objects, namely, adjacency
and orientation. It facilitates qualitative manipulation of the data and
the efficient derivation of implicit information using spatial reasoning
techniques.

1 Introduction

Almost eighty percent, as commonly quoted, of information on the web are ge-
ographically referenced. The simplicity and effectiveness of applications such as
Google Earth led to a hype of activity to geo-referencing information on the
web. A large number of documents stored and retrieved include references to ge-
ographic information, typically by means of place names and spatial relationships
to place names. Both types of information play a key role in query formulation
and information retrieval on the web.

Qualitative spatial relations are paramount in geographic information retrieval
(GIR) systems. When expressing spatial relationships, people will use mostly
qualitative vocabulary, such as ”in”, ”north-of” and ”near”. The retrieval of
this information requires a representation of places and their spatial extents.
Approximate or relative information of spatial structure can be sufficient to
retrieve the required qualitative relationships. Storage of every possible instance
of relationships between places is not feasible and geometric computation carries
an overhead and generally requires precise definition of spatial boundaries of
these objects.

In this paper, we propose a model of Places and spatial relations that supports
the explicit representation of spatial structure to facilitate the the realisation of
the reasoning engine proposed. The model captures a basic spatial structure of
space using containment, adjacency and orientation relations. A spatial reason-
ing engine can utilise this structure to automatically derive implicit qualitative
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spatial relations between objects in a place ontology. The paper addresses one
of the outstanding challenges in the domain of qualitative spatial reasoning,
namely, combining quantitative and qualitative methods for geographic data
management.

Some of the issues of concern in building place ontologies are presented in
section 2. The proposed model of space is described in section 3 and pointers to
how it supports reasoning are given in section 4.

2 Building Place Ontologies

Ontologies as knowledge repositories have been developed to support the primary
goal of sharing knowledge in a manner that aids understanding. Geospatial on-
tologies [4] capture key conceptualisations of geographic domains to facilitate
the reuse and sharing of geographic information on the web. Several examples
of geo-ontology developments have recently been proposed [7,6].

Place ontologies are particular types of geospatial ontologies needed to support
information retrieval activities on the web. These are models of terminology and
structure of geographic space as well as records of entities in this space.

The web is viewed as a potentially rich resource for collecting place informa-
tion to populate Place ontologies. Computational techniques are being devel-
oped to support the process of recognizing occurrences of place names in texts,
and determining the corresponding geographical coordinates (e.g., [9,8,1]. Also,
building place ontologies requires the integration of resources of variable quality
in terms of precision and completeness.

Much of the semantics in Place ontologies are implicit and evident only at the
instance level.For example, different types of spatial relationships exist between
every object and all other objects in space; an object may be inside, north-
of, near to, larger than another object, etc. Some of those relationships may
be captured on the concept level but most others are implicit, evident only by
visual interpretation and geometric computation. Explicit representation of such
relationships is not practically possible and means for their automatic extraction
are needed.

A principal research question is to identify which types and granularities of
spatial relationships to model explicitly and which ones to compute or deduce.
Much research has been undertaken in the area of representing spatial rela-
tionships and qualitative spatial reasoning [3,2,5] to support the composition of
relationships. These methods can be adapted for representing and reasoning over
the spatial structure of geospatial ontologies.

3 A Canonical Model of Spatial Relations

Three types of spatial relationships are most evident for geographic information
retrieval on the web. These are containment (inside), proximity (close or near)
and orientation (north-of, east-of, etc.) Here, we propose a minimal model that
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combines these three types of spatial relationships to support their effective ma-
nipulation. In particular, it is proposed that direct containment (parent-child
relations), as well as direct adjacency (closest neighbours) and orientation rela-
tionships can provide a basic model to capture the implicit spatial structure of
geospatial information.

The basic idea of the proposed approach is simple. The map or spatial scene
is divided up into concentric layers of adjacent objects in a form resembling the
annual growth rings on a tree trunk. The map edges constitute the first ring and
serves as a frame of reference for the rest of the scene. Objects are then grouped
in a hierarchical division of the map into successive rings and related by explicitly
defining adjacency and orientation relationships between objects in every ring.
Adjacency and orientation relationships are then used to relate objects across
consecutive rings. It is shown how the inter and intra-ring relationships can be
represented using one structure.

Relationships are explicitly represented between a subset of objects on the
map. It is shown how this information can be propagated to deduce orientation
relations between non-adjacent objects. The representation levels are given in
the rest of this section.

I. The Ring Structure
The semi-infinite region around the map edges is the reference ring and is
bounded by the four map edges, north (N), east (E), south, (S) and west (W ).
Adjacent objects from the edge of the map form the first ring R1. Adjacent
objects to the first ring form the second ring R2 and so on. This process ends
when all the objects are related to a ring. The last ring formed is the core of the
spatial scene. An example of this process is shown in figure 1 where successive
rings are shown with no orientation or adjacency relationships.

Note that the virtual rings divides the containing objects into regions, namely
A0, A1, A2 and A3, which are used to encode the adjacency and orientation
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(a) (b)

Fig. 1. (a) Sample map scene. (b) Corresponding Rings.
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relationships. Only objects with outer edges adjacent to the ring edges are related
to it. In this case, the virtual rings act as frames of reference for their enclosing
objects in exactly the same way the map edges are for the map scene.

II. Representing Inter-Ring Relationships
In this step, orientation relationships are represented between adjacent objects
in different rings. For every object in every ring in the tree, define its relative ori-
entation with adjacent objects. An example of encoding this type of relationships
for the map in figure 2(a) is given in 2(b).

o3

o4 o8

o10

o7

o6

o2

o1

o9

o5

S0

W NSE

R2 o9 o6 o7 o8 o9

R3 o10

R1

R0 N E S W

o4 o5o3o2o1

WWN E S

(a) (b)

Fig. 2. Representing Inter-Ring relationships. (a) Sample map. (b) Orientation rela-
tionships are encoded only between adjacent objects.

III. Representing Intra-Ring Relationships
Here, orientation relationships are represented between adjacent objects in the
same ring. This is achieved in two steps:

1. Firstly, a matrix is used to encode the adjacency relationships between ob-
jects in the ring. In figure 3(a) a matrix is used to hold adjacency rela-
tionships between objects in R2. The fact that two entities are adjacent is
represented by a value (1) in the matrix and by a value (0) otherwise. For
example, o6 is adjacent to both objects o7 and o9, object o7 is adjacent to
object o8 and object o8 is adjacent to object o9. Since adjacency is a sym-
metric relation, the resulting matrix will be symmetric around the diagonal.
Hence, only half the matrix is sufficient for the representation of the space
topology and the matrix can be collapsed to the structure in figure 3(b).

2. Secondly, the values of (1) in the matrix is replaced by the relative orientation
relationship between the corresponding objects as shown in figure 3(c). This
structure is then denoted Adjacency-Orientation Matrix.

Note that S0 represents the infinite embedding space of the map.
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Fig. 3. (a) Adjacency matrix for objects in R2 of figure 2. (b) Half the symmetric adja-
cency matrix is sufficient to capture the scene representation. (c) Adjacency-orientation
matrix is formed by modifying the adjacency matrix to hold orientation relations be-
tween adjacent objects in the ring. (d) The combined inter- and intra- ring adjacency-
orientation matrix.

IV. Representing the Combined Inter- and Intra-Ring Relationships
Representation levels II and III above can be combined by representing the com-
plete set of objects in the scene in the adjacency-orientation matrix. Hence, a
uniform structure can be used to capture the adjacency and orientation relation-
ships between all the map objects. The combined matrix for the map in figure
2 is shown in figure 2(d). The matrix can be kept compact by exploiting the
transitive property of the orientation relations. Relations between non-adjacent
entities can be deduced using qualitative reasoning. The convention of orienta-
tion relations is R(column, row).

4 Reasoning with the Ring Model

The structure proposed supports the automatic derivation of implicit relation-
ships as follows.

1. Orientation relationships between consecutive objects on every ring edge are
determined by their order. For example, east and west edges in every ring
determine the north and south relationships, e.g. in figure 2(a), object 1 is
north of object 2 which is north of 3, etc. Similarly, the north and south
edges determine west and east relationships.

2. Transitivity of order relations are used to determine orientation relations
between objects on similar orientation edges in consecutive rings. If A is on
the east edge of ring 0 and B and C are on the east edges of rings 1 and 2
respectively, then, east(A,B) ∧ east(B,C) → east(A,C).

3. Projections of ring edges as well as the order of the ring can be used to
determine further refined orientation relationships across rings.

4. The implicit order of the rings can be used to imply qualitative distance
relationships, where objects in consecutive rings are closer to each others
that those in subsequent rings.

In addition to the utilisation of the model to derive a basic structure of space,
qualitative spatial reasoning techniques can be applied to propagate relationships
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across networks of objects and to define spatial integrity constraints to maintain
the consistency of the stored and derived structures.

5 Conclusions

In this paper, a qualitative model is proposed to capture the basic structure of
spatial scenes. The model encodes some adjacency and orientation relationships
between objects and supports the automatic derivation of others. An algorithm
for systematically defining rings of orientation relations is given with which re-
lations between adjacent and non-adjacent objects could be accurately defined
using a minimal set of pre-stored and calculated information. The method has
the advantage of minimising the uncertainty associated with chain reasoning
when applied in this domain.

The model is proposed as a base to support the building and management of
large place ontologies used in the context of geographic information retrieval on
the web. It provides a qualitative structure of space that complements traditional
quantitative computational geometry techniques and supports the practical de-
velopment of spatial reasoning engines to manage large geospatial data stores.
Such a combined approach is particularly useful on the web where resources for
precise place information are limited.
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Abstract. This paper investigates the problem of repairing inconsistent databa-
ses in the presence of functional dependencies. Specifically, we present a
repairing strategy where only tuple updates are allowed in order to restore con-
sistency. The proposed approach allows us to obtain a unique repair which can be
computed in polynomial time.

1 Introduction

Inconsistent databases, namely databases which violate given integrity constraints, may
arise in several scenarios, such as database integration, data warehousing, automated
reasoning systems and others. In the presence of an inconsistent database two possible
solutions have been investigated in the literature: (i) repairing the database or (ii) com-
puting consistent answers over the inconsistent database [2,3,7,8,12,14,15,16,20]. Let’s
intuitively clarify the notions of repair and consistent answer. A repair (for a database
and a set of integrity constraints) is a set of update operations which lead the database
to a consistent state (repaired database) by preserving its data as much as possible. In
most of the approaches proposed in literature, only insertions and deletions of tuples
are allowed as update operations. The notion of consistent answer over an inconsistent
database has been firstly given in [7]. Intuitively, consistent answers are those tuples
which can be derived from all the repaired databases. The problem with such a se-
mantics is that computing consistent answers is co-NP-hard also for simple classes of
integrity constraints such as functional dependencies or even primary keys [11,17].

In this paper we propose a repairing strategy which consists in updating the database
by means of attribute modifications in the case of functional dependency violations .
No deletion operation is used to restore consistency.

In order to show this approach, let’s consider the following example.

Example 1. Consider the following database DB

Employee
Name Level Salary
Mary A 20
John A 40
Peter B 30

and the functional dependency fd : Level → Salary defined over Employee. The
database DB is inconsistent as it violates fd: there are two different employees (Mary and
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John) having the same Level, but different Salary. In this case the repaired database
DBR consists of the following relation EmployeeR1:

EmployeeR

Name Level Salary
Mary A #1
John A #1
Peter B 30

Therefore, in order to satisfy fd, the inconsistent tuples in the relation Employee are up-
dated. Specifically, all the tuples having the value of the attribute Level equal to A, take
for the attribute Salary the same unknown value #1 belonging to the set {20, 40}. �

As it will be formally shown in the paper, given an inconsistent database and a set of
functional dependencies, the proposed repairing strategy allow us to obtain a unique
repair (modulo renaming of the new unknown values).

2 Preliminaries

This section introduces preliminaries on relational databases and integrity constraints
([1,24]).

2.1 Relational Databases

The existence of alphabets of relation symbols (or predicate symbols) and attribute
symbols is assumed. The domain of an attribute A is denoted by Dom(A). The database
domain is denoted by Dom.

A relation schema S is of the form p(A1, ..., Am) where p is a relation symbol and Ai
(i ∈ [1..m]) is an attribute symbol. A relation instance (or simply relation) r over S is
any subset of Dom(A1)× · · · × Dom(Am). A tuple is each element of r.

A database schema DS is of the form 〈RS, IC〉 where RS = {S1, . . . , Sn} is a set
of relation schemata and IC is a set of integrity constraints. A database instance (or
simply database) DB over DS is a set {r1, . . . , rn} of relations over {S1, . . . , Sn} (See
[19] for a more comprehensive introduction of the relational model of data).

Given a database schema DS = 〈RS, IC〉 and a database instance DB over DS, we say
that DB is consistent if DB |= IC, i.e. if all the integrity constraints in IC are satisfied by
DB, otherwise it is inconsistent.

In the following we can refer to a tuple 〈u1, . . . , un〉 of a relation r with the ground
atom r(u1, . . . , un). An atom is of the form q(t1, . . . , tn) where q is a relation symbol
and t1, . . . , tn are terms, i.e. variables or constants.

1 Note that, by adopting the classical repairing strategy (consisting in tuple insertions/deletions)
there are two different repaired databases obtained by deleting one of the two employee tuples
whose value on the attribute Level is A.
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2.2 Integrity Constraints

Databases contain, other than data, intentional knowledge expressed by means of in-
tegrity constraints. Integrity constraints express semantic information over data, i.e. re-
lationships that should hold among data and they are mainly used to validate database
transactions. They are usually defined by first order rules or by means of special nota-
tions used for particular classes of them (such as functional dependencies).

Definition 1. An integrity constraint is a formula of the first order predicate calculus
of the form2:

(∀ X)[
m∧

i=1

bi(Xi), Φ(X0) ⊃
n∨

i=m+1

(∃ Zi) bi(Xi, Zi)]

where bi (i ∈ [1..n]) is a predicate symbol, Φ(X0) denotes a conjunction of built-in
atoms, X =

⋃m
i=1 Xi, Xj ⊆ X (j ∈ [0..n]) and all existentially quantified variables

appear once. �

In the definition above, the conjunction
∧m

i=1 bi(Xi), Φ(X0) is called body and the di-
sjunction

∨n
i=m+1(∃ Zi) bi(Xi, Zi) head of the integrity constraints.

Example 2. The integrity constraint (∀ X) [ p(X) ⊃ q(X)∨ r(X) ] states that the relation
p must be contained in the union of the relations q and r. �

In the following we concentrate our attention to a particular class of integrity constraints
consisting of functional dependencies.

Definition 2. A functional dependency fd is a constraint of the form

∀(X, Y, U, Z, V) [ p(X, Y, U), p(X, Z, V) ⊃ Y = Z] (1)

where X, Y, U, Z, V are lists of variables. A database DB satisfies fd if for each p(x, y, u),
p(x, z, v) ∈ DB, then y = z. �

3 Repairing Inconsistent Databases

Most of the classical approaches to the problem of repairing inconsistent databases
rely on minimal sets of insert/delete operations; only few works have investigated the
computation of repairs consisting of tuple updates ([25]).

In the following, we present a technique for repairing databases in the presence of
functional dependencies; such a technique relies on tuple updates.

Before formally introducing the notion of repair, let us introduce some preliminary
definitions.

We assume to have an infinite enumerable domain D# = {#1, ...,#n, ...} of distinct
unknown values. We denote with Dom# = Dom ∪ D#. Every relation over the

2 The order of literals in a conjunction or in a disjunction is immaterial. A literal can appear in
a conjunction or in a disjunction at most once. The meaning of the symbols ‘∧’ and ‘,’ is the
same.
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schema r(A1, ..., An) can take values from Dom#(A1)×· · ·×Dom#(An), where Dom#(Ai) =

Dom(Ai) ∪ D#.
Unknown values are introduced to replace conflicting values. Thus, given a relation

r with schema r(A1, ..., An) and a tuple t = r(u1, ..., un), a value ui = #i means that
the tuple t has been introduced into the relation r to replace conflicting tuples and that
the value of the i-th attribute could be any value associated with the i-th attribute of
the conflicting tuples. In the following, for each value ui of a tuple t, dom(ui) denotes
the set of values which can be associated with the i-th attribute of t.

Let’s now clarify how the proposed approach works in order to restore consistency
if a violation of a functional dependency occurs.

Consider a functional dependency fd of the form (1). If the database DB contains a
pair of ground atoms p(a, b1, c1) and p(a, b2, c2), then the functional dependency fd is
violated; moreover it could be satisfied by updating both the atoms to p(a,#i, c1) and
p(a,#i, c2), where #i is a new unknown value and dom(#i) = {b1, b2} (i.e. the value
of #i could be either b1 or b2).

Before formally introducing the repairing technique, let us introduce the satisfaction
of functional dependencies for databases whose tuples can take values from Dom#.

Definition 3. Given a relation r over the schema r(A1, ..., An) and a functional depen-
dency fd = X → A, where X and A are a set of attributes and an attribute respec-
tively, then r |= fd if ∀t1, t2 ∈ r,

∧
Ai∈X dom(t1(Ai)) ∩ dom(t2(Ai)) �= ∅ implies

t1(A) = t2(A). �

It is worth noting that the previous definition extends the classical definition of satis-
fiability of functional dependencies over standard databases. Let us now discuss how
databases can be repaired to satisfy functional dependencies.

Definition 4. Given a relation r over r(A1, ..., An) and two tuples t1 = r(u1, ..., un) and
t2 = r(v1, ..., vn) we say that t1 subsumes t2 (denoted by t1 � t2) if for all i ∈ [1..n]
dom(vi) ⊆ dom(ui). Moreover, t1 strictly subsumes t2 (denoted by t1 � t2) if t1 � t2
and t2 �� t1. �

Example 3. Consider the tuples t1 = r(a,#1, c) and t2 = r(a, b, c) with dom(#1) =
{a, b, c}; then t1 � t2. �

Definition 5. A (tuple) substitution S is a set of pairs of tuples {t1/t′1, ..., tn/t′n},
where for all i, j ∈ [1..n], with i �= j, the conditions ti �= tj and ti � t′i hold. �

Given a substitution S = {A1/B1, ..., An/Bn}, we denote with S[1] and S[2] the left and
right sides of S, respectively, i.e. S[1] = {A1, ..., An} whereas S[2] = {B1, ..., Bn}.

Definition 6. Let S = {A1/B1, ..., An/Bn} and T = {C1/D1, ..., Cm/Dm} be two sub-
stitutions, then T subsumes S (denoted by T � S) if S[1] ⊆ T[1] and for each pair
Ai, Cj, Ai = Cj implies Dj � Bi. Moreover, T strictly subsumes S (denoted by T � S)
if T � S and S �� T . �

Therefore, given a database DB and a substitution S, the application of S to DB, denoted
by DB◦S, gives the following database {t|t ∈ DB∧t �∈ S[1]}∪{t′|∃t ∈ DB∧t/t′ ∈ S},
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that is DB ◦ S contains the tuples in DB which are not substituted plus the new tuples
which are entered to replace old tuples.

Let us now introduce the formal definition of database repair w.r.t. a set of functional
dependencies.

Definition 7. (FD Repair). Given a database DB and a set FD of functional dependen-
cies, a repair for 〈DB, FD〉 is a substitution R such that:

1. DB ◦ R |= FD,
2. there not exists a substitution S such that

– DB ◦ S |= FD, and
– S � R.

3. each tuple t ∈ DB can be obtained from a tuple in DB ◦ R by replacing unknown
values with the associated constants. �

In the definition above Item 1 states that the database obtained by applying R on the
source database is consistent whereas Item 2 verifies that R is “minimal”.

Example 4. Consider the database schema consisting of the relation emp(name, city,
dept, mgr) with the following set IC of functional dependencies:

– fd1 = name→ city stating that an employee has to work in a unique city;
– fd2 = dept → city and fd3 = dept → mgr stating that a department must be

located in a unique city and have a unique manager.

Let DB be the following instance:

emp(john, NY, admin, frank),
emp(john, WA, sales, daniel),
emp(mary, LA, sales, susan),
emp(julie, NY, admin, frank) .

A repair R for 〈DB, IC〉 consists of the following substitution:

emp(john, NY, admin, frank)/emp(john,#1, admin, frank),
emp(john, WA, sales, daniel)/emp(john,#1, sales,#2),
emp(mary, LA, sales, susan)/emp(mary,#1, sales,#2).
emp(julie, NY, admin, frank)/emp(julie,#1, admin, frank).

The corresponding repaired database DBR consists of the following tuples:

emp(john,#1, admin, frank),
emp(john,#1, sales,#2),
emp(mary,#1, sales,#2),
emp(julie,#1, admin, frank)

where dom(#1) = {NY, WA, LA} and dom(#2) = {daniel, susan}. �

Observe that in the example above any substitution obtained from R by replacing #1
and #2 with two distinct constants, respectively in dom(#1) and dom(#2), is a repair as
well.
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Theorem 1. Given a database DB and a set FD of functional dependencies, there exists
a unique substitution, modulo renaming of values in D#, which is a repair for 〈DB, FD〉.

Proof. Assume that there are two repairs R and S. Clearly, both R and S are applicable
and satisfy IC. In order to have two repairs we must have that i) R[1] �⊂ S[1] ∧ S[1] �⊂
R[1], and ii) R �� S ∧ S �� R.

Concerning Condition i) we have that S[1] = R[1] as the set of conflicting tuple is
not determined by the repair and every repair must replace all conflicting tuples.

Concerning Condition ii) in order to have two different repair R and S there must be a
tuple t = p(x, y, z) conflicting with some other tuple t′ = p(x, y′, z′) on the base of a
functional dependency fd = X → Z, from the attributes X corresponding to the value x
to the attribute Z corresponding to the value z. Anyhow, the tuple t cannot be replaced
by a tuple ti = p(x, y,#i) in R and by a tuple tj = p(x, y,#j) is S with #i �= #j as
both #i and #j are associated with the same domain. �

The next algorithm shows how to compute the unique repair (modulo renaming of va-
lues in D#) for a database and a set of functional dependencies.

Algorithm 1. Computing FD Repair
Input: a database DB and a set FD of functional dependencies.
Output: a repair R for 〈DB, IC〉
begin

R = ∅; DB0 = DB; i = 0;
while (∃fd = A1...An → A0 ∈ FD s.t. DB �|= fd) do begin

S = ∅; i := i + 1;
Let T be a maximal set of tuples conflicting each other w.r.t. fd;
Let U = {#j | ∃t ∈ T ∧ t(A0) = #j}
Generate new value #i such that dom(#i) = ∪t∈Tdom(t(A0));
S = {t/t′| t ∈ T ∧ t′ is obtained from t by replacing t(A0) with #i} ∪

{t/t′| t ∈ DB ∧ t contains some #j ∈ U ∧
t′ is obtained from t by replacing each #j ∈ U with #i};

DB := DB ◦ S;
R = {t/t′ ∈ R ◦ S s.t. t ∈ DB0};

end
end

Observe that the algorithm above uses the standard concepts of application and com-
position of substitutions ([?]).

Example 5. Consider the following database DB = {r(a1, b1), r(a1, b2), r(a2, b2)}
over the schema r(A, B) and the functional dependencies f1 = A→ B and f2 = B→ A.

Initially R = ∅.
As DB �|= FD the while loop is executed. Assume that at the first iteration the functio-

nal dependency f1 is selected. Then, the substitution S = { r(a1, b1)/r(a1,#1),
r(a1, b2)/r(a1,#1) } with dom(#1) = {b1, b2} is computed. By applying S to DB and
composing it with R, we get the database DB = {r(a1,#1), r(a2, b2)} and the substi-
tution R = { r(a1, b1)/r(a1,#1), r(a1, b2)/r(a1,#1) }.
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At the second iteration DB �|= f2. Then, the substitution S = {r(a2, b2)/r(#2, b2),
r(a1,#1)/r(#2,#1)} with dom(#2) = {a1, a2} is computed. By applying S to DB
and composing it with R, we get the database DB = {r(#2,#1), r(#2, b2)} and the
substitution R = {r(a1, b1)/r(#2,#1), r(a1, b2)/r(#2,#1), r(a2, b2)/r(#2, b2)}.

At the third iteration DB �|= f1. So, the substitution S = {r(#2,#1)/r(#2,#3),
r(#2, b2)/r(#2,#3)} with dom(#3) = {b1, b2} is computed. By applying S to DB
and composing it with R, we get the database DB = {r(#2,#3)} and the substitution
R = {r(a1, b1)/r(#2,#3), r(a1, b2)/r(#2,#3), r(a2, b2)/r(#2,#3)}.

At this point DB is consistent. �

Theorem 2. Given a database DB and set FD of functional dependencies, Algorithm 1
computes the unique repair (modulo renaming of constants in D#) for 〈DB, FD〉. �

Proposition 1. Given a database DB and a set FD of functional dependencies, the com-
plexity of computing a repaired database is polynomial time. �
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Abstract. Financial crises are occurring frequently in Asia, Europe, and Amer-
ica, and it is important for banks to investigate strategies for such crises. The 
objective of this research is to build a model for bank runs by deposit holders in 
financial crises, and use that model to present a framework for estimating the 
amounts of deposit withdrawals during financial crises. By carrying out detailed 
investigation of the bank run model thus constructed, we clarified that the char-
acteristics of customers and branch locations both bring about differences in 
bank runs. Our estimated amounts of deposit withdrawals during financial cri-
ses suggest that each branch should adopt a customer strategy appropriate for 
the variety of customers of that branch. The bank run model proposed in this re-
search can also be applied to other marketing strategy planning, and has wide 
applicability. 

1   Introduction1 

The banking industry manages vast financial assets, directly provides various ser-
vices to customers, and is one of the groups of companies which have the greatest 
impacts in market economies. Many financial crises have occurred in Asia, Europe, 
and America in recent years, with bank runs occurring each time. Not only banks 
which lack competitive strength, competitive banks also must consider responses to 
financial crises. This is because baseless rumors can also trigger a financial crisis. 
Particularly in Japan, deregulation of financial services has led to harsh competition 
in the banking industry. These kinds of changes are rapid, and in this harshly com-
petitive environment, management to control risks in crisis situations [3] is a source 
of competitive advantage for bank continuity. 

Many researches based on various approaches have been conducted on social and 
economic responses to financial crises. In macro level views, some researches in-
vestigated the impacts of the financial crises on markets after the government im-
plementation of bank restructuring measures during financial crises in Thailand [8] 
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and Korea [2]. These researches provided important suggestions on measures which 
the governments should take in the financial crises. 

A typical research to analyze financial crises at a company level is on the relation-
ship between corporate governance and stock valuation. Mitton [7], La Porta et al. [5], 
and Johnson et al. [4] investigated the differences that arise in stock valuation after 
financial crises, depending on the level of company disclosure, structure of owner-
ship, level of diversification, and etc. More concretely, Anuchitworawong [1] ana-
lyzed the case of Thailand by investigating the relationship between owner behavior 
and stock prices after the financial crisis. This study clarified problems of undevel-
oped corporate governance in developing countries. 

While these studies characterized the social and economic responses to the finan-
cial crises and suggested some effective measures to be taken at country and company 
levels, to our best knowledge, only few studies to characterize the customer behaviors 
in the financial crises and to suggest some counter measures in a bank branch level 
have reported. The objective of this research is to build a bank run model which 
highly accurately classifies whether or not individuals will withdraw all deposits from 
their accounts in banks for which they have obtained information about a bank fear. 
Particularly, we focus on the impacts of customer knowledge on deposit operations at 
the crises under the perspective of customer relationship management (CRM) of 
banks. 

Because bank runs during financial crises are impacted by various factors of cus-
tomers and their obtainable information, we can quantify those causal relationships by 
using individual level data. If such causality is understood, we can estimate bank runs 
by account holders during a financial crisis and provide important suggestions for 
customer management of banks against the account holder’s response to a crisis. Fur-
thermore, this model can also be applied to customer management in daily operations. 
To do this, we performed a questionnaire survey to collect data on the psychological 
responses of account holders to a bank fear. By using the model we built, we were 
able to obtain valuable information for banks to plan appropriate branch management 
strategies for financial crises.  

The organization of this paper is as follows. We first build a model for bank runs in 
response to credit insecurities of banks. Next using this model, we estimate amounts 
of cash withdrawals during times of credit insecurity based on various scenarios. 
Finally, we present the implications of our proposed bank run model. 

2   Bank Run Model 

2.1   Data Used in Bank Run Model 

In order to build the bank run model, data is required on individual attributes of bank 
account holders, and on various responses to credit information which cause bank runs, 
etc. In this paper we used questionnaire survey data on financial panics, which was 
collected in an internet survey. The questionnaire included basic attributes of respon-
dents, such as gender, age, and education, and attributes related to bank run conduct, 
such recognition of deposit insurance, income level, amount of savings, and responses 
to insecurity regarding the banks with which transactions are done (withdraw deposits 
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or not). The data collection period was from September 8 to 9, 2007. The survey 
method was a questionnaire survey via the internet. There were 1,500 samples. 

2.2   Bank Run Modeling 

We adopt as our target variable: Whether an account holder will withdraw his entire 
deposit or not, after receiving information on credit insecurity of his bank. We assume 
the sources of information on credit insecurities are TV, newspapers, magazines, 
internet, email, neighbors, and people at the workplace. This investigates whether, 
after receiving information on credit insecurities, the respondent is resolved to with-
draw his entire bank deposit, or is resolved to not withdraw his entire deposit. Other 
actions are not considered (i.e. withdraw part of deposit). 

Table 1. Attributes selected by Ranker 

Attribute Avg. merit Avg. rank 
Form of employment 0.015 2.5 
Marital status 0.014 3.5 
Sex 0.013 3.6 
Recognition of deposit insurance 0.01 5.3 
Total deposits 0.01 6 
Phone call frequency 0.007 8.6 
Housing location 0.007 8.8 
Trust in TV 0.007 10.3 
Trust in Internet 0.006 10.9 
Trust in neighbors 0.006 10.9 
Annual income 0.006 12.6 
Trust in workplace 0.005 13.1 
Frequency of communication at the workplace 0.005 13.2 

The Ranker attribute selection algorithm [9] was used to select useful attributes 
from the questions mentioned above. Table 1 shows the attribute group extracted by 
Ranker. According to Table 1, it seems that form of employment is the most closely 
related to deposit withdrawal conduct in response to credit insecurities. For example, 
people are more likely to withdraw if they work in a family business, or are unem-
ployed but seeking work. 13 attributes are selected, which also include marital status, 
sex, knowledge of deposit insurance, etc. 

Next, we investigate the relationship in the bank run model between deposit with-
drawal behavior in response to credit insecurities, and the explanatory variables such 
as form of employment. We build a model which estimates the probability of each 
consumer withdrawing deposits under certain conditions. The target variable is 
whether or not the deposit is withdrawn. This paper adopts a logit distribution (1) for 
the form of coefficient of the target variable. 

 
Pi: Probability that Customer i will withdraw all deposits. 
Bm: Attributes which explain deposit withdrawal behavior (m=1,2,…13). 
am: Parameter of attribute m. 
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In order to obtain a superior prediction model, we applied machine learning tech-
niques, and compared their accuracy with the logit model,. In this paper, we used a 
decision tree (C4.5), NaiveBayes, and a neural network (NN) as representative ma-
chine learning techniques for comparisons. 

2.3   Resulting Estimations by the Bank Run Model 

We use subject data to estimate the parameters sought for the logit model, and ob-
tained statistically significant results. For the model’s performance evaluation, we 
used Overall Accuracy [9,10], and the Matthews Correlation Coefficient (C) [6]. 
After classification, correctly classified positive and negative samples are PT and NT 
respectively. Incorrectly classified samples are PF and NF. Overall Accuracy and C 
are defined as follows. 
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Fig. 1 shows indicators for evaluating the performance of the model obtained by 10 
fold validation. As seen in Fig. 1, the prediction accuracy of the logit model is supe-
rior to that of the representative machine learning techniques C4.5, NaiveBayes, and 
NN. There were 0.4% of errors in estimation of the numbers of account holders who 
would participate in a bank run. It is relatively easy to interpret the logit model’s 
estimates of parameters and its results. Therefore, in this paper we adopt the logit 
model for account holder behavior at times of credit insecurity, and to simulate out-
flows of bank held assets. 
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Fig. 1. Comparison of the prediction accuracy of each technique 
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Fig. 2. Relationship between annual income and bank run behavior 

Next, we use each value of the parameters obtained above with the logit model, 
and discuss the relationship between explanatory attributes and bank run behavior. 
Fig. 2 shows the relationship between annual income of account holders and their 
bank run behavior. As seen from the figure, one can conjecture that account holders 
who receive high annual income are more likely to participate in bank runs. 

3   Estimation of Cash Reserves for Bank Runs 

In order to handle bank runs in response to credit insecurities, each bank branch must 
prepare cash to be able to handle withdrawal demands of customers. By using the 
bank run model we built, it is possible to estimate the amount of cash reserve which 
each branch should hold. In this chapter, we present a process to estimate cash re-
serves in typical bank branches, based on the bank run model, and perform a simula-
tion with that amount. 

3.1   Basic Information on Bank Branches 

In order to simulate cash reserve amounts, we investigate basic information on a typi-
cal bank branch. Banks do not necessarily have detailed information on all individual 
account holders. Of the limited information on individuals which banks have, the 
most accurate information is the existence of the account holders and their deposit 
amounts. In this paper, we assume that each individual has one account in the branch, 
and is able to withdraw the entire deposit amount at any time. 

As a typical branch, we postulate Branch A which is in a dense residential area 
near a city center. Many houses are located within walking distance of the branch, and 
general salaried employees comprise a large percentage of the population. We assume 
this kind of branch has an average total of about 50,000 accounts, with an average 
deposit balance of 2.5 million yen. We also assume for the simulation that other ex-
planatory attributes such as sex and marital status have the same distribution as  
 



708 K. Yada et al. 

among the questionnaire respondents. We use the above model to calculate the prob-
ability of bank run behavior of each customer, and total the average customer with-
drawal amount for all branch customers, to estimate a total of 46.27 billion yen. 

3.2   Simulation of a Variety of Branches 

There are various differences in the environments where bank branches are located. 
Therefore, one can conjecture different distributions of account holders. Here, we 
clarify what differences in withdrawal behavior are brought about by these branch 
differences, and find whether this brings about resulting differences in estimated de-
posit withdrawal amounts. Since deposit insurance was implemented in Japan, cus-
tomers move deposits between accounts to avoid risks, so average deposit balances 
are tending to become more uniform among all branches. Thus in this paper, we hy-
pothesize 3 typical scenarios for a branch’s number of accounts, location, and cus-
tomers’ forms of employment.  

Scenario A: Average urban branch. This is an average branch in a dense residential 
area as discussed in the previous section. Almost all account holders are salaried em-
ployees, the branch is located in a residential area, and the branch has about 50,000 
accounts. 
Scenario B: Branch located in an area with many high class houses. The branch is 
located in an area with a high percentage of people with high incomes, with relatively 
few salaried employees. The branch as about 40,000 accounts, less than other branch 
types. 
Scenario C: Branch in an area with a high concentration of businesses. Self employed 
accounts comprise over 20% of all accounts, and there are about 60,000 accounts, 
more accounts than in other branch types. 

Fig. 3 shows the total withdrawal amount and average withdrawal per account es-
timated in each scenario. As mentioned above, the bank run model is used to estimate  
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Fig. 3. Differences between hypothesized branches in estimated deposit withdrawal amounts 
and withdrawal amounts per account 
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Scenario A total withdrawals of approximately 46.27 billion yen in response to credit 
insecurities. The estimates are 31.49 billion yen for Scenario B, and 57.22 billion yen 
for Scenario C. Even considering the different numbers of accounts, there are clear 
differences between scenarios regarding estimated total amount of deposit withdraw-
als. Scenario B has about 68% of the withdrawal amounts for Scenario A, while Sce-
nario C has even 24% more than Scenario A. Regarding average withdrawal amounts 
per account, Scenario C has 953,700 yen, more than 20% greater than the 787,300 
yen for Scenario B. In this way, we discovered differences in deposit withdrawal 
amounts in response to credit insecurities, corresponding to the environment such as 
the locations where bank branches are placed and customer characteristics. 

4   Implications for Business 

The bank run model proposed in this research has important practical suggestions for 
business. In the situation of the greatest crisis for banks, estimates of the deposit 
withdrawal behavior of customers provide important information for strategic plan-
ning to avoid serious risks. Use of this model enables estimates of the total cash 
which each bank branch should prepare in this kind of crisis. Also, responses of ac-
count holders differ by the location of branches, so this enables each branch to make a 
proper response corresponding to its situation. 

The bank run model we presented and the framework for its construction are 
widely applicable. Various risks exist in the environments surrounding banks, from 
serious crises to minor problems. In this research, we focused on crises of serious 
credit insecurities, and performed a detailed analysis of account holder behavior. If 
one expands the framework which we presented, it is possible to build behavior mod-
els for individual customers in response to various risks. In short, this means that it is 
possible to estimate outflows and inflows of customer deposits in various situations. If 
bank branch managers use our model in daily operations, they can make current mar-
keting activities more efficient. Our model is able to forecast individual behavior, so it 
is possible to apply in the development of highly trustworthy financial products. 

5   Conclusion 

In this paper, we used data from a questionnaire survey, modeled bank runs by ac-
count holders during times of credit insecurity, and clarified that responses differ 
according to the characteristics of customers. For example, we discovered that recog-
nition of deposit insurance and customer form of employment are strongly related to 
bank run behavior. By using this model, we estimated the total amounts of deposit 
withdrawals from branches in times of credit insecurity. We found that differences in 
the location and main customer groups of a branch result in different estimated total 
deposit withdrawal amounts. We present a highly applicable model of bank runs in 
response to credit insecurities, and present a framework for quantitative understanding 
of consumer behavior in crisis situations. 
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However, several issues remain for the future. 

1. Considering detailed simulations in varied scenarios. 
2. To clarify consumer behavior in response to risks in situations other than fi-

nancial crises, such as natural disasters or bank scandals. 
3. To clarify differences in consumer behavior due to differences in sources of in-

formation on a bank fear. 
4. To estimate the bias of the questionnaire survey which used the internet. 
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Abstract. The logic of Chance Discovery (CD) as well as mathemati-
cal models for CD, by the very nature of the term chance, are hard to
formalize, which poses challenging problems for mathematization of the
area. It does not completely prevent us though from studying the logical
laws which chance discovery and related notions should abide, especially
in a carefully chosen and reasonably expressive mathematical formal-
ism. The framework, the authors suggest1 in this paper, is based on a
well-developed area of modal logic, more precisely on Kripke-Hintikka
semantics, with a notable distinction: unlike some other hybridization
schemes, it leads to decidable logics, while still preserving high expres-
sive power. We demonstrate our approach by an example of the Logic of
Discovery and Knowledge, where a regular modal language is augmented
with higher level operators intended to model some contrasting aspects
of Chance Discovery: uncertain necessity of discovery and local common
knowledge within contexts admitting branching time.

Keywords: chance discovery, modal logic, decidability, Kripke-Hintikka
models, inference rules, rules in normal reduced form.

1 Introduction

In our paper we attempt to apply the techniques of non-classical logics to
model various aspects of Chance Discovery (CD). Chance Discovery (cf. Oh-
sawa and McBurney [14], Abe and Ohsawa [1]) is a contemporary direction in
Artificial Intelligence (AI) which analyzes important events with uncertain in-
formation, incomplete past data, so to say, chance events, where a chance is
defined as some event which is significant for decision-making in a specified do-
main. Such events are typically rare and hard to identify. Chance Discovery is
defined by Y.Ohsawa as “learning of or explaining a chance event”. The aim

1 This research is supported by Engineering and Physical Sciences Research Council
(EPSRC), U.K., grant EP/F014406/1.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 711–718, 2008.
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of CD as a discipline within AI is to determine methods for discovering the
chance events.

The study of non-classical logics form a modern branch of mathematical logic,
which has diverse application in Computer Science and Artificial Intelligence.
Techniques of non-classical logic have been used to formalize various aspects
of problems for computerized modeling of intelligent behavior. Significant part
of this approach is based on modal-type logics, which were introduced at the
beginning of the previous century. Major part of research was focused on rea-
soning about knowledge, time and computation (cf., for instance, Goldblatt [9],
van Benthem [24]). Semantic tools for modal logic are often based on Kripke-
Hintikka models and temporal algebras (cf. Thomason [23,10]). We aim to apply
such technique to model various representations of Chance Discovery.

The notion of chance, by the nature of the term, is hard to describe and
may be impossible to formalize in full at all, as contrasting meanings of words
chance and method may suggest (see also M.Alai [2], M.Alai and G.Tarozzi
[3]). However practical applications strongly require at least some formal tools
of describing the situations of Chance Discovery. This pose a difficult task of
formulating the logic of Chance Discovery, difficult but not impossible. One way
to approach this problem is as follows. The major obstacle for recognizing a
chance is incomplete nature of information at any given time moment. But for
building a logic we can assume that we already have all information from the
past and the future. The area of temporal and modal logics provides a wealth of
useful and practical formal models, out of them one, Kripke-Hintikka semantics,
has an advantage of the transparent epistemic and philosophical connections. So,
based on a propositional modal logic defined semantically by a class of Kripke
models, we formulate two cognitive operators available to a individual, one is just
a local common knowledge operator and another is meant to represent uncertain
necessity of discovery [22]. What makes these operators different from more
traditional modal operators is that their formal definition in terms of underlying
accessibility relation involves variables for clusters of the underlying frame and
generally requires a second-order language.

To account for non-deterministic nature of reality we base our construction
on modal logic S4. To represent incompleteness and uncertainty of the individ-
ual knowledge we assume that every time point is in fact a cluster of possible
states of affairs. We check that chosen interpretations do not lead to “over ex-
pressiveness” of the language, by showing that logic LDK—Logic of Discovery
and Knowledge, defined by all such models is decidable. In mathematical terms,
we have found that LDK is decidable, and the satisfiability problem for it is
solvable. The suggested method has already been proven to be powerful enough
to help in a number of cases of epistemic logics [15,16,17,18,19,20,21,22]. There-
fore it can be recommended as the method of first choice to study other possible
formalizations of the related notions. We would like to emphasize that we do
not develop any technique for extracting new information using CD, rather we
give an algorithm to compute logical laws to which various formalizations of
CD obey.
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2 Notation, Preliminaries

The paper uses standard notation and known facts concerning modal, multi-
modal and temporal logics, and some familiarity with basic facts is assumed,
though we give below all necessary definitions to follow the paper.

To formulate the logic LDK we proceed by introducing a semantic motivation
for choice of its language and rules for computing truth values of formulas. The
model of chance discovery, which we consider in this paper, is based on the
Kripke-Hintikka frames CY := 〈

⋃
i∈Y C(i), R〉, where Y = 〈Y,�〉 can be any

partially ordered set, each i ∈ Y is the time index for a finite set of possible
states C(i). In our formalism, any C(i) is simply a set of elements (worlds or
states of affairs in terms of Kripke-Hintikka semantics). A branching-time flow
(a non-deterministic computational process, possible evolutions of a system, a
discovery search) is modeled by the binary accessibility relation R in CY :=
〈
⋃

i∈Y C(i), R〉, where for all elements a and b from
⋃

i∈Y C(i),

aRb ⇐⇒ ∃i, j ∈ Y : i � j & a ∈ C(i) & b ∈ C(j).

Less formally, R imitates the flow of time by connecting states, so, aRb means
that a and b are some states at the same time point or the state b might be
achieved after the time point where the state a was present. How could we
model the chance of discovery in these frames? First of all, we need to indicate
possible events in models based on frames CY . For this we consider a set P of
facts, propositions, which may or may not happen, may be true or nor true in
time flow. For each frame CY , we consider valuations V of variables P , which are
mappings of P into the set of all subsets of the set

⋃
i∈Y C(i), so symbolically

∀p ∈ P : V (p) ⊆
⋃

i∈Y

C(i).

If, for an element a ∈
⋃

i∈Y C(i), a ∈ V (p) we say the fact p was discovered
at the state a. How to say that it is possible to discover a fact p in the future
research? The following operator was suggested (the operator �) in [22])

it is necessary that the fact ϕ may be discovered in any time point.

We denote it D in this paper, to reserve the symbol � for more traditional role
of adjoint for �: � := ¬�¬. Another operator we would like to augment our
language with is K — the operator of local common knowledge. The meaning of
Kϕ is ϕ is valid at any possible state of affairs at the current time point.

The formal definition of formulas is as follows:

1. any propositional letter from P is a well formed formula (wff),
2. if ϕ and ψ are wff’s then ϕ ∧ ψ, ϕ ∨ ψ, ϕ → ψ and ¬ϕ are also wff’s,
3. if ϕ is a wff then �ϕ, Dϕ and Kϕ are also wffs.

Now we define rules for computing truth values of formulas in models CY with
valuations V of propositions P . In the notation below, (CY , a) �V ϕ is meant
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to say that the formula ϕ is true at the state a in the model CY w.r.t. valuation
V . The rules are as follows:

∀p ∈ P, ∀a ∈ CY (CY , a) �V p ⇐⇒ a ∈ V (p);

(CY , a) �V ϕ ∧ ψ ⇐⇒ [(CY , a) �V ϕ] and [(CY , a) �V ψ];

(CY , a) �V ϕ ∨ ψ ⇐⇒ [(CY , a) �V ϕ] or [(CY , a) �V ψ];

(CY , a) �V ϕ → ψ ⇐⇒ [(CY , a) ��V ϕ] or [(CY , a) �V ψ];

(CY , a) �V ¬ϕ ⇐⇒ (CY , a) ��V ϕ;

(CY , a) �V �ϕ ⇐⇒ ∃b ∈ CY [(aRb) and (CY , b) �V ϕ];

(CY , a) �V Dϕ ⇐⇒ [a ∈ C(i) =⇒ [∀j ≥ i∃b ∈ C(j) : (CY , b) �V ϕ];

(CY , a) �V Kϕ ⇐⇒ [a ∈ C(i) & ∀b ∈ C(i) : (CY , b) �V ϕ];

The truth evaluation for Boolean operations is quite standard, and the same
holds for the operation possible to discover—�. Indeed, the statement (CY , a) �V

�ϕ means that the fact (formula) ϕ may be discovered — there is a future state
for the current time point where the fact ϕ is discovered (the formula ϕ is true).
Thus the operationK is a variant of the week necessity [22]. Dϕ does not say that
ϕ is always true, but it says that ϕ is discoverable at some state of any time point
(so, it says that there is always a chance to discover ϕ).

Definition 1. The logic LDK is the set of all formulas which are true at any
state of any frame CY w.r.t. any valuation.

What is immediately obvious is that the �-fragment of LDK is equal to �-
fragment of the well known standard modal logic S4—it follows directly from
the finite model property of S4.

We summarize the properties of D and K in the following lemmas

Lemma 1. The following holds

1. �(p → q) → (Dp → Dq) ∈ LDK,
2. Dp → DDp ∈ LDK,
3. ϕ ∈ LDK =⇒ Dϕ ∈ LDK,
4. Dϕ → ϕ /∈ LDK.

Lemma 2. The following holds

1. K(p → q) → (Kp → Kq) ∈ LDK,
2. Kp → KKp ∈ LDK,
3. ϕ ∈ LDK =⇒ Kϕ ∈ LDK,
4. Kϕ → ϕ ∈ LDK.
5. ¬K¬ϕ → K¬K¬ϕ ∈ LDK.

So the K-fragment of LDK coincides with modal logic S5.
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Now, when the logic LDK has been defined, we would like to know which
logical laws hold in it. For instance, whether two formulas ϕ and ψ are equivalent,
whether a formula ϕ is a theorem (a logical law) of LDK. A method for answering
these questions is presented in the next section.

3 Results, Decidability

The question we will be dealing with in the sequel is how, for any given for-
mula ϕ, to determine whether or not ϕ is a theorem of LDK. If there is an
algorithm for solving this problem then it is said that the logic is decidable and
the algorithm provides a decision procedure for the logic. The logic LDK is a
special modal logic, with additional modalities “aligned” with time, therefore
we can use a previously developed technique [15,16,17,18,19,20,21,22] to tackle
the problem. We remind now the definitions and notation. To avoid imminent
numerous “proofs by induction” we will use a representation of formulas by rules
in, so-called, reduced normal form. Recall that a (sequential) rule is an expression

r =
ϕ1(x1, . . . , xn), . . . , ϕm(x1, . . . , xn)

ψ(x1, . . . , xn)
,

where ϕ1, . . . , ϕm, ψ are formulas built over some variables x1, . . . , xn and we
write Var(r) = {x1, . . . , xn}. These variables x1, . . . , xn are called variables of
r. Since we have conjunction in our language, we can consider only rules with
one-formula premise.

A formula ϕ is valid in a frame CY (notation CY � ϕ) if, for any valuation
V of Var(ϕ) and for any element a of CY , (CY , a) �V ϕ. We write CY � ϕ to
indicate this fact.

Definition 2. A rule r is said to be valid in the Kripke model 〈CY , V 〉 with the
valuation V (we will use notation CY �V r) if

∀a : (CY , a) �V

∧

1≤i≤m

ϕi =⇒ ∀a : (CY , a) �V ψ.

Otherwise we say r is refuted in CY , or refuted in CY by V , and write CY ��V r.

A rule r is valid in a frame CY (notation CY � r) if, for any valuation V of
Var(r), CY �V r. A rule r is said to have the reduced normal form if r = εr/x1

where

εr :=
∨

1≤j≤m

∧

1≤i≤n

(
x

t(j,i,0)
i ∧ (Dxi)t(j,i,1) ∧ (Kxi)t(j,i,2) ∧ (�xi)t(j,i,3)

)
,

and xi‘s are certain letters (variables), t(j, i, z) ∈ {0, 1} and, for any formula α
above, α0 := α, α1 := ¬α.

For any formula ϕ we can convert it into the rule x → x/ϕ and then transform
the latter into the reduced normal form.
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Definition 3. Given a rule rnf in the reduced normal form, rnf is said to be a
normal reduced form for a rule r iff, for any frame CY , CY � r ⇐⇒ CY � rnf .

Based on proofs of Lemma 3.1.3 and Theorem 3.1.11 from [16], by similar tech-
nique, we obtain

Theorem 1. There exists an algorithm running in (single) exponential time,
which, for any given rule r, constructs its normal reduced form rnf .

It is immediate to see that a formula ϕ is valid in a frame CY iff the rule x → x/ϕ
is valid in CY , so from Theorem 1 we obtain

Proposition 1. A formula ϕ is a theorem of LDK iff the rule (x → x/ϕ)nf is
valid in any frame CY .

Lemma 3. A rule rnf in the reduced normal form is refuted in a frame CY

w.r.t. a valuation V if and only if rnf is refuted in a frame C′
Y ′ by a valuation

V ′, where

1. the size of any cluster C′(i) in C′
Y ′ is linear in the size of rnf ;

2. the size of Y ′ is less then 2m;
3. the size of the frame C′

Y ′ is double exponentials in the size of rnf .

Combining Theorem 1, Proposition 1 and Lemma 3 we derive

Theorem 2. The logic LDK is decidable.

The algorithm of verifying whether a formula is a theorem consists of checking
the validity of the corresponding rule in the reduced normal form in Kripke
frames of size effectively bounded by the size of the reduced normal form. The
overall complexity also counts the price of reduction of rules to normal reduced
forms, but this complexity is single exponential.

4 Conclusion

In the paper we suggest a modal framework suitable for formalizing some notions
related to the field of Chance Discovery. It is based on well-understood Kripke-
Hintikka semantics, but allows to introduce finitely many additional highly ex-
pressive operators. To illustrate our approach we consider the Logic of Discovery
and Knowledge, where modal language is augmented with higher level opera-
tors intended to model some contrasting aspects of Chance Discovery: uncertain
necessity of discovery and local common knowledge within contexts admitting
branching time. In spite of high expressive power of additional operators, LDK
preserves good mathematical properties of the original S4. In particular, we prove
that the proposed interpretations are not “overly expressive” and do not lead
to undecidability problems. In mathematical terms, we have found that LDK is
decidable, and the satisfiability problem for it is solvable.

Another important and yet unsolved problem is finding explicit axiomatiza-
tions for similar constructions. Such an axiomatization would provide a desired
clarification between concepts being modeled.
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Abstract. As a matter of fact, humans continuously delegate and distribute cog-
nitive functions to the environment to lessen their limits. They build models, rep-
resentations, and other various mediating structures, that are considered to aid
thought. In doing these, humans are engaged in a process of cognitive niche con-
struction. In this sense, I argue that a cognitive niche emerges from a network of
continuous interplays between individuals and the environment, in which people
alter and modify the environment by mimetically externalizing fleeting thoughts,
private ideas, etc., into external supports. Through mimetic activities humans cre-
ate external semiotic anchors that are the result of a process in which concepts,
ideas, and thoughts are projected onto external structures. Once concepts and
thoughts are externalized and projected, new chances and ways of inferring come
up from the blend. For cognitive niche construction may also contribute to make
available a great portion of knowledge that otherwise would remain simply unex-
pressed or unreachable.

1 Introduction

As a matter of fact, humans continuously delegate and distribute cognitive functions
to the environment to lessen their limits. They build models, representations, and other
various mediating structures, that are thought to be good to think. The aim of this paper
is to shed light on these designing activities. In the first part of the paper I will argue
that these designing activities are closely related to the process of niche construction. I
will point out that in building various mediating structures, such as models or represen-
tations, humans alter the environment and thus create cognitive niches.

In dealing with the exploitation of cognitive resources and chances embedded in the
environment, the notion of affordance, originally proposed by Gibson [1] to illustrate
the hybrid character of visual perception, can be extremely relevant. The analysis of the
concept of affordance also provides an alternative account about the role of external –
also artifactual – objects and devices. Artifactual cognitive objects and devices extend,
modify, or substitute “natural” affordances actively providing humans and many ani-
mals with new opportunities for action [2]. In order to solve various controversies on
the concept of affordance, I will take advantage of some useful insights that come from
the study on abduction [3]. Abduction may fruitfully describe all those human and an-
imal hypothetical inferences that are operated through actions which consist in smart
manipulations to both detect new affordances and to create manufactured external ob-
jects that offer new affordances.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 719–726, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



720 L. Magnani

2 Humans as Chance Seekers

2.1 Incomplete Information and Human Cognition

Humans usually make decisions and solve problems relying on incomplete informa-
tion [4]. Having incomplete information means that 1) our deliberations and decisions
are never the best possible answer, but they are at least satisficing; 2) our conclusions
are always withdrawable (i.e. questionable, or never final). That is, once we get more
information about a certain situation we can always revise our previous decisions and
think of alternative pathways that we could not “see” before; 3) a great part of our job
is devoted to elaborating conjectures or hypotheses in order to obtain more adequate
information. Making conjectures is essentially an act that in most cases consist in ma-
nipulating our problem, and the representation we have of it, so that we may eventually
acquire/create more “valuable” knowledge resources. Conjectures can be either the fruit
of an abductive selection in a set of pre-stored hypotheses or the creation of new ones,
like in scientific discovery. To make conjectures humans often need more evidence/data:
in many cases this further cognitive action is the only way to simply make possible (or
at least enhance) a thought to “hypotheses” which are hard to successfully perform. In
this sense, humans can be considered chance seekers, because they are continuously
engaged in a process of building up and then extracting latent possibilities to uncover
new valuable information and knowledge.

The idea I will try to deepen in the course of this paper is the following: as chance
seekers, humans are ecological engineers. That is: humans like other creatures do not
simply live their environment, but they actively shape and change it looking for suitable
chances. In doing so, they construct cognitive niches [5,6,7] through which the offer-
ings provided by the environment in terms of cognitive possibilities are appropriately
selected and/or manufactured to enhance their fitness as chance seekers. Hence, this
ecological approach aims at understanding cognitive systems in terms of their environ-
mental situatedness [8,9]. Within this framework, chances are that “information” which
is not stored internally in memory or already available in an external reserve but that
has to be “extracted” and then picked up upon occasion.

As I will show in the following two sections, “the active interrogation of the envi-
ronment” is also at the root of the evolution of our organism and its cognitive system.
I will also describe this ecological activity by using the notion of abduction [3] and
its semiotic dimension. (I have already treated the relationships between abduction and
chance in [8,10]).

2.2 Cognitive Niche Construction and Human Cognition as a Chance-Seeker
System

It is well-known that one of the main forces that shape the process of adaptation is
natural selection. That is, the evolution of organisms can be viewed as the result of a
selective pressure that renders them well–suited to their environments. Adaptation is
therefore considered as a sort of top-down process that goes from the environment to
the living creature [11]. In contrast to that, a small fraction of evolutionary biologists
have recently tried to provide an alternative theoretical framework by emphasizing the
role of niche construction [12] [13].



Chances, Affordances, Niche Construction 721

According to this view, the environment is a sort of “global market” that provides
living creatures with unlimited possibilities. Indeed, not all the possibilities that the
environment offers can be exploited by the human and non-human animals that act on
it. For instance, the environment provides organisms with water to swim in, air to fly
in, flat surfaces to walk on, and so on. However, no creatures are fully able to take
advantage of all of them. Therefore, all organisms try to modify their surroundings
in order to better exploit those elements that suit them and eliminate or mitigate the
effect of the negative ones. This process of environmental selection [14] allows living
creatures to build and shape the so-called “ecological niches”. An ecological niche can
be defined as a “setting of environmental features that are suitable for an animal” [1]. It
differs from the notion of habitat in the sense that the niche describes how an organism
lives its environment, whereas habitat simply describes where an organism lives. In any
ecological niche, the selective pressure of the local environment is drastically modified
by organisms in order to lessen the negative impacts of all those elements which they
are not suited to. Indeed, this does not mean that natural selection is somehow halted.

My contention is that the notion of niche construction can be also usefully applied
to human cognition. More precisely, I claim that cognitive niche construction can be
considered as one of the most distinctive traits of human cognition, i.e. humans con-
struct “cognitive niches”.1 It emerges from a network of continuous interplay between
individuals and the environment, in which they more or less tacitly manipulate what
is occurring outside at the level of the various structures of the environment in a way
that is suited to them. Accordingly, we may argue that the creation of cognitive niches
is the way cognition evolves, and humans can be considered as ecological cognitive
engineers.

Recent studies on distributed cognition seem to support my claim [16,17,18,19].
According to this approach, cognitive activities like, for instance, problem solving or
decision-making, cannot only be regarded as internal processes that occur within the
isolated brain. Through the process of niche creation humans extend their minds into the
material world, exploiting various external resources. For “external resources” I mean
everything that is not inside the human brain, and that could be of some help in the pro-
cess of deciding, thinking about, or using something. Therefore, external resources can
be artifacts, tools, objects, and so on. They are property of individuals in so far as those
individuals are embedded in given settings or environments [20]. Something important
must still be added, and it deals with the notion of representation: the traditional notion
of representation as a kind of abstract mental structure is old-fashioned and misleading
[21]. If some cognitive performances can be viewed as the result of a smart interplay
between humans and the environment, the representation of a problem is partly internal
but it also depends on the smart interplay between the individual and the environment.

As I have already said, an alternative definition of the ecological niche that I find
appealing in treating our problem has been provided by Gibson [1]: he pointed out that a

1 If we also recognize in animals, like many ethologists do, a kind of nonlinguistic thinking
activity basically model-based (i.e. devoid of the cognitive functions provided by human lan-
guage), their ecological niches can be called “cognitive”, when for example complicate animal
artifacts like landmarks of caches for food are fruit of “flexible” and learned thinking activities
which indeed cannot be entirely connected with innate endowments [15].
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niche can be seen as a set of affordances. My contention is that the notion of affordance
may help provide sound answers to the various questions that come up with the problem
of ecological niches. The notion of affordance is fundamental for two reasons. First of
all, it defines the nature of the relationship between an agent and its environment, and
the mutuality between them. Second, this notion may provide a general framework to
illustrate humans as chance seekers.

3 Affordances as Eco-cognitive Interactional Chances

As I have illustrated in the first part of this paper, humans and some animals manipulate
and distribute cognitive meanings after having delegated them to suitable environmen-
tal supports. The activity of cognitive niche construction reveals something important
about the human and animal cognitive system. As already mentioned, human cogni-
tion can be better understood in terms of its environmental situatedness. This means
humans do not retain in their memory an explicit and complete representation of the
environment and its variables, but they actively manipulate it by picking up information
and resources upon occasion. Information and resources are not only given, but they
are actively sought and even manufactured. In this sense, I consider human cognition
as a chance-seeker system. In my terminology, chances are not simply information, but
they are “affordances”, namely, environmental anchors that allow us to better exploit
external resources.

One of the most disturbing problems with the notion of affordance is that any examples
provide different, and sometimes ambiguous insights on it. This fact makes very hard to
give a conceptual account of it. That is to say, when making examples everybody grasps
the meaning, but as soon as one tries to conceptualize it the clear idea one got from
it immediately disappears. Therefore, I hope to go back to examples from abstraction
without loosing the intuitive simplicity that such examples provide to the intuitive notion.

Gibson defines “affordance” as what the environment offers, provides, or furnishes.
For instance, a chair affords an opportunity for sitting, air breathing, water swimming,
stairs climbing, and so on. Gibson did not only provide clear examples, but also a list of
definitions that may contribute to generating possible misunderstanding: 1) affordances
are opportunities for action; 2) affordances are the values and meaning of things which
can be directly perceived; 3) affordances are ecological facts; 4) affordances imply the
mutuality of perceiver and environment.

I contend that the Gibsonian ecological perspective originally achieves two important
results. First of all, human and animal agencies are somehow hybrid, in the sense that
they strongly rely on the environment and on what it offers. Secondly, Gibson provides a
general framework about how organisms directly perceive objects and their affordances,
as behavioral and cognitive chances. His hypothesis is highly stimulating: “[. . . ] the
perceiving of an affordance is not a process of perceiving a value-free physical object
[. . . ] it is a process of perceiving a value-rich ecological object”, and then, “physics
may be value free, but ecology is not” [1, p. 140]. These two issues are related, although
some authors seem to have disregarded their complementary nature.

We can find that a very important aspect that is also disregarded in literature is
the dynamic one, related to designing affordances with respect to their evolutionary
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framework: human and non-human animals can “modify” or “create” affordances by
manipulating their cognitive niches. Moreover, it is obvious to note that human, biolog-
ical bodies themselves evolve: and so we can guess that even the more basic and wired
perceptive affordances available to our ancestors were very different from the present
ones. Of course different affordances can be detected in children, and in the whole realm
of animals.

Moreover, organisms need to become attuned to the relevant offered features and
much of the cognitive tools built to reach this target are a result of evolution and of
merely wired and embodied perceptual capacities like imagistic, empathetic, trial and
error, and analogical devices. These capabilities, that in our epistemological perspec-
tive have to be considered “cognitive” even if instinctual, can be seen as devices of
organisms that provide potential implicit abductive powers: they can provide an over-
all appraisal of the situation at hand and so orient action, and can be seen as forms of
pseudo-explanation of what is occurring over there, as emerging in that material con-
tact with the environment granted in the perceptual interplay. It is through this embod-
ied process that affordances can arise as chances both in wild and artificially modified
niches. Indeed, humans and animals make available – create – new affordances through
the manipulation of the environment and the construction of artifacts; moreover these
artifacts are often fruit of high-level – not merely reflex-based, instinctual – cognitive
plastic endowments.

3.1 Affordances and Abduction

Let us consider the case of a chair that affords sitting. Now, my point is that we should
distinguish between two cases: in the first one, the cues we come up with (flatness,
robustness, rigidity) are highly diagnostic chances to know whether or not we can sit
down on it, whereas in the second case we eventually decide to sit down, but we do not
have any precise clue about. How many things are there that are flat, but one cannot
sit down on? A nail head is flat, but it is not useful for sitting. This example introduces
two important elements: firstly, finding/constructing affordances deals with a (semiotic)
inferential activity; secondly, it distinguishes between an affordance and the information
that specify it that only arise in the eco-cognitive interaction between environment and
organisms. I maintain that the notion of abduction can clarify this puzzling problem.

The term “highly diagnostic” explicitly refers to the abductive framework. Abduc-
tion is a process of inferring certain facts and/or laws and hypotheses that render some
sentences plausible, that explain or discover some (eventually new) phenomenon or ob-
servation. The distinction between theoretical and manipulative abduction extends the
application of that concept beyond a sentential dimension. From Peirce’s philosophi-
cal point of view, all thinking is in signs, and signs can be icons, indices or symbols.
Moreover, all inference is a form of sign activity, where the word sign includes “feel-
ing, image, conception, and other representation” [22, 5.283], and, in Kantian words,
all synthetic forms of cognition. That is, a considerable part of the thinking activity
is “model-based”. Of course model-based reasoning acquires its peculiar creative rele-
vance when embedded in abductive processes, so that we can individuate a model-based
abduction, a considerable part of the “performances that involve sign activities are ab-
ductions” (cit.). [22, 5.283]. In the case of diagnostic reasoning, a physician detects
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various symptoms (that are signs or clues), for instance, cough, chest pain, and fever,
then he/she may infer that it is a case of pneumonia.

The original Gibsonian notion of affordance deals with those situations in which the
“perceptual” signs and clues we can detect prompt or suggest a certain action rather
than others.2 They are already available and belong to the normality of the adaptation
of an organism to a given ecological niche. Nevertheless, if we acknowledge that envi-
ronments and organisms’ instinctual and cognitive plastic endowments change, we may
argue that affordances can be related to the variable (degree of) abductivity of a config-
uration of signs: a chair affords sitting in the sense that the action of sitting is a result
of a sign activity in which we perceive some physical properties (flatness, rigidity, etc.),
and therefore we can ordinarily “infer” (in Peircean sense) that a possible way to cope
with a chair is sitting on it. So to say, in most cases it is a spontaneous abduction to
find affordances because this chance is already present in the perceptual and cognitive
endowments of human and non-human animals.

I maintain that describing affordances that way may clarify some puzzling themes
proposed by Gibson, especially the claim concerning the fact that we directly perceive
affordances and that the value and meaning of a thing is clear on first glance. As I have
just said, organisms have at their disposal a standard endowment of affordances (for
instance through their wired sensory system, which is the only cognitive system “avail-
able” in the case of simple organisms), but at the same time they can extend and modify
the range of what can afford them through the appropriate cognitive abductive skills
(more or less sophisticated). As maintained by several authors (for example cf. [23,3]),
what we see is a result of an embodied cognitive abductive process. For example, people
are adept at imposing order on various, even ambiguous, stimuli [3, p. 107]. Roughly
speaking, we may say that what we see is what our visual apparatus can, so to say,
“explain”. It is worth noting that this process happens almost simultaneously without
any further mediation. Perceiving affordances has something in common with it. Visual
perception is indeed a more automatic and “instinctual” activity, I have already said that
Peirce claimed to be essentially abductive, even if not propositional. Indeed he consid-
ers inferential any cognitive activity whatever, not only conscious abstract thought: he
also includes perceptual knowledge and subconscious cognitive activity.

We also have to remember that environments change and so the perceptive capacities
when enriched through new or higher-level cognitive skills, which go beyond the ones
granted by the merely instinctual levels. This dynamics explains the fact that if affor-
dances are usually stabilized this does not mean they cannot be modified and changed
and that new ones can be formed. First of all, affordances appear durable in human and
animal behavior, like a kind of habit, as Peirce would say [22, 2.170]. For instance,
that a chair affords sitting is a fair example of what I am talking about. This deals with

2 In the original Gibsonian view the notion of affordance is strictly referred to proximal and im-
mediate perceptual chances, which do not involve higher cognitive functions such as memory
and schemata, but which are merely “picked up” by a stationary or moving observer. In this
paper I maintain that perceiving affordances also involves evolutionary changes and the role
of more sophisticated and plastic cognitive capacities. In an analogous perspective Norman [2]
and Zhang and Patel [19] expand the notion into a framework for design and for distributed
cognition.
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what we may call stabilized affordances. That is, affordances that we have experienced
as highly successful. Once evolutionarily formed, or created/discovered through cog-
nition, they are stored in embodied or explicit cognitive libraries and retrieved upon
occasion. Not only can they be a suitable source of new chances, through analogy. We
may have very different objects that equally afford sitting. For instance, a chair has four
legs, a back, and it also stands on its own. The affordances exhibited by a traditional
chair may be an analogical source and transferred to different new artifacts that present
the affordance of a chair for sitting down (and that to some extent can still be described
as a chair). Consider, for instance, the variety of objects that afford sitting without hav-
ing four legs or even a back. Let us consider a stool: it does not have even a back or, in
some cases, it has only one leg or just a pedestal, but it affords sitting as well as a chair.

Second, affordances are also subjected to changes and modifications. Some of them
can be discarded, because new artifacts are invented with more powerful ones. Con-
sider, for instance, the case of blackboards. Progressively, teachers and instructors have
partly replaced them with new affordances brought about by various tools, for example,
slide presentations. In some cases, the affordances of blackboards have been totally re-
directed or re-used to more specific purposes. For instance, one may say that a logical
theorem is still easier to be explained and understood by using a blackboard, because of
its affordances that give a temporal, sequential, and at the same time global perceptual
depiction to the matter. In this perspective we acknowledge that artifacts like compu-
tational programs are tools for thoughts as is language: tools for exploring, expanding,
and manipulating our own minds. The information artifacts [24] or cognitive artifacts
[25] which represent the external multiple tools - communication, context shifting, com-
putational devices expressly constructed to the aim of creating opportunities and risks,
like KeyGraph, etc. - recently analyzed by the researchers in the field of chance discov-
ery [26], are artifacts as chance seeking prostheses offered to humans to enhance their
cognitive capabilities.

4 Conclusion

In this paper I have argued that cognitive niche construction is one of the most distinc-
tive traits of human cognition. Humans and many other organisms continuously manip-
ulate the environment in order to exploit its offerings. In doing this, they are engaged in
a process of altering or even creating external structures to lessen and overcome their
limits. New ways of coping with the environment, through both evolution and cultural
evolution, namely affordances, are thus created. In dealing with cognitive niche con-
struction, I have argued that abduction can fruitfully shed light on various aspects of
building affordances.
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Abstract. Chance Discovery focuses on opportunities and risks for future deci-
sion making. This makes it suitable for cross-cultural color design. An on-going 
research program aims at developing a new method of deriving opportunities 
and risks for design frameworks from the semantic and context analysis of the 
culturally constrained use of color. As part of this program, this paper compares 
two experiments involving two groups of Korean and English participants. In 
the first qualitative experiment participants were presented with preferred Eng-
lish and Korean colors and were asked to describe the meaning of the colors in 
a free association format. In the second quantitative experiment two different 
groups of English and Korean participants were presented with the same colors 
combined with selected explanations from the first experiment. The participants 
had then to identify their preference on a Likert scale from 1 to 7. Although the 
differences between colors (p < 0.001) and between meanings (p < 0.001) were 
significant, the differences between Korean and English participants were not 
significant (p < 0.077). The difference in the experimental results suggests that 
both methods have different sensitivities for the discovery of new cross-cultural 
chances. Implications for e-commerce Web design will be discussed. 

Keywords: Discovering Color Semantics as a Chance, Free association, Rec-
ognition task, Cross-cultural meshing. 

1   Introduction 

Chance Discovery with its focus on the identification of opportunities and risks is of 
considerable use for designers. In particular in cross-cultural design, a strategy which 
may be suitable for one culture may bear risks in another culture. This applies also to 
the design of e-commerce Web sites. For instance, Hu et al. [1] have shown that con-
sumers in China and Japan perceive Web sites differently from consumers in the UK. 
A color that draws attention to a product in Japan, may not have the same effect in  
the UK and vice versa. This type of result is highly relevant for the designers of  
e-commerce Web site, who wish to sell products across cultural divides. The designer 
would need to consider the cultural differences in various target markets. 
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The study in this paper is part of an ongoing research program to develop an inter-
active design framework that will guide designers in the use of color [2]. It will aim at 
the cross-cultural dimension of design decisions, which has been neglected in current 
frameworks.  

In order to determine cross-cultural differences, comparative research has to ad-
dress the understanding of human psychological phenomena in different cultures [3]. 
Cross-cultural psychology is the empirical study and research based on different ex-
periences in different cultural groups [4]. Cross-cultural differences and similarities 
have been investigated in controlled experiments. Comparing cultures requires the 
identification of causal relationships between independent and dependent variables 
from such experiments. The experiments need to be controlled for confounding vari-
ables to insure that the dependent variables depend only on the independent variables 
and not on any other effects. Only in this way it is possible to identify causal relations 
between variables that may not be apparent to the naked eye [5]. 

The color experience of consumers can be captured in an interactive framework, if 
such a framework accounts for semantic and contextual differences between cultures. 
Choi et al. [6] have investigated the meaning that Korean and English participants 
assign to a given color. This was essentially an experiment based on free associations. 
Participants associated the presented color with the first meaning that came to mind. 
The findings suggested that Korean participants form more associations related to 
emotions and nature, while English participants form more associations with artificial 
concept categories, such as man-made objects. This means that there was a clear 
cross-cultural distinction between the meanings associated by Korean and English 
participants. 

The current study, replaced the free association task with a recognition task that 
asked participants in both cultures to make sense of presented color/meaning combi-
nations by providing ratings indicating the appropriateness of a combination. It was 
therefore predicted that a meaning generated by Korean participants in the previous 
experiment will attract a high rating (ratings from 5 to 7) from Korean participants 
and a low rating (ratings from 1 to 3) from English participants. Equally a meaning 
generated by English participants in the previous experiment, will attract a high rating 
by English participants and a low rating by Korean participants. 

The remainder of this paper will summarize the previous experiment in Section 2, 
followed by a description of the current experiment in Section 3. The discussion in 
Section 4 will consider the results and highlight the differences between the two ex-
periments for general approaches in cross-cultural chance discovery. 

2   A Previous Experiment on Cross-Cultural Color Semantics 

The main objective of this experiment was to test the prediction that Korean partici-
pants form more associations related to emotions and nature, while English partici-
pants form more associations with artificial concept categories, such as man-made 
objects. In a previous experiment, 5 colors that were the most preferred by Korean 
participants and another 5 colors that were the most preferred by English participants 
have been determined [2]. These 10 colors were presented on a computer screen  
to 12 Korean and 12 English participants. Both groups were asked to describe in 



 Free Association Versus Recognition 729 

written form the first ideas and feelings that come to their mind when they look at a 
given color. 

Responses could be classified in the categories warm emotion, cold emotion, spiri-
tual, physical/material, nature, artificial, objects and others. The results confirmed the 
hypothesis. Qualitative differences of the colors ‘red’, ‘navy blue’, ‘dark green’, 
‘bright green’, ‘white’, ’yellow’ were found in relation to cross-cultural differences 
between English and Korean participants. For example, the semantic descriptors of 
the color ‘red’ used by Korean participants were for instance ‘hot summer day’, ‘well 
matured Sharon fruits’, ‘weather between spring and summer’ and ‘sun’, which were 
categorized as warm emotion and nature. In contrast, English participants used de-
scriptors such as ‘poppy’s field’, ‘plastic’, ‘football team’ and ‘modern design’, which 
are a wide range of artificial concepts and objects. The details of this previous ex-
periment can be found in [6]. 

3   Current Experiment 

The main objective of the current experiment was to investigate the preferred 
color/meaning combinations in the English and Korean cultures.  

3.1   Method 

3.1.1   Design 
The experiment was based on a mixed design with the culture (Korean or English) as 
unrelated and color selection, cultural origin of the meaning and the actual meaning as 
related variables. 5 the most preferred Korean colors and another 5 the most preferred 
English colors together with the most informative meanings were presented to two 
groups of 50 participants each. The first group consisted of English participants and 
the second group of Korean participants. 

3.1.2   Participants 
Participants in the Korean group were non-designers, who were born and educated in 
Korea and now live in Korea. Participants in the British group were non-designers 
who were born and educated in UK and now live in UK. In both groups the cultural 
origin criterion also applied to parents and grandparents, the age ranged from 20 years 
to 65 years, means 36.8 years and standard deviation 8.45 years. The groups were 
matched according to age and gender. The participants from the previous experiment 
differed from the participants in this current experiment. 

3.1.3   Materials 
As shown in Fig. 1, web pages were designed to show 10 different colors which were 
presented in sequence. These colors consisted of 5 the most preferred colors by Kore-
ans and another 5 the most preferred colors by English [2]. For instance, the color 
square in the original example of Fig. 1 was blue as a preferred color of the Korean 
participants. Each page showed just one color in front of a small gray (50% of Black) 
background and a phrase or explanation. The latter indicated the meaning of that color 
and was presented next to that color. The most descriptive phrases were selected from 
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the result of the previous experiment described in Section 2 by a panel consisting of 4 
English and 4 Korean members. As result, each color was combined with 4 Korean 
and 4 English meanings. The web pages are available at http://www.ygassociates. 
com/gsoonchoi/colours3. 

The 10 selected colors were Red (FF0505), Dark Blue (163876), Dark Green 
(006666), Blue (6484BD), Dark Brown (5D0105), Bright Blue (00B2CC), Pink 
(F4358D), Bright Green (00ED2A), White (FFFFFF), Yellow (F9EA02). The color-
meaning combinations were randomly permutated, so that colors were combined with 
appropriate as well as inappropriate meanings. For the color blindness test Ishihara’s 
standardized figures were used [7]. 

 

Fig. 1. Experimental website 

3.1.4   Apparatus  
The web pages were displayed on a Sony VAIO VGN-S28LP Laptop Computer, 
which was set up in a black box. The box was sufficiently large to include the com-
puter and the head of the participants. In this way participants’ perceptions were ex-
cluded from any visual effects outside of the computer screen. Measurements of the 
black box were 65cm width * 40cm height * 85cm depth. The same set-up was used 
for all participants in Korea and in the UK. 

3.1.5   Procedure 
Each participant was tested for color blindness before participating in the experiment 
to ensure that they have normal color vision. Participants were required to touch the 
back of the box with the back of their head. This resulted in a fixed distance between 
computer screen and head of the participant. The computer screen was set up in an 
angle of 90 degree to the base and raised to the participant's eye level. The computer 
was covered with the black box described above. Then the designed web pages were 
presented in Korean to Korean participants and in English to English participants. 
After presenting each color-meaning combination, participants were asked to score 
their appropriateness of the combination on a Likert scale from 1 to 7, where 1 indi-
cates a very inappropriate and 7 indicates a highly appropriate combination. 
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3.2   Results 

The data have been analyzed using a 2*(10*2*4) mixed ANOVA [8][9] with cultural 
origin (Korean and English) as unrelated factor and color, cultural origin of the mean-
ing and the actual meaning as related factors. The main effect of color was significant: 
F = 37.9, p < 0.001. The color by culture interaction was significant: F = 6.5, p < 
0.001. The main effect of cultural origin of meaning was significant: F = 31.2, p < 
0.001. The culture origin of meaning by culture interaction was significant: F = 55.4, 
p < 0.001. The main effect of meaning was significant: F = 10.6, p < 0.001. The 
meaning by culture interaction was significant: F = 4.0, p< 0.001. The color by cul-
tural origin interaction was significant: F = 16.3, p < 0.001. The color by meaning 
interaction was significant: F = 14.3, p < 0.001. However, the main effect of culture 
was not significant: F = 3.19, p < 0.077. 

In addition to these quantitative findings, there were also a number of qualitative 
results. 

The previous study summarized in Section 2, has been confirmed. English partici-
pants responded to meanings that involved artificial objects with high ratings, 
whereas Korean participants responded to meanings that involved nature-related items 
with high ratings. For instance, Korean participants provided high ratings for white 
paper (72%), cloud in the sky (70%) for the color ‘White’ (ffffff) and forsythia flower 
(82%), warm, soft and downy chicks (74%) and banana (78%) for the color ‘Yellow 
(f9ea02). In contrast, the most highly voted color-meaning combination by English 
participants were the following: clown (78%), Chinese new year celebrations (94%), 
telephone box (70%) and London bus (80%) for the color ‘Red’ (ff0505), Night sky 
(80%) for the color ‘Navy blue’ (163876) and swimming pool (82%) for the color 
‘Cyan’ (00b2cc). 

In the current study, English participants responded with a wide range of different 
ratings. In contrast, Korean participants used a narrower subset of the ratings. 

A similar situation was found with those color/meaning combinations that received 
high ratings. English recognized with a high rating to a wide range of different 
color/meaning combinations, and Koreans recognized with a high rating to a narrower 
range of combinations (Figure 2). 

 

Fig. 2. Voting rate by English/Korean 
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Finally, English participants showed a higher agreement on high ratings than Ko-
rean participants. The agreement on these ratings was in the 80-98% range for English 
participants and in the 80-82% range for Korean participants.  

4   Discussion 

It was predicted that a meaning generated by Korean participants will attract a high 
rating from Korean participants and a low rating from English participants. Equally a 
meaning generated by English participants, will attract a high rating by English par-
ticipants and a low rating by Korean participants. However, the results showed a dis-
crepancy between the previous and the current study. Although, in the current study 
all related factors had significant effects, the unrelated factor of culture did not. In 
contrast, the previous study showed a clear preference of the English participants for 
meanings related to artificial objects, whereas the Korean participants preferred na-
ture-related objects. 

The reason for the discrepancy between the two studies can be seen in the differ-
ent design. The previous study used a free association task. The participants had for 
each presented color to state what first came to their mind. In contrast, the current 
study utilized a recognition task. Participants were presented with a color and a 
meaning at the same time. So their judgment was based on the extent to which the 
color/meaning combination makes sense. Whereas the free association task depended 
on the cultural context of the participant, the recognition task was based on the par-
ticipant’s cross-cultural knowledge. In this situation, a cultural meshing may take 
place, where meanings of a foreign culture become more dominant. For instance, 
English participants rated the color red and the Chinese New Year celebrations high, 
but rated the color ‘Cyan’ and Jeju Island low, because they had the cross-cultural 
knowledge available in the first case but not in the second. This result is relevant for 
cross-cultural chance discovery in general. It suggests that in creative mental tasks 
people draw from their own cultural background. However in evaluation tasks, 
where they attempt to make sense of a given scenario, they consider cross-cultural 
knowledge as well. In this sense, the free association task is more sensitive for iden-
tifying culture-based new chances than the recognition task. This may be particularly 
relevant if members of the English language group are involved, as many countries 
have experienced a strong culturally dominant influence of the American culture. For 
instance, in a cross-cultural group that generates scenarios for chance discovery [10], 
it can be expected that group members generate their own scenarios within their own 
cultural context, but evaluate the scenarios of other group members by drawing from 
their cross-cultural knowledge. They may then accept scenarios, which are culturally 
less sensitive. 

The results also confirm the previous result, which indicated that English partici-
pants responded with high ratings to meanings based on artificial objects and Korean 
participants responded with high ratings to nature related meanings. This difference 
can be explained within the historically situated knowledge. England moved much 
earlier from an agricultural society to an industrial society than Korea. Therefore 
English participants may led to a larger extent have lost their contact to nature. 
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Also the differences in the range of color/meaning combinations that were rated 
highly can be explained with differences in the historically situated knowledge. Dur-
ing the imperialistic period of British history, Britain did not just occupy other coun-
tries but also traded with them and brought their cultural artifacts home. This devel-
opment led to openness to other ideas and cultural concepts. Later many inhabitants 
of these countries won the right to live in the UK. This again led to openness to and a 
partial understanding of foreign influences. In contrast, Korea until the 20th century 
was a rather closed society. Therefore the view of what cultural meanings make sense 
may be more restricted. This restriction may also have led to a lower agreement in 
high ratings. 

Differences in the societal make-up could also explain why Korean participants 
preferred narrower ratings than English participants who used the entire scale avail-
able to them. Korea is a mostly collectivist society, which may have led to a larger 
agreement among participants, whereas the individualism in the English society may 
lead to more diverse views. 

It should however be noted that the current study presented colors and meanings in 
isolation. However, even in a single Web page colors are presented in many different 
contexts. Therefore the next study in the current research program will investigate the 
constraints that a given context imposes on the interpretation of the meanings of colors.  

Acknowledgments. The first author gratefully acknowledges the support of the Arts 
and Humanities Research Council in the UK. 

References 

1. Hu, J., Shima, K., Oehlmann, R., Zhao, J., Takemura, Y., Matsumoto, K.: An Empirical 
Study of Audience Impressions of B2C Web Pages in Japan, China and the UK. Electronic 
Commerce Research and Applications 3(2), 176–189 (2006) 

2. Choi, G.S., Oehlmann, R., Dalke, H., Cottington, D.: Cross-cultural comparison of color 
preferences between English and Korean subjects. In: Proceeding of Social Intelligence 
Design, Trento, Italy (2007) 

3. Berry, J.W., Poortinga, Y.H., Segall, M.H., Dasen, P.R.: Cross-cultural psychology. Cam-
bridge University Press, Cambridge (2002) 

4. Brislin, W.R., Lonner, J.W., Thorndike, M.R.: Cross-cultural research methods. Wiley, 
New York (1973) 

5. Hallway, W.: Methods and knowledge in social psychology. In: Hallway, W., Lucey, H., 
Phoenix, A. (eds.) Social psychology Matters. The Open University, Milton Keynes (2007) 

6. Choi, G.S., Oehlmann, R., Dalke, H., Cottington, D.: Discovering color semantics as a 
chance for developing cross-cultural design frameworks, Chance Discovery, Salerno, Italy 
(2007) 

7. Ishihara, S.: Ishihara’s Tests for Color Deficiency. Kanehara Trading Inc., Tokyo (2001) 
8. Gray, C., Kinnear, P.: SPSS for Windows made simple. Psychology Press, Hove (1994) 
9. Brace, N., Kemp, R., Snelgar, R.: SPSS for Psychologists, 3rd edn. Palgrave-Macmillan, 

Basingstoke (2006) 
10. Oehlmann, R.: The Function of Harmony and Trust in Collaborative Chance Discovery. 

New Mathematics and Natural Computation 2(1), 69–84 (2006) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 734–741, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A Cross-Cultural Study on Attitudes toward Risk, 
Safety and Security 

Yumiko Nara 

The Open University of Japan 
2-11 Wakaba, Mihama-ku Chiba City 261-8586 Japan 

narayumi@u-air.ac.jp 

Abstract. In this paper, the author aims to examine the status quo of people’s 
attitude toward risk and safety as well as the differences between risk attitudes 
in Japan, USA and China. The social survey was carried out in February and 
March of 2008. It used questionnaires to obtain data of people: male and fe-
male, 20-69 years, in each country, using random sampling. The survey has 
clarified the status quo and differences about perception toward 19 items of 
risk, effects of safety perception and risk image based on people’s anxiety. It 
has been found that Japanese people fear most strongly the bad influence of life 
risks. The effect of risk image on anxiety was relatively strong in China and Ja-
pan, the effect of safety perception was stronger in the US. 

Keywords: risk, safety, security, risk image, comparative study, questionnaire, 
Japan, the United States, China.  

1   Introduction  

It has been argued that today is the era of risks. Actually the environment that sur-
rounds us is full of various risks.  The concept and definition of risk vary depending 
on the field of study and the researcher. Risks are understood as ‘possibilities,’ ‘un-
certainties,’ ‘deviations of expectations and results,’ ‘probabilities,’ and ‘expected 
losses,’ which are contained in hazards, as well as obstacles and other undesirable 
phenomena which jeopardize the safety of life, health, assets, socioeconomic activi-
ties, and the natural environment. Despite such variations, the true nature of risks is 
invariably understood as the ‘occurrence of undesirable phenomena’ that may inflict 
‘harmful influences.’ Thus, everyday life risks can be classified as material risks, 
human risks, and indemnity-liable risks, depending on the type of exposure. They can 
also be classified by the conditions that give rise to risks, such as risks related to 
highly advanced science and technology, environmental problems, consumers’ lives 
and products, health and medical problems, and disasters. 

In order to examine actual conditions, backgrounds and solutions of risks, various 
studies have been conducted in the fields of social sciences and natural sciences. The 
important tendencies observed in recent risk studies can be characterized in terms of 
the following views; 1) They are focusing on cross cultural studies on risk under the 
tendency of globalization, 2) They are focusing on the viewpoints of citizens (living 
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subjects, consumers, ordinary people; non-specialists/scientists of risk) based on the 
necessity of risk governance/communication.   

As for the former view, there are significant studies of risk management and pol-
icy, disaster prevention, public health, economics and so on [Okada 2004; Kan & 
Chen 2003].  From the view point of the latter, the importance of citizen’s standpoints 
have been emphasized in theoretical approaches and in the preliminary or secondary 
data [Kikkawa 1999].      

There are some empirical studies based on both viewpoints [Hirose & Slovic 1994; 
Kleinhesselink & Rosa 1991, Tsuchida & Pergar 2006], however, most of them treat 
certain kinds of risk in certain populations. This study is trying to approach everyday 
life risks with these two points of view, i.e., the author aims to examine the status quo 
of people’s attitude and coping toward various kinds of everyday life risks as well as 
the differences between Japan, USA and China using questionnaire survey data ob-
tained by random sampling in all three nations.   

This study also aims to realize structural research. Actually there are worthy stud-
ies which focus on risk perception itself [Slovic, 1987]. Others that are also important 
examine each relationship between risk perception (or risk coping) and income, age, 
sex, occupation, view of fate or nature and so on [Nakamura & Sekiya 2004; Flynn, 
Slovic & Merts 1994, Lazo, Kinnell & Fisher 2000]. Based on these worthy studies, 
the author is trying to grasp whole structural conditions and relationships among atti-
tude toward risk, coping with risk, various living attributes, and total evaluation to-
ward living.  

2   Analytical Framework of Study 

The analytical framework of this study is shown in Figure 1.  The whole framework 
of this study consists of three parts; 1) attitude toward risk, 2) coping with risk and 3) 
evaluation of living.  The main hypotheses of this study are as follows; Hyp.1 ‘Peo-
ple’s total evaluation of their living depends on the extent of adaptation between their 
attitude toward risk and coping with risk’ and Hyp.2 ‘the actual condition of risk 
attitude/coping and relationships among various variables are different in Japan, USA, 
and China’.   

The part of 1) attitude toward risk has yet two more components – risk perception 
and risk philosophy.  Here are two sub-hypotheses; SubHyp.1 ‘People’s risk percep-
tion is affected by risk philosophy’ and SubHyp.2 ‘Their perception of safety/anxiety 
is effected by the perception of risk and risk image’.  As for the part of risk coping, it 
also has three components; 1) resource, 2) risk management process, and 3) risk man-
agement philosophy.  About risk coping, there are two more sub-hypotheses; Sub-
Hyp.3 ‘People’s condition of the risk management process is influenced by the quality 
and quantity of their resource’, and SubHyp.4 ‘Their condition of the risk manage-
ment process is affected by their risk management philosophy’.  

Among the above analytical framework, this paper is focusing on risk perception, 
i.e. to grasp the actual condition of safety perception, risk image, and security/anxiety 
perception.  Moreover Hyp.2 and SubHyp.2 will be examined. 
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Fig. 1. Analytical framework of the research 

3   Method 

3.1   Indexing of Variables: Focusing on ‘Safety’, ‘Security’ and Risk Image 

The framework shown in Fig.1 aims to clarify the people’s condition around safety 
and security. Safety is defined by the situation in which the risk level if objectively 
evaluated is sufficiently low to be accepted. Security is grasped as the situation that 
people subjectively think risk is low.   

The specialists/scientists produce safety items when they research and manage 
risks. On the other hand, ordinary people/citizens cannot be free from perception of 
security. Social psychologists have pointed out that risk perception between citizen 
and specialists/scientists is different [Okamoto 1995]. Risk is evaluated with its fre-
quency and severity. However people/citizens –not the specialists/scientists – often 
overestimate risk with some reasons; adding risk image, using various and compound 
endpoints, using short information as well as literacy, rejecting unacceptable risk, and 
being affected by his/her living attributes [Nara 2007]. 

In the case of members of the general public, risk perception is synonymous with 
understanding uncertain phenomena. This understanding is based on an integrated set 
of criteria, including frequency and intensity, anxiety and fear, optimism, benefits, 
and acceptability, from subjective viewpoints. Therefore, risks are perceived differ-
ently depending on each individual’s limitation of information-processing ability, 
surrounding situations, and attributes, such as past risk career, age, sex, occupation, 
and academic background. 
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On the other hand, in the case of risk assessment and management organizations, 
including experts, companies, and administrative organizations, risks are analytically 
perceived based on estimations of probability, quantitative measurements of losses, 
and calculations of costs and benefits. Accordingly, there is a great discrepancy in risk 
perception between individuals and organizations. Risks perceived by the former are 
subjective risks, while those perceived by the latter are objective risks. 

Especially image of risk in people would make significant effects on her/his  
estimation. Based on these perspectives, the author tried to grasp the status quo of 
people’s perceptions toward safety, risk image, and security/anxiety. Furthermore the 
relationships among these three concepts should be examined.   

Indexes of main variables are shown below. Among these indexes, risk image is 
based on the pre-standardized scales, the others were made by the author specifically 
for this study.  

Items of risk 
As for the substantial indication of variables, the following nineteen risks which 
would be happen in everyday life were presented; a) Earthquake, b) Traffic accident, 
c) Fire, d) Cancer, e) Food laced with foreign substances or chemical substances, 
f) Involvement in a crime (as a victim), g) Illness and injury, h) Decrease in income, 
i) Decrease in assets, j) Financial difficulties after retirement, k) Global warming,  
l) Health hazards from genetically modified food, m) Side effects of drugs, n) Acci-
dents at nuclear power plants, o) Internet scams, p) Leaks of personal information on 
the internet, q) Defamation of people on the internet, r) Involvement in sexual crimes 
on the internet, s) Computer viruses. 

Perception of security/anxiety  
Concerning about each risk above the nineteen items, the level of security/anxiety 
perception is obtained with the following question; 

1) How anxious do you feel regarding risks listed below in your daily life? Use a 
number from 1 to 6, where 6 means “very anxious” and 1 means “not anxious at all.” 

Perception of safety 
The level of safety perception is obtained based on two elements; 2) the probability of 
a risk and 3) the severity of the consequence of a risk, with the following questions;  

2) How great is the chance that these things happen to you? Use a number from  
1 to 6, where 6 means “definitely to happen” and 1 means “will never happen.” (Cir-
cle one for each risk) 

3) Suppose the following things happened to you. How much do you think you 
would be damaged? Use a number from 1 to 6, where 6 means “Seriously damaged” 
and 1 means “Not damaged at all.” (Circle one for each risk) 

Risk image 
Risk image is an image (whole and integrated impression) which an individual holds 
toward risk. Risk image is formulated with the peculiarity and content of that risk. 
The level of risk image is obtained based on the scale of the risk image components 
described by Slovic [Slovic 1987]. In this study it is composed of one factor of the 
unknown risk; 4) the clarification level of each risk by the specialists and 5) the 
knowledge level of a person (participant of the study) toward each risk, and another 
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factor of the dread risk; 6) controllability over risk. Substantial questions are the  
following: 

4) To what extent, do you think the following risks are scientifically made clear by 
professionals? Use a number from 1 to 6, where 6 means “very clear” and 1 means 
“not clear at all.”  

5) How much knowledge do you think YOU have concerning these risks? Use a 
number from 1 to 6, where 6 means “a lot of knowledge” and 1 means “no knowledge 
at all.”  

6) To what extent do you think you can avoid these risks on your own before they 
happen? Use a number from 1 to 6, where 6 means “Can avoid completely” and 1 
means “Can’t avoid at all.”  (Circle one for each risk) 

3.2   Outline of the Survey 

This survey was carried out with the following frame; 1) Population and subjects of 
survey: [J] & [US] & [C] male and female, 20-69 years old, all parts of the country. 2) 
Measure for Questionnaire: [J] & [US] send and return it by mail, [C] by telephone 
(CATI: Computer Assisted Telephone Interview). 3) Sampling ledger: [J] NOS list, 
[US] GfK list, [C] RDD (telephone number ledger). In three countries, subjects were 
sampled with the simple random sampling method according to a sex and age accord-
ing to population percentage. 4) Number of the Useable Samples: [J]1,050s, [US]509s, 
[C]1,000s. 5) Survey period: [J] 2008 Feb13-Feb29, [US] 2008 Feb23-Mar28, [C] 
2008 Feb18-Mar6. 6) Investigation implementation organization: [J] Nippon Research 
Center, [US] GfK Custom Research North America, [C] Chinese Academy of Social 
Sciences.  

Basic attributes of respondents are as follows; Gender: female 54.6% and male 
45.4% in Japan, 50.9% and 49.1% in US, 50.0% and 50.0% in China.  Age: 20-29 
years old: 14.1 %, 30-39: 23.5 %, 40-49: 21.1 %, 50-59: 20.3 %, 60-69: 20.9 % in 
Japan (average  45.65  years old), 20-29 years old: 22.6 %, 30-39: 22.2 %, 40-49: 22.0 
%, 50-59: 18.6 %, 60-69: 14.7 % in US (average 42.65 years old), 20-29 years old: 
24.0 %, 30-39: 30.0 %, 40-49: 23.0 %, 50-59: 16.0 %, 60-69: 7.0 % in China (average 
39.55 years old) . 

4   Results and Discussion 

4.1   Status Quo of Attitude toward Risk  

About risk perception, Japanese people fear most strongly the bad influence of the life 
risks of the 19 items, although the presentation of the descriptive distribution of the 
reply results is omitted due to a lack of space.  Another result shows that Japanese 
people’s self-perception on scientific elucidation and individual knowledge on risks is 
relatively low.  It has been stated by other researchers (e.g. Hofstede 1991; Mizu-
shima 2002) that Japan is the society in which people feel a high dread, and in this 
study the same result was obtained.  

For the perception of security a MANOVA (multiple analysis of variance) was 
conducted. It showed the following significant differences by country: 1) anxiety 
related to risk – the Japanese feel great anxiety toward all 19 risks (Wilks λ２= .421  



 A Cross-Cultural Study on Attitudes toward Risk, Safety and Security 739 

p<.001).  There are the following tendencies of the result; Japan > China > US about 
the risk items except related to the Internet, and Japan > US > China about the risks of 
the Internet. 

On the perception of safety, the following results are obtained; 2) the probability of 
risk -- Japan > US > China (Wilks λ２= . 334 p<.001), and 3) the severity of risk -- 
Japan > US > China (Wilks λ２= . 547 p<.001). With regard to substantial risk, Japa-
nese people estimated a higher probability and severity toward all 19 items of risks. 
The possibility of occurrence of big earthquake, for example, is definitely quite high-
est in Japan. However the Japanese find high probability even toward other risks 
which occur with almost the same or less probability in Japan compared with the 
other two countries, like cancer, traffic accident, crimes on the Internet and so on.  

As for the risk image, the result of  4) the clarification level of each risk by the 
specialists is significant (Wilks λ２= . 721  p<.001) with the following tendencies; 
China > US > Japan about the risk items except related to the Internet, and US > 
China > Japan about the risks of the Internet.  Moreover the result of 5) the knowl-
edge level of each risk of a person shows that Japanese do not think they get sufficient 
knowledge about risks (Wilks λ２= .701  p<.001) with the following tendency: US > 
China > Japan. Lastly the result of the controllability of risks, the tendency of China > 
US > Japan (except Internet risks) and US > China > Japan (Internet risks) were ob-
served (Wilks λ２= .655  p<.001). These results indicate that Japanese people feel the 
unknown of risks more strongly than the Americans and Chinese do.  Moreover, as on 
the dread of risks, the results also indicate that Japanese people feel the dread of a risk 
strongly. 

4.2   Relationships between Perception of Security, Safety and Risk Image  

In order to examine the relationships between people’s perception of security/anxiety, 
safety and image of risk, a multiple regression analysis was conducted. The dependent 
variable here is the perception of security/anxiety, independent variables are the per-
ception of safety (the probability of risk and the severity of risk consequence) and risk 
image (the clarification level of each risk by the specialists, the knowledge level of 
each risk of a person, and controllability over risk). 

The result is shown in Table 1. In this table the scores of β (standardized regression 
coefficient) for anxiety of each risk (here are five items, however, the others show 
almost the same tendencies) are observed.  It indicates that these independent vari-
ables generally affect the level of people’s anxiety. However, the size of the effect 
varies depending on the independent variable as well as the country.  

The score of β of safety perception (frequency and severity of risk) is large in Ja-
pan and the US. This tendency is remarkable in the United States. The influence of 
the risk image is observed in Japan; on the other hand, US's influence of the risk im-
age is small or even insignificant. In China, the influence of the knowledge level of 
each risk of a person is greater than the influence of safety perception (frequency and 
severity) unlike Japan and the United States. After adding the main basic attributes 
(age, annual income, and sex) as independent variables, almost the same tendency is 
obtained. However, the effect of the annual income is considerably large in China  
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Table 1. Result of multiple regression: β (standardized regression coefficient) for anxiety of 
each risk 

 

compared with other countries. In Table 1, the scores of R 2 of China tend to be  
smaller than those of Japan and the US.  Therefore the effects of other independent 
variables have to be examined to eliminate the residual. 

5   Conclusion 

This study has tried to clarify the status quo of risk perception and relationships be-
tween perception of safety/anxiety, perception of safety and risk image. The results 
can be summarized as follows: Hyp.2 is verified at least with respect to the perception 
of risk, i.e. the actual condition of risk perception and relationships among various 
variables are different in three courtiers. SubHyp.2 is verified. People’s perception of 
safety/anxiety is affected by the risk perception and risk image.  In this paper, only a 
part of the entire analytical model has been treated. It is expected that various factors 
form anxiety. For instance, it seems that the view on fate, religion, nature and science 
have exerted influence on risk perception. Moreover, people’s feeling to be relieved 
under the perfect condition with zero-risk should be examined. Further future works is 
to clarify the relationship between attitude toward risk and coping with risk as well as 
the effect of these on the satisfaction with the entire living situation. 
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Insight or Trial and Error: Ambiguous Items as Clue for 
Discovering New Concepts in Constrained Environments 

Jun Nakamura1,2 and Yukio Ohsawa1 

1 The University of Tokyo, Bunkyo-ku, Tokyo, 113-0033, Japan 
2 Bearing Point, Chiyoda-ku, 100-6223, Japan 

Abstract. As our life becomes more sophisticated, our ability to create con-
cepts is indispensable. Based on our concept formation model, which focuses 
on ambiguous items that cause a change of one’s decisions, we developed a 
web-based creativity support system. This is intended to guide users in the 
categorization of words in analogical reasoning by forming batches of words 
to discover new concepts. 20 junior high school students participated in an ex-
periment, where concept formation is expected to be induced by an ambiguous 
interpretation of presented information under constraints. The result provided 
some evidence that an existence of ambiguous items corresponds to a diversi-
fication of a thought process either as insight or trial & error in categorizing 
words. The result also showed that the reconstruction of groups for including 
ambiguous items into some groups accelerates the creation of new concepts for 
better interpretation.  

Keywords: Creativity, concept, ambiguity and constraints. 

1   Introduction 

Consider a business manager in some liquor production company with decreasing 
revenues, who may investigate various ways of improving sales, such as discounting 
products, increasing the sales force etc. In this situation during a visit of your factory, 
the manager may note employees who fit the cap to the liquor bottle in the production 
line. He may become aware that the cap is not liquor itself but a supplementary item, 
and simple part of the bottle. 

One of the scenarios is that this cap could be interpreted as an extreme happy time 
for consumers when they begin to open the bottle at night. Given such a scenario, the 
manager may become aware of the necessity to provide a new concept of service by 
offering a pleasant time and place, where the liquor can be enjoyed in a happy and 
relaxed atmosphere, where it is sold at a discounted price. 

This is an example for the necessity of using analogies to become aware of new 
concepts. This thought process is important for identifying the characteristics of new 
concepts, when the concepts cannot be seen physically such as displayable products. 

We classified two notable types of study related to this concern, one focuses on 
analogical reasoning to support creativity, and the other on analytical references to 
evaluate human behavior. 
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Evidence from cognitive science and psychology suggest that people can ascribe a 
variety of contextual images to one given word. Sometimes the meaning is changed 
with a interpretation. This allows discovering a new interpretation [1]. This ambiguity 
of word meanings is reflected in a perceptual shift that can be characterized either as a 
subjective or objective transfer [2,3]. Here we focus on analogical reasoning proc-
esses, which are essential for the creative formation of new concepts [4,5]. Analogical 
reasoning has been modeled in the structure mapping theory [1,6], which allows the 
transfer of knowledge between different domains. This cross domain transfer from the 
base (given words) to the target (concepts) enables the generation of new creative 
designs and has been considered to be a discovering process. Generally the formation 
of an analogy requires a hint about the relationships between base and target problem. 
[7]. Without such a hint most people are not able to form the analogy. 

However, these studies have not considered words that cannot or are difficult to be 
interpreted for new categorization. We, therefore, focus on such words as “ambiguous 
items”, and this is the main issue of this paper. 

Equally relevant are empirical methods to analyze human cognitive behavior. Crea-
tive activity can effectively be supported by discovering combinations of concepts, 
where the combinations are comprised of keywords [8].  

This method has been described on an algorithmic level and the approach taken in 
this paper benefited from it. However this paper will introduce an experimental tool to 
observe human cognitive behavior. As a tool, the newly developed environment is  
based on the metaphor of word cards. There are several methodological approaches 
using cards, e.g. the CRC approach and Q-methodology. The CRC approach [9,10], 
which facilitates the process of discovering real world objects, is designed for object 
oriented modeling according to predefined scenarios, whilst our target is to create the 
actual scenarios by combining word cards. The Q-methodology [11] is a way to re-
veal subjective structures, attitudes and perspectives by using cards. The objective is 
similar with our paper, but it is based on factor analysis involving the rank-ordering of 
a set of statements ranging from agree to disagree. The intention therefore is not to 
explore the thought processes of creativity. 

We assume that reviewing an individual’s own interpretation, if affected by the 
presence of ambiguous items, might lead to the discovery of new concepts.  

In the following section, the concept creation model will be presented. This model 
has been used in the subsequent experiment (Section 4). The results of the experiment 
in the light of the model will be discussed in Section 5.  

2   Concept Creation Model 

The concept creation model, as shown in Figure 1, is based on the idea that outer 
knowledge contributes to creativity [12]. As the constrained environment motivates 
an individual’s creativity [13], a rule was designed stating that the subject must not 
leave any of the given word cards without being categorized. That is, all the given 
word cards must finally be categorized in some clusters. 

We assume that people tend to address any items that are easy to categorize first  
and leave out some items, which are difficult to categorize. Under the constrained 
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rule, we expect that subjects will be sufficiently activated to discover new concepts by 
recombining clusters into new groups, as indicated in Figure 1. 

The state of uncertainty corresponds to an impasse [14], which is caused by inter-
ference from preconceived ideas. But the constrained rule and the instruction to the 
game might enable subject to overcome the impasse. 

We assume that if one does not leave any items out (i.e., uncategorized items do 
not exist), subjects might obtain new insight by looking over all of the given words 
during the entire process of the experiment. If subjects leave items out (ambiguous 
items), they might be obliged to cluster these uncategorized items with a trial & error 
strategy. 

The new concept

The name of the 
new concept

The new concept

The name of the 
new concept

The new concept

The name of the 
new concept

  

Fig. 1. Reconstruction of groups by adding items that 
were left out. The progress is from two clusters with 
four uncategorized (uncertain) items in the upper 
image to three clusters with no uncategorized items in 
the bottom image. 

Fig. 2. Students enjoy playing an 
analogy board at junior high school 

3   Experiment 

3.1   Method 

3.1.1   Design 
Players can consider the structure by relocating word cards on the screen to embrace a 
wider perspective (1). If the player discovers a common concept corresponding to a 
cluster, he colors the nodes in the cluster and writes the meaning of the words accord-
ing to the player’s interpretation (2). The player then assigns a concept name to the 
cluster, the word cards of which are painted in the same color (3). If some word cards 
are not categorized in any cluster (ambiguous items) (4), the player restructures a 
cluster [15] and finds a new concept that allows for the reconstruction of the clusters 
(5). The player continues to work through the cards until all word cards are catego-
rized into clusters (6). 

All the words is simple nouns, but they include ambiguities [2], as the word Lin-
coln may mean a president of the United States, the name of a place or the name of a 
vehicle type. We expect that this ambiguity triggers participant’s analogical thinking 
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in their mental space [16], and that this will provide a clue for a sufficient link with 
other words and hence enable the discovery of combined concepts. 

3.1.2   Participants 
Twenty students at junior high school have enjoyed playing the analogy board, as 
shown in Figure 2. 

3.1.3   Materials 
Based on the concept creation model explained above, we constructed the interface 
shown in Figure 3. The player is presented with 20 words (items), each in a small 
square node. Initially, the words are randomly placed, with no objective relevance 
(Figure 3-A). The most of the words are categorized by filling the meaning on the 
card, except ambiguous items (Figure 3-B). A group is reconstructed by involving 
ambiguous items (Figure 3-C). 

We prepared a 20-word card set: strawberry, baseball, internet etc. This set can be 
flexibly changed according to the experimenter’s objectives. 

The system architecture is rather simple. A network environment with a browser is 
sufficient for the player to engage with the system. The system provides motion cap-
ture logs to the server each time the player performs any action. 

BA CBA C  

Fig. 3. Screen image of the developed environment, where (A) 20 word cards are located 
randomly at the beginning, (B) 4 clusters with one item left aside. The player clicks on the 
orphan card to view a balloon, where the player writes the meaning of the word, as interpreted 
by the player. and then (C) all items are categorized into three clusters, by reconstructing 
combinations. 

3.1.4   Procedure 
The experiment was conducted twice without break, the first time with no special 
instruction and the second time with the instruction to focus on a social issue, such as 
“consider environmental issues” to avoid the impasse [14]. 

3.2   Results 

3.2.1    The Analysis Method 
From the various motion-related data logs generated by the system, we abstracted logs 
of actions according to the following analysis method. 
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First, there are 3 types of action (to drag the item, to color the item and to write the 
meaning). We focus on mainly two actions, one is to color the item, and another is to 
write the meaning of the item. These two actions can be considered directly related to 
awareness of the target (i.e., concepts). 

Second, we define the ambiguous item to be extracted from 20 word cards. 
Third, we visualize actions in a time frame in order to compare the group of play-

ers with and without ambiguous items. 
Here we define the cognition of clusters and meaning, and ambiguous items. 

 

− Cognition of clusters and meaning 
Coloring cards is understood as the cognitive action of discovering a cluster. The 
cognition of being aware of a cluster is defined by Eq. (1), where the experiment time 
is normalized by 50 as t={1,2, ・ ・ ・ ,50}, and the number of actions required to color 
the card Ci is defined as g

i
 (t)  
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The cognition of being aware of a meaning is captured in the same manner as the 
cognition of a cluster. Eq. (2) defines the cognition of being aware of a meaning, 
where the number of actions required to give meaning to an interpretation is ex-
pressed as hi (t). 
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− Definition of ambiguous items 
If players don’t have any impasse, there are no items left. If players left some items, we 
refer to them as ambiguous items, which shall be extracted in the following manner. 

We defined here a word card set as {C1, C2, ・ ・ ・ C20}. The timing when G’ attain 
10% in Eq (3), is shown as td. In this regard, we can note Ci (possibly plural number) 
as ambiguous items, where gi (t) > 0. 

GtgG
i dt
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20

1

50
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The time frame will now be considered for more accurate identification of ambigu-
ous items, because a certain amount of time is at least needed to manage the ambigui-
ties. The above calculation intends to identify the word cards, which are used within 
the last 10% of all actions. That is, these word cards are left until the last stage of an 
experiment, or are colored repeatedly.  

The timing of the largest number of coloring actions during a complete process 
shows that players develop their entire strategy by forming concepts, because this 
action involves the recognition of concepts based on sets of colored word cards. We 
define here the timing of this mode as tm. We have to pay attention to the length of the 
time gap between the mode (tm) and the final coloring action (td), where td.－tm >0. 
The length can be logically a maximum of 49 (tm =1, td =50) and a minimum of 1 
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(tm =49, td =50). Depending on the length, there are two types of ambiguity, (a) the 
longer its length is, the more ambiguities are realistic, and (b) the shorter its length is, 
the more ambiguities are unrealistic. This means that if one leaves some card for a 
long time the player is struggling in a try & error approach to group the uncategorized 
items and this situation seems to be ambiguous. But if one leave some cards for a very 
short time it is possible that players temporally place the card aside to consider the 
grouping of other cards. They appear to consider concurrently both the card that is left 
aside and other actions with their perceptive insight to look ahead over all word cards. 
That is the reason why players leave the card for a shorter period. The word card left 
aside, therefore, might not to be ambiguous. 

3.2.2   Summary of the Result Data and Graphs 
We identified ambiguous items for the first game in accordance with the analysis 
method in Section 3.2.1. 

As a result of the procedure, there are 11 players with ambiguous items and 8 play-
ers without ambiguous items, for the case that the length between td and tm is 10, to 
distinguish whether ambiguous items exist or not.  

In order to compare the cognition of clusters and meanings for both groups, actions 
are shown in Figure 4 and 5, in accordance with Eqs.(1) and (2). 
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Fig. 4. Action related to the cognition of 
clusters and meanings (for the players with 
ambiguous items), where the length between 
td and tm is more than 10 

Fig. 5. Action related to the cognition of clus-
ters and meanings (for the players without 
ambiguous items) where the length between td 
and tm is less than 10 

The cognition of clusters, as colored items, is directly related to the awareness of 
discovering concepts. A t-test has been conducted that showed that the difference 
between the means of both groups (Table 1) was significant (t=2.110, df=17, p<0.05).  

Table 1. Result of t-test for the difference of population mean 

 Step1 Step2 Step3 ALL 
Means 2.40751 -0.38570 -2.19515 0.07036 
Variance 2.05935 -0.24960 -1.89685 -1.28884 
Maximum 1.86639 -0.37690 -2.60046 -1.40441 
Sum of actions 2.40751 -0.38570 -2.19515 0.07036 
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Let us make our interpretations. Figure 4 shows that coloring (i.e. clustering) of 
items increased preceding meaning. After this, meaning assignment remained at a 
high level, whereas clustering activity faded. Thus, in the mid-range of playing time 
(step2), players tended to color some items but left others uncolored. Then they began 
to write word meanings. During this time, players considered where uncolored cards 
(ambiguous items) should be integrated or named a new concept rearranging a set of 
cards that were redefined in meaning, where individuals created new concepts while 
rearranging ambiguous items. This confirms that ambiguity leads to new concept 
creation during as you can see “valley” in step 2 in Figure 4. 

On the other hand, in case of players without ambiguous items, we could observed 
two further distinctive phenomenon, i.e., (a) coloring alternates meaning in most of 
the process from the beginning, and (b) coloring increases extremely at the final stage. 
This implies the preparation for final coloring action is taken place from the begin-
ning carefully with “smaller valley”. 

In either case with the valley that varies in size, the actions in step 2, which are ob-
served as the “valley” in Figure 4 and 5, represent one of the core findings of this 
study. The result of t-test in Table 1 shows that there is no apparent difference be-
tween the two parties in Step 2. 

4   Discussion 

Whatever ambiguous items are presented, players have to respond to create concepts in 
the experiment. But as far as the thought process is visualized through the experiment 
designed according to the concept creation model, ambiguity tends to be induced by 
words that are difficult to group, i.e., words that are left uncategorized in the experi-
ment, and the reconstruction of groups to include the uncategorized words accelerates a 
better interpretation by redefining the meaning. In detail, we observed players who 
considered their individual contexts in the mid-range of the thought process, which is 
referred to as “valley” in this paper, and concentrate on assigning consistent meaning 
to words within the cluster, prior to completing the composition. In this regard, the 
“valley” can be considered an exploratory cognitive process [17, 18]. 

Depending on the existence of ambiguous items, the thought process for discover-
ing new concepts diversifies especially in the beginning phase and the end phase. It 
was considered that the thought process is shown as trial & error with ambiguous 
items, and without ambiguous items it is shown as a perceptive insight [15] to further 
look ahead in the overall process. 

5   Conclusion 

We have shown evidence that the analogy board assists creativity by forcing players 
to modify meanings about ambiguous items under the constrained rule.  

While previous research is limited to focus on ambiguous items in terms of creativ-
ity, our findings imply that ambiguous items under constrained rule incite emotion 
and thought, forcing a wider reference and awareness of common functions,  
while analogical reasoning supports the abstraction of similarities among the bases. 
Based on this mind set, concept creation models could bring in repetitive trial & error 
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actions that shift interpretations or insight behavior to look ahead for meaning of 
relations that depends on the existence of ambiguous items. 

Further research will need to address the validation of possible patterns by seman-
tic analysis and to deduce what words will be sufficiently ambiguous to generate new 
concepts. 
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Abstract. In this paper, we analyze clinical data to model relation-
ships between clinical data and health levels. During analyses of data,
we discovered models which are important for determining health lev-
els but cannot be extracted during machine learning process. We regard
such models as chance and propose an interactive determination of such
models. The obtained models can be referred to when standard models
cannot correctly explain certain individual health levels.

1 Introduction

In recent years, according to increased computer power, complicated data analy-
sis on computers can be achieved. computerized data analysis could be achieved.
For medical data, many data analyses are performed in various forms. Usually
such analysis is conducted for data collected in usual clinical examinations or
inspections. It is rather easy to collect data during such events. However, such
data usually lack several parts and it is difficult to collect only perfect data sets.
Therefore, in the International Research and Educational Institute for Integrated
Medical Science (IREIIMS) project, we decided to collect complete medical data
sets. When we collect complete data sets of considerable size, we have additional
problems. The data collections include various types of data; that is, they con-
tain data, for instance, of persons with lung cancer, those with stomach cancer
etc. It is sometimes hazardous to use such mixed and complex data to perform
data mining.

We have been researching chance discovery [Ohsawa and McBurney, 2003]
in medical applications to deal with such complex data. In [Abe, Kogure and
Hagita, 2003], for medical applications, we pointed out that it is important to
find missing or hidden knowledge as a chance and showed an abductive solution.
In addition, the role of induction is to determine the gray zone, which can be re-
garded as a chance, as well as to build a standardized knowledge base. Above we
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discussed the issue from a logical viewpoint, but for chance discovery, the interac-
tion between human and computer is very important. Accordingly, Abe proposed
an interactive interface for medical diagnosis support, where we can check in-
dividual data to change or confirm health levels (definition will be given in the
Section 3) and discover hidden factors that might have serious or positive ef-
fects on patients health [Abe et al., 2007a]. We also proposed an integrated data
Mining approach, where medical data are categorized according to given catego-
rization (authorized by physicians) [Abe et al., 2007b] and [Abe et al., 2007a].
Since influential factors such as tumor markers control a machine learning re-
sult, a machine learning procedure can be performed for categorized data sets
and results are combined or integrated. The authorized categorization is defined
according to human organ situations. Therefore if we conduct machine learning
for categorized data, results will be tuned according to human organ functions
such as liver, pancreas, and kidney. In fact, the authorized categorization is not
so small. Of course, as shown in the previous papers, machine learning meth-
ods for the authorized categorization seem to function well, but better machine
learning procedures or more efficient categorization can be considered.

In this paper, we adopt the proposed interface to perform chance discovery.
Especially, we focus on incorrect cases of health level determination and discuss
the reasons for them. Discussions will partly be performed from the viewpoint of
chance discovery. In Section 2, we briefly describe the features of the interactive
data analysis system. In Section 3, we analyze (data mining) the collected data
using C4.5 and apply the generated rule sets to the medical data to determine
the patients’ health levels. In addition, we analyze the results from the chance
discovery viewpoint. Section 4 provides the final conclusion of this paper.

2 Medical Data Analysis System

2.1 Clinical Data

We are now collecting various types of clinical data, such as those obtained in
blood and urine tests. In addition, health levels are assigned by doctors result-
ing from the clinical data and by an interview. Health levels that express the
health status of patients are defined according to Tumor stage [Kobayashi and
Kawakubo, 1994] and modified by Matsuoka. Originally, health levels consist of
5 levels (I–V). Persons at level I and II can be regarded as being healthy, but
those at levels III, IV, and V can possibly develop cancer. In [Kobayashi and
Kawakubo, 1994], level III is defined as the stage before the shift to preclinical
cancer, level IV is defined as conventional stage 0 cancer (G0), and level V is
defined as conventional stages 1–4 cancer (G1–G4). For more detailed analysis,
Matsuoka defined more detailed categorization, which are I, II, III, IVa, VIb,
VIc, Va, and Vb. Since health levels VI and V include many data, health levels
VI and V are categorized more.

Currently, he have collected more than 2500 data with health level assign-
ments. Medical data are mainly collected from the same client group as that
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Table 1. Health levels

health level I II III IVa IVb IVc Va Vb

ratio (%) 0.0 0.0 3.9 19.5 52.5 24.1 7.0 2.6

described by Abe. [Abe et al., 2007b]. Thus we collected data from office work-
ers (aged 40 to 50 years old) but not from students. Therefore, despite of a new
categorization, there still exists a unbalanced health level distribution. Thus an
imbalance of the data should still influence the analyses.

2.2 The Clinical Data Analysis System

We have proposed an interactive data analysis system Based on a Web browser
that enables interactive checks of the learned results and corresponding data
[Abe et al., 2007a],. Results generated by C4.5 [Quinlan, 1993] can be displayed
on web browsers and some leaves have link anchors that can show various infor-
mation on data in the decision tree. The current interactive interface is shown
in Fig. 1. For instance, if we click link anchors on leaves (CA72-4 > 4: 5a(2/0);
in the left browser), another browser will be started that has more detailed in-
formation (the center browser in Fig. 1). In the second (center) browser, we
can check the range of each item relating to the health level. For instance, for
health level 5a, the range for TK Activity is less than 5.01 In addition, we can
check individual data by following links in the top of the second browser. Thus
we can review results by C4.5 in the organic view and we can check each value
relating to certain health levels in detail. In the following section, we use this
interface to analyze clinical data in a chance discovery manner. If we use this
interactive analysis, we can discover factors which do not appear in decision
trees.

3 Chance Discovery in Medical Data Analysis

In the previous section, we illustrated the proposed interactive data analysis
system. We pointed out that, by using the interface, we can check data in detail
and consider background factors of situations. For medical chance discovery,
we can consider various factors such as discovery of rare or novel diseases and
cases which normal machine learning cannot learn. First we apply C4.5 to the
collected clinical data to construct the medical knowledge base, and to reconsider
the standard value of the tumor markers. Previously, we pointed out that even
if induction can only generate a general knowledge set, if obtained data are in
the gray zones which are outside of a standard value, the generated rules are
significant as a chance [Abe, Kogure and Hagita, 2003].

1 If the range of the data is outside of the standard value range, the item is shown
in red color. The standard value is determined by referring to the data library of
Mitsubishi Chemical Medicine Corporation (http://www.medience.co.jp/).
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Fig. 1. Interactive interface for medical diagnosis support

3.1 Health Level Determination

When we apply extracted rule sets from C4.5’s result to the same data sets to
determine health levels, we can obtain a rather good result, where 1403 (93.53%)
of data are correctly determined, and 97 (6.67%) of data are incorrectly deter-
mined. This result is acceptable. However, when we apply the same rule sets to
a collection of different data sets (963 data sets), we obtain a rather insufficient
result, where 380 (39.46%) of data are correctly determined, and 583 (60.54%)
of data are incorrectly determined. In fact, a part of these data is collected from
the same individuals on a different date. Therefore, there will be a very small gap
between learned data and health level determined data. However, a decision tree
generated from 963 data sets is quite different from that generated from 1500
data sets. Even an item on the root of the decision tree is different. A reason
may be that since the data set contains various types of data and the number of
items is quite large (around 140), C4.5 might generate rather specialized models
for the given data.

3.2 Health Level Determination Evaluation

In the above, we obtained insufficient result when we apply the generated rule
sets to different data set from the data set from which rule sets are generated. We
adopt an interactive interface to evaluate the health level determination process.

We applied C4.5 to 1500 clinical data to obtain a decision tree (Fig.2). On the
top of it (actually in the middle of the full decision tree), we can notice “EBV-
EBNA > 20 : 4a(0/2/1)” which means two are incorrectly determined and one
is assigned to a new health level. We check it because it contains two incorrect
health level determinations. As shown in Fig.3, the individual whose ID is 1223
is assigned to health level 5a and the individual whose ID is 1155 is assigned to
health level 4b. Health level 4b is close to 4a, so it will be acceptable. In fact, the
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Fig. 2. Part of decision tree

Fig. 3. Part of second browser

patient had rather abnormal values in several items such as NSE (6.2), EBV-
VCA-IgG (160.0), and EBV-EBNA (40.0). However, as for 5a, there should be
certain problems in determining health levels. Therefore, we review the client
(ID: 1223)’s data in detail.

For the data review, we utilized the interactive interface. When we click the
patient’s ID (in this case, 1223) in the second browser, we can obtain the third
browser shown in Fig.4, which presents patient’s clinical data. In the browser,
we can easily find the abnormally high values written in red (in BW print, light
gray). For instance, Apolipoprotein A-I is 192.0, Apolipoprotein B is 107.0, and
blood sugar is 120. That means, the patient suffers from rather serious Lipid
metabolism abnormalities or Arteriosclerosis. In fact, with the proposed inter-
face, it is rather easy to focus on such abnormal data. Why did rules extracted
from C4.5 determine the patient’s health level as 4a instead of 5a? When the rule
set was applied to the patient data, neither Apolipoprotein A-I, Apolipoprotein
B nor blood sugar was used to determine his/her health level. Apolipoprotein
B is not in the path after “TK activity <= 5.4.” His/her TK activity is 5.4,
but this is not a serious problem. Even if we follow the path after “TK activity
> 5.4,” neither of the above factors is used to determine his/her health level.
In fact, Apolipoprotein B appears in the decision tree. Accordingly, we apply
the rule set that was only generated from metabolic function test data including
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Fig. 4. Part of a third browser

Apolipoprotein A-I, Apolipoprotein B, and blood sugar. In this case, the health
level of a patient (ID: 1223) is 4b. Due to an imbalance influential power of
attributes, sometimes generated rules (models) are influenced by such powerful
factors. In [Abe et al., 2007b], we proposed an integrated data mining to remove
influential factors which might disturb a proper model generation. Thus, in this
application, the influence of TK activity (tumor marker) should be removed in
this process, but still we cannot make a correct health level determination.

We combine the data collection with 1500 and 963 data sets to apply C4.5.
We obtained quite different results from those that were generated separately
from both data sets. The result shows that very different patient groups will
be added to the original data sets (1500 data set). In fact, at the top of the
decision tree, albumin which is categorized for liver, pancreas, and kidney test
data appears. A patient (ID: 1223) is in the group whose feature seems to be
the same as or similar to the original data. However, based on the result above,
he/she might belong to the other data group. The main factors which determine
the patient (ID: 1223)’s health level will belong to metabolic function test data,
which cannot be considered in the health level determination process.

3.3 Model Generation and Chance Discovery

As shown above, from the current data set, it will be difficult to model relation-
ships between clinical data and health levels only by applying C4.5. In fact, it is
necessary to collect more data to model relationships between clinical data and
health levels. In addition, we can point out that one of the serious weak points
of the decision tree approach is that we cannot make multiple models in a simple
way. That is, the top of decision tree is one model. For the other analysis, we ap-
ply Clementine to perform basket analysis [Agrawal et al., 1993]. We conducted
a 3-item-sets basket analysis2. For the health level 5a, we obtained that the set
consisting of “Immunosuppressive acidic protein and ALP Type 2 isoenzyme,”
“Immunosuppressive acidic protein and Apolipoprotein E, ” “Alpha1-Globulin
and Apolipoprotein E, ” etc. are factors for determining health levels. Thus we
can also obtain categorization information from the result. Thus we can model
relationships between clinical data and health levels by applying both C4.5 and
basket analysis, where basket analysis can support categorized modeling for C4.5.

2 For reasons of computational limitation, we could not perform more than 4-item-sets
basket analyses.
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However, as shown above, there still exist exceptions such as the case of patient
(ID: 1223). For chance discovery modelling, it would be necessary to analyze such
exceptional cases. And it would be necessary to generate missing or hidden paths
or new rules to explain events that cannot be explained by standard models. For
such explanations, usually abduction can be applied. If a part of a decision tree
contains necessary rule clusters, abduction can suggest a necessary path to the
clusters. In the above case, we should build a new model to explain the situation.
That is, if models cannot properly determine health levels, a new model that can
explain an exception should be added to the current model. After that, we can
consider additional models during health level determination by the standard
model generated for instance with C4.5. We can regard such additional models
as chance in the context of chance discovery which do not frequently appear but
are very significant for determination of exceptional cases.

In fact, these types of exceptions are not regarded as exception when we
check data personally, because we can focus on abnormal data easily. In ad-
dition, for medical diagnosis, such cases are reported as abnormal case for the
health. However, if computers view data based on the own generalized models to
determine health levels, it is not easy to focus on such exceptions. From a compu-
tational viewpoint, the preparation of such exceptional models is very important
to perform a proper health level determination. In the case, standard models can
be given up and exceptional models can be applied to determine health levels.
That is, a computational procedure should jump to rare or novel models when
necessary.

4 Conclusions

In this paper, we discuss computational generation of relationships between
health levels and clinical data. For model generation, we mainly adopt C4.5
which can generate a decision tree. In fact, C4.5 is usually used for general
model generation, but we discuss such model generation from the chance discov-
ery viewpoint, because we cannot generate proper models which can explain most
of a data set. In fact, the generated model can properly explain only data from
which the model is generated. After analyses of incorrect explanations (health
level determinations), we addressed the importance of rule sets which cannot
be extracted by standard machine learning methods. Such sets are important
to determine health levels but since some events do not frequently appear, it is
difficult to model relationships between such events and health levels. We pro-
posed an interactive discovery of such events by using the proposed web-based
interface.

For discovered rare rule sets, we pointed out that it is necessary to generate
a missing or hidden paths or new rule to reach rare or novel models. We also
point out the possibility of adoption of abduction to generate missing or hidden
paths. In this paper, we did not propose a concrete strategy to generate missing
or hidden paths or new rules. In the future it is necessary to propose a strategy to
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suggest missing or hidden paths or new rules. An abductive discovery approach
will be one of the solutions.
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Abstract. In this paper, we present an analysis of behavior of objective
rule evaluation indices on classification rule sets using Pearson product-
moment correlation coefficients. To support data mining post-processing,
which is one of important procedures in a data mining process, at least
40 indices are proposed to find out valuable knowledge. However, their
behavior have never been clearly articulated. Therefore, we carried out
a correlation analysis between each objective rule evaluation index. In
this analysis, we calculated average values of each index using bootstrap
method on 32 classification rule sets learned with information gain ra-
tio. Then, we found the following relationships based on the correlation
coefficient values: similar pairs, discrepant pairs, and independent in-
dices. With regarding to this result, we discuss about relative functional
relationships between each group of objective indices.

1 Introduction

In recent years, enormous amounts of data have been stored on information
systems in natural science, social science, and business domains. People have
been able to obtain valuable knowledge due to the development of information
technology. Besides, data mining techniques combine different kinds of technolo-
gies such as database technologies, statistical methods, and machine learning
methods. Then, data mining has been well known for utilizing data stored on
database systems. In particular, if-then rules, which are produced by rule induc-
tion algorithms, are considered as one of the highly usable and readable outputs
of data mining. However, to large datasets with hundreds of attributes including
noise, the process often obtains many thousands of rules. From such a large rule
set, it is difficult for human experts to find out valuable knowledge, which are
rarely included in the rule set.

To support such a rule selection, many studies have done using objective
rule evaluation indices such as recall, precision, and other interestingness mea-
surements [1,2,3] (Hereafter, we refer to these indices as “objective indices”).
Although their properties are identified with their definitions, their behavior on
rule sets are not investigated with any promising method.
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With regard to the above-mentioned issues, we present a correlation analy-
sis method to identify the functional properties of objective indices in Section
3. Then, with the 39 objective indices and classification rule sets from 32 UCI
datasets, we identified the following relationships based on the correlation anal-
ysis method: similar pairs of indices, contradict pairs of indices, and independent
indices. Based on the result in Section 4, we discuss about these relationships
and differences between functional properties and original definitions.

2 Interestingness Measures and Related Work

Many studies have investigated the selection of valuable rules from a large mined
rule set based on objective rule evaluation indices. Some of these works suggested
the indices to discover interesting rules from such a large number of rules [1,2,3].
These interestingness measures are based on two different approaches[4]: the
objective (data-driven) approach and the subjective approach.

To avoid confusing real human interest, the objective index, and the subjective
index, we clearly define these three items as follows: Objective Index : features
such as the correctness, uniqueness, and strength of a rule, which are calculated
mathematically. An objective index does not include any human evaluation cri-
teria. Subjective Index : The similarity or difference between the information
on interestingness given beforehand by a human expert and that obtained from a
rule. Although some human criteria are included in its initial state, the similarity
or difference is mainly calculated mathematically.

However, there has been not yet done to analyze some functional relationships
among objective indices on any actually obtained classification rule set totally.

3 Correlation Analysis for the Objective Rule Evaluation
Indices

In this section, we describe a correlation analysis method to identify behavior of
objective indices. To analyze functional relationships between objective indices,
we should gather the following materials: values of objective indices of each clas-
sification rule set learned from each dataset, and correlation coefficients between
objective indices with the values. The process of the analysis is shown in Figure 1.

First, we obtain multiple rule sets from some datasets to get values of objective
indices. When gathering these values, we should care the statistical correctness of
each value. Therefore, the values are averaged adequately large number (> 100)
of values from bootstrap samples.

Then, Pearson product-moment correlation coefficients r between indices, x
and y, are calculated for n datasets.

r =
1
n

∑n
i=1 (xi − x)(yi − y)

√
1
n

∑n
i=1 (xi − x)2

√
1
n

∑n
i=1 (yi − y)2

With these coefficient values, we identified similar pairs, contradict pairs, and
independent indices.
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Fig. 1. An overview of the correlation analysis method

4 Analyzing the Objective Rule Evaluation Indices on
UCI Datasets

In this section, we describe the correlation analysis of the 39 objective indices
with 32 UCI datasets. Table 1 shows the 39 objective indices investigated and
reformulated for classification rules by Ohsaki et. al.[5].

As for datasets, we have taken the 32 datasets from UCI machine learning
repository[18], which are distributed with Weka [19].

For the above datasets, we obtained rule sets with PART [20] implemented in
Weka. PART constructs a rule set based on information gain ratio. This means
the obtained rule sets are biased with the correctness of classification.

4.1 Constructing a Correlation Coefficient Matrix of the 39
Objective Indices

For the 32 datasets, we obtained the rule sets using PART. This procedure is
repeated 1000 times with bootstrap re-sampling for each dataset. As a repre-
sentative value for each bootstrap iteration, the average for a rule set has been
calculated. Then, we averaged the average values from 1000 times iterations.

With the average values for each dataset, we calculated correlation coefficients
between each objective index.

4.2 Identifying Characteristic Relationships between Objective
Indices Based on Correlation Coefficient Matrix Analysis

Based on the correlation coefficients, we identify characteristic relationship be-
tween each objective index. We defined the three characteristic relation ship as
follows:
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– Similar pair: two indices has strong positive correlation r > 0.8.
– Discrepant pair: two indices has strong negative correlation r < −0.8.
– Independent index: a index has only weak correlations −0.8 ≤ r ≤ 0.8 for

the other indices.

Figure 2 shows an overview of similar and discrepant pairs of the objective
indices on the correlation analysis. There are several groups having mutual cor-
relations.

Table 2 shows similar pairs of objective indices on the correlation analysis.
There are several groups having mutual correlations. The largest group, which
has correlation to Cosine Similarity and F-Measure, includes 23 indices. Relative
Risk and Odds Ratio make another group. χ2-M1, χ2-M4 and PSI also make
different functional group. These pairs indicate distinct functional property for
the rule sets.

As shown in Table 3, there are smaller number of discrepant pairs of the objec-
tive indices on the correlation analysis. Accuracy and Prevalence have discrepant
behavior each other. Likewise, BI and BC also indicate discrepant behavior based
on the negative correlation between them. BC shows discrepant behavior to sev-
eral indices, which belong to the biggest group of the similar pairs.

Figure 3 shows scatter plots of representative pair of each relationship. Where
r = 1.00 is not correctly 1. Also, r = −1.00 is not correctly −1.

Table 1. Objective rule evaluation indices for classification rules used in this research.
P: Probability of the antecedent and/or consequent of a rule. S: Statistical variable
based on P. I: Information of the antecedent and/or consequent of a rule. N: Number
of instances included in the antecedent and/or consequent of a rule. D: Distance of a
rule from the others based on rule attributes.

Theory Index Name (Abbreviation) [Reference Number of Literature]
P Coverage (Coverage), Prevalence (Prevalence)

Precision (Precision), Recall (Recall)
Support (Support), Specificity (Specificity)
Accuracy (Accuracy), Lift (Lift)
Leverage (Leverage), Added Value (Added Value)[2]
Klösgen’s Interestingness (KI)[6], Relative Risk (RR)[7]
Brin’s Interest (BI)[8], Brin’s Conviction (BC)[8]
Certainty Factor (CF)[2], Jaccard Coefficient (Jaccard)[2]
F-Measure (F-M)[9], Odds Ratio (OR)[2]
Yule’s Q (YuleQ)[2], Yule’s Y (YuleY)[2]
Kappa (Kappa)[2], Collective Strength (CST)[2]
Gray and Orlowska’s Interestingness weighting Dependency (GOI)[10]
Gini Gain (Gini)[2], Credibility (Credibility)[11]

S χ2 Measure for One Quadrant (χ2-M1)[12]
χ2 Measure for Four Quadrant (χ2-M4)[12]

I J-Measure (J-M)[13], K-Measure (K-M)[14]
Mutual Information (MI)[2]
Yao and Liu’s Interestingness 1 based on one-way support (YLI1)[3]
Yao and Liu’s Interestingness 2 based on two-way support (YLI2)[3]
Yao and Zhong’s Interestingness (YZI)[3]

N Cosine Similarity (CSI)[2], Laplace Correction (LC)[2]
φ Coefficient (φ)[2], Piatetsky-Shapiro’s Interestingness (PSI)[15]

D Gago and Bento’s Interestingness (GBI)[16]
Peculiarity (Peculiarity)[17]
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Fig. 2. Similar pairs (with solid line) and discrepant pairs (with dotted line) of the
objective indices on the correlation analysis
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Fig. 3. Scatter plots of representative pairs. (Coverage vs. Support (r = 1.00), Credi-
bility vs. Mutual Information (r = −0.10) and K-Measure vs. BC (r = −1.00)).

5 Discussion

With regarding to Figure 2 and Table 2, we can say that the following objective
indices indicate similar behavior: Coverage, Precision, Recall, Support, Leverage,
Added Value, Jaccard, Certainty Factor, YulesQ, YulesY, Kappa, KI, BI, GOI,
Laplace Correction, Gini Gain, J-Measure, YLI1, YLI2, YZI, K-Measure, Cosine
Similarity, and F-Measure. The other groups also show similar behavior to the
classification rule sets based on information gain ratio. Considering their defi-
nitions, although they have different theoretical backgrounds, their functional
property is to represent correctness of rules. This indicates that these indices
evaluate given rules optimistically.

On the other hand, BC indicates opposite behavior comparing with the for-
mer indices. Therefore, the result indicates that BC evaluate given rules not so
optimistically. As for Accuracy and Prevalence, Accuracy measures ratio of both
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Table 2. Similar pairs of objective indices on the correlation analysis

Corr. Coefficient Corr. Coefficient Corr. Coefficient

Coverage Precision 0.86 Leverage Added Value 0.91 YulesY Kappa 0.96

Recall 0.81 Jaccard 0.97 KI 0.96

Support 1.00 Certainty Factor 0.92 GOI 0.88

Leverage 0.88 YulesY 0.92 Laplace Correction 0.88

Added Value 0.82 Kappa 0.96 Gini Gain 0.90

Jaccard 0.91 KI 0.96 YLI1 0.94

Certainty Factor 0.84 GOI 0.89 YLI2 0.94

KI 0.84 Laplace Correction 0.87 YZI 0.90

BI 0.88 Gini Gain 0.97 Cosine Similarity 0.92

GOI 0.86 J-Measure 0.84 F-Measure 0.91

Laplace Correction 0.82 YLI1 0.81 Kappa KI 0.93

Gini Gain 0.83 YLI2 0.99 GOI 0.84

J-Measure 0.90 YZI 0.95 Laplace Correction 0.80

YLI2 0.82 Cosine Similarity 0.97 Gini Gain 0.95

Cosine Similarity 0.91 F-Measure 0.97 YLI1 0.90

F-Measure 0.92 Added Value Jaccard 0.91 YLI2 0.99

Precision Support 0.86 Certainty Factor 1.00 YZI 0.95

Leverage 0.91 YulesQ 0.80 Cosine Similarity 0.94

Added Value 0.99 YulesY 0.94 F-Measure 0.94

Jaccard 0.89 Kappa 0.89 KI GOI 0.96

Certainty Factor 0.99 KI 0.99 Laplace Correction 0.93

YulesY 0.83 BI 0.83 Gini Gain 0.91

YulesQ 0.91 GOI 0.99 YLI1 0.87

Kappa 0.85 Laplace Correction 0.93 YLI2 0.95

BI 0.98 Gini Gain 0.85 YZI 0.89

GOI 0.87 YLI1 0.86 Cosine Similarity 0.98

Laplace Correction 0.98 YLI2 0.90 F-Measure 0.97

Gini Gain 0.97 YZI 0.82 BI GOI 0.90

YLI1 0.83 Cosine Similarity 0.96 Laplace Correction 0.80

YLI2 0.87 F-Measure 0.94 K-Measure 0.92

Cosine Similarity 0.96 Relative Risk Odds Ratio 0.80 Cosine Similarity 0.82

F-Measure 0.94 Jaccard Certainty Factor 0.91 F-Measure 0.80

Recall Support 0.81 YulesY 0.90 GOI Laplace Correction 0.91

Leverage 0.89 Kappa 0.96 Gini Gain 0.81

Added Value 0.80 KI 0.94 YLI2 0.85

Jaccard 0.95 GOI 0.90 K-Measure 0.85

YulesY 0.85 Laplace Correction 0.83 Cosine Similarity 0.96

Kappa 0.93 Gini Gain 0.94 F-Measure 0.94

KI 0.84 J-Measure 0.85 Laplace Correction GiniGain 0.81

GiniGain 0.88 YLI2 0.97 YLI2 0.83

YLI2 0.91 YZI 0.94 CosineSimilarity 0.90

YZI 0.91 Cosine Similarity 0.98 F-Measure 0.87

Cosine Similarity 0.91 F-Measure 0.99 ChiSquare-one ChiSquare-four 0.96

F-Measure 0.92 Certainty Factor YulesQ 0.82 PSI 0.89

Support Leverage 0.88 YulesY 0.93 ChiSquare-four PSI 0.98

AddedValue 0.82 Kappa 0.88 Gini Gain J-Measure 0.82

Jaccard 0.91 KI 0.99 YLI2 0.98

Certainty Factor 0.84 BI 0.84 YZI 0.99

KI 0.84 GOI 0.99 Cosine Similarity 0.92

BI 0.88 Laplace Correction 0.95 F-Measure 0.92

GOI 0.86 Gini Gain 0.85 J-Measure Cosine Similarity 0.83

Laplace Correction 0.82 YLI1 0.84 F-Measure 0.84

Gini Gain 0.83 YLI2 0.89 YLI1 YLI2 0.85

J-Measure 0.90 YZI 0.81 YZI 0.80

YLI2 0.82 Cosine Similarity 0.96 Cosine Similarity 0.81

Cosine Similarity 0.91 F-Measure 0.95 YLI2 YZI 0.97

F-Measure 0.92 YulesQ BI 0.85 Cosine Similarity 0.95

GOI 0.85 F-Measure 0.95

J-Measure 0.81 YZI Cosine Similarity 0.90

K-Measure 0.92 F-Measure 0.91

Cosine Similarity F-Measure 1.00

Index Pair Index Pair Index Pair

Table 3. Discrepant pairs of objective indices on the correlation analysis

Corr. Coefficient

Accuracy Prevalance -0.98

YulesQ BC -0.92

BI GOI -0.92

BC -0.85

K-Measure BC -1.00

Index Pair

of true positive and false negative for each rule. On the other hand, Prevalence
only measures ratio of mentioned class value of each rule. It is reasonable to
indicate discrepant property, because accurate rules have high Accuracy values
irrespective of their mentioned class value.

As for the independent indices, GBI and Peculiarity suggested with the dif-
ferent theoretical background comparing with the other indices. Therefore, what
they have different behavior is reasonable. However, Corrective Strength, Cred-
ibility, Mutual Information and φ Coefficient indicate the different behavior,
comparing with the other indices which have the same theoretical backgrounds
(P,S and N). These indices evaluate given rules from each different viewpoint.
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6 Conclusion

In this paper, we described the method to analyze functional properties of ob-
jective rule evaluation indices.

We investigated functional properties of objective indices with 32 UCI datasets
and their rule sets as an actual example. With regarding to the result, several
groups are found as functional similarity groups in cross-sectional manner for
their theoretical backgrounds.

In the future, we will investigate functional properties of objective indices
to other kind of rule sets obtained from the other rule mining algorithms. At
the same time, we will investigate not only Pearson product-moment correlation
coefficient but also rank correlation coefficients and other correlations.
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Abstract. This paper presents a face image annotation system based
on latent semantic indexing and rules. To achieve annotation, visual
and symbolic features are integrated. Two features are corresponding to
lengths and/or widths of face parts and keywords, respectively. In order
to develop annotation mechanism, it is required to vary the dimensions of
the spaces which are constructed by the latent semantic indexing, and to
represent direct relationships among features. Associated symbolic fea-
tures to visual features are represented in rules based on decision trees.
Co-occurrence relationships among keywords are represented in associa-
tion rules.

Keywords: face image annotation, latent semantic indexing, decision
tree, association rule.

1 Introduction

In recent years, image data are accumulated enormously, it is necessary to de-
velop image annotation systems [2, 8]. Usually, objects or regions of natural
images are described in words. However, in face image annotation systems, it is
desired to represent inspired impressions from face images [4].

We have been developing a face image annotation system, named FIARS [6].
The purposes to develop this system are to retrieve face images in keywords,
and to assign keywords to face images. Keywords are selected after emphasizing
characters on faces. The characters are depicted by comparing one person and
other persons. For example, when a caricature of a person is drawn, emphasis are
made by appropriately modifying measured characters [1]. And, it is considered
that the emphasized characters on the face are represented in terms of keywords,
such as, round eye, thin lip, large nose, etc.

Annotation is achieved by integrating visual and symbolic features. Visual
features are lengths and/or widths of individual face parts, called part data.
Symbolic features are keywords which describe impressions with respect to sizes
and/or shapes of a face. These features are integrated by latent semantic in-
dexing [11] in FIARS. However, during progress of this system, it is required
to specify associations from visual features to symbolic features in direct, and
to adjust dimensions of constructed latent semantic spaces. For meeting them,

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 766–773, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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two mechanisms are developed; one is to construct rules, and another is to treat
arbitrary dimensions of the spaces. Decision trees and association rules [5] are
constructed. Decision trees specify direct relationships between part data and
keywords. Association rules specify associations among keywords. On the other
hand, retrieval results are changed according to the dimensions of the spaces.

Many annotation systems are developed by integrating two types of features.
Rules to specify relationships between visual and symbolic features are proposed
by [3]. Textures and colors are used as visual features. An annotation system
based on latent semantic indexing is developed [13]. [9] utilizes probabilistic
latent semantic indexing. On the other hand, many systems are developed for
recognizing faces [1]. Some points or regions on a face are measured to meet
inherent applications. In FIARS, lengths/widths and distances of face parts are
measured, since characters are represented in keywords with respect to sizes or
shapes. Moreover, an automatic facial expression analysis system is developed for
human emotion analysis using face action units [10]. They are used to represent
emotions, such as happiness, anger, fear, etc. FIARS deals with keywords which
describe characters of face parts, such as thin lip, slender eyebrow, small eye,
round face, etc.

This paper is organized as follows. Section 2 shows an overview of the system.
Description of face images is shown in Sec. 3. Section 4 describes annotation
mechanisms based on latent semantic indexing, decision trees, association rules,
and their efficiencies. Finally, concluding remarks are described in Sec. 5.

2 An Overview

During the development of FIARS [6], it is desired to decide suitable dimensions
of constructed spaces, and to describe relations among part data and keywords.
The following three mechanisms are developed for meeting them. They are; to
specify dimensions of constructed spaces; to make decision rules which specify
relationships between part data and keywords, constructed from decision trees;
and to make association rules which specify co-occurrence of keywords.

Figure 1 shows an overview of the system. When a face image is given, a set
of keywords is assigned finally. To achieve this, a given face image is compared
with existing faces. A set of face descriptions is stored in a face image database.
Each description is specified in face images, part data and keywords. A collection
of stored descriptions is used for constructing latent semantic spaces, decision
trees and association rules.

The system constructs a numeric latent semantic space and a combined latent
semantic space. A numeric latent semantic space is constructed from only part
data, and a combined latent semantic space part data and keywords, respectively.
A procedure for seeking keywords consists of the following steps. At first, some
similar face images to a given face image are sought using the numeric latent
semantic space. Next, a centroid of the obtained face images is computed in the
combined latent semantic space, which is used as a query. Keywords similar to
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part data

annotation

keywords

a face image database

Fig. 1. An overview of annotation mechanisms and components of FIARS

this query are retrieved using the combined latent semantic space. Then, a cosine
measurement is used. Retrieved keywords are seemed as keywords for the given
face image.

Decision rules represent whether a keyword is able to be assigned to a given
face image, or not. On the other hand, association rules specify associations
among keywords. When association rules are applied to a collection of keywords
obtained by mechanisms of latent semantic spaces and decision trees, new key-
words are captured by extending these keywords.

3 Face Description

An example of a face description is shown in Fig. 2. (a) shows an example of a
face image. (b) presents part data. 24 places of the face parts are measured. (c) is
a set of keywords which are assigned to (a). Keywords are restricted so that they
represent sizes/shapes of face parts. Measurement places are set for measuring
them. Moreover, when similar face images are retrieved using the numeric latent
semantic space, another type of a feature, called point data, is considered [6].
The point data are given by distances between two points on the outline of a
face. The number of measured places in the point data is greater than one in the
part data. But, retrieval efficiencies of them are almost similar when each visual
feature is used. Therefore, the part data are useful for their simplicity, and this
feature is suitable to build decision trees.

Part data of face image Id are represented in a vector, vd = (vd,1, . . . , vd,24)T ,
called a part vector. From this vector, a normalized part vector is obtained,
v′

d = (v′d,1, . . . , v
′
d,24)

T . v′d,j is normalized value of vd,j , and given by v′d,j =
(vd,j −μj)/σj +1/2, (j = 1, 24). μj and σj are the mean value and the standard
derivation of face parts j, respectively.

On the other hand, 43 keywords are treated in current. For image Id, keywords
are represented in a keyword vector, wd = (wd,1, . . . , wd,43)T . Each element wd,j

is 1 or 0. They represent whether keyword j is defined in face image Id, or not,
respectively.
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thin lip 
slender eyebrow 
small eye 

length of the pupil of the left eye       1.2
length of the pupil of the right eye 1.3
length between the two pupils   6.0
length between the eyes               3.5
length of the left eye                   3.2
                   . . . 
width of a face           13.2
length of a face                         24.6
length of a face in visible              17.8
width of the chin                       3.5

(d) part data, lengths/widths of 24 places of a face.

(b) part data.

(a) an example of a face image.

(c) Examples of keywords which are assigned to 
face image (a). 

Fig. 2. An example of a face description

4 Annotation Mechanisms

4.1 Dimensions of Latent Semantic Spaces

In latent semantic indexing, a matrix A(m×n) is decomposed into three matrices
by the singular value decomposition [11], A = UΣV T ∼= UkΣkV

T
k . If the rank

of A is r, then U is m× r, the singular matrix Σ is r × r, and V T is r × n. Let
singular values be σ1, . . . , σr, and σ1 ≥ . . . ≥ σr . By selecting k(1 ≤ k ≤ r), A is
approximated to UkΣkV

T
k . On the other hand, a cumulative contribution ratio

is computed as Σk
j=1σj/Σ

r
j=1σj . k corresponds to the dimensions of a space. A

contribution ratio seems to be useful because estimation of suitable dimensions
is too hard [7].

To construct a numeric and a combined latent semantic spaces, matrix
N and C are utilized, respectively. N is a collection of part vectors, N =
(v1, · · · ,vd, · · · ,vn), where n is the number of stored face descriptions. C
is a collection of the face description in terms of keywords and part data,
C = (c1, · · · , cd, · · · , cn). cd is a concatenated vector (wd; v′

d), where wd and
v′

d are the keyword vector and the normalized part vector of Id.
Figure 3 (a) and (b) show cumulative contribution ratios for the numeric

latent semantic space and the combined latent semantic space, respectively. As
shown in (a), it is seemed that individual part data are closely related each
other. N can be reconstructed by a small number of dimensions in a sense that
difference between the original matrix and the reconstructed matrix is little. As
shown in (b), a large number of singular values are required for reconstructing
C with little difference.

The dimension of each space is fixed in the developed system [6], which is equal
to 3. Using these spaces we try to annotate new 10 face images. Figure 4 shows
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(a) the cumulative contribution ratio in the 
numeric latent semantic space.

(b) the cumulative contribution ratio in the 
combined latent semantic space.
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Fig. 3. Cumulative contribution ratios with respect to the numeric latent semantic
space and the combined latent semantic space

(a) recall. (b) precision.
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Fig. 4. Recall and precision when both dimensions of the numeric latent semantic space
and the combined latent semantic space are equal to 3

recall and precision of retrieved keywords when thresholds are varied. (a) depicts
recall, when a threshold for seeking keywords in the combined latent semantic
space is changed from 10 to 90 degrees. The vertical axis and the horizontal axis
are recall and a threshold for seeking keywords. At the same time, a threshold
is changed for seeking similar face images in the numeric latent semantic space.
Each line shows recall, when the thresholds for seeking similar face images are
changed from 10 to 90 degrees. Moreover, (b) shows precision. When thresholds
for keyword retrieval are increased, the recall are improved. The precision are low,
although the thresholds are varied. When the thresholds for keyword retrieval
are in during 30 and 90 degrees, precision are almost same although recall are
improved. It seems that correct keywords are retrieved, but incorrect keywords
are also retrieved as same as the correct ones.

Figure 5 shows recall and precision of retrieved keywords, when the dimensions
of the numeric and the combined latent semantic space are equal to 3 and 33,
respectively. The cumulative contribution of the combined latent semantic space
is over 0.8 when the dimension is equal to 33. Thresholds for seeking faces and
keywords are changed as described above. Under the thresholds less than 40
degrees for seeking keywords, keywords are not retrieved, since either similar face
image or keyword is not retrieved. As shown in Fig. 4 and Fig. 5, the retrieval
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(a) recall. (b) precision.

Fig. 5. Recall and precision when the dimension of the numeric latent semantic space
is equal to 3 and the dimension of the combined latent semantic space is equal to 33

results shown in Fig. 5 are better than ones shown in Fig. 4. The recall shown
in Fig. 5 are rapid increased, when the thresholds are increased. The precision
shown in Fig. 5 are better than ones in Fig. 4, when the thresholds are around
50 degrees. To improve precision, it seems that the dimension of the combined
latent semantic space is set high, and the threshold for seeking keywords is
set low.

4.2 Decision Trees and Association Rules

Decision trees specify conditions to assign keywords in terms of part data. One
decision tree consists of one root node, internal nodes, leaf nodes, and branches.
The root node and the internal nodes are corresponding to individual part data,
e.g., length of the pupil of the left eye, length between the two pupils, etc. Before
a decision tree is constructed, simple discretization is applied to normalized part
data. Their values are divided into three classes. About quarter of the stored
face descriptions are assigned value ‘a’, half of them are assigned ‘b’, and the
rest are assigned ‘c’ by ascending order. The values ‘a’, ‘b’ and ‘c’ are interpreted
as ‘small/short’, ‘middle’ and ‘large/long’ depending on features.

During construction of a decision tree, a node is tried to be expanded using
entropy, i.e., information gain [5]. If all face descriptions indicated by the leaf
node are positive examples in a sense that a certain keyword is assigned to all
of them, the leaf node is not expanded. Moreover, pruning is applied using an
error ratio. An error ratio is computed as (the number of negative examples at
a leaf node) / (a total number of face descriptions at a leaf node). The negative
examples are the face descriptions that the keyword is not assigned to. If an error
ratio of a leaf node is less than a specified error ratio, the node is not expanded.

A decision rule is built from a decision tree directly, represented in A → B. A
is a set of patterns which are places of face parts. B is a keyword. If part data
of a given face satisfy A then the keyword indicated in B is assigned to the face.
For example, when an error ratio is 0 the following rule is captured;
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height of the left eyebrow(b) and width of the face(b) and
height of the right eyebrow(a) and
distance between the jaw and the line of centers on eyes(c)
-> slender eyebrow
Table 1 shows recall and precision of captured keywords using decision rules,

when an error ratio is changed. When an error ratio is small, the recall and the
precision are almost constant. Although the recall is improved by increasing the
error ratio, it is difficult to improve the precision.

Table 1. Recall and precision when an error ratio is changed

error ratio            recall          precision 

           0.0              0.34                  0.42 
           0.1              0.34                  0.42 
           0.2              0.34                  0.41 
           0.3              0.34                  0.41 
           0.4              0.40                  0.38

error ratio            recall          precision

           0.5              0.44                 0.36 
           0.6              0.57                 0.38 
           0.7              0.69                 0.35 
           0.8              0.75                 0.31 
           0.9              0.87                 0.24

Table 2. Validity of captured association rules

support      confidence    the number rules       validity 

      0.01               0.65                          121            0.84 
      0.03               0.45                          122            0.71 
      0.05               0.20                          124            0.51 
      0.06               0.15                          102            0.53 

On the other hand, an association rule X → Y represents co-occurrence rela-
tionships among keywords. X and Y are disjoint sets of keywords. To measure an
association rule support and confidence are used [5]. For example, the following
association rule is obtained;

small eye and large nose and dropping eyes -> thin lip
The support and the confidence of this rule are 0.04 and 0.79, respectively.

If the support is more than 0.01 and the confidence is more than 0.65, about
120 rules are obtained. Table 2 shows their validity. The validity of a rule is
computed as (the number of face descriptions including X and Y + the num-
ber of face descriptions including X and which are suitable to assign Y ) / (the
number of face descriptions including X). If confidence is high, validity is also
high. Therefore, it is considered that suitable keywords are able be obtained by
checking the confidences of rules.

5 Concluding Remarks

Three mechanisms for face image annotation are presented; they are latent se-
mantic indexing, decision trees and association rules. When these techniques are
applied to the same face image, it occurs that inconsistent keywords are ob-
tained. For example, two keywords which have opposite meanings are obtained.
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In current, these techniques are used independently, and these subsystems have
been developing individually. An annotator uses these subsystems, and annota-
tion results have to be integrated carefully.

We plan to integrate these mechanisms, as future works. Moreover, rela-
tionships among keywords are defined, such as synonyms, antonyms, broader
terms and narrower terms, like a thesaurus. By specifying such relationships,
assignment of inconsistent keywords will be prevented. Furthermore, to semi-
automatically determine the values of some parameters for working subsystems
are required, e.g., dimensions of spaces, an error ratio, etc.
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Abstract. In this paper a spam filtering method is proposed. We focus
on user behavior that most email users browse the Web. The method re-
duces troublesome maintenance of the spam filter, since the filter learns
from Web browsing behavior in the background. The method uses Web
browsing behavior of each user to learn ham words. Ham words are picked
up from browsed Web pages using TF-IDF and stored in the database
called ham words list. For each received email, the method extracts key-
words from the email, including Web pages of the URLs. If some key-
words are in the ham words list, the email is treated as a ham. In our
experiments, several spam emails which cannot be detected by a Bayesian
filter are detected as spams.

1 Introduction

Spam email accounts for 90 to 95 percent of all email in 2007, up from an
estimated five percent of email in 2001, and spam emails become the worse
form of junk advertising than postal junk mails and telemarketing calls[1]. Spam
filtering is required for not only technical reasons such as overspend the network
bandwidth and email storage, but also social issues such as child safety, phishing
email, and so on. We are already hard to find ham emails without a kind of
anti-spam technologies.

The major anti-spam technologies are categorized into sender-side technolo-
gies or receiver-side technologies. The filtering methods which this paper con-
cerns are categorized the latter. The former is to prevent spammer from sending
email. Outbound port 25 blocking of ISP is an example of the sender-side tech-
nologies.

In this paper, we focus on user behavior that most email users also browse
the Web. Conventional spam filters use information extracted from emails. The
proposed method learns the user preference from Web browsing behavior. The
merit of the method is reduction of maintenance task of the filter, since it learns
the user preference in background of browsing behavior. We show the basic
concept and design of our method, and results of preliminary experiments in
this paper.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 774–781, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



A Spam Filtering Method Learning from Web Browsing Behavior 775

This paper is organized as follows. In Section 2, related work is introduced.
The proposed method is described in Section 3. In Section 4, evaluation results
of the proposed method are shown. Finally we conclude the paper in Section 5.

2 Related Work

Anti-spam research and development is an ongoing battle with both spammers
and spam fighters. It’s becoming ever more sophisticated[2]. There are many
researches of spam filtering. Work on spam filtering can be divided into two
categories: content-based approach and collaborative approach. On the content-
based approach, the classification of an email is based on an analysis of the
content of the email. The second is collaborative approach, which depends on
the collaboration of groups of users to share information about spam[3].

Both approaches are widely used in these days. Collaborative filtering is em-
ployed by Web mail service providers. Bayesian filtering, which is a kind of
content-based approach, is mostly built in MUA (mail user agent).

The collaborative filtering is a server-based approach. It shares spam infor-
mation between many users. Once a user reports a received email as a spam
to the server, the server updates information of spam. Then, other users will
see the email that has the same content with a spam flag or in a spam folder.
This filtering is in broad category of folksonomy. Since the filter is maintained
globally, unique preference of each user is hard to be reflected into the filter. To
make custom filter for each user, the filter maintenance is needed somewhat by
the user as same as Bayesian filter.

Bayesian filter is a content-based approach[4]. Many MUAs adopt the filter to
detect spam. Basic concept of Bayesian filter is based on Bayesian combination of
the spam probabilities of individual words in an email. All received emails are clas-
sified into spam or ham, according to the threshold of the probabilities. To classify
emails, the filter has corpuses of spams and hams. These corpuses are maintained
by users themselves, since the probability of false classification depends on them.

In addition, there are many kinds of content-based approaches. In [5], the
method that processes email messages as image data is proposed. When we
manually filter the spam, we glance at a message as an image instead of reading
it carefully. The method detects spam by transforming a received email into
image in accordance to HTML tag structure.

Note that the maintenance of these filtering methods is very tedious and ex-
pensive task, since it usually takes long time to get the necessary information for
the maintenance. In this paper, we propose a novel method that gets information
from Web browsing.

3 Our Spam Filtering Method

3.1 Structures

On an assumption that most of the email users browse Web pages, we try to ex-
amine the spam filtering method which learns the user’s preference from the Web
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browsing behavior. The user’s preference of the email will be quite similar to that
of the browsed Web pages. The proposed method provides an individual filter
to each user. The filter has a database called ham words list, which is created
from the Web browsing behavior of the user. The preference varies according
to an interest of each user. Therefore we think that the content of the browsed
Web pages is suitable to learn the preference of the user. Our approach was
inspired by [10], in which an information management assistant gathers contex-
tual information from user interactions and leverages it to support just-in-time
information access.

The method needs to develop the interface between spam filter and the browser.
However the method makes many users free from some part of the maintenance
of the Bayesian filter or collaborative filtering systems.

The method consists of two stages: the first stage is a creation of ham words
list, and the second stage is a filtering of received emails with ham words list.
Fig. 1 shows the outline of the stages. At the first stage, when the user browses
Web pages day-by-day, the HTML sources of the pages are gathered to extract
the ham words. The words in the HTML source are processed according to TF-
IDF (Term Frequency–Inverse Document Frequency)[6]. For each page, some
words which have high TF-IDF score are stored in the ham words list.

   o o o 
      :
      :
      :
      

. . . . .
<html>
. . . . .
    :
</html>
. . . . . 

From : . . . .
To : . . . .

. . . . .
    :
http://www....
    :

<html>
. . . . .
. . . . . 
    :
. . . . .
</html>

   x x x
      :
      :
      :
      

browse a Web page

gather HTML source

HTML source

extract ham words

ham words

store in ham words list

ham words list

result
(ham or spam)

compare

receive an email

new email

gather HTML source

HTML source

extract keywords

keywords

: first stage

: second stage

Fig. 1. Overview of the proposed method



A Spam Filtering Method Learning from Web Browsing Behavior 777

At the second stage in Fig. 1, the method filters the received email with the
ham words list created in the first stage. To judge the email, we have to pick
up the words from the received email. The filter refers the one or more URLs
in the email to retrieve keywords of the email. The flow of retrieval of keywords
is similar to the first stage. Finally to determine the email is a ham or a spam,
relevancy of the email to the user preference is tested through matching of ham
words list and keywords of the email. The detail of each stage is described in the
remaining part of this section.

3.2 The Ham Words List of Web Browsing Behavior

At the first stage, the ham words list is updated according to the Web browsing
behavior of each user. The ham words list is used in the second stage to determine
the received email is a ham or a spam.

The ham words list will be updated using Web pages that the user browses.
For each Web page, HTML source of the page is processed to find new ham
words. Words in the HTML source are weighted by TF-IDF. TF-IDF score of a
word ti in the HTML source dj is defined as follows:

TF-IDFi,j = TFi,j × IDFi

=
ni,j∑
k nk,j

× log
|D|

|{d : d - ti}|

where ni,j is the number of occurrence of the word ti in document dj , |D| is the
total number of documents, and |{d : d - ti}| is the number of documents in D
which contain the word ti.

Currently TF-IDFi,j of each word ti is calculated using Yahoo! API[7]. |D| is
treated as the total number of sites which Yahoo crawls. |{d : d - ti}| is treated
as the number of sites returned from Yahoo! contextual Web search for the
word ti.

ni,j of TF-IDF can be calculated only from the HTML source of the Web
page. In Section 4, we use emails and Web pages written in Japanese. Before
we calculate TF-IDF score of each word, morphological analysis for Japanese
language is required. We employ a tool of Japanese language morphological
analysis called Sen[8]. Only common nouns and proper nouns are the candidates
of words to add the ham words list.

Through preliminary evaluation, we find exceptional words which should not
be treated as ham words in the list. When one of exceptional words is in-
cluded in a ham words list, many false negatives occur. False negative means
that a spam email is not detected as a spam. Exceptional words is selected
heuristically. In the experiments described in Section 4, we used 20 words as
exceptional words, which are Japanese nouns of “search”, “register”, “free”,
“member”, “site”, “image”, “login”, “password”, “point”, “year”, “category”,
etc.
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3.3 Filtering Received Emails

When a user or a mail server receives an email, the email is judged by the filter
which uses the ham words list. The filter can be built into either SMTP server
or MUA.

At first, the filter extracts the keywords of the email. In this work, we assume
that keywords are extracted from the Web pages linked by URLs in the email
body. The keywords of the email are selected according to the same policy of
selection of ham words. The top k words of TF-IDF score are selected as keywords
of the email. k is varied from 2 to 6 in Section 4.

To judge an email, the filter calculates conformance of the keywords of the
email with the words in the ham words list. In the preliminary evaluation de-
scribed in Section 4, we employ a simple calculation, i.e., if the keywords of the
email are contained in the ham words list more than or equal to a threshold
number, the email is judged as a ham. Otherwise, it is judged as a spam. The
number of keywords is varied in Section 4. We will consider more sophisticated
conformance calculation in future.

4 Experiments

4.1 Preliminary Evaluation

The proposed method is evaluated through the following environments of a
virtual user. We assume that the user has interests in eight categories: child-
care, corporate stock, horse races, movies, fortune-telling, news of show busi-
ness, recipes, and Internet auction. The ham words list was created by 838 Web
pages, including about 300 pages of the above categories. 1,000 emails were used
as target emails: 500 emails were hams, and the other 500 emails were spams.
All emails are picked up from email magazines and actual spams received by the
authors. Ham emails are from the magazines of the categories of user’s interest.
Spam emails are actual spams and emails categorized into giveaway items, point
programs, and adult of email magazines.

Three cases of experimental results are shown in Table 1. Both the number
of keywords picked up from each email and threshold of judgement of ham are
increased and decreased simultaneously. In all cases, the threshold is a half of the
number of keywords. For example of case 1 in Table 1, two keywords are picked
up from each email. If at least one of the keywords is found in the ham words
list, the email is judged as ham. From Table 1, no ham is judged as a spam (false
positive), and 270 spams are judged as hams in this case. In the comparison of
keywords and the list, the TF-IDF score of each keyword is not referred in this
evaluation.

In this experiment, unfortunately, our method did not achieve good results,
since the number of false negatives was very high. The following is the short
discussion of the results. The important requirement of spam filtering is low
probability of false positive occurrence. False positive is the misjudgement of
a ham as a spam. The method can probably stand for the requirement, since
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Table 1. Number of errors using the proposed method

Parameter Results
Case # of keywords Threshold # of false positive # of false negative

1 2 1 0 (0%) 270 (54%)

2 4 2 8 (1.6%) 251 (50.2%)

3 6 3 7 (1.4%) 240 (48%)

Table 2. Number of errors using Bayesian filter

# of false positive # of false negative

Bayesian filter (Thunderbird) 195 (39%) 25 (5%)

Conjunction – 2 (0.4%)

no false positive occurred in the case of low threshold. False positive implies a
kind of lost of emails, when the case of that the filter brings the ham into a
quarantine (i.e. spam folder) instead of inbox. Nowadays user may receive over
100 spam per day. It’s hard to find a few ham in a quarantine which contains a
large number of spams.

On the other hand, false negative occurred in high probability around 50%.
The results show that the method is not enough to judge spam precisely. However
the disadvantage will be avoided by combination of conventional spam filters. In
Section 4.2, we will discuss this combination.

4.2 Comparison with a Bayesian Filter

The method is compared with the spam filter based on Bayesian filter. As a
Bayesian filter, we used Thunderbird[9] that is the popular MUA with Bayesian
spam filter. In the experiment, Bayesian filter learns 1,000 ham and 1,000 spam
emails before filtering. These emails were selected from archive of email maga-
zines of the same categories in Section 4.1. 1,000 target emails are used as same
as Section 4.1.

Table 2 shows the number of false positives and false negatives using Thunder-
bird. Bayesian filter of Thunderbird misclassifies 39% of ham emails into spams,
and 5% of spams into hams.

Firstly, we discuss the false negative which is misjudgement of a ham. False
negative using Bayesian filter occurs for 25 emails. These emails contain very
short text in mail body and URL. Fig. 2 (a) and (b) are typical examples of the
email of false negative by Bayesian filter (the message is written in Japanese). It
contains only 5 sentences, two URLs, and telephone number in the body. This
kind of email is hard to detect as a spam by current Bayesian filter.

Applying the proposed method to these 25 false negative emails, 23 emails
can be judged as spams. For all 25 emails, words in the email body is hard to
judge correctly. However the method can pick up keywords of the email from the
HTML source of URLs in the email body. The results show that the proposed
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(a) mail body

(b) HTML source of first URL in mail body

Fig. 2. An example email of false negative (written in Japanese)

method can cover a weakness of Bayesian filter. To reduce false negative, we can
reexamine the email by the proposed method, after an email is determined as a
ham by Bayesian filter.

Secondly, we discuss the false positive using only Bayesian filter. The results
will not be used for explaining ineffectiveness of Bayesian filter. High probability
of false positive of Thunderbird is probably caused by the learning environment
of this experiment. All learned hams are from email magazines. For an email
magazine, all emails of this magazine are completely judged as spams. There are
the following two types of false positive emails.

– many verbose lines of advertisement in the mail body.
– high variability of keywords, e.g., in the category of news of show business

there are very wide variety of keywords.

We pick up some false positive emails to analyze the proposed method. The
keywords of each email selected by the proposed method are right keywords in
each category.
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By comparing with Bayesian filter, we conclude that the proposed method
has effective situations which are hard to adapt the Bayesian filter.

5 Conclusion

We proposed a spam filtering method that uses Web browsing behavior in this
paper. The method retrieves the preference of each user through Web browsed
Web pages. We reported preliminary results of experiments. The results show
that several spams which Bayesian filter cannot classify as spams can be judged
as spams. These spams seem to be hard to classify precisely by Bayesian filter,
since they contain a short body of email such as a few sentence and URLs.

As future work, we will consider the scheme to combine with other filters such
as Bayesian filter. To combine several filters, we have to manage discrepancy
between judgements of filters. The experiments with sophisticated data set such
as [11] are also included in our future work.
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1 Graduate School of Science and Engineering, Aoyama Gakuin University
2 School of Social Informatics, Aoyama Gakuin University

3 College of Science and Engineering, Aoyama Gakuin University
4 National Institute of Advanced Industrial Science and Technology

Abstract. This paper describes a novel method extracting editing dif-
ferences between pairs of SVG graphics documents. These differences are
extracted based on the analysis of the tree structure of SVG, and are gen-
eralized in order to abstract from the specifics of targets and document
structure. The generalized differences can then be applied to other SVG
graphics, resulting in new, heretofore unavailable graphics. We show the
effectiveness of our method with experiments involving a variety of SVG
documents.

1 Introduction

XML is used widely for document and data formats. SVG (Scalable Vector
Graphics) [1] is a 2D vector graphics format based on XML, gaining in pop-
ularity recently. SVG expresses a graphic by a combination of primitive graphic
elements such as line, rectangle, ellipse, and polygon, and uses styling attributes
to indicate visual properties such as color or transparency. We use the XML
structure of an SVG document to extract editing differences between pairs of
graphics.

The motivation for our research is coming from our work on pictograms.
Pictograms are strongly simplified graphics used to express objects and ideas.
Pictograms are increasingly used for intercultural communication, learning as-
sistance for infants and livelihood assistance for persons with disabilities. Our
research has focused on expressing sentence-level concepts by arranging several
pictograms in 2D space [2], and to study the relationship between 2D arrange-
ments and semantic relationships [3]. To support the creation of new pictograms
and the collection of data, we also investigated pictogram authoring [4], allowing
the combination of existing pictograms.

In many cases, however, the simple combination of existing pictograms is not
sufficient to express a new idea; some changes to the pictogram components are
necessary. On the other hand, once changed pictograms are available, it should
be possible to abstract changes from the actual pictograms and to reapply them
to other pictograms. Such operations should not be limited to pictograms, but
should be applicable to more complex graphics such as illustrations, as long as
the editing operations themselves do not exceed a certain level of complexity.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 782–789, 2008.
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Fig. 1. Reuse of “red” data

As an example, Fig. 1 on the left shows a (black) “cellphone” and a “red
cellphone”, the later the result of the user editing the cellphone’s body to red.
It should be possible from these two images to extract the data corresponding
to “cellphone” and “red”, and to reuse this data in different contexts. As an
example, the data for “red” extracted from the two cellphone graphics should
be applicable to the “bee”1 on the right of Fig. 1, resulting in a “bee with red
wings”.

In this paper, we describe how to extract such data using editing differences
between pairs of SVG graphics, and how to apply such differences to the gener-
ation of new SVG graphics from existing graphics.

2 Method

2.1 Outline

Simple editing operations on graphics can be analyzed based on the state of the
graphic before and after editing. Also, such editing can be decomposed into an
editing target and an editing operation. The editing target expresses the object
to which the editing operation is applied. The editing operation expresses the
difference between the non-edited document and the edited document. We call
the combination of non-edited and edited graphics, the editing target and editing
operation a differential component.

In this paper, editing operations may also include the addition or a change of
an animation. Extracting animations from sequences of raster images is difficult
process [5]. However, in SVG, animations are expressed as subelements of the
object which is being animated. We can therefore handle animations in the same
way as we handle other editing operations, as operations on an XML tree.

2.2 Input

The input data for our method consists of SVG graphics. In general, three kinds
of data are necessary, (1) non-edited graphic, (2) editing target, and (3) edited
graphic. In Fig. 2, the editing target identifies the “wings” objects in the non-
edited graphic. The editing target does not need to be a single object. It can
e.g. consist of two wings, or four legs. In many cases, the editing target can be
1 from Open Clip Art Library, http://www.openclipart.org/
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Fig. 2. An Example of Input

<xd:xmldiff>
<xd:node match=’5’>
<xd:node match=’1’>

<xd:node match=’10’>
<xd:change match=’@style’>fill:#ff0000;stroke:#000000;stroke-width:6;</xd:add>

</xd:node>
<xd:node match=’12’>

<xd:change match=’@style’>fill:#ff0000;stroke:#000000;stroke-width:6;</xd:add>
</xd:node>

</xd:node>
</xd:node>

</xd:xmldiff>

Fig. 3. An Example of Extracted Differential SVG Source (simplified)

extracted automatically from the non-edited and edited documents. However,
this is not always the case. For adding operations, the target (the object being
added to) and the object being added may not be in a direct relationship in the
XML tree. To simplify processing, we therefore assume that the editing target
is explicitly identified.

2.3 Differential Extraction from SVG Tree Structure

Editing differences are represented by differences in XML tree structure be-
tween the non-edited and edited SVG graphics. Detecting differences between
two XML documents is a well-researched topic, see [6]. However, a standard for-
mat expressing these differences has not yet emerged. We use the Microsoft XML
Diff and Patch Tool [7] to extract the differences between two SVG graphics, and
the corresponding XML Diff [8] format to represent the result.

The result of extracting the difference between graphics (1) and (3) in Fig. 2 is
shown in Fig. 3. The XML Diff format represents tree editing operations as inser-
tions, changes, and deletions, using the xd:add, xd:change, and xd:remove ele-
ments, respectively. Movement of subtrees is represented by a pair of xd:add and
xd:remove elements. The target of an editing operation is defined by the hierar-
chy of the xd:node elements and their match attributes. The two targets in Fig. 3
can be expressed by the following two XPath expressions: node[5]()/node()[1]/
node()[10] and node[5]()/node()[1]/node()[12]. Please note that the ac-
tual numbers will differ because XPath counts text nodes, whereas XML Diff
does not. These two editing target nodes represent the “bee’s wings” in Fig. 2.
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Fig. 4. An Example of Synthetic SVG Document

So, this difference means that it changes Fig. 2 (1) “bee” into (3) “bee with red
wings” by applying editing operations to the two editing target nodes.

The reader should be aware of the fact that the target nodes identified here
may not correspond one-to-one with the edited objects as seen by the user. It
is possible that an object as seen by the user is expressed as a combination of
graphics primitives in SVG, or that several objects, e.g. all the buttons on the
cellphone in Fig. 1, are represented as a single group or path object in SVG.

Editing targets often correspond to graphic components such as “wings” or
“antennae”, while editing operations often correspond to presentation attributes
such as colors. The separation of editing targets and editing operations allows
creating a variety of new SVG documents by combining editing targets and
editing operations from different differential components. For example, in Fig.
2, if the editing target “wings” is replaced by “antennae”, we end up with a “bee
with red antennae”. In a similar way, if the editing operation “red” is replaced
by “without”, the result is a “bee without wings”.

We can not only use different editing targets and editing operations from the
same original graphic, but can also apply these across different graphics. Fig. 4
shows an example. The editing operation “red”, extracted from the differen-
tial component between “cellphone” and “red cellphone”, is combined with the
editing target “bee’s wings”, extracted from the differential component between
“bee” and “bee without wings”, and applied to “bee” to result in a new SVG
graphic, “bee with red wings”.

3 Experimental Results and Discussion

3.1 Outline

In our experiment, we try to synthesize new graphics based on a pair of dif-
ferential components. Overall, we use eight differential components. Figure 5
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Fig. 5. SVG Documents used for the Experiment

Table 1. Problems used in Experiment

number source of original graphic and editing target source of editing operation
edited document editing target edited document editing target

1 red cellphone cellphone cellphone with blue buttons buttons
2 cellphone with blue buttons buttons cellphone without display display
3 cellphone with blue buttons buttons cellphone with a flag cellphone
4 red bee bee bee with blinking antennae antennae
5 red bee bee bee without wings wings
6 red bee bee bee with wiggly eye eye
7 cellphone with a flag cellphone bee with blinking antennae antennae
8 cellphone with a flag flag red bee bee
9 cellphone without a flag cellphone bee without wings wings

10 bee without wings wings red cellphone cellphone
11 bee without wings wings cellphone with blue buttons buttons
12 bee without wings wings cellphone without display display

shows two non-edited graphics on the left and eight edited graphics on the right,
creating eight differential components.

Table 1 shows the twelve pairs of differential components used for our exper-
iments. The differential component on the left provides the original graphic as
well as the target object, while the differential component on the right provides
the editing operation. For example, in Problem 1, we create a “blue cellphone”
by using the editing target from the differential component between “cellphone”
and “red cellphone” and the editing operation from the differential component
between “cellphone” and “cellphone with blue buttons”.

3.2 Synthesis Results

The synthesis results are shown in Fig. 6. Each graphic in Fig. 6 corresponds to a
row in Table 1. In Problem 3, each button is decorated with a little flag, but these
flags are hardly visible. Problems 4 and 7 use animation, which is not visible in
print. The result of Problem 5 is an empty graphic, as expected.
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Fig. 6. Synthesis Result

3.3 Discussion

Overall, our results are meeting our expectations in most cases. The exception
is Problem 6. This graphic is synthesized by applying the wigglyness of the bee’s
eye to the bee itself. Because in SVG, “wiggly” is not expressed as an attribute,
but as part of the path data of the overall shape, the bee is replaced by an
enlarged eye. This shows the current limitations of our method.

4 Related Research

As far as we know, our approach to extracting differences from structured graphic
data such as SVG graphics is new. There is a lot of research on extraction of
objects and knowledge from images, mainly in the context of CBR (Content
Based Retrieval) [9]. CBR extracts the objects from their characteristics such as
color or shape. QBIC [10] and VisualSEEk [11] are some representative examples
of CBR systems. These systems adopt a non-heuristic method to extract objects
from raster images.

For vector graphics, there are contour extraction methods using figurative
elements [12], and feature-point matching [13]. These approaches extract mean-
ingful objects from clearcut images such as cliparts or pictograms, but have
difficulties with images with unclear contours. Kushima et al. [14] study the use
of an image database to try to improve precision, but complete automation of
object extraction from images is still difficult.

The reason for this difficulty is not only the lacking precision of the extraction
methods, but also human subjectivity and sensitivity. We think that semiauto-
matic techniques involving human assistance can solve this problem effectively
and efficiently [15] [16].
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5 Conclusions and Future Work

In this paper, we focused our attention on SVG graphics edited by humans.
Starting with non-edited and edited data, we showed how it was possible to
extract various kinds of data and reuse it to create new graphics. We verified
the effectiveness of our method with some experiments. The key idea of our
method is to use editing differences rather than single graphics. Our method is
easy to use because it does not require complicated preprocessing. Using our
method in the context of our Pictogram Authoring system should help making
the generation of pictograms easier.

Our method is still not satisfactory when concepts are expressed as changes
to the shape itself rather than as separate attributes or elements. Solving this
issue will require some more work. We plan to apply our method to analyze or
improve the structure of SVG objects throughout the history of their editing
process.

We have described our method in terms of data extraction. However, on some
level, the data corresponding to “wing” or “red” is a representation of the cor-
responding concept. We plan to explore this idea of concept extraction using
differential documents in more detail. In addition, we intend to examine rule ex-
traction from a large number of differential SVG documents, because we think
that general concepts should not be based on a single editing operation, but on
wide input from actual users. This can significantly increase the chance to be
able to identify meaningful units and concepts in a graphic.
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Abstract. In this paper, we propose a framework of supporting presen-
tation scenario composition from a viewpoint of externalizing a presen-
ter’s intention. Traditional presentation slides in the style of bullet lists
lack in rhetorical relations between idea fragments. This makes it difficult
that audiences could understand presentation utterances and presenta-
tion slides. In order to solve this problem, we introduce a concept of
logical frame. The logical frame is a semantic block in which idea frag-
ments are organized rhetorically. A presentation scenario is composed
through the process of organizing idea fragments within a logical frame
and relating logical frames to each other. Based on this model of presen-
tation scenario, we have implemented a scenario composition interface.

Keywords: presentation scenario, logical frame, knowledge externaliza-
tion, script.

1 Introduction

Presentation is one of the most important means for transferring knowledge. In
most presentations, presentation tools such as Apple Keynote[1] and Microsoft
PowerPoint[2] have been used. These tools enable us to make presentation pro-
cesses effectively with colorful graphics and animations.

However, the traditional styles of presentation preparation have some prob-
lems. First, presenters tend to spend more time and effort in preparing for pre-
sentation than in considering presentation scenarios. Second, most presenters
use the standard formats of presentation slides set up by presentation tools, and
thereby rely on the style of phrase headlines with bullet lists. This style makes
the discussion point of each slide unclear[3]. For example, Tufte[4] points out
the same thing on the assessment report of the accident in the space shuttle
Columbia. He argued that the important information on a presentation slide is
shadowed in bullet lists.

As Tufte argues, the traditional presentation tools lack in the functions of
handling the intention of a presenter: especially, the rhetorical relations between
items. Rhetorical relations are categorized into two types; one represents a log-
ical relation such as resultative conjunction and contradictory conjunction, the
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Fig. 1. Structure of a logical frame

other represents a sequential relation. In composing a presentation scenario, it
is important for a presenter to consider the relations between topics or items.
This is because audiences will not understand the presentation unless they find
out the consistent discussion points in its story context.

In order to deal with the problems described above, we address a framework
of supporting presentation scenario composition from a viewpoint of intention
externalization. In this paper, intention is treated as the presentation strategy
of a presenter, and externalization of intention means expressing the procedure
of a presentation so that a computer can handle it. This intention is represented
as a network structure in which items are related to each other rhetorically.
We call this network structure a key phrase channel. By allowing a presenter
to specify the relations between items in a presentation scenario, it becomes
possible to capture and handle a presenter’s intention on the procedure of a
presentation.

This paper is organized as follows. Our approach to support presentation
scenario composition is described in Section 2. Then, a presentation scenario
and its composition process is modeled in Section 3. The implementation of a
scenario composition tool is described in Section 4. The possibility of handling a
presenter’s intention is discussed in Section 5. Finally, our conclusion and future
work are presented in Section 6.

2 Approach

In traditional presentation tools, the contents of a presentation are divided into
blocks according to the physical constraints such as the sizes of slides or dis-
plays. However, it is natural that the contents should be divided into semantic
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Fig. 2. Three-layered model of presentation scenario

blocks of subjects. In order to make it possible to prepare a presentation without
considering physical constraints, we introduce a concept of logical frame.

Figure 1 illustrates a structure of a logical frame. A logical frame represents
a semantic block of one subject composed of a topic and objects. A presentation
scenario is represented as a skeleton structure of logical frames. Logical frames
are free from the physical constraints such as the sizes of slides or displays. In
each logical frame, idea fragments externalized as character strings or figures,
etc. are organized. In the organization process, the items are rhetorically related.
Through this process, a presenter is able to externalize his/her presentation
intention.

3 Presentation Scenario Model

3.1 Formulation of Presentation Scenario

The presentation scenario model is illustrated in Figure 2. In our framework, a
presentation scenario is represented as a structure with three layers: a skeleton
layer, a logical frame layer, and an object layer. In Figure 2, green circles in
a skeleton layer and a logical frame layer represent logical frames. Rectangles
in a logical frame layer and an object layer represent objects. In our model, a
presentation scenario is formulated as follows:

Scenario = (Skeleton,LogicalFrames,Objects)



Externalization Support of Key Phrase Channel 793

A skeleton is a graph structure which represents the relations between logical
frames. The data structure in a skeleton layer is formulated as follows:

Skeleton = (VS ,ES)
VS = {f |f ∈ LogicalFrames}
ES = {(ffrom, fto, type)|ffrom, fto ∈ VS}

In this formulation, ffrom and fto are references to logical frames in a logical
frame layer. Type represents a type of relation between two different logical
frames.

In a logical frame layer, a set of logical frames is stored. A logical frame
is composed of a subject, a topic, and a graph structure. A topic is a string
which represents a summary in each logical frame. The topic is assumed to be
expressed in one or two sentences. A graph structure represents the relations
between objects. The data structure in a logical frame layer is formulated as
follows:

LogicalFrames = {f}
f = (id, subject, topic,O,L)
O = {o|o ∈ Objs(f)}
L = {(ofrom, oto, type)|ofrom, oto ∈ O}

In each logical frame, id is its identifier, and subject and topic are character
strings which represent its subject and its summary, respectively. In Figure 2, a
topic is represented as an orange rectangle. O is a set of references to objects in
an object layer. Objs(f) is a set of objects included in the logical frame f . L is a
set of relations between objects included in the logical frame f . Type represents
a type of relations between two different objects.

In an object layer, objects such as character strings, tables, or figures are
stored. The data structure in this layer is formulated as follows:

Objects = {o}
o = (id, entity, type)

In this formulation, id is an identifier of object. Entity and type are the object
itself and its type specified by id, respectively.

3.2 Scenario Composition Process

The composition process of presentation scenario is divided into two phases:
logical frame composition and skeleton composition.

In composing a logical frame, operations in each logical frame are carried out
as follows:

– Create a new logical frame.
– Determine subject and topic.
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Table 1. Types of relations between objects in a logical frame layer

Category Subcategory

resultative conjunction cause-effect
if-then

contradictory conjunction opposition
concession

elaboration overview-detail
general-specific

others supplement
parallel
others

– Include/Exclude objects.
– Relate one object to another in the same logical frame.

In the operations listed above, relating objects to each other is realized by spec-
ifying the type of a relation between two objects. We categorized the relation
types into four groups: resultative conjunction, contradictory conjunction, elab-
oration, and others. Based on these categories, we classified the types of relations
between objects as shown in Table 1.

In composing a skeleton, logical frames are related to each other. The subjects
which are semantically related to each other share some concepts. These concepts
should be included in the same objects. Therefore, in our framework two logical
frames are related if they share one or more objects.

As we discussed in Section 2, a logical frame represents a semantic block such
as a chapter, a section, etc. In books or research papers, there are two types
of relations between chapters or sections: a sequential relation (previous-next)
and a hierarchical relation (section-subsection). Therefore, in our framework the
type of a relation between logical frames is either sequential or hierarchical.

4 Scenario Composition Interface

Based on the framework described in Sections 2 and 3, we have implemented
an interface for scenario composition. In composing a presentation scenario, it is
necessary for a presenter to consider the relations or consistency both between
logical frames and within one logical frame. Therefore, it is effective to offer
a function to change the working view of a presentation scenario. In order to
achieve the function, we introduce the technique of zooming and panning in a
scenario composition interface.

In implementing an interface for scenario composition, Piccolo[6] is used. Pic-
colo is a Java library which provides graphical user interfaces with functions in-
cluding zooming and panning. CounterPoint[5] is one of the tools implemented
with Piccolo.

The snapshots of our interface is shown in Figures 3 and 4. In these fig-
ures, the area inside a gray circle corresponds to a logical frame. The brown
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Fig. 3. Local view of scenario composition interface

text and the orange text represent a subject and a topic of a logical frame, re-
spectively. Relations between objects are represented as links with captions. In
Figure 3, for example, a text object ”PowerPoint has made it easy to make
presentation slides.” is related to a text object “It is easy to make presen-
tation slides with colorful graphics and animations.” by the relation “detail”.
In the local view shown in Figure 3, a presenter is able to see the detail of
a specific logical frame. In the global view shown in Figure 4, a presenter
is able to see the whole presentation. In Figure 4, the logical frame
“Objective” (the one at the upper left) is related to the two logical frames
“Background”, and “Related Work” (the ones at the lower left) with the hierar-
chical relations. On the other hand, the logical frame “Objective” is related to
the logical frame “Approach” (the one at the upper right) with the sequential
relation.

In addition to zooming functions, our interface provides a presenter with the
operational functions as follows:

– Add a logical frame. This operation is done by specifying a subject and a
topic using a dialog box.

– Add an object. This operation is done by specifying an object using a dialog
box.

– Relate an object to another one in a logical frame. This is done by dragging
and dropping an object near the one that a presenter wants to relate to.
After that, the type of the relation can be specified using a dialog box.
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Fig. 4. Global view of scenario composition interface

– Relate a logical frame to another one. This is done by dragging and dropping
an object in one logical frame into the other one that a presenter wants to
relate to. After that, the type of the relation between the two logical frames
and the type of the relation between the objects are specified using a dialog
box.

Since our interface provides the functions described above, it is possible for
presenters to compose scenarios through intuitive manipulation on logical frames
and objects. Also, presenters can specify the rhetorical relations between objects,
while they can not do that using traditional presentation tools. Moreover, zoom-
ing and panning functions enables presenters to look at multiple logical frames
at the same time. Therefore, our interface helps them to consider the coherency
in their story line of presentation scenarios.

5 Discussion

In this section, we discuss the possibility of handling intentions of presenter in
terms of a presentation strategy. A presentation strategy is a template of ex-
planation. In presentations, presenters adopt many strategies according to what
they talk about. Schank modeled a human memory with a semantic structure
called a script[7]. Script is a stereotypical sequence of scenes in a particular event
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such as taking a meal in a restaurant. Since a presentation is a sequence of expla-
nations in a particular subject, it is possible to represent a presentation scenario
in the form of scripts. These scripts correspond to the presentation strategies.

Using the presentation scenario composed with our interface, it is possible
to extract the presentation strategy from presentation scenarios. A presenta-
tion strategy is considered as frequent patterns in presentation scenarios. In
our framework, logical frames include a network structure of objects. There-
fore, presentation strategies can be extracted by finding frequent subnetworks in
presentation scenarios.

6 Conclusion

In this paper, we proposed a framework of supporting externalization of the
intentions on a presentation. By introducing a concept of logical frame, we built
a presentation scenario model. Based on this model, we implemented a scenario
composition interface. The interface has two features. One is to allow a presenter
to externalize the rhetorical relation between items. The other is to allow a
presenter to change the working view smoothly through the functions of zooming
and panning.

One of our future works is to evaluate the effectiveness of our framework
through the use study. The effectiveness must be evaluated from the viewpoints
of usability, availability for thinking support, and possibility of reuse. Another
future work is to devise a mechanism to generate presentation materials accord-
ing to the presentation scenario. In order to achieve an interactive presentation
in which a presenter can control the items to be presented dynamically, we have
to consider the method for mapping a presentation scenario onto presentation
materials.
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Abstract. In this paper, we propose the X-Web (eXperience-Web) data
model, which supports users to manage various types of personal contents
in a unified manner based on their contextual information. The X-Web
data model consists of three kinds of modeling units: contents, experi-
ences, and persons, and the context of personal contents are expressed as
experiences. Units are classified into containers, and a ranking function is
defined between two containers. Combinations of ranking functions can
represent various requirements for searching and recommending personal
contents.

1 Introduction

Recently, personal contents that an individual person must manage increase
rapidly, and researches on personal content management have been activated.
However, most of conventional techniques cannot support a user to manage var-
ious types of contents in a unified manner. Moreover, a user cannot manage
contents effectively with only objective meta-data, because contextual informa-
tion is necessary to manage them efficiently. However, general frameworks for
supporting such contextual information are not proposed.

This paper introduces the X-Web (eXperience-Web) data model, which sup-
ports users to manage their personal contents based on their experiences in the
real and virtual world. The X-Web data model provide data structure on the
Internet for organize various types of contents based on personal experiences in a
uniform way. The X-Web data model enables users to search and to recommend
variety types of personal contents based on their contextual information. Fig. 1
illustrates an overview of the system.

On the X-Web system, personal contents managed by users are gathered and
allowed to be accessed. It is an important issue how to share personal contents
of many users in a distribute environment and how to protect privacy of users,
but we will not address these issues in this paper.

This paper contains followings: Section 2 describes a basic idea for managing
personal contents by means of user experiences. Section 3 define the X-Web
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Fig. 1. An overview of the X-Web system

data model. Section 4 describes how to rank personal contents according to a
requirement of a user. Section 5 conclude this paper and shows some future
works.

2 Personal Contents and User Experiences

2.1 Categorization of User Experiences Based on Rolls of Personal
Contents

Personal contents are the contents that users manage and utilize personally.
Roles of personal contents are categorized into the following two types:

1. recording some situations and information about experiences of a user, and
2. extracting information and knowledge or enjoying by watching, reading, and

listing.

Personal contents can be related to a user who manages them on the bases
of his/her experiences. According to the varieties of roles of personal contents,
the user experiences concerned with personal contents can be categorized into
two categories: (1) active experiences and (2) passive experiences. An active
experience is a real word event that internalized into one or more contents. On
the other hand, passive experience is an experience in which a user enjoys by
reading, watching, and listening of a content object. A passive experience is an
experience that is internalized into a user from a content object.

The X-Web data model stores active experiences, which are recorded in con-
tents. It also stores passive experiences, which are activities of utilizing contents.
The stored experiences are used for retrieving and recommending personal con-
tents. Representative examples of active experiences are shooting photos, send-
ing/receiving e-mails. Representative examples of passive experiences are reading
web pages, watching TV programs, listing songs.

2.2 Utilization of Experience for Managing Personal Contents

Personal contents can be categorized into private contents and public contents.
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Many of personal contents recorded in an active experience are private con-
tents. Photos taken by digital cameras and email messages are representative
examples of private contents. It is effective for managing private contents to
retrospective navigation and associative search based on personal experiences
of a user. Storing active experience supports personal contents searching based
on various features in different contents and context based searching based on
attributes of experiences.

Public contents are the contents that are used for obtaining information and
enjoying by public users. Most of commercial contents can be viewed as public
contents. Most of public contents such as TV programs, movies, songs and so
on can be associated with passive experiences. Some of private contents can
be associated with passive experiences, where a user watches a photo taken by
the user. It is important for public contents to support recommendation based
on personal profile of a user. [1]. Storing passive experiences can be used for
recommending contents by means of estimating user’s preference.

3 X-Web Data Model

In this section define the X-Web data model. Firstly, we introduce a model for
search and recommendation, and then we define the data structure and opera-
tions of the model.

The X-Web data model provides a unified framework for search and recom-
mendation. The framework is that search and recommendation are achieved by
means of weight propagations among conceptual units. The weight values are
assigned according to a query of a user.

In the X-Web data model, modeling primitives are called units. The set of all
units is represented by U . A subset of U is named container and is represented
by Ci.
〈C1, · · · , Cn〉 represents a sequence of n containers C1, · · · , Cn where ui

j rep-
resents a unit in a container Ci, the weight values from ui

j to ui+1
k is represented

by wi
jk. The weight value represents the degree of adaptation for a user’s re-

quirement.
The tail container Cn is the target set for searching and recommending, and

the head container represents conditions for a user’s query. The initial value is
given for the head container. The initial value for a unit u0

j is represented by w0
j .

When a user executes a query, the system calculates the weight value of every
element in the last container Un by weight propagation, after the container
sequence and the initial weight value is specified by the user. The final weight
value of un

j ∈ Un is represented by wn
j . In order to calculate wn

j the following
formula is used.

wn
l =

∑

i

∑

j

· · ·
∑

k

w0
i w

1
ij · · ·wn−1

kl (1)

The last weight values are viewed as the degree of adaptation. The larger the
weight values of a unit are, the unit is the more adaptable for a user requirement.
Fig. 2 shows an overview of data structure for search and recommendation of
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Fig. 2. The basic model for searching and recommending

the X-Web data model. A circle represents a unit, and a rectangle with dashed
line represents a container.

The X-Web data model provides search and recommendation functions using
the above data structure. The following steps are required for the functions:

1. specifying a sequence of containers,
2. assigning the weight value to each link between two units in a pair of neigh-

boring containers.
3. assigning the initial weight value to each units in the head container of the

sequence, and
4. calculating the weight value of each units in the last container according to

the formula (1).

Function for Search of the X-Web Data Model. This section describes how
to implement searching function based on the basic model. A query is represented
by the weight value of units in the head container of a container sequence. The
last container represents the target set for searching. The weight value of a unit
in the last container represents the degree of sufficiency as a result of the query.

Fig. 3 (1) shows an example of a traditional document search. C1 is the con-
tainer for the set of terms specified by a user as a query. C2 is the container for
the set of index terms. C3 is the container for the set of documents which are
search targets.

Fig. 3 (2) shows an example of searching private photographs of a user using
his/her e-mail messages. C1 is the container for query terms of a user. C2 is
the container for e-mail messages of the user. C3 is the container for temporal
descriptions in the e-mail messages C2. C4 is the container for photographs which
are searching targets.

Function for Recommendation of the X-Web Data Model. This section
describes how to implement a recommendation function on the X-Web data
model.

Many varieties of recommendation techniques have been proposed up to now.
Collaborative filtering[2] is the one of the most popular recommendation tech-
niques. The collaborative filtering technique enables to recommend unknown
contents to a user based on evaluation of other users.
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Fig. 3. Three examples of search and recommendation

Fig. 3 (3) shows an example of a song recommendation like collaborative
filtering. C1 is the container for a user P1 who take song recommendations.
C2 is the container for songs which have been evaluated by the user P1. C3

is the container for other users P2, P3, and P4 who are used for criteria of
recommendations. C4 is the container for unknown songs S4 and S5 which are
candidate for recommendation. The weight value of a song in C4 is treated as the
degree for recommending. This scheme supports recommendation results which
are similar to GroupLens[3].

3.1 Data Structure

The following shows formal definitions of modeling elements of X-Web.
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Fig. 4. Data structure

Unit. Modeling primitives of the X-Web model are units. Units are categorized
into four types: contents, experiences, persons and concepts.

A content unit is defined as c = (cid, data,Ac) where cid is a content identifier,
data is a reference to the content, Ac is an attribute.An attribute is defined
as a set of pairs of attribute name ai and value vi, which are represented by
Ac = {(a1, v1), · · · , (an, vn)}. A attribute value can be a number or character
string.

An experience is defined as e = (eid, c, p, t, Ae), where eid is an identifier of
experiment, c is a reference to a content unit, p is a reference to a person unit, t
is a time stamp Ae is a set of attributes. A person unit is defined as p = (pid,Ap)
where pid is an identifier of a person and Ap is a set of attributes.

Fig. 4 illustrates relationships between three types of units. In this figure
a content unit is represented as a rectangle, a person unit is represented as
an oval and an experience unit is represented as a lozenge. A reference from
an experience unit to a content unit or a person unit is represented as an
arrow.

Container. Containers are used for representing sets of units. A container
is defined C = (name, {u1, · · · , un}) where name is a name of container and
{u1, · · · , un} is a set of units.

The container which contains all person units is represented as “PERSONS”,
the container which contains all experience units is represented as “EXPERI-
ENCES” and the container which contains all content units is represented as
“CONTENTS”. A rectangle with rounded corner is a container in Fig. 4.

There are two types of approaches for specifying elements of a container.
One is to specify elements in a container explicitly, and the other is to specify
conditions which elements in a container must satisfy. When a user specifies
elements of a container with conditions, a container including units which satisfy
the conditions cond is denoted by C[cond].

Search and Recommendation on the X-Web data model are realized by means
of ranking networks. A query is represented by a ranking network. In order
to specify ranking network, it is required for a user to specify a sequence of
containers and weight values among units in the containers. Weight values among
units are represented by a ranking function. A ranking function is defined as
(N,CS , CT ,W ) where N is a function name, CS is a source container, CT is
a target container and W is a set of weight values from an element in CS to
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Fig. 5. An overview of ranking function

Fig. 6. An example of a ranking path

an element in CT . Multiple ranking functions are assigned to a single pair of
containers. Fig. 5 illustrates the structure of a ranking function.

Query Specification with Ranking Path. On the X-Web data model stored
data are represented as a directed graph. A weight propagation network can be
organized where a path on the directed graph. This means that a query can
be represented by a path on the directed graph because a query is specified
by a weight propagation network. A path which represents a query is named
as a ranking path. A ranking path is defined as (〈r1, · · · , rn〉,W0) where ri is
a ranking function and W0 is a set of initial values for the units in the head
container. Fig. 6 shows an example of a ranking path. This example provides a
collaborative filtering on songs.

4 Assigning Weight Values on Ranking Functions

4.1 Two Approaches for Assigning Weight Values

Techniques for assigning weight values on a ranking function are classified into
two types. One is the manual assignment approach and the other is the automatic
assignment approach. Manual assignment techniques enable to assign various
types of evaluation as weight values, but they require a user to do some tasks.
On the other hand, automatic assignment techniques utilize features of units for
assigning weight values. For example, TF*IDF techniques use term frequency
and document frequency for assigning weight to document contents and the
PageRank algorithm[4] utilize the link structure for assigning weight values to
web page contents. Today many tools and APIs for analyzing contents have been
provided and they can be adapted for assigning weight values on the X-Web data
model. For example, a ranking function for web page units can be implemented
with the Google search API.
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4.2 Assigning Weight Values Based on User Experiences

It can be considered that experience units represent context about content units.
Context information can be utilized for ranking content units. In order to calcu-
late weight values, a user specify formulas using attributes and aggregate func-
tions. An attribute is described by dot expression. For example the expression
“Play.playtime” represents the attribute “playtime”, which shows how long a
user has listened a song, of an experience unit in the category “Play”. The
X-Web data model supports basic mathematical operators and typical aggre-
gate functions such as COUNT, MIN, MAX, SUM, and AVG. iPod supports
a function for playing song files in the order of how many times a user play a
song file. This function is designed based on an assumption that the number
of playing a song reflects how much a user prefers the song. A similar function
can be implemented on the X-Web data model using the following expression:
(Users, Songs, SUM[Play.playtime]). This function provides ranking songs based
on total listening time of a user.

5 Conclusion

This paper introduces the X-Web data model, which provides a user to manage
various kinds of personal contents, and give a formal definition of its data struc-
ture. The X-Web data model enables a user to search and recommend by means
of the same model named as weight propagation network, and to rank personal
contents based on behaviors of users. We plan to implement a system prototype
and to evaluate the X-Web data model based on experimental results.
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Abstract. Computer-supported creativity techniques can help people
finding creative solutions for their problems. However, real-life creative
processes demand a high level of flexibility of the support systems, which
are normally tailored for one specific creativity technique only. We present
a model for creativity-technique based problem solving processes that
incorporates a variety of creativity techniques and can be a promising
starting point towards more flexible creativity support systems in the
future.

1 Introduction

In the 1960s Alex Osborn proposed to enhance the outcome of a group searching
for creative solutions to a given problem by following certain guidelines: deferring
judgement, preferring quantity over quality and generally avoiding any kind of
censorship [1]. In the following, literally hundreds of these creativity techniques
were proposed and researched, providing findings that most of them can improve
creative problem solving. Starting in the early 1990s, scientists have been trying
to find out how computer systems could help improving the creative problem
solving process. Empirical results show that groups using these creativity support
systems (CSS) generate more ideas and more creative ideas than control groups
working without computer support [2].

2 Static Process Models and Dynamic Processes

From the great number of existing creativity techniques, only a small fraction
was adopted for computer use and researched, e.g. the brainstorming technique,
brainwriting-variations, morphological analysis and mindmapping. The applied
tools are tailored for one creativity technique. Hence, the underlying process
model is static and highly specific. In contrast, real-life creative problem solving
processes show dynamic elements:

– Problem solving processes may be iterated multiple times until a desired
result is accomplished. The processes can even be nested.

– Not all creativity techniques are useful for every problem or in every context.
One should choose the most suitable technique for a given situation.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 806–813, 2008.
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– It can be useful to apply multiple creativity techniques for a given problem
to profit from the advantages of each technique.

In this paper, we want to present an approach which can help developers of
support systems for creative problem solving to overcome this issues.

3 Understanding the Creative Process

We propose a model of computer-supported creative problem solving processes
that can help to understand dynamic creative processes better. The model was
developed in two steps:

1. A creative problem solving process is a special form of human thinking pro-
cess. We discuss at which points computers generally can support such pro-
cesses and propose a simple Input/Output-Model as a starting point.

2. A creative problem solving process is characterised at the most abstract level
as the sequence of one generation (divergent) and one evaluation (conver-
gent) process phases. We discuss the implications for our model and extend
it accordingly.

Creativity techniques are definitions for creative problem solving processes that
have shown to be more effective than other approaches. We describe the strong
similarities between creativity techniques and computer support for creative
problem solving. A lot of techniques have been proposed in literature, and at
first sight it appears contradictory or even impossible to integrate this variety in
a process modell that promises generality. However, our analysis of more than
25 creativity techniques for idea generation and idea evaluation showed that the
techniques are based on a surprisingly small number of functional patterns. We
describe these patterns in detail and show that they can easily be incorporated
in our model as they can be classified either as input- or output-transformations.
These findings imply that the proposed model can be a fruitful starting point to
build more comprehensive and flexible creative support systems.

4 A Flexible Process Model of Creative Problem Solving

As stated above, our goal was to develop a flexible model of the creative prob-
lem solving process that can be used to build more effective creativity support
systems. In the following, we discuss the development of our model in detail:

4.1 Computer Support of Thinking Processes

Thinking processes are cognitive processes than run in the peoples’ brains. These
cognitive processes do not follow strict logical rules and are so complex that they
can neither be influenced predictably nor can they be imitated by computer sys-
tems. This is a noteable difference to most other domains of computer support,
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system
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1: CSS provides 
input for cognitive process

2: The cognitive 
process runs 
"internally"

3: CSS accepts output 
of the cognitive process

Input
Trans-

formation

Output
Trans-

formation

Fig. 1. Model of the computer-supported cognitive process

where either the computer can solve the task by itself (searching data, sorting,
filtering) or can at least ease the task by partially ”thinking like the user” (rec-
ommender systems, semantic web). Therefore, we propose to regard the creative
thinking process simply as a black box that produces thoughts from input im-
pulses. One can think of a computer-supported thinking process as a composed
process running in two distributed components: the computer and the human
(see fig. 1). The computer kicks off the process by displaying arbitrary informa-
tion to the user. This information activates cognitive processes in the human
brain. After this process is finished, the human can enter the results (i.e. his
thoughts) back to the support system, where they can be processed further.
Thus, computer support systems trying to affect creative cognitive processes are
limited to work on the interfaces of the human-computer-interaction (depicted
as blue filled squares in fig. 1). At the interfaces, the systems can transform the
information of the thinking process, i.e. add supplemental information, modify
existing information or hide existing information.

1. Transforming the input for the human thinking process (Step 1 in fig. 1):
From the perspective of a support system this means displaying any type of
information to the user with the goal to bias his internal thinking process.

2. Transforming the output of the human thinking process (Step 3 in fig. 1):
After the thinking process delivered some results (thoughts), the user has to
communicate these results back to the support system. The results of the
overall process can therefore be influenced by offering certain possibilities or
imposing limitations at this point.

4.2 Computer-Support of Creative Problem Solving Processes

A creative problem solving process is a special form of thinking process with the
goal to find creative ideas for a given problem. The process is commonly described
as phase model, and the various proposed process models differ in their level of
abstraction as well as in their boundaries. A general pattern that can be found in
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Fig. 2. Model of the computer-supported creative problem solving process

most of the process model descriptions, as well as in many creativity techniques,
is the sequence of two distinctive phases [3]: A divergent phase, where ideas are
generated and collected, followed by a convergent phase, where the ideas are
discussed, evaluated and finally discarded or selected.

Adding this concepts to our model of cognitive process support results in
the refined model depicted in fig. 2. The computer-supported creative problem
solving process is modeled as two consecutive computer-supported cognitive pro-
cesses. The type of information that is exchanged between the computer and the
human is clearer defined due to the definition of the creative problem solving
process. In the divergent phase, the CSS has to provide at least a definition of
the problem, and the response by the human is to be interpreted as idea for
this problem. During the convergent phase, the CSS has to set the context for
the user’s evaluation process by displaying both the problem and the ideas from
the previous divergent phase. The user’s response during this phase has to be
interpreted not as ideas, but as data about the ideas (meta-data).

Given these considerations, designing an effective support system for creative
problem solving can be regarded as the search for appropriate transformations
for the input and output of the human cognitive processes involved in the diver-
gent and the convergent phase. Of course, there are unlimited ways to transform
the information provided to the cognitive process or to modify the information
that flows back as response. How can we identify the appropriate transforma-
tions, hence transformations that will have a positive impact on the result of the
creative problem solving process?
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4.3 Computer-Support of Creativity-Technique Based Problem
Solving Processes

From a process point-of-view, a creativity technique is a description or template
for creative problem solving processes. The techniques define certain presettings
to or constraints on the processes, promising that these specialised forms of cre-
ative problem solving processes are effective in practice. This is the same objec-
tive that is pursued by creativity support systems. Similar to creativity support
systems, creativity techniques are also limited to the same sphere of influence.
They can define the input (prepare the context) for the human cognitive process
and imply rules on how the mental output should be materialized. Given this
strong structural similarity, it becomes obvious that we can learn a lot about
building more effective creativity systems by understanding the effectiveness of
creativity techniques.

Following this thought, we analyzed a multitude of common creativity tech-
niques from two different sources [4] [5]. Our goal was to find out how exactly
each of it specialises the creative problem solving process. Afterwards, we tried
to identify repeating patterns in these specialisations. It pointed out that cre-
ativity techniques are based on surprisingly few basic patterns. All the described
patterns can be considered either as input or output transformations of the un-
derlying cognitive processes, hence they consistently integrate into our model of
computer supported creative problem solving processes. Table 1 lists all investi-
gated techniques and the patterns they use. We now want to discuss the patterns
in detail:

Transformation patterns of creativity techniques:

1. General patterns
The following patterns were found in both generation and evaluation phases
of creativity-technique based processes:

– Process nesting: A large number of the investigated techniques are based
on nesting creative processes: Before the actual problem P can be solved,
other problems (based on P) have to be solved first. The results of these
sub-processes are at the end used as input for the actual solving of P. For
example, the Morphological Analysis works by nesting processes: Before
one can solve a a problem P with the Morphological Analysis, one has
to first solve a subprocess to identify components of P. Then, for each
of the components, subprocesses to find appropriate attributes of each
componenent have to be solved. Finally, the results of the process are
used as starting point to generate ideas for the actual problem. Similar,
all of the various checklist-based techniques (like the SCAMPER or the
CATWOE technique) rely on the nesting process pattern.

– Time limit: A few of the investigated techniques strictly impose time limits
on the participants (like the Brainwriting 6-3-5 technique, which is done
in 6 iterations with a 5 minute time limit for each iteration), even though
setting a time limit for the phases of the creative process can generally be
appropriate, at least due to practical and organizational reasons.
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2. Generation phase patterns
The following patterns were found in generation phases of creativity-technique
based processes only:
– Stimuli: A stimulus can be any type of information that is used to impact

the cognitive process (see 4.1). For generation phases, stimuli are a very
common pattern. The stimuli are often generated in subprocesses by the
group itself.

– Start ideas: In contrast to stimuli, start ideas can be used directly to
construct new ideas, either by combining the start ideas or by mixing
in own ideas. An example for this pattern is the morphological analysis
that is based on using results of subprocesses as start ideas for the actual
problem solving process.

– Idea representation limit: Some techniques limit the participants in the
way they can express ideas. E.g. the Brainsketching technique forces the
participants to express their ideas as sketches or the Greeting Cards
method defines to use pictures from external sources only.

– Idea number limit: Limiting the number of ideas the participants can
contribute intuitionally seems to be counterproductive, but can be nec-
essary to ease group processes like Brainwriting 6-3-5..

3. Evaluation phase patterns
The following patterns were found in evaluation phases of creativity-technique
based processes only:
– Criteria: The criteria pattern is by far the most frequent modification

pattern in the evaluation phases of the creative process. In the standard
evaluation process the participants assess if the whole idea is a valid so-
lution for the problem. When the criteria pattern is used, each idea is
evaluated against a set of criteria instead. The criteria can either be static
(the same set of criteria for all creative processes) or dynamic (the crite-
ria are generated during the process). E.g. the advantage-disadvantage-
technique defines that the participants have to compile a list of criterions
in a subprocess (process nesting pattern) first, and afterwards assess for
each idea and each criterion if the idea would affect the criterion pos-
itively (advantage) or negatively (disadvantage). In contrast, the Cas-
tle technique defines three static criteria: acceptability, practicality and
originality.

– Scenarios: A scenario is a description of a plausible future. A number of
investigated evaluation techniques advise to evaluate the ideas against a
set of scenarios to better understand the implications and especially the
risks of implementing the idea (e.g. the GAS / Four Futures technique).

– Anonymity: By providing anonymity, negative social group effects can be
avoided. Anonymity can be regarded as a transformation of the output
of the evaluation process (removing user information).

– Scoring: Scoring (or voting) means assigning points to ideas. In most
cases, the ideas are ranked by their total score afterwards. Scoring can
be seen as a limitation of the output of the evaluation process, as it
restricts the user to numeric values.
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Summarizing, or findings show that a creativity support tool that incorporates
these patterns as input- or output-transformations of the creative process can be
used to support a great variety of different creativity techniques. This indicates
that the proposed model is an appropriate model of the creative process that
can help to build more flexible creativity support systems.

Table 1. Creativity technique transformation patterns

Technique [Source] Input transformations Output transformations

Analogies [5] [4] Process Nesting, Stimuli

Assumption Reversals [5] [4] Process Nesting, Stimuli

Bionics [4] Process Nesting, Stimuli

Boundary Examination [5] [4] Process Nesting, Stimuli

Brainwriting 6-3-5 [5] [4] Process Nesting, Start ideas Time limit, Idea number limit

Brainsketching [5] Process Nesting, Start Ideas Time limit, Idea repr. limit

CATWOE [5] Process Nesting, Stimuli

Collective Notebook [5] [4] Process Nesting, Start ideas

Five W’s and H [5] [4] Process Nesting, Stimuli

Free Association [5] Process Nesting, Stimuli

Greeting Cards [5] Process Nesting, Stimuli Idea representation limit

Morphological Analysis [5] Process Nesting, Start ideas

Problem Reversal [5] [4] Process Nesting, Stimuli

Progressive Abstraction [4] Process Nesting, Stimuli

Random Stimuli [5] [4] Stimuli

SCAMPER [5] Process Nesting, Stimuli

Advantage-Disadvantage [4] Process Nesting, Criteria Scoring

Adv., Lmt. and Unique Qual. [5] Criteria Scoring

Anonymous Voting [5] Anonymity

BulletProofing [5] Process Nesting Scoring

Castle Technique [4] Criteria Time limit, Scoring

Creative Evaluation [4] Criteria Scoring

FBAS [5] Scenarios

GAS (Four Futures) [5] Scenarios

Negative Brainstorming [5] [4] Criteria

Sticking Dots [5] [4] Criteria Scoring

5 Related Work

Quite a few empirical results on using creativity techniques with computer sup-
port systems have been published so far. Bostrom and Nagasundaram provide
an excellent overview of the studies in this field up to the late 1990s [2]. More
recent examples are the work by Janssen et al. [6], who experimented with cre-
ativity methods in CSCW envirionments, and the article written by Neupane et
al. [7], who investigated which effect on the quality and quantitiy of ideas is at-
tained by changing certain parameters in the brainwriting 6-3-5 technique. We
propose to continue working in this direction, conducting similar experiments
by varying the transformation patterns we identified. Resnick et al. summarized
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important general guidelines for designing creativity support tools [8], confirming
the importance of flexible solutions. In one of the rare theoretical treatments in
the field, Casalini et. al. [9] suggest a formal process model for collaborative
problem solving especially for virtual communities in practice, however without
addressing creativity aspects.

6 Conclusion

We presented a model of the computer-supported creative problem solving pro-
cess. The model is based theories of supporting cognitive processes in general
and creative processes in particular. We identified functional patterns within
creativity-technique based processes and showed that these patterns can be in-
terpreted either as input or output-transformations of the process model. Hence,
building up on the proposed process model is a promising approach towards more
dynamic and flexible creativity support systems.
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Abstract. Many organisations have communication problems such as
inter-organisational barriers. However, these kinds of problems are not
easy to visualise, and it is even more difficult to derive, implement and
assess appropriate measures to deal with them. We developed a tool to
visualise the dynamic structure of cooperative relationships between em-
ployees in organisations based on questionnaires given to employees of
those organisations. This tool is used for visualising barriers between
teams and the effects of measures. In this paper we explain some fea-
tures of this tool and verify its capabilities and effectiveness with a case
study. The case study is some field research based on interviews that we
conducted in which we applied measures to improve the employees’ com-
munication. We collected a set of data about relationships in an organi-
sation with questionnaires before and after implementing the measures.
And we compared the observed result produced by the visualisation tool
with the result from the field research.

Keywords: Knowledge Management, Cooperative Relationship, Social
Network Analysis, Visualisation, Case Study.

1 Introduction

It is very important to have a company that is growing and whose entire work-
force is activated. To have such a company, one of most important disciplines
is to collect a lot of useful information and effectively use the knowledge of
individuals within that organisation[1].

We have proposed a mathematical model for transferring knowledge with the
purpose of making a KM mechanism or system take root in an organisation
and obtaining guidelines to make that system functional[2]. We have applied
this model to some cases and produced guidelines for appropriate systems to
manage knowledge[3].

We have found that many organisations have communication problems such as
inter-organisational barriers. Mistakes occurred because of a lack of communica-
tion. The efficiency of work does not improve because information and knowledge
do not spread in the organisation owing to this lack of communication.

However, this kind of problem is not easy to visualise, and it is even more
difficult to derive, implement and assess appropriate measures for it.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 814–822, 2008.
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In many cases, people in the organization realise there is a lack of commu-
nication after an accident has occurred, but it is often too late to take mea-
sures. Generally, measures to eliminate a lack of communication cannot be
expected to produce short-term results. Because organisations change and im-
prove gradually, using indicators such as the decreased number of mistakes or
ROI is inappropriate.

We developed a tool to visualise the dynamic structure of cooperative rela-
tionships between employees of an organisation based on questionnaires given to
employees. This tool visualises not only the organization’s static structure but
also its dynamic structure. It can clearly visualise barriers in an organisation
and the effect of measures which the organisation has taken.

In this paper, we propose a tool which shows a layout of employees as nodes
and shows the cooperative relationships between them as edges. It visualises
the static structure of cooperative relationships and the dynamic structure of
relationships as a sequence of static structures and shows any difference between
those static structures. We also describe how this tool works with a case study.
The case study is based on our field research on an organisation that develops
software. We compare the field research with findings from the tool’s visualisation
based on a questionnaire given to the employees.

There are such visualisation and analysis methods and tools in existence
today[4,5,6]. However, they are general analysis tools, and it is difficult to under-
stand problems which happen in the field from the diagrams which those tools
draw. The users have to analyse and interpret the meaning of the diagrams and
numbers by making investigations in the field. Our tools target the managers
of an organisation. It should show what kinds of communication problems their
organisation has in an intuitive way.

Using the results of the field research, we have developed some knowledge
management guidelines that are designed to apply the model in a systematic
derivation of measures that need to be implemented in the organisation. We
show some diagrams made using results of the questionnaire given to employees
about their cooperative relationships. And we validate the findings from those
diagrams with findings from some field research. This validation demonstrates
the effectiveness of the tool.

In chapter 2, we describe the functions of the tool. In chapter 3, we describe
the organisation’s profile and a preliminary survey. In chapter 4, we show some
results derived from a field survey using the policies. Chapter 5 describes some
questionnaire-based measures implemented after the diagram that show the ef-
fectiveness of those measures.

2 Visualising Tool for Cooperative Relationship

This tool graphically represents answers to a questionnaire given by employees
of an organisation regarding their cooperative relationships. We developed the
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questionnaire by combining an Interpersonal Solidarity Scale[7] and Bales’ Inter-
action Process Analysis[8], and simplified it as much as possible. The question-
naire asks the employees to classify the other employees into any of the following
five categories.

1. I don’t know him or her.
2. I know his or her by sight.
3. I know his or her work and responsibilities.
4. I have talked about business with him or her.
5. I have worked with him or her.

The tool produces a matrix between employees which expresses their relation-
ships.

Static structure: The tool renders employee’s names as nodes and shows the
cooperative relationships between employees as edges using a spring layout
algorithm[9]. The spring strength is proportional to the value of the cooper-
ative relationship. The edge is omnidirectional and the strength of an edge
between the nodes is the average value of the relationships. A diagram shows
that the cooperative employees are collocated and unknown employees are
located far from each other. This tool can decorate nodes and edges in the
following ways.
– The thickness of the edges can be proportional to the length. Users can

easily see which relationships are strong in the diagram.
– Details of members of the group including their names and affiliation to

the group are shown by colour in each node.
– The nodes can be clusterized based on edge betweenness[10] and the

nodes in a cluster are painted with a colour. Users can identify isolated
members.

Dynamic structure: The tool computes differences within the organisation
and draws a comparison using two matrixes.
– It is possible to place two diagrams of cooperative relationships side by

side, or switch over two drawings with a click.
– For each diagram, branches that show differences between cooperative

relationships can be shown in red if their value is larger than the other
branches, or in blue if their value is smaller than the other branches.

– A diagram showing only the difference between cooperative relationships
can be displayed.

If nodes are divided between each group as shown in figure 1, it is expected
that the distance between groups is large and there are no cooperative relation-
ships between those groups. On the other hand, if employees of each group are
uniformly spread as shown in figure 2, it is expected that there are cooperative
relationships between the groups.
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Fig. 1. Pre-poll cooperative relation Fig. 2. Post poll cooperative relation

3 Survey Based on Field Research and Advance
Questionnaires

3.1 Research Field and Research Methods

The organisation we surveyed implements software development projects based
on various pieces of package software. It has about 200 employees in 7 groups,
and we studied 4 of those groups. Of the employees, 23 people from 4 groups
were interested in our research and we decided to do this research with them.
The four groups deal with different work packages for their customers. Two or
three people from one group worked together on a system development project,
though usually they don’t work together on projects and they don’t talk or chat
with employees of a different group in general.

We conducted two-hour interviews with 5 people from the 23. And we analysed
them, derived measures to improve their communication, and helped them to
implement those measures. We have continued to observe them. Independently
from the interviews and observations, we gave questionnaires to all 23 employees
and got answers from 21. We decided to use those 21 employees and their answers
for our analysis and to make diagrams.

3.2 Cooperative Relations Based on Prior Surveys

Figure 1 shows result of the questionnaire was taken in prior surveys. Three
teams B, C and D have a relatively uniform spread, but team A is located too
far from the other three teams. We found a barrier between team A and the
others. The average value was 2.7, and the average value with different team
employees was 2.3. This means they know other team employees by sight but
don’t know what other team employees are doing in their work.

4 Field Survey and Analysis of Applied Measures

4.1 Analysis Model Overview

In this section we describe a mathematical model for transferring knowledge
that we have developed with the purpose of having a KM mechanism or



818 T. Ugai and K. Aoyama

system take root in an organisation and obtaining guidelines to make it func-
tional [2,3].

We have defined knowledge transfer by separating the parties into one which
provides knowledge (the sender) and one which receives that knowledge (the
receiver).

Profit: Direct benefit obtained by providing and receiving knowledge. The
sender’s profit includes incentives and the improvement of the sender’s own
skills. The receiver’s profit includes improvement of work efficiency and im-
provement in probability of success as a result of receiving the knowledge.

Cost: Cost of providing and receiving knowledge. The sender’s cost (Cs) in-
cludes the time required for creating documents, communicating verbally and
working to provide information beneficial for the receiver. The receiver’s cost
(Cr) includes work to interpret or convert the received knowledge in order
to use it.

Barrier: Something that influences knowledge transfer in relationships with
others or in the environment. It can have either a positive or negative in-
fluence on the motivation to provide or receive knowledge. The barriers on
the sender’s side (Bs) include factors that affect the motivation to provide
knowledge, such as the level of trust in the knowledge receiver and (compet-
itive or cooperative) human relationships with the receiver. The barriers on
the receiver’s side (Br) include factors that affect the motivation to acquire
knowledge, such as the level of trust in or preconceived notions about the
knowledge provider as a result of past experiences of success or failure, the
ability to search the system and the effort taken to listen to the knowledge
provider.

Using these three factors, including the six parameters of Ps, Cs, Bs, Pr, Cr
and Br, we have modelled some aspects of knowledge transfer as follows:

– When knowledge is offered: Ps− Cs > Bs
– When knowledge is received: Pr − Cr > Br

The above expressions mean, if more profit than barrier remains after the cost
is subtracted from the profit, knowledge transfer will occur.

4.2 Analysis of Field Research Based on Knowledge Transfer Model

From field research on employees, centring on interviews with them, we found
that people who have problems contact those who seem to have knowledge when
exchanging information with other employees. Further, when these survey results
were applied to a mathematical model, the following conditions were found.

Profit: Employees don’t think information and knowledge are worth providing
to others because they don’t get much reward. They get some profit if the
knowledge solves the problems they are facing.
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Cost: When in charge of dealing with the same customers and when solving
issues related to those customers, explanations on those customers are not
necessary. It is the same for general issues in which there is no dependence on
customers or on packages, as software engineers exchange knowledge without
much explanation. However, other work needs a lot of knowledge and a great
many explanations are necessary.

Barrier: They don’t trust each other much because they don’t know each other
very well. They show restraint because they don’t know what each other is
doing or each other’s skill level.

When we apply this model to the organisation, we find that the organisation
doesn’t place much value on knowledge exchange and employees don’t get much
profit from providing knowledge. A lot of background knowledge is required to
share knowledge of their work. And they don’t know each other by sight. So we
can say the barrier between employees is very large. We can suppose that there
is insufficient communication for knowledge transfer and knowledge sharing.

4.3 Derivation of Measures

From the aforementioned situations, we suggested that the employees should
have meetings for casual information exchange to develop relationships between
employees in which they can help each other. In order to reduce barriers we tried
the following variety of strategies to implement measures.

System: Following the instructions of managers, employees participate as part
of the work. By positioning this work as work done during work hours, it
becomes authorized work and the employees are not working as volunteers,
and we thought this would reduce barriers in the system.

Trust: the purpose of this meeting is anxiety awareness where employees create
relationships in which they can consult with each other, and we combined
this meeting with self-introductions and icebreakers to build a relationship
of trust.

Sense of camaraderie: We selected topics for the meeting very carefully, such
as facilitation and reflection. These topics related to all employees because
the topics are not related to their work and are what all employees require
in general. All employees can empathise with each other and feel a sense of
camaraderie. We took what was bothering them as the theme, and had them
share their problems and also share a sense of camaraderie.

4.4 Results of Applying Measures

The information exchange meeting was held once a month for seven months.
Figure 2 was made using the results of the questionnaire which we collected
after this period. And also we got the following feedback from the employees.
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– There were relationships in which people can consult with each other.
– It was good to know that employees in other groups had the same problems.

a slight angle and to the right of you.
– We want to continue with implementation but we cannot do that yet by

ourselves.

5 Validation of Findings from the Visualised Cooperative
Relationships

5.1 Validation of the Visualised Relationships Before Implementing
Measures

In the interviews, some employees said they know other employees only by sight.
In figure 1, there is a gap between the upper right group and lower left group.
This gap is backed by results from the interview. Also, the edges in figure 3
have values of more than 3.0. The gaps between the groups are shown in the
diagram. The value of 3.0 means that they know what they are doing as their
work. The diagram shows that they don’t know about the other groups’ work.
The findings from this diagram are consistent with the fact that the employees
said they required lots of background information to understand each other.

5.2 Validation of the Visualised Relationships After Implementing
Measures

The number of samples was 21 and the average points rose from 2.7 (they knew
each other by sight) to 3.1 (they know what each other are doing in terms of
work). In the t-test, the value of p was 0.000012 < 0.0001(0.01%), which means
the rise of the average value was statistically significant.

Each employee increased the value of his or her relationship with 6.8 employees
on average. This means each employee built a deeper relationship with about 7
employees compared with before. The size of the circumcircle of employees in

Fig. 3. The edges have values of more then 3.0
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figure 2 is 17% smaller than the size of that in figure 1. This also backed the
feedback from employees in section 4.4.

The purpose of the meeting was to develop relationships in which employees
could consult with each other and we believe that purpose was achieved. This
was also backed by the feedback from employees mentioned in section 4.4.

6 Summary

In this paper, we described a tool which gives a layout of employees as nodes
and shows the cooperative relationships between them as edges. It visualises the
static structure of cooperative relationships and the dynamic structure of rela-
tionships as a sequence of static structures and the difference of static structures.
We also described how the tool works in a case study. The case study was based
on our field research on an organisation that develops software. We compared
the field research results with findings from the tool’s visualisation based on a
questionnaire given to the employees. The time needed to answer the question-
naire was between three and five minutes on average, and this is much shorter
than the time taken for observations and interviews. But the many findings from
the diagram drawn up using the results of the questionnaire back the findings
of the survey results based on interviews.

As shown in section 4.4, in an analysis of the field research, we thought it was
a big issue that employees knew each other only by sight. But such employees
were in the minority and they did know each other, but they didn’t know each
other’s work well. That is an example of how field research based on interviews
can be misleading. The figure showed the barriers between the groups more
notably. Therefore, managers in the field can use this tool and get suggestions
on how to improve communication in their organisation. Looking at changes in
diagrams is easier to understand than listening to opinions in the field through
interviews, such as “I can now consult other team employees”.

We will continue to investigate this organisation to help the measures and
guidelines take root. In addition we would like to apply this tool to other organ-
isations to enhance the features of this tool and improve its accuracy.
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Abstract. To support people’s creativity, an information system is not
the only way. The total design of the environment, the place and the tool
for creation is required. In this research, we focus on participatory work-
shops, which are widely accepted for learning and creation. We propose a
workshop as a creativity support system. The core elements of the work-
shop are participants, facilitator, information system, tasks, and place.
Based on the model of expression liquidization and crystallization, we
design the activities in a workshop. Collaborations in a workshop help to
widen participants’ views, and shared tasks and the place drives them to
create new expressions. As a field trial of the proposed workshop, we de-
signed and practiced photo-attached acrostic workshop. In this paper, we
describe the designs of the new expression format called photo-attached
acrostics, the workshop program, and the information system for sup-
porting activities.

1 Introduction

When designing information systems, we need to examine how the system will
be used by what kinds of users.

As for creativity support, many information systems to help people are de-
veloped recently [7,11], while many methods without information systems were
developed [10,5] long before. This is not the problem like “which approach is
better?” We need to choose and combine methods and systems according to the
situation and the purpose. We regard a total environment including the place as
system, not only an information system.

Not only in the engineering field, researches on creative activities are con-
ducted. Especially in psychology and education, the style called workshop is now
getting accepted [13]. By workshop here we mean a participatory and experien-
tial group work-based style for learning and creation1. Learning and expressing
will be activated in the group which shares a place and experiences.

It is often said that the knowledge productivity in a company is enhanced more
efficiently by restructuring of organization — arranging the attitudes and the en-
vironment of people — than by installing intelligent systems. As for engineering
1 Since the term workshop is used in several meanings, we use the phrase participatory

workshop when emphasizing this characteristic.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 823–830, 2008.
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point of view, information system should be designed in the total environment
where people use it. In this paper, we introduce our practice applied for people’s
art expressions.

Our targets, people’s art expressions, include every artifact created or ex-
pressed by ordinary — non-professional — people. In many cases, the expressing
processes are more important for ordinary people than the final expression, while
the results are more important for professional artists. In this research, we aim
to widen people’s views to support expressing by a participatory workshop.

This paper is organized as follows: After describing related works in the next
section, we provide our proposed framework. The design and results of our work-
shop are shown in Section 4 and we conclude the paper in Section 5.

2 Related Work

In the beginnings of 1990s, research area called creativity support was raised. In
the area, problems like how computers can support human creative activity and
what kind of creative activity can be supported were discussed.

Boden distinguished two sorts of creativity: H-creativity, which indicates
historically new idea/concept formation, and P-creativity, psychologically new
idea/concept formation in human minds [2]. In our research, we aim P-creativity
support rather than H-creativity support. For ordinal people, our target users,
what they express — externalization of internal nebulous thoughts — is more
important than how they express — surficial originality of expressing techniques.

In psychology field, Guilford made the distinction between convergent and
divergent thinking [3]. Our approach doesn’t emphasize neither of them specially,
but if daring to say, it matches divergent one. One of our aims is to support
expressing, which seems to be a convergent process; but widening users’ views
and unsticking users’ stuck thinking are more important.

3 Proposed Framework

3.1 Expression Liquidization and Crystallization

Expressions are interpreted based on the context — both the context inside
the expressions and the context that the readers are placed in, and therefore
the meanings or the values of the expressions depend on case by case. Cutting
an expression off from a context and placing it into other context open new
possibilities of interpretation. New interpretations stimulate people and cultivate
new expressions. Expressions are placed into various context and again get other
interpretation. In this section, we provide a model for this expression life cycle.

Some researchers modeled out people’s knowledge and people’s knowledge
life cycle [8,12,9]. From the point of creativity support view, we have developed
a cycle model which consists of the knowledge liquidization and crystallization
processes [4]. Our basic idea is that knowledge is not a chunk of information, but
emerges only within a certain context. We call the world in people’s minds before
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Fig. 1. Expression Liquidization and Crystallization

formed to a certain knowledge as Nebulous World or Nebula. In this research,
we expand and apply the model to an expression life cycle. An expression is a
special form of knowledge; it has one static form. But it is interpreted based on
the context, which differs according to the situation or the state of the people
and the expression. Contexts are relationships among units of partial expression
and between them and units of external knowledge. These relationships always
change. As expression liquidization, we call decomposition of expressions into
units in proper granularity with every possible connection among each, and as
expression crystallization, new expression formation from decomposed partial
units based on new relationships within the context (Fig. 1).

When an expression is merged against an expression and when a context is
merged against a context, the original context will be broken down and liq-
uidization will be enhanced. Placing others expressions into a context changes
the context and the values/meanings of expressions. Once a new expression
created, it raises a new context, and then the new context stimulates her
again.

3.2 Participatory Workshop

Workshop we focus on in this research is a participatory and experiential group
work-based style for learning and creation. Workshops are held in various fields
— arts, citizen-participatory town planning, and learning.

A workshop is arranged and organized by facilitator. The facilitator estab-
lishes tasks and prepares a place. Participants work together for the tasks in the
place. Shared place and tasks enhance to form opinions and output expressions.
In some case participants collaborate and in some case they compete.

Lave discussed the process of learning, creation, and consensus formation in
a group called Community of Practice [14], where people share techniques, in-
terests, or concerns. Commitment to the Community of Practice is activated by
roles, which participants are required to play, such as a master and an appren-
tice [6]. This theory, Legitimate Peripheral Participation, explains participatory
workshops gain participants’ active commitments. A person, who plays a par-
ticipant role, is requested to carry tasks out based on the program prepared by
the facilitator.
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Fig. 2. Workshop as a System

3.3 Workshop as a System

Figure 2 illustrates the concept of workshop as a system. The core elements of a
workshop are participants, facilitator, information system, tasks, and place.

Every person related to a workshop plays a role such as participant or fa-
cilitator. They gather in a place and work for given tasks. Information system
supports people’s activities in a workshop. These whole is a creativity support
system called workshop; a participant herself is also a part of a system. A partic-
ipant gets new ideas and creates expressions through tasks in a workshop, and
at the same time, she contributes to others’ creation as a part of the system.

The context where an expression placed in will be changed when one gets a
new idea from an other participant or from an other’s expression. Information
system, however, can analyze and extract the structures of expressions based on
the surface expressions, not on the people’s subjective thoughts. Re-structuring
expressions based on the changing context corresponds to liquidization. Balanced
combination of outputs from information systems and interaction with other
people will stimulate participants effectively. A workshop, at the same time,
requests participants to output expressions as tasks in its program. The physical
meeting promotes crystallization in this way.

4 Photo-Attached Acrostic Workshop

4.1 Workshop Design

We designed and organized a workshop as a field test. We prepared a place,
established tasks, developed an information system, called for participation, and
drived participants create expressions. In our first practice, we decided the theme
as “Shonan” — the name of a region along a coast in central Japan, and called
for participation to the people related to — e.g., living around, working around,
or was born around — Shonan area. Through the workshop, participants discuss
together and will get new opinions about the area.

In this research, we designed a new format of expression called photo-attached
acrostics to highlight the process of decomposing and re-composing. Acrostic is
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Fig. 3. Architecture of Information System

“a poem or other writing in an alphabetic script, in which the first letter, syllable
or word of each line, paragraph or other recurring feature in the text spells
out another message2.” We modified it to include pictures for each sentence.
Participants take and select photos, write sentences whose first letters match a
message given. Here a pair of sentence and photo should correspond and both
photos and sentences should be along a theme given.

In the workshop, participants create an acrostic using their own photos at
first. Then next, they are divided into groups and collaborate to create new ex-
pressions by remixing their expressions. Collaboration with others will raise new
context and stimulate participants. In the third step, they create expressions
by themselves again, using all pictures used in the former steps. Patticipants
are requested to place others’ (partial) expressions in their new expressions. We
aim that participants form new opinions/ideas stimulated by others. At the same
time, the workshop facilitator shows other new remixed acrostics using the devel-
oped information system described below. Here we aim to stimulate participants
by (semi-)machinery generated — not manually created — expressions.

4.2 Installed Information System

The system consists of four parts (Fig. 3): expression database, expression input
interface, expression re-composing engine, and expressing support interface.

The expression input interface is used in the former steps. Participants input
their works, which are created in manual and analog manner. The expressing
support interface shows the draft expressions, which are generated from the
expression re-composing engine (see Fig. 4).

The expression re-composing processes are as follows:

– Decomposition phase
1. Analyze the morphological structures of text.
2. Calculate term relation weights and term weights.

2 Acrostic – Wikipedia, the free encyclopedia: http://en.wikipedia.org/wiki/Acrostic
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Fig. 4. Screen Image of Photo-attached Acrostic Creation Support Interface

We use term dependency for term relation weights and term attractive-
ness for term weights [1]. Term dependency td(t, t′) from term t to t′ is
given by:

td(t, t′) =
sentences(t ∩ t′)

sentences(t)
(1)

Here sentences(t) indicates the number of sentences in which term t
appears, and sentences(t ∩ t′) is the number of sentences term t and t′

appear at the same time.
Term attractiveness attr(t) of term t is a total of incoming term de-

pendencies. T is the set of all appearing terms.

attr(t) =
∑

t′∈T |t′ �=t

td(t′, t) (2)

This directed network is a model of Nebula in this implementation.
– Re-composition phase

1. Extract candidate terms according to their initial letters.
2. Extract photos which include each term in 1.
3. Evaluate photos.

We define the weight wt(p) of a photo p for term t as follows:

wt(p) =
∑

t′∈Tp|t′ �=t

td(t, t′) · attr(t′) (3)

For each initial letter, the term candidates, their related terms, and at-
tached photos are structured.

In the workshop, the facilitator shows semi-automatically generated expres-
sions, which are editted in certain rules like choosing photos with the highest
weights or the lowest. With these expressions, we aim to stimulate the partici-
pants by machinery generated context. Through this step, we observe the effects
of the expression re-composing engine. After the workshop, the participants are
asked to try the expressing support interface. We evaluate the interface from
this test.
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Fig. 5. Photo-attached Acrostic Workshop

4.3 Results and Discussions

The workshop was held at 8th and 16th December 2007 in Fujisawa city, the
center of Shonan area, with nine participants. Most of their occupations are re-
lated to media activities or media literacy: information media-major students,
an elementary school teacher, an art university professor, members of citizens’
television at Shonan, and so on. While the youngest is an undergraduate student,
a retired person is also included. Three are female, and six are male. The partic-
ipants were divided into three groups and finally they made 30 photo-attached
acrostics from 259 photos. Figure 5 shows the scenes in the workshop.

Through this workshop, we aim that participants exchange their knowledge
and get new ideas through collaboration and competition. Most of the works
from the latter steps were created by remixing others’ former works. Several
photos are used repeatedly by many participants. One participant, however,
didn’t change his mind finally. He preferred creating by himself rather than
through collaboration. This fact shows our method is not almighty; this seems
quite natural.

For the rest of participants, we found that collaborations in the shared place
were effective. In the workshop, we prepared the tasks which consist of individ-
ual creations and collaborative creations. We expected that participants would
change and expand their way of thinking through these tasks. From observation,
it really worked, and more over, we found the participants frequently changed
the balance of individual work and collaborative work even in one activity.

As for installed information system, we observed an interesting fact. One of
semi-automatically generated expressions happened to have a similar story struc-
ture to a participant’s one. We aimed to form a different context, but made a
similar story. The user of the system, however, could create much more expres-
sions in much less time. The outputs of the system are not always new, but the
number of outputs can be large enough to stimulate the user.

It is important not to end a workshop alone, but to spread, repeat, and connect
workshops. We paid a high cost for this preliminary workshop, but it is required
to be held more easily so that many people can access workshops. A work-
shop is a closed system, but it can be opened by spreading an expression from the
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workshop to other workshops or by participating other workshops. When work-
shops are connected tightly and spread widely, our everyday lives will be covered
with this creative environment.

5 Conclusion

In this paper, we claimed that information system should be designed together
with the environment where it is used. We proposed a participatory workshop
as a creativity support system. As a field trial of the proposed workshop, we
designed and practiced photo-attached acrostic workshop.
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Abstract. Bipartite graphs appear in various scenes in the real world,
and visualizing these graphs helps improve our understanding of net-
work structures. The amount of information that is available to us has
increased dramatically in recent years, and it is therefore necessary to
develop a drawing technique that corresponds to large-scale graphs. In
this paper, we describe drawing methods to make large-scale bipartite
graphs easy to read. We propose two techniques: “node contraction draw-
ing,” which involves collecting similar nodes and drawing them as one
node, and “isosimilarity contour drawing,” which puts clusters into an
outlined area. We developed interactive user interfaces for the drawing
methods and conducted an evaluation experiment to demonstrate the
effectiveness of the proposed techniques.

Keywords: information visualization, graph drawing, bipartite graph,
anchored map, clustering.

1 Introduction

With the spread of information services, the quantity of information that can be
obtained has been increasing significantly. When people obtain knowledge from
information, their understanding is strengthened by extracting and “visualizing”
the information. Therefore, research on visualization techniques is being done in
various fields. However, using common methods, the larger the amount of data
becomes, the lower the readability is of the visualization results. Thus, we need
to investigate new visualization methods.

The purpose of this research is to improve “readability” in the visualization
of large-scale graphs. For the representation of a large-scale network using tech-
niques used to draw anchored maps [1,2], we aim to improve readability by
adding new representations of specialized techniques for large-scale graphs.

2 Previous Knowledge

2.1 Bipartite Graphs

A graph is a logical structure composed of a collection of nodes and a collection
of edges that connect pairs of nodes, and is befitted to represent associations

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 831–838, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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between some objects. A bipartite graph is a graph whose node set V can be
divided into two disjoint sets V1 and V2 such that every edge e(∈ E) connects
a node in V1 and one in V2, and we have G = (V1 ∪ V2, E). As in the example
of relations between customers and commodities and between academic papers
and authors, bipartite graphs appear in various real-world scenes, and they also
appear in research fields [3]. In this paper, we focus on the networks represented
as bipartite graphs.

2.2 Anchored Maps

One of the most common methods used to draw graphs is the spring embedder
model proposed by Eades [4]. This model calculates a stable state of a virtual
physical model that has been constructed by regarding edges in a graph as
springs.

An anchored map is an advanced form of the spring embedder model, and it
restricts nodes in one of two node sets of a bipartite graph to certain positions.

– Nodes in V1 are arranged at even intervals on the circumference, and then
– Nodes in V2 are arranged by the spring embedder model, with a suitable

position to represent their relationships to nodes in V1

We call nodes in V1 “anchors” and nodes in V2 “free nodes.” Edges are repre-
sented in a way that connects the anchors and the free nodes in a straight line.
Fig. 1 shows the visualization result of the network of relations between academic
papers and their authors by using anchored maps. Authors are represented by
rectangles and are fixed as anchors.

To improve the readability of anchored maps, anchors are arranged so as to
reduce edge crossings and/or edge length1. However, when we draw a large-scale
graph as an anchored map using the previous method [1], some problems occur
in readability (see Fig. 1(b)). Large-scale graphs have a lot of nodes and edges for
the drawing area, so the method of arranging the node layout makes it difficult to
improve the readability. In previous studies a method of increasing the resolution
of the display device and creating a very detailed drawing [5] was used, as well
as a method of collecting several nodes and drawing them as one node [6,7].
However these methods do not allow the user to get a simultaneous overview as
well as a detailed view of information. It is important for us to concisely draw a
suitably sized graph that humans can recognize and understand.

3 Approach to Improve Readability

3.1 Readability of Graphs

When drawing a graph, the following situations should be distinguished: (1)
we clearly see connections between nodes when there are few edge crossings,

1 Refer to [1] for more information on how to determine the positions of anchors.
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(a) anchors: 16, free nodes: 19 (b) anchors: 69, free nodes: 1891

Fig. 1. Example of drawing a co-authorship network using an anchored map

and (2) we are aware of some information when there are crowded nodes or
a concentration of edges. The readability in conventional graph drawings was
not sufficient to make those differences very clear and seems to have mainly
focused on attributes like (1). We think that attributes such as those in (2) are
also important to obtain knowledge from network information. Attributes like
those in (1) and (2) are referred to as “legible” and “graspable” respectively
to distinguish one from another in this paper. We consider them both to be
important attributes for readability.

3.2 Clustering of Nodes

The proposed method first clusters the graph in order to analyze its structure.
We tried to improve readability by enabling readers to change the visualized
graph dynamically using the result of this clustering.

In most cases, clustering in graph drawing involves grouping nodes that logi-
cally have the same connected structure into a cluster. But if a graph becomes
larger, the number of such nodes decreases, and thus, it is not effective to cluster
them.

Clustering in this paper means to calculate the similarity of nodes from the
connected edge relationships and to generate hierarchical clustering. We used
the Jaccard index to calculate the degree of similarity between nodes and the
nearest neighbor method as a clustering algorithm.

4 Node Contraction Drawing

We developed “node contraction drawing” so that the scale of the whole graph
will be sufficient for readers to recognize the features of the clusters. With this
method, pack nodes are expressed using the cluster information, with the purpose
being to improve legibility.
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Fig. 2. Proposed representation model

Nodes are clustered according to the degree of similarity, from 0%–100%. A
threshold value t (0 ≤ t ≤ 100[%]) is given, and our method draws clusters when
nodes have a higher similarity value than t.

The middle column in Fig. 2 shows a clustering structure in the form of a
dendrogram. The elements at the bottom of the dendrogram are nodes, and
all the branch points correspond to clusters. The dotted line crossing horizon-
tally through the dendrogram represents the threshold value t. In our method,
showing clusters with a higher similarity than t is synonymous with cutting the
dendrogram horizontally and drawing only the node and the cluster connected
to the edge of the cutting plane. Because the readers can change this t and see
the resulting visualized graph, we achieve the effect of dynamic clustering. This
way, we can obtain the most suitable graph visualization for each reader.

A slider is employed on the interface that changes threshold value t; its max-
imum value is set to 100%, and the minimum is set to 0%. If the slider has a
minimum value, only one cluster aggregating all nodes will be drawn.

An effective technique to show in detail the gaze point of clustered graphs
involves displaying only the nodes that are focused on. One of the purposes
of visualization is to obtain related information about the nodes that we pay
attention to. In this case, the information about the nodes in the cluster is
important. Also, it is possible to expand the cluster with the above-mentioned
slider, but there is the possibility that unnecessary nodes may also be expanded.
Because of that, we implemented a function that expands one cluster that is
appointed at one time, so that the appointed clusters are expanded one by one.

As a result, the logical structure of the nodes being focused on can be seen,
and the readers are assisted in their appropriate recognition.
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5 Isosimilarity Contour Drawing

We wanted to develop a new method of improving readability that was different
from dynamic modification of clustering level, and we came up with the idea of
focusing on the reader’s viewpoint. This method involves drawing a closed curve
surrounding highly related nodes using the cluster information, and its purpose is
to improve graspability. We named this method “isosimilarity contour drawing.”

An effective way to show what humans fixate their eyes on is to indicate
the important parts with a surrounding line. The formation of clusters can be
recognized from the result even if clustering is not used. However, we aim to
improve the recognition of the relations between nodes by actively displaying
the result of clustering using a contour line.

The hierarchy clustering used in this research has a tree structure. It is possible
to represent it using a nested structure. In an isosimilarity contour drawing,
original nodes and edges are always drawn. If the dendrogram is cut horizontally,
the clusters under the cut line are drawn. The cluster is represented as a closed
curve that encloses all the included nodes.

The interface of this method also includes a slider, where we can interactively
change the thereshold value to draw contours. When moving the slider in the
negative direction, the number of contours increases until finally all nodes are
surrounded by the biggest contours.

In this method, the contours are drawn as closed lines filled with a transparent
blue color. By using a transparent color, overlapping of clusters can be repre-
sented. The rate of transparency is proportional to the degree of similarity of
clusters. The higher the degree of similarity is, the lower the rate of transparency
will be. Clusters that have closely related nodes and many layers are drawn with
a denser color.

6 Drawing Examples

As an example, we visualized the network of coauthorships of papers obtained
from DBLP2 (anchors(authors): 69, free nodes (papers): 1891, edges: 2222). Be-
cause of the large number of nodes, when using a normal anchored map, it is
difficult to understand the contents of the network (Fig. 1(b)).

The visualization results of the network using the node contraction drawing
method are shown in Fig. 3(a),(c), and (e). When the node contraction drawing
is activated and the slider is moved to 100%, the number of free nodes becomes
about 150. The amount of free nodes having the same connections is very large,
as papers tend to be written by the same group of coauthors. When the slider
is moved to 50%, some papers remain in the center of the drawing area. These
papers were written by an unusual group of coauthors, and we suppose that they
connect several communities.

Fig. 3(d) and (f) shows the visualization result of the network using the isosim-
ilarity contour drawing. The labels of free nodes have been omitted. The original
2 http://dblp.uni-trier.de
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(a) Node contraction drawing t =
100%

(b) Anchored map drawing (no la-
bels)

(c) Node contraction drawing t =
60%

(d) Isosimilarity contour drawing t =
100% (no labels)

(e) Node contraction drawing t =
50%

(f) Isosimilarity contour drawing t =
0% (no labels)

Fig. 3. Visualization results of relation between academic papers and their coauthors
by using proposed representations
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drawing as an anchored map without labels is shown in Fig. 3(b). We cannot
see the contents of nodes from the figures, but we can recognize that the nodes
with the highest similarity are placed at the circumference, nodes with higher
similarity are at the bottom right in the center, and the nodes with lower simi-
larity are in the center. We obtained the knowledge that this graph has a simple
clustered structure.

7 Evaluation and Discussion

We conducted a user study to examine whether legibility and graspability were
improved with our method. In the experiment, we used a graph of the relations
between companies managing convenience stores and the number of their stores
in prefectures in Japan, and we selected eight students (aged from 21 to 30)
majoring in computer science as subjects. The subjects were asked to browse
each graph drawn as a normal anchored map, the node contraction drawing,
and the isosimilarity contour drawing. They were allowed to move the slider
freely to change the value of t so that their favorite drawing was provided. They
were then asked some questions.

Table 1 and Table 2 present the results of the experiment. In the node contrac-
tion drawing, five people answered legible and their preferable threshold values
are less than 100%. Based on these results, we believe that this method improved
readability. The change of the threshold by the user was effective because the
threshold value t when the drawing is thought to be most legible is different
for each subject. In the isosimilarity contour drawing, only two people answered
legible, but five people answered that they obtained new knowledge. Therefore,
we think that we were able to improve graspability with this method.

The node contraction drawing was designed to improve the legibility of the
networks, but graspability might also be improved. A static image of a

Table 1. Experimental results of node contraction drawing

evaluation item \ subject A B C D E F G H

Is the drawing legible? Y Y Y Y Y N N N
Preferable threshold value of t 80% 70% 85% 74% 75% — — 70%
Did you obtain new knowledge? Y N Y Y Y Y N Y

Table 2. Experimental results of isosimilarity drawing

evaluation item \ subject A B C D E F G H

Is the drawing legible? N Y ? N N Y N N
Preferable thereshold value of t — 90% 94% — 100% 80% — 85%
Did you obtain new knowledge? N Y Y Y Y Y N Y

All questions were asked in Japanese. “Y” indicates a Yes answer, “N” is No, “?”
means Not able to judge, and “—” means No answer. Preferable threshold value of t
means value of t when drawing is thought to be legible.
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contraction drawing with a fixed threshold value is not very effective. The pro-
cess in which the users move the slider and change the visualized graph brings
improved graspability.

The isosimilarity contour drawing was designed to improve the graspability
of networks. Because this method is different from node contraction drawing,
and original nodes remain without being combined, node relationships can be
read from one fragmentary still image. We believe this method provides a good
overview of the networks. This method is effective with a high threshold value
and is suitable for observing the closely related nodes.

8 Conclusion

We proposed two visualization techniques to improve the readability of large-
scale bipartite graphs and described their effectiveness. We developed a graph
drawing tool by using hierarchical clustering. The tool provides a user interface
to change the view of graphs from an overview to a detailed view and provides
drawings with high readability. We developed the technique for anchored maps,
but it is thought to be applicable to other styles of graph drawing, too. Some
of our goals in the future include to find a way to avoid meaningless overlaps of
contours and to make appropriate labels of nodes integrated by clustering.
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Abstract. We aim to clarify the requirements for the mimamori-care system in 
the group home to support caregivers who take care of persons with dementia 
(PWD). We investigated the effects of the prototype, which consists of several 
cameras and monitors, by interviewing eleven caregivers. We found that the 
prototype system not only helps the caregivers to watch out the people with 
dementia but also removes some stress caused by taking excessive precaution to 
residents’ behaviors. Caregivers however reported some concerns to the viola-
tion of privacy as for the caregivers themselves and the residents alike. 

Keywords: Mimamori-care system, Caregivers’ work stress, Persons with De-
mentia, and Group home. 

1   Introduction 

Japan is entering a super-aged society. There are approximately two million people 
with dementia (PWD). Group home is a carehouse for PWD, whose number has in-
creased thirty-five times for these eight years, that is, from the year of 2000 to 2008. 
Despite the urgent need for care support systems and for eligible care workers in 
group homes, neither qualified persons nor any type of system has caught up the rapid 
social change. 

We endeavor to develop a mimamori-care system to monitor the behaviors of the 
residents at group homes and to protect them from accidents. “Mimamori” is a Japa-
nese expression, which means to watch someone or monitor something. “Mimamori-
care” implies not only watching PWD but also supporting their autonomy to realize 
an adequate dementia care. A watch system for the elderly had been developed in the 
past but was not well accepted among PWD and caregivers due to privacy issues. 
Hence, it is necessary to solve these privacy issues and win their trust in order to in-
duce them to use the digital equipment. Further, it is important to clarify the essence 
of dementia care. Hospitality and humanity constitute two pillars of caregiving. 
Therefore, the mimamori-care system should include these two components in the 
care of PWD as well as to assist caregivers. In order to solve the problems and to 
ensure reliable hospitality, we elaborate on a new concept; this system adopts the real 
world-oriented approach and is based on ubiquitous technology. 
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Many researches and developments related to ubiquitous technology have been 
conducted. However, according to the valley of death [1] and the Darwinian Sea [2] 
metaphors, laboratory results cannot be implemented directly into the real world. 
There are methodologies such as human-centered design [3] and user-centered design 
[4] that reflect users’ needs, improve usability, and facilitate modification in terms of 
custom-made design. However, dementia care is a difficult field. It depends heavily 
on contexts such as the person involved in, the type of care work, the equipment  
used, and the environment. The conventional approaches to dementia care have not 
taken them into account. Moreover, it is critical to understand the essence of dementia 
care with respect to factors such as the autonomy of PWD and their quality of life. 
Davenport mentioned the problem of infrequently-used systems about knowledge 
management; Knowledge applications have not been embedded into the flow of the 
job process with expert knowledge workers [6]. We defined this process as “the real 
world-oriented approach” and developed our ideas into the Mimamori-care system[5]. 

In this paper, we clarify the requirements for the mimamori-care system in the 
group home.  

2   Mimamori-care System 

Unless the technology and its users are mutually coordinated, the technology does not 
become an advantage for the users. We thus emphasize the viewpoints that the care-
givers presented us with. That is, there should be a correspondence between the prob-
lem faced by the dementia caregivers and the functions implemented by the system. 

PWD usually wander around group homes, which is a source of concern and anxi-
ety for caregivers; the events may sometimes lead to a matter of life and death for 
PWD. Therefore, it is necessary to always know where PWD are and what they are 
doing. This system combines the functions of position detection and image capture by 
means of IC tags and cameras. Thus, caregivers can spot the locations and watch the 
behaviors of all the PWD through monitors. Figure 1 shows the schematic of the 
“mimamori-care” system. All the equipments are commercially available. We devel-
oped a program that allows the caregivers to communicate with each other. Origi-
nally, the intended functionality was to enable two or more caregivers to share  a 
screen image, especially during the daytime. Each monitor may display different  
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Fig. 1. Structure of the mimamori-care system 
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images dependent on the profile and context detectable based on the data from IC tags 
and sensors so that only the necessary items of information is provided. The Web 
context awareness technology [8] we had developed earlier was used for this objec-
tive. The server was developed in Visual Basic 6 using the API provided by the IC tag 
vendor. A Web browser was used to display the information to the client.  

It is important that all the caregivers are notified of the collected items of informa-
tion and that the priority of the work is clearly stated. Before introducing the system 
to a grouphome, our observation of the caregivers’ activities revealed that their work 
involves a considerable amount of walking. To support their work, we introduced the 
prototype to two group homes. The prototype system is constructed from several 
cameras and several monitors to investigate issues of caregivers’ work styles and 
 

 

Fig. 2. The Arrangement of Cameras in Group Home A (GH-A) 

 

Fig. 3. The Arrangement of Cameras in Group Home B (GH-B) 
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stresses. To clarify the cause of changing work styles and stresses, we adopted only 
cameras and monitors whereas it is important for the concept of the “mimamori-care” 
system to include IC tags such as RF-ID. We embedded cameras in common spaces 
except the bathroom and restroom and monitors in the walls, in furniture, as well as in 
other different objects and places. We thereby created an ambient environment. We 
considered environments in which water is used, such as bathrooms, kitchens, and 
restrooms, and adopted waterproof monitors in such environments. We coordinated 
all these monitors with computers. The arrangements of cameras in the group homes 
are illustrated in Figure 2 and Figure 3. Group home A is a two-story house and 
Group home B is a single-story one. 

Since the caregivers were inexperienced with computers, we designed touch-screen 
type monitors with a few buttons to enable even novice users to manipulate them 
appropriately. 

3   Effects of the Prototype on Caregivers 

3.1   Overview of the Research 

To investigate the effects of the prototype, we interviewed eleven caregivers in the 
group homes. We believed it more effective to investigate the efficiency of the sys-
tem through open-ended responses because the patient, caregiver, and situation 
change depending on the context [11]. We asked them which aspects they regard to 
be effective and what they think of the system. In particular, we paid attention to the 
difference in the uses of the system during daytime and nighttime caregiving. We 
also investigated how the prototype changed caregivers’ mind after the introduction 
of the system.  

Table 1 shows the overview of our interview. The group homes already reach at 
capacity, and total of caregiver is designated by law. In the daytime both GH-A and 
GH-B, caregivers work all over the home. They are busy with housekeeping, caregiv-
ing the residents who are PWDs, writing the records of the residents’ behavior and so 
on. In the nighttime in both group homes, they mainly stand by around the living 
room. They may wander around and require an assistance for using the restroom. 

The profile of the interviewees is illustrated in Table 2. We classified the caregiv-
ers’ experience into three levels. Five caregivers are novice about the caregiving in 
the group home. Their experience is less than three years. Rest of the caregivers is 
classified as moderate level because they have worked in the group home with 3-7 
years. Every worker has the qualification of caregiving and three caregivers in the 
GH-A have the nursing qualification. 

3.2   Results and Discussions 

Table 3 shows the evaluation points of the prototype and its typical answers. The two 
caregivers who have worked in both group homes mentioned a lot of good effects to 
the prototype. In the case of GH-A, they appreciate the effects of eliminating the blind 
spots, especially nighttime on the second floor. Before operating the system, caregiv-
ers had strongly worried when some of the residents is starting wandering on the  
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Table 1. Overview of this interview and group home 

 

Table 2. Profile of interviewees 

 

second floor and how many times residents went to the restroom. When there was a 
trouble such as wandering, caregivers walked up from the living room to the second 
floor, which was a big blind spot, and helped or talked to residents. Caregivers could 
not feel relieved all night long and they could not concentrate on their works to be 
done. On the other hand, they have many works to do at the nighttime; For example, 
they have to write records about each residents’ behavior (e.g. how many times resi-
dents went to the restroom at the daytime, how many times they took a walk, what 
kind of meal they ate), have to make a breakfast for residents of nine and themselves, 
have to help residents to change clothes, and have to clean rooms and corridor. They 
can now focus on the issues at hand.  

Moreover, the prototype reduced their work stress by eliminating the blind spots, 
which brought their work style some change. Before operating the prototype, they felt 
the stress caused by undue interference. When residents attempted to go out some-
where, caregivers talked to residents too much than necessary. They were afraid of 
losing the sight of residents because they are not would like to wound by accidents. 
“We can do mimamori-work more effectively than before,” one of the caregivers said 
after introducing the prototype. Recently, they felt that residents live more independ-
ent lives owing to the system. As a consequence, we have accomplished that our  
prototype provides caregivers with leeway to take adequate action to residents. It is 
important for caregivers to have the leeway. It reduces the number of errors in judg-
ment, enhance the conversation time with residents, and improve the quality of life for  
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Table 3. Effects of the prototype 

Evaluation point Positive effects Negative effects

blind spots
- eliminated, especially at nighttime on
the second floor.

none

- the caregivers easily monitor the
activities of the PWD and take
- the caregivers keep the focus on the
issues at hand, especially at nighttime
- going up and down stair has been
reducing
- the caregivers have attained the
peace of mind because of eliminating
- the caregivers have obtained the
relief because of reducing undue
interference to the residents

blind spots
- eliminated, especially at daytime on
the hall and the entrance.

none

- the caregivers easily monitor the
activities of the PWD and take
- the caregivers keep the focus on the
issues at hand
- the caregivers have attained the
peace of mind because of eliminating

- the video recording leads to high
levels of stress to the caregivers

- the caregivers have obtained the
relief because of reducing undue
interference to the residents

- the caregivers cannot rest in the
break time because of the video
recording

video recording
- the caregivers can check where the
resident are hit in the falling accident

- the caregivers are heavily stressed
because of violation of the privacy
rights with themselves, co-workers and
residents.

GH-A

change in work style none

work stress
GH-B

change in work style none

work stress none

 

residents. If caregivers are not provided with a leeway, they will lose not only motiva-
tion but also creativity. In the case of GH-A, caregivers do not mention about bad 
effects. 

Although almost good effects for caregivers in the GH-B are as same as GH-A, the 
prototype works more effectively in the daytime. One of the residents has a habit of 
taking a walk, and GH-B do not lock the door to the entrance. Before operating the 
system, caregivers sometimes passed over resident’s outgo. It is difficult to notice the 
behavior because caregivers may be at a location from which they cannot observe the 
residents. After installing the system, the caregivers can monitor the activities of the 
PWD and take adequate reaction. They said “the system is half worth of a caregiver” 
and “my sight is enhanced.” However, they also reported of negative effects of video 
recording, which violates the privacy rights of themselves and residents. Despite the 
fact that they recognize the advantage of video recording (e.g. the caregivers can 
check where the resident is hit in the falling accident), they are heavily stressed (e.g. 
the caregivers cannot rest in the break time). Earlier, some caregivers experienced 
stress while caregiving residents. However, this system decreases the guilt for resi-
dents’ privacy. The problem is very important because it becomes inhibition effect to 
the caregivers’ creativity. If caregivers strongly feel that they are under constant sur-
veillance by someone, they would feel threaten. There is a trade-off between this 
problem and the advantage of the video recording. Therefore, it is necessary to pay 
attention to caregivers’ feelings continuously. 
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4   Related Works 

In Japan, one of the most well-known researches using radio frequency identification 
(RFID) is a tracking system for elementary school pupils [9]. These systems typically 
use active RFID by which pupils can be automatically identified at the school gate. 
On the other hand, researchers also used Global Positioning System (GPS) to verify 
the location of wandering the elderly [10]. The problem, however, occurred when a 
resident removed the device due to its stumbling block. In the mimamori-care system, 
we used a 13.56 MHz passive RFID tag, which can be used permanently and does not 
require batteries. The RFID we used effectively communicates within the range of 70 
cm. As our target is a typical house, this range does not pose a problem. By installing 
antennas in passages and on doors, we can effectively use this RFID. Using the 
above-mentioned RFID, we experimented whether movements could be detected in 
each room.  

For the nursing action in hospitals, the e-nightingale project, which focused on re-
cording with wearable sensors, was proposed [11]. Our target is not to record the 
nursing action in hospitals but to support PWDs’ self-reliant life in group home.  

5   Conclusions 

This paper presents the mimamori-care system and its effects on caregivers. Our 
results show that the system was effectively used in both daytime as well as night-
time caregiving at two group homes. Despite the system makes peace of mind, which 
is one of the most important factors for the mimamori-care works, the system caused 
some stress to caregivers, who are concerned with violation of the privacy rights. 
One of the purposes of caregiving is the independence of PWD; this system encour-
ages PWD to be more independent. Although this system does not intend to be a 
substitute for caregivers, it provides them with considerable support. The reason for 
the positive vibes in group homes is the comfortable, homelike environment. In these 
surroundings, PWD are not only caregiven but are also able to engage in other activi-
ties of daily life. Caregivers are enabled to peacefully make improvements in the 
quality of care. 

Acknowledgments. Our research is partly supported by the fund from Ministry of 
Education, Culture, Sports, Science and Technology, Japan, under the name of 
Cluster for Promotion of Science and Technology in Regional Areas. 
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Abstract. In Japan, the number of group homes offering home-like care
for elderly persons suffering from dementia has increased considerably.
Even though the lesser number of people residing in a group home is
suitable for family-like care, the shortage of caregivers increases the bur-
den, especially during the night. To supplement this lack of attention,
we developed floor mats embedded with RFID antennae and slippers
with RFID tags. These can help caregivers be aware of the activities
of persons suffering from dementia, by specifying whether an individual
has passed over a sheet in a particular corridor. This not only helps the
caregivers understand such persons by reviewing their activities, but also
keeps them informed about the person’s current activities.

Keywords: Ubiquitous home, Location awareness, Elderly persons care.

1 Introduction

A group home is a type of home-like care facility in Japan for elderly persons
suffering from dementia. Since Japan is one of the fastest aging societies, devel-
oping such facilities where elderly people can live safely and at ease is crucial.
In an aging society, people’s need for care services are greater but the number
of large-scale care facilities are still limited. Consequently the demand for group
homes for the elderly has increased.

A group home is a relatively small facility based on the principle of nor-
malization; it offers family-like care to enrich the quality of life by taking into
account the personalities of individual elderly persons. A group home is suitable
for implementing this philosophy because the number of persons residing there
is relatively low. In the daytime, up to nine elderly persons are cared for by three
caregivers. During the night, however, only one caregiver provides support for all
nine individuals. It is therefore difficult for the caregiver to deal with concurrent
events, and to memorize all behavioral events.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 847–854, 2008.
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To relieve the burden of the caregiver, our research group is developing “Aware
Group Home.” Although, its concept is similar to that of Aware Home Re-
search Initiative [1], we focus on providing support for caregivers living with per-
sons suffering from dementia [2]. We built an experimental group home named
AwareRium with built-in sensors such as ultrasonic position detectors, active
RFID readers, and floor-pressure sensors. Although these advanced sensors are
effective in augmenting the functionality of group homes, it is difficult to install
them in real group homes. Moreover, although the floor-pressure sensors can
detect events such as the approach of a person to a particular area, they cannot
distinguish between individuals, unless identification tags are attached to them.

To solve these problems, we developed a simple radio frequency identifica-
tion (RFID) mat sensor system. Our system detects a person’s approach to a
specified area, and stores the information for future reference or to provide in-
formation directly to the caregiver. In this paper, we describe the system and
lessons learned from our experimental results.

2 RFID Mat Reader and Its Applications

Here, we describe the requirements, implementation, applications, and installa-
tion of the system for a group home.

2.1 System Design Requirements

Improving care service based on person-centered concepts requires taking in-
dividuals into consideration. Since our system supports caregivers who provide
person-centered care, it must identify individuals, and sensors that simply detect
people passing or moving about are insufficient. Attaching personal identifica-
tion devices to the elderly person’s body, however, should be avoided. Battery-
powered devices increase the work of the caregivers-they must change or charge
the batteries regularly. In addition, we cannot fully modify the existing group
homes, because many group homes are established after minor renovation of
conventional houses. After considering these requirements and our own observa-
tions, we chose RFID technology to detect personal activities of elderly persons
in group homes by embedding tags in their slippers. The tag is enough small to
be embedded, and elderly persons always wear slippers in the home. The pas-
sive RFID tags do not require additional work, such as charging batteries, thus
minimizing additional maintenance tasks for caregivers.

2.2 Usage Situations

Caregivers usually provide assistance to the elderly after considering their individ-
ual abilities andpersonalities. Understanding personal activities based on location-
aware services is advantageous to the caregivers due to the following points:

1. At night, some elderly persons frequently visit the restroom. Relevant noti-
fication along with identification helps the caregivers determine whether the
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individual requires assistance. In addition, the caregivers will know when
the individual would normally return from the restroom. Identification can
also be used to record the frequency of restroom visits for each person. In
case of higher frequency, the caregiver should be notified about the patient’s
shortage of sleep.

2. Sometimes, people with dementia perform redundant activities such as brush-
ing their teeth every 10 minutes. If the system generates a person’s activity
log, patterns could be identified that help in determining the person’s basic
state of mind and devising countermeasures.

3. An irregular action such as roaming around or walking down a corridor at
high speed can represent a state of high emotion. Our system can detect
these irregular actions and inform the caregivers

In addition, the caregivers have to maintain “care notes” to record activities.
The activity log generated by the system can provide fundamental and objective
data for the note records.

Fig. 1. RFID antenna sheet, regulation circuit box, and reader box

Fig. 2. Slippers with RFID tags (in actual operation, the tags are embedded)
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2.3 Implementation

The details of our initial prototype of the RFID mat made using copper tape are
described in [3]. To reduce the effort of preparing multiple antenna sheets, we
employed enamel wire stuck on a thin plastic film (Fig. 1). We prepared three
types of antenna sheets of different sizes (300mm × 400mm, 300mm × 650mm,
300mm × 1200mm) to suit different locations. The differences in operation due
to antenna size are regulated by variable resistances in the regulating circuit
box (90mm × 50mm × 26mm). The RFID reader box (125mm × 80mm ×
32mm) consists of an HHPA module developed by Sobal Corp.1, a power supply
circuit, and a LAN module (XPort2). The HHPA module is compatible with
ISO15693-2 tags, and can provide an output of 1W. An RFID tag sheet (OMRON
V720SD13P01) was embedded into the slippers (Fig. 2). The reader can detect
slippers within a range of 5 to 10 cm. Since the stride length of an elderly person
is shorter than that of a younger person, the performance of the reader/antenna
is sufficient for group homes.

We developed a simple event logger that monitors the detection events of the
RFID tags in Java (see Fig. 3). When an RFID tag is detected by an RFID
reader, a data pair (tag ID, reader ID) is generated and registered as an “enter”
event. When the tag leaves the field, the event “exit” is registered. To prevent
irrelevant detections or missing events, the user can set “Reader timeout” with
the slider. When the reader detects an “enter” event within the timeout, the
last “exit” event is canceled. Thus, the event logger stores the data (reader ID,
tag ID, date/time entered, date/time exited) in a MySQL table. The “Reader
waitmsec” slider allows the user to set a polling interval time for each reader. The
“Load Readers” and “Load Users” buttons restore the descriptions of readers
and tag IDs from the database, respectively. The application also has functions
to add extra readers dynamically, which is beneficial in maintaining readers with
less effort.

Fig. 4 shows a simple data browser for the log. The browser loads the log from
the MySQL table and places the person icons on a floor map of the group home.
The caregiver can review the past activities of the persons by moving the knob
on the slider located below the window. Thus, caregivers can review past events,
even though they were engaged in caring for another person.

Since the caregiver is usually engaged in some work, it is difficult for him/her
to watch a status window for each event. Therefore we implemented a voice
announcement function. When a person needing assistance is detected in the
corridor, the system announces: “Mr. XX (owner of the slippers) is in corridor
(location of the antenna mat).” This effectively allows caregivers to know the
current situation without looking at the monitor, especially in case 1 described
in section 2.2. The announcement function is customizable for a real-word sit-
uation. For example, it can be programmed to report the frequency of using
the restroom. The voice announcement function was developed using Galatea
Toolkit [4].
1 http://www.sobal.co.jp/rfid/rfid-hhpa.html
2 http://www.lantronix.jp/products/ds xport.shtml

http://www.sobal.co.jp/rfid/rfid-hhpa.html
http://www.lantronix.jp/products/ds_xport.shtml
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Fig. 3. Event logger application

Fig. 4. Log browsing interface

We also prepared a web interface for caregivers to observe the transitions of
personal activities (Fig. 5). Using this view, the caregivers can be aware of the
amount and trends of the activity of each person.

2.4 Installation and Operation

To validate the effectiveness of our system, we deployed the antennas and readers
in an actual group home, named Tomarigi. Six elderly persons with dementia
live in the home. Even though the RFID mat sheet is thin (thickness, 2 mm),



852 M. Miura et al.

Fig. 5. Activity transition graphs

Fig. 6. Deployment of an antenna in front of a restroom (No. 2 antenna in Fig. 4)

placing the sheet directly on the floor of the common space could cause patients
to trip. Therefore, we placed the antenna sheet under a carpet (Fig. 6), which
covers the whole floor of the room and the corridor. Fig. 7 shows the corridor and
highlights the antenna positions, and Fig. 4 illustrates the positions of antennas
in the group home. Note that the dotted shapes in the figure represent a dining
table and two sofas. The boxes containing the regulation circuits are attached
to the wall near the mat antenna. The RFID reader boxes are also attached to
the wall, below the ceiling. We connected each reader box and hub with network
cables. We did not adopt wireless LAN since we found that a microwave oven
disturbs the network. One PC collects all data from the readers by polling every
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Fig. 7. Deployment of an antenna in a corridor (before mounting RFID reader boxes)

Fig. 8. Histogram of detected numbers for each reader/slipper

100 msec. The log browsing interface and voice announcement function were not
implemented as part of the experiment.

We made tag-embedded slippers for both the elderly persons and caregivers.
Seven caregivers and five elderly persons, not including one person who used a
wheelchair, wore the slippers. To prevent mix-ups, the slippers were of different
colors. We began logging data from January 2008. We can collect 4000 event logs
per day. The slippers were seldom misplaced since each person recognized them
as personal belongings. We have not analyzed in terms of long-term statistics,
although a histogram (Fig. 8) reveals a tendency of staying near the dining table
(readers 5 and 6) or the sofa (reader 15) for a long time. Thus, we confirmed
that our approach for detecting behavior with RFID mat sensors is applicable
to group homes.
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3 Conclusion and Future Work

We described the design of an enhanced group home with RFID mat antennas to
relieve the burden of caregivers. We described the system, which uses the activity
data of elderly persons, and its application, and also confirmed the feasibility of
our approach.

In future, we plan to continue collecting data and providing the services for
caregivers mentioned in this paper. In particular, we want to identify gradual
tendencies, which are difficult for caregivers to recognize. We will reveal the
effectiveness of the logging system and the applications based on the caregivers’
comments. The activity logs can be used not only for improving daily care but
also for training of novice caregivers.
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Abstract. Conventional tabletop systems have focused on communica-
tion with virtual data, using phicons or physical objects as handles. This
approach is versatile, given the full use of a horizontal display. However,
we consider that an another approach can be formulated that can sup-
port normal specific tasks on a table. We have developed a card-handling
activity environment enhanced by a tabletop interface. We use a glass
tabletop with controllable transparency to improve surface scanning and
the display of supplemental data. We describe the architecture of the
tabletop system and its design criteria. Due to its simple configuration,
this tabletop system can handle a large number of paper cards, as used
in the KJ method. Therefore, our system can be used to enhance card-
based tasks by showing additional data, and it provides the ability to
review transactions by recording the tasks.

Keywords: Knowledge Creation, Physical Label Works, Ubiquitous, Pa-
per and Pen.

1 Introduction

A great deal of research has been conducted on tabletop interfaces. In general, the
term tabletop represents a table installed as a relatively large horizontal display,
which is intended to facilitate collaboration among multiple users surrounding
the table. The characteristics of the tabletop interface are: (1) multiple users
can join the workspace on equal terms, and (2) the users can place objects on
the tabletop and interact with the physical objects as well as virtual objects
shown on the surface. Since these characteristics are promising for improving
collaboration, considerable research is being conducted on the tabletop interface.

The philosophy of the tangible user interface (TUI) and the concept of ex-
tending table-based activity into the virtual world are promising. These concepts
and technologies can be gradually and naturally applied to extending the con-
ventional tasks performed on a table, using ubiquitous computing. We chose a
knowledge creation activity that involves handling a set of paper cards, in the
manner of the KJ method, and developed a tabletop system called AwareTable
to gradually extend the activity.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 855–862, 2008.
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The concept of “gradual extending” in this paper refers to a phenomenon
in which the system provides intermittent support, when necessary. In the case
that we can accept the intermittent system support, the system can be real-
ized by simple configuration. AwareTable provides two time-sharing functions: a
scanning tabletop and displaying of additional data. We aim to augment paper
card-handling activity without attaching any special devices to either the cards
or the user’s hands.

2 AwareTable

Here, we describe the functions, design guidelines, and implementation of
AwareTable.

2.1 Functions and Design Guidelines

The primary function of AwareTable is to record paper card transactions during
card-handling activities for future reference and review. To fulfill this purpose,
the system must be able to detect individual paper cards, and record the location
of the cards on the table.

DigitalDesk[1,2] and EnhancedDesk [3] capture photo images of the table-
top with a camera located over the table to recognize objects and fingers. This
approach is straightforward, but the objects on the table require visual mark-
ers on their upper sides to distinguish them. Also, mounting a camera over the
table requires a supporting post. To provide for mobility of the table, and oper-
ability with conventional card handling, we set the following design criteria for
AwareTable:

1. No additional visual markers or tags are attached to the upper side.
2. During operation, no devices are attached to the paper cards.
3. The table should contain all required devices.
4. Multiple paper cards and their IDs should be detected.
5. The table should display additional data on the top surface.

To meet these criteria, we used a glass with controllable transparency as the
tabletop screen material1. The glass looks similar to frosted glass in its normal
state, but the transparency can be instantly changed by applying an electric
potential, since the glass incorporates a liquid crystal layer. Figure 1 shows the
configuration of our tabletop system. To utilize the characteristics of the glass
material, the system can detect both the locations and IDs of multiple paper
cards by capturing their images with a camera mounted under the tabletop. In
the frosted glass state, the top acts as a screen that can display additional data
by projection. The projector can also be located within the table. The system
can recognize paper cards or objects using visual markers printed on their backs.
1 UMU SmartScreen developed by NSG UMU Products Co. Ltd.
http://www.umupro.com/

http://www.umupro.com/
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Fig. 1. Configuration of AwareTable. Both camera and data projector are installed in
the table frame.

Therefore, the system can improve both the table’s mobility and operability. By
controlling the transparency of the glass, accurate scanning of visual markers
and improvements in the visibility of additional projected data can be achieved.

2.2 Configuration

AwareTable includes (1) a glass tabletop with controlled transparency, (2) a
camera for capturing visual markers on the bottom of the paper cards, and (3)
a projector for displaying additional data. Digital pens store handwritten text
or drawings written on the front side of the cards. The visual markers on the
backs of the paper cards are printed using a standard laser printer.

2.3 Scenario in KJ Method Task

We describe a scenario for using the AwareTable with the KJ method2, with
multiple users. In preparation, the users print visual markers on the lower side
of the paper cards. The users write their thoughts or ideas on the paper cards
with a digital pen. The relationship between the paper card and the text can
be either established using Anoto pens or some other technique. One solution
is having the user write a number on the paper card, and letting the system
recognize it. After writing, the users place the cards on the table and move them
with their hands. In the KJ method, deep understanding of the text written on
the card is important. However, the size of the card is insufficient to indicate its
context or any background information. In such cases, AwareTable displays the
context on the tabletop screen near the card. While the screen is off, the users
can record the transactional process of card organization in the scanning mode.
This record can be used to recall the process, or for further organizational tasks
in both the physical and virtual worlds. In addition, the scanned data can be

2 The KJ method is a registered trademark of the Kawakita research institute.
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distributed to a distant place. Remote collaborative work is possible if we use a
pair of tables.

A grouping operation in the KJ method can be realized by introducing special
folding cards. The folding card, which represents a more advanced concept than
an original card, is twice the size of an original card, and a visual marker is
printed on its front. The user can fold the card in half and place the original cards
between the folds of the card. Then, the user can continue the organizational
tasks in the normal way as per the KJ method.

Drawing line operations, at the visualization stage of the KJ method, is not
supported. However, once the card structure is obtained, the system may project
the surrounding lines automatically.

2.4 Advantages

Controlling the transparency of the tabletop screen material is helpful in cap-
turing small visual markers. Since the configuration of AwareTable is relatively
simple, we can easily extend the size of the tabletop screen. Also, the resolutions
of both the scanning image and projection data can be increased by adding cam-
eras and data projectors. The resolution of the scanned image determines the
size of the visual marker. Using a large tabletop screen and high-resolution im-
ages, the system can handle more paper cards. Thus, our framework is suitable
for handling many cards simultaneously.

As mentioned in section 2.1, the frosted mode of the screen surely improves
the visibility of the projected data. By increasing screen resolution, the user can
obtain precise and detailed images of background knowledge.

3 Related Work

The concepts of extending paperwork on the table using computation emerged
in the 1990s. DigitalDesk [1,2] by Wellner et al. and EnhancedDesk [3] by Koike
et al. are representative examples. DigitalDesk captures finger operations and
paper documents, and integrates them. Wellner et. al. explained that, using the
DigitalDesk Calculator, the user can enter numbers and operators by pointing at
items printed on a paper sheet. EnhancedDesk realized the linkage of real-world
objects to virtual ones by recognizing fingers and a two-dimensional matrix code
printed on books.

The designers’ outpost [4] is a wall-sized tangible display that recognizes the
locations of physical Post-it notes through computer vision. The outpost requires
an environmental camera to capture the foreground image. Although the type
of collaborative task is similar, we focus on the simplicity and mobility of the
table configuration by encapsulating all the required devices in it. Interactive
Station, developed by Ricoh, is a tabletop system that stores hand-written text
or drawings composed using conventional white board markers on a screen. The
stored hand-written text or drawings can be overlaid on electronic documents
displayed on the surface. The concept and configuration of the Interactive Station
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Fig. 2. AwareTable appearance

are similar to those of AwareTable, because both a camera and a data projector
are installed in the table. However, we focus on the card-handling activity. Döring
and Beckhaus proposed to apply the cards in a study on art history [5].

Some systems employ special devices to interact with digital objects in the
virtual world. metaDESK [6] and Sensetable [7] are significant systems in this
regard. These technologies have been applied to network management [8] and
disaster simulation [9]. SnapTable [10] and PaperButtons [11] augment paper
with electronic devices. SnapTable introduces electronic paper and a collabora-
tive workspace to provide intuitive browsing of electronic documents.

Research has also been performed on screen devices using a liquid crystal
shutter. Shiwa developed a large-screen telecommunication device that allows
eye contact in remote conferences [12]. Kakehi et al. proposed Lumisight Table
[13,14], which provides personalized projection images for four users. Lumisight
Table employs Lumisty films to control the visibility of different users, and de-
tects objects placed on the table using its inner camera. TouchLight [15] also
employs a similar material for a screen. The Lumisight table uses four Lumisty
films and a Fresnel lens to improve image quality. Even though the Lumisight
Table provides significant functionality, it is not suitable for a large tabletop. The
simplicity of the AwareTable configuration suits a large tabletop, and allows the
handling of many paper cards.

4 Implementation

In this section, we describe implementation of the AwareTable prototype. Fig-
ure 2 shows the table. We employed UMU Smart Screen for the tabletop material.
The size of the tabletop is 60 inches diagonally (1219×914mm). The table size
is determined by considering the simultaneous placement of 100 paper cards,
with up to six users collaborating. To control tabletop transparency, we used a
solid-state relay (Phototriac BTA24-600CWRG) for switching 100 volts power
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Fig. 3. Projection in frosted screen mode

Fig. 4. Sample Captured Image (trans-
parent/capture mode)

Fig. 5. Sample Captured Image
(frosted/screen mode)

supply. The solid-state relay is controlled by a Phidgets Interface Kit3. For image
capturing, we chose an IEEE1394 high-resolution camera (PGR Scorpion SCOR-
20SOC-KT, 1600×1200 pixels). For data projection, we selected a short-throw
projector (SANYO LP-XL40(S)). Figure 3 shows the image of a projection in
the frosted mode.

To identify and obtain the location of each paper card, we utilized ARToolk-
itPlus [16] and its visual markers. ARToolkitPlus has the advantage of recogniz-
ing many visual markers with little computation. The recognition module that
processes captured images from the IEEE1394 camera is constructed in Visual
C++. The recognition module uses a graphic interface module written in Java,
connected through Java Native Interface (JNI). A transparency control module

3 http://www.phidgets.com/

http://www.phidgets.com/
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was also developed in Visual C++, and is connected via JNI. When the graph-
ical interface module requests scanning, the recognition module calls back with
coordinates (or a translation matrix for 3D application). Then, the graphical
interface module can overlay rectangles where the visual markers are placed, or
show additional data on the tabletop screen.

Figure 4 and Figure 5 show sample captured images of the transparent and
frosted states, respectively. Here, we used relatively large visual markers (66mm
× 66mm), and the distance from the camera to the tabletop screen was 90 cm.
The former image is clearer than the latter. Thus, the system has a potential of
recognizing small visual tags. We have already succeeded in recognizing smaller
markers (33mm × 33mm) in the transparent mode, thus proving that our table-
top framework can handle many paper cards effectively.

5 Conclusion and Future Work

In this paper, we proposed AwareTable, which uses transparency controllable
glass as a tabletop surface. We discussed the configuration and its merits for
collaborative card-handling activities, since its scalability allows application to
card-handling tasks with as much as hundred paper cards. The concept of grad-
ually extending refers to moving physical tasks into the virtual world, with full
interoperability or interactivity between these two worlds. However, even the
limited time-sharing approach can extend conventional paper-based tasks with-
out any migration to the virtual world. We consider this approach promising
because some people are not willing to abandon the conventional methods that
are still natural and intuitive for almost all users.

In future, we will attempt to recognize finger taps on the screen in AwareTable,
to provide better interaction with additional data or other virtual objects.
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Abstract. Reflecting on the results of previous experiments, we pro-
posed methodology for effective visualization in Brain-writing groupware.
This present research mainly explains the approaches that highlight the
effects of visualization in Brain-writing, and the results of combining
and associating idea-labels. We have proposed methodology to combat
the problem of overload viewing by analyzing the individual’s ability to
combine, and associate idea-labels.We conduct a test with five different
modes, which are all simple in structure and are very similar in theory.
Test results shows that gradual display of hints, rather than package
display generates better quality ideas by maintaining the cognitive stim-
ulation of participants, as well as keep alive the demands of individuals
to view and share all ideas within groups.

Keywords: Divergent thinking, Brain-Writing, Visualization of ideas,
Idea combination and association.

1 Introduction

There are varieties of approaches and techniques to conduct idea-generation; a
few are: Brainstorming, Brain-writing, and Mind mapping. But we focused on
the concept of Brain-writing, as several research studies show that the process of
Brain-writing is effective to generate ideas in collaboration [1]. The main aim of
developing a Brain-writing support system is to enhance divergent production
both in quality and quantity, by dramatically increasing the creativity of the
group. And, this dramatic increase can be achieved by balancing the quantity
of inputs and outputs. Previous results shows that people were happy using
the system and we got some good data in Brain-writing groupware, but lack
of observation regarding the numbers of visible ideas actually degenerated the
overall outcome [2].

Our previous results show that synergy is not always an advantage to generate
ideas in groups; at times it has negative effects, as participants will be absorbed
only in reading other people’s ideas, and not input new ideas of their own [2]. On
the other hand, results also show that participants want to view all idea sheets
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over the course of the meeting, and they acknowledged the system that supports
this desire as one of the best and appropriate systems to generate ideas [2]. The
comparison study of Pool Writing and Gallery Writing (these approaches are
comparatively close to Brain-writing ) in which the author (s) summarized the
studies conducted on ‘Group Support Systems,’ shows that, “meeting partici-
pants want to be able to view all comments written by group members at any
given time or over the course of the meetings [3].” However, no single studies
were conducted to verify the flexible numbers of idea-labels that should be dis-
played on the individual monitor, in accordance with appropriate time, without
hampering the input process of individuals. Therefore, to clarify the numbers of
ideas that should be made available for viewing; so that participants will still
have time to generate newer ideas, it is necessary to study the minimum capacity
of the human brain to make associations by combining idea-labels. This paper
generally reflects the approach that we are going to undertake to overcome the
drawbacks of information overload in idea-generation in Brain-writing group-
ware. Concatenate two aspects: input and sharing of ideas thus helps to design
a fascinating Brain-writing support system.

2 Brain-Writing Groupware and Previous Insights

Brain-writing, a creative technique aimed to address the potential deficiencies
of “Brainstorming,” was a term coined in Germany, and “Holiger” invented the
procedure of Brain-writing in 1968 [4]. The Brain-writing process can be split
into two categories: traditional and automated. Compared to the traditional pro-
cess of Brain-writing, the automated process is usually considered to be more
versatile, as it is capable of accommodating many users and serving many func-
tions. In face-to-face meetings some participants might be reluctant to express
his/her ideas within a group, but the online distributed environment has the
potential to defuse such tension, and allows groups to speak about sensitive is-
sues in an open and candid way without the fear of judgment or shyness that
characterize face-to-face groups [5] Another, potential advantage of automated
meetings is that the participants gain benefits from simultaneous input/output.
Moreover, the fundamental procedures of Brain-writing, in which participants
input their ideas on pieces of paper and exchange ideas with others, do not
need oral communication, and hence it is easy to implement in a distributed
environment.

In Brain-writing, ideas generated by individuals are written down on paper,
and then exchanged and combined with those of other individuals in the group.
Written ideas are circulated and read by every other participant in the group,
who in turn add newer ideas. In general six participants in a group generate
and write three ideas in five minutes. After five minutes, in the second round,
each participant passes the paper to the person on their right, who adds three
more ideas [4]. This process continues until a fixed time has passed, or until each
participant gets their original paper back. The paper-based traditional Brain-
writing process has restrictions on input of ideas, and participants were also
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restricted from viewing other ideas. However, the restrictions on input of ideas
and the restrictions on viewing other ideas can be suppressed technically by de-
signing the system more specifically. Moreover, the characteristics of traditional
Brain-writing make it easier to tame it in a distributed environment. There-
fore, in an effort to overcome the drawbacks of traditional Brain-writing, and to
improve the efficiency and effectiveness of the whole Brain-writing process, we
have proposed and developed a prototype system with subsumed architecture
of three different modes: [1Sheet-3+ideas] (1s-3+i), [6sheets-3+ideas] (6s-3+i),
and [1Sheet-3ideas] (1s-3i); each with different functions and characteristics. The
main window of the prototype is presented in Figure 1.

Fig. 1. Ongoing process of Brain-writing in Prototype system

In (1s-3+i) mode, in their “first turn” participants were restricted from view-
ing other ideas. After all the participants input at list three ideas (minimum),
they can then proceed to the “second turn”, where they can view one sheet of
ideas. Hereafter, in every new “turn”, according to login order, the system au-
tomatically passes one new idea sheet to individuals in a round robin process.
In the case of inputting ideas, in every “turn” each participant is able to input
as many ideas as they can.

In (6s-3+i) mode, from the very beginning participants can view all input
ideas without any restrictions. The idea which one participant inputs at his/her
keyboard is immediately transmitted to the group as a whole. Participants can
also input ideas without any restrictions.

(1s-3i) mode is completely based on the traditional concept of Brain-writing,
where participants were restricted from viewing others’ ideas at the beginning.
Moreover, each participant is restricted from inputting more than three ideas in
each “turn.” If any participant finished inputting three ideas in a “turn”, system
automatically sent a message to his/her monitor to wait until all participants had
input the minimum number of ideas. They have to wait for other participants to



866 U. Neupane et al.

input their three ideas, and when all participants have input three ideas, they
can proceed to the next “turn”.

Adhering, the three modes of the prototype system we conducted test. Our
past results showed that participants wanted to view all idea sheets over the
course of the meeting, and they acknowledged that the system that supports this
desire is one of the best and appropriate systems to generate ideas. However,
the mode (6s-3+i) which permits full visibility of ideas shows negative impact as
well, because participants were absorbed only to read other ideas, and not input
newer ideas of their own. Without diminution or exception we received positive
outcomes. However, lack of observation in regard to the components of visibility
of ideas in (6s-3+i) actually degenerated the overall outcome.

3 Proposed Methodology and User Study

The prime objective in sharing others’ ideas is that when they themselves are
deadlocked in progress, they can find other ideas from which they can refine, har-
vest and produce new grains of ideas; literally newer ideas are the consequence of
sharing others’ ideas. Research shows that effective decisions or creative solution
meetings, whether face-to-face or computer networked, require a full exchange of
ideas by all group members [6]. But, when people have lots of ideas on the display
in front of them, as they have while using (6s-3+i), they may take time to sort
out ideas which they should select and associate, or which they should combine.
And in this process they lose their creative momentum and therefore, could not
generate large number of ideas. The ability of the human mind to combine and
associate idea-labels and variations on displaying idea-labels in Brain-writing
groupware will overcome the barriers, as well as production blockage. Thus, the
whole process of Brain-writing can be brought to a successful end.

No work has been done regarding idea-sharing in groups, and no researchers
have proposed the number of flexible ideas that should be shared in groups in
accordance with appropriate timing. However, two conditions, attention (group
members may not be very attentive to the ideas expressed in the group) and
incubation (members may take some time to reflect on the shared information
and to integrate this with their own ideas) had been proposed in which idea-
sharing in groups can be productive [7]. This kind of hypothesis generally suits
the traditional brainstorming paradigm, but does not match the real-time Brain-
writing paradigm. According to the “cognitive stimulation theory,” as long as
group members pay careful attention to the shared ideas there is much potential
for cognitive stimulation [8]. Although there is much potential in stimulation,
participants in real time meetings were required to generate a large number of
ideas within an allocated time. Therefore, they were unable to get much creative
stimulation, as large number of ideas appeared instantly on their monitor, and
participants finished up by only reading them. To preserve the cognitive stimu-
lation impact, as well as the demand of individuals to view and share all ideas,
we had decided to examine the minimum ability and minimum time taken by
individuals to combine and associate idea-labels.
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In order to clarify the desired numbers of ideas that should be made available
for viewing, so that participants will still have time to generate newer ideas, we
designed an individual-based idea generating tool. The necessity to verify how
an individual reacts when the quantity of information on their display changes,
compelled us to design a tool with five different modes: Mode 1, Mode 2, Mode
3, Mode 4, and Mode 5 respectively. Although, the tool was composed of five
different modes, the modes are simple in structure and are very similar in theory.
The first mode, Mode 1, has a text field where ideas related to the particular
theme could be input. Mode 1 does not provide any other information, such as
hints or suggestions, rather it only displays the ‘theme’ at the top of the display.
Mode 2, on the other hand, provides three ideas as a hint by displaying them
on the monitor. At the interval of every three minutes, the tool uploads three
newer ideas by randomly selecting them from the pool of 30 ideas that were
collected beforehand, and displays them on the monitor. In Mode 3, the initial
number of hints that are displayed on the monitor is six. At the interval of
every six minutes, the tool uploads six newer ideas, by randomly selecting them
from the pool of 30 ideas that were collected beforehand, and displays them on
the monitor. In Mode 4, the initial number of hints that are displayed on the
monitor is 15, and 15 hints will be added in the interval of 15 minutes. On the
other hand, 30 hints were displayed instantly in Mode 5. There are no updates
of hints in Mode 5. Participants can view all 30 hints from the initial phase of
the idea generating process to the end of the process.

Each hint displayed on the monitor has a checkbox. If subjects combined any
number of hints to generate newer ideas, or if subjects associated the hint and
generated newer ideas, subjects were told to click that particular hint so that
their log of combination and association could be verified at the analysis stage.
Subjects were free to use any number of hints at a time, and subjects were
allowed to use the same hints multiple times. The system automatically stores
the log of the hints clicked, and the new idea that reflects the notion of that
particular hint, along with the idea input time. The image of Mode 3, and Mode
5 are presented in Figure 2 and Figure 3 respectively.

Implementing the above described modes, we conduct a comparison experi-
ment to study the individuals’ ability to combine and associate ideas, using 25

Fig. 2. Display of hints in Mode 3 Fig. 3. Display of hints in Mode 5
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subjects. The subjects were randomly divided into five different groups from
group one to group five and each subject in the five groups experienced the
test individually. The first group undergoes the test using Mode 1. The second
group took part in the test using Mode 2. The third, fourth, and fifth group,
took part in the test by using Mode 3, Mode 4, and Mode 5 respectively. Due to
the differences in the number of visible hints in each mode, the exposure time
per hint in each mode was also different. For instance, in Mode 5, 30 hints were
displayed instantly. Therefore, the volume of exposure is (30 hints × 30 minutes)
900 hints per subject. On the other hand subjects experiencing Mode 2 had the
exposure rate of (3 hints × 30 minutes + 3 hints × 27 minutes + · · · + 3 hints
× 3 minutes) 495 hints. Ultimately, this makes a big difference in the volume
of exposure. To avoid the differences, we decided to standardize the volume of
exposure based on the exposure rate of 495 hints while using Mode 2. Therefore,
for Mode 1 and Mode 2, we allocated 30 minutes. We allocated 27.5 minutes for
Mode 3, 22 minutes for Mode 4 and 16.5 minutes for Mode 5 respectively.

Regardless of mode, to provide similar opportunity for all subjects at the
beginning of the test, we allocated five minutes. In the first allocated five minutes
all subjects used the same function where they were not provided with any hints.
On all of the tests, subjects were told to think about “how they could contribute
to power saving at their school.”

4 Results

The total number of qualitative ideas and quantitative ideas generated by each
subjects is presented in Table 1.

For the qualitative evaluation of ideas, we asked three individuals to evaluate
the ideas based on a five stage rating system. After the evaluation, the average
of each idea was calculated and the ideas with more than three points on average
were considered to be good ideas. Based on the log file, we verified the patterns
of combined ideas, associated ideas and directly-input ideas. The numbers of
combined, associated, and directly input ideas are presented in Table 2.

Table 1. Total number of ideas (Left),Total number of qualitative ideas (Right)

Subject S:1 S:2 S:3 S:4 S:5 Total Average

Mode 1 34 25 120 21 37 237 47

Mode 2 17 24 49 60 19 169 34

Mode 3 19 26 21 26 41 133 27

Mode 4 27 23 14 24 29 117 23

Mode 5 11 35 9 7 17 79 16

Subjects S:1 S:2 S:3 S:4 S:5

Mode 1 First 5 minutes 3 1 2 3 2
After 5 minutes 15 13 37 3 5

Mode 2 First 5 minutes 5 4 6 5 10
After 5 minutes 6 11 20 6 0

Mode 3 First 5 minutes 4 2 5 5 8
After 5 minutes 9 11 9 10 3

Mode 4 First 5 minutes 7 4 4 4 7
After 5 minutes 2 5 4 10 12

Mode 5 First 5 minutes 2 5 2 3 4
After 5 minutes 2 10 0 1 5
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Table 2. Numbers of Combined, Associated and Direct Ideas

Subjects S:1 S:2 S:3 S:4 S:5 Total

Combination 1 12 11 0 2 26
Mode 2 Association 8 7 19 14 5 53

Direct 3 0 6 32 0 41

Mode 3 Combination 2 3 9 8 2 24
Association 49 12 5 10 10 41

Direct 9 5 1 1 19 35

Mode 4 Combination 4 5 1 0 13 23
Association 14 9 6 13 6 48

Direct 1 0 2 7 1 11

Mode 5 Combination 2 3 0 1 1 7
Association 2 15 0 2 13 22

Direct 2 3 7 0 6 18

We asked subjects their impression of the Modes by conducting a question-
naire session subsequently. The answers of the questionnaire were evaluated by
adopting a seven stage rating system. The average values of the answer to the
question “Did you read all displayed hints throughout the session?” were differ-
ent for each mode: six for Mode 2, six for Mode 3, seven for Mode 4 and five for
Mode 5 respectively. For the question, “Was the time sufficient to read all hints
and generate newer ideas?”, the average values of the answer were five for Mode
2, five for Mode 3, four for Mode 4 and three for Mode 5 respectively. We asked
them “Could you have generated a large number of ideas if you were provided
more hints?”. The average values of the answer to the question were, four for
Mode 2, three for Mode 3, four for Mode 4, and three for Mode 5 respectively.
Furthermore, all participants experiencing Mode 1, where they do not receive
any hints replied that they felt it was difficult to generate ideas, and that they
would have generated more ideas if hints were provided to them.

5 Conclusions

In this paper we proposed methodology to combat the problem of overload view-
ing by analyzing the minimum time and minimum number of idea that should
be made visible and sharable with participants in a way that still maintains the
cognitive stimulation of participants, as well as meet the demands of individuals
to view and share all ideas.

In each mode subjects who generated more ideas in the first five minutes also
generated more ideas at the later stage. On the other hand, it was observed that
subjects who had fewer ideas in the first five minutes generated a larger number
of ideas after they were stimulated by hints. The pattern of displaying hints
does not matter much to subjects who are good at divergent thinking, as they
demonstrate continuous increase in generating ideas. But all patterns of hints
display that they support the idea generating process of subjects with fewer
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ideas by stimulating them to generate a large number of ideas. They tended to
combine and associate hints to increase the volume of ideas.

On the qualitative evaluation of ideas, the percentage of good ideas of modes
where hints are provided exceeds the results of Mode 1 where subjects do not
receive any hints. However, due to fewer samples, the explicit differences among
the modes where hints are provided were not observed. Nevertheless, intimate
relationship between the qualitative ideas and the patterns of combination and
association were observed in all modes. Almost all qualitative ideas were gen-
erated by either associating or combining hints. Moreover it was observed that,
subjects combine more pairs of hints when hints are provided gradually rather
than at times when large numbers of hints were displayed instantly. This may
be because, when larger volumes of hints are around, subjects may get mired in
confusion, and thus be unable to decide which pairs of ideas could be combined.

Our results shows that gradual pop-up display of hints, rather than package
display, generates better quality ideas, as well as meet the demands of individuals
to view and share all ideas.
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Abstract. To find hidden features of co-authoring relationships, we fo-
cused on drawing techniques for bipartite graphs. We previously devel-
oped a drawing method called “anchored maps”, which is used to depict
bipartite graphs visually. In anchored maps, some nodes are restricted to
certain positions, but others are left to be arranged freely. In this study,
we used our method to depict co-authoring relationships as anchored
maps. The maps revealed certain co-authoring relationships. Anchored
maps can help us discover important features that we cannot find when
using only bipartite graphs that have a free layout.

Keywords: information visualization, graph drawing, bipartite graph,
anchored map, co-authorship network.

1 Introduction

Co-authoring relationships are represented as an undirected graph, but its struc-
ture is based on a bipartite graph that consists of academic papers and their au-
thors. There are some research results related to drawing techniques of bipartite
graphs[4,13,12,2]. However, most of them put their focus on theoretical aspects,
such as planar layout and edge-crossing minimization. Drawing techniques for
bipartite graphs focus on applications have not been studied very much. To find
hidden features of co-authoring relationships visually, drawing techniques that
are more application oriented are desired.

We developed a method of drawing bipartite graphs called “anchoredmap[8,9].”
An anchored map restricts some nodes to certain positions but leaves other nodes
so they can be arranged freely. Some examples of anchored maps can be found in
published works[10]. Such examples illustrate what kind of knowledge users can
find from anchored maps.

This paper describes a visual analysis tool that has two main functions: con-
structing bipartite networks that represent relationships between academic pa-
pers and their authors, and drawing bipartite networks as anchored maps. We
took relationships between academic papers and their authors as examples and
investigated the insight given into the relationships by anchored maps.

2 Academic Papers/Authors Networks

We focused on networks that can be formalized as bipartite graphs. A bipar-
tite graph is produced by representing papers and authors by nodes, and then
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connecting by edges every node representing a paper to the corresponding nodes
representing the paper’s author(s).

2.1 Formal Description of Bipartite Networks

The node set of a bipartite graph is divided into two exclusive sets. A bipartite
graph is represented as G = (A ∪B,E). Here, A and B are finite sets of nodes,
and A and B are disjoint. E is a finite set of edges, and E is a subset of A×B.

2.2 Network Source

We used DBLP1 to get real data. The DBLP, which is maintained by Michael
Ley, is a database server providing bibliographic information on major computer
science journals and proceedings. The server indexed about 950,000 articles on
October 29, 2007. Each record at DBLP corresponds to a paper and contains its
title, author names, conference name, journal name, page numbers, published
year, etc. We extracted title, author names and published year of every paper
and then stored them in an RDB for ease of construction of local structures.

2.3 How to Extract Local Structures

Visualization of the whole of the DBLP is a challenging task, but we focused on
the more detailed structures of the DBLP. We decided to perform a breadth-first
search beginning with an author (or a paper) in order to extract a local structure
of the database.

The notations used in our searches are as follows. A set of all the papers
written by author a is denoted by P (a). A set of all the co-authors who wrote
paper p is denoted by A(p). Furthermore, a set of all the papers written by
authors in a set A is expressed with P (A), that is P (A) = {p ∈ P (a)|a ∈ A}.
A set of all the co-authors who wrote papers in a set P is expressed with A(P ),
that is A(P ) = {a ∈ A(p)|p ∈ P}.

A search that begins with author a0 is performed as follows. All papers written
by author a0 are searched for initially. We assumed that the set of all the papers
written by author a0 is P0, that is P0 = P (a0). Then, we search for all the
co-authors of all the papers in the set P0. Let A1 denote the set of all the found
co-authors, that is A1 = A(P0). Next, we search for all the papers written by
all the co-authors in A1 . Let P1 denote the set of all the found papers, that is
P1 = P (A1). We obtain a bipartite graph described as follows.

G1 = (A1 ∪ P1, E1) (1)
E1 = {(a, p) ∈ A1 × P1|a ∈ A(p)} (2)

It seems that to get P0 and A1 as a search depth of 1 is adequate. However,
we perform the search until P1 because we want to find joint publications by
some of the co-authors in A1 \ {a0}.
1 http://dblp.uni-trier.de



Visual Analysis Tool for Bipartite Networks 873

We obtain the following bipartite graph Gk by repeating the search k (k =
1, 2, . . .) times (called “search of k in depth”):

Gk = (Ak ∪ Pk, Ek) (3)
Ek = {(a, p) ∈ Ak × Pk|a ∈ A(p)} (4)

Where A0 = {a0}, Pi = P (Ai), Ai+1 = A(Pi) (i = 0, . . . , k).

3 Visualization of Bipartite Networks

3.1 Free Layout by Spring Embedder Model

Eades’ spring embedder model[3] is a well-known method for drawing undirected
graphs. We can draw bipartite graphs by using a spring embedder model if we
ignore any distinctions between the two sets of nodes. One easy way is to assign
different colors and/or shapes to the two sets of nodes. The problem is this
produces bipartite graphs that do not have good readability.

3.2 Anchored Map

We developed a method of drawing bipartite graphs called “anchored map[8].”
The node set of a bipartite graph is divided into two exclusive sets. Here, the
nodes in one set are called “anchors,” and the nodes in the other set are called
“free nodes.” Anchors are arranged on the circumference and free nodes are
arranged at suitable positions in relation to the adjacent anchors. The anchors
are fixed on the circumference as their name suggests and have an effect similar
to a coordinate system in that they increase the readability of the network
diagrams.

On anchored maps, the order of anchors has a significant effect on the read-
ability of the graph structures. We examined some methods in order to decide
the order of anchors[9].

4 Implementation of Tool

4.1 Service of Papers/Authors Graph

We developed a program to perform the search described in Section 2. The
program accepts not only search depth but also a minimum degree of author
nodes and a minimum degree of paper nodes. The number of the nodes often
increases exponentially when we perform a deep search2. There are a lot of
authors who wrote only one or two papers with their supervisor when they
were college students. Depending on the purpose, we can ignore such authors
with a small of number of published papers. Our tool can specify the smallest
2 It does not always increase. When joint works are performed in a closed community,

the author nodes do not increase even if the search is deepened.
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degree of the author nodes, and remove the author nodes with a smaller degree
than the specified degree. The smallest degree of the paper nodes can also be
specified. For example, papers written by only one author do not affect the social
network consisting of co-authoring relationships. When we are interested in a co-
authorship network, we can remove such papers by setting the smallest degree
of paper nodes to be 2.

The program has been developed as a web service and it can be accessed by
the public. The service returns bipartite graphs in the graphML format[1].

4.2 Visualization Tool Service

We also developed a Java applet that provides facilities for drawing anchored
maps. The applet also provides facilities for deciding anchor order according
to several criteria. Furthermore, we provide a web page3 with some forms for
specifying parameters in order to invoke the Java applet. On the web page,
enter the name of an author, search depth, minimum degree of author nodes,
and minimum degree of paper nodes. Clicking a button invokes the Java applet.
Furthermore, we can obtain anchored maps by selecting the function from a
menu.

5 Examples and Discussion

When we designated an author name “Kazuo Misue” (the author of this paper)
as the starting point and 2 as the depth of search on the web page and then
clicked “Draw Network” button, a bipartite graph was provided. The graph had
117 author nodes, 627 paper nodes, and 1,500 edges.

5.1 View as a Free Layout

Figure 1 shows the network drawn using the spring embedder model. A rectangle
represents an author node and a bullet point represents a paper node. The colors
of the paper nodes represent the publishing year of the paper (but it might be
difficult to distinguish the colors in the Proceedings). Blue means old and red
means new. Author nodes that have a lot of red nodes represent currently active
communities. For example, the authors in the vicinity of the central right side
of the figure are more active than the authors in the lower left of the figure.

5.2 Authors Are Fixed as Anchors

Figure 2(a) shows the network drawn as an anchored map. Here, the author nodes
are fixed as anchors. The order of author nodes (anchors) has been decided so
as to make author nodes that are adjacent to common paper nodes (free nodes)
close to each other. If every paper is written by authors in a local community,
co-authors of a paper are placed close to each other and the paper comes close
3 http://www.iplab.cs.tsukuba.ac.jp/˜misue/open/dblp2/
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Fig. 1. Examples of a papers/authors network drawn using spring embedder model.
Network consists of 117 author nodes (rectangles), 627 paper nodes (small circles), and
1500 edges.

to the co-authors, that is, the circumference. However, some paper nodes are
placed far from the circumference. This means that such papers may have been
written by authors from different communities.

For instance, the paper4 placed near the center of Figure 2(a) was written by
four co-authors. When they wrote the paper, two of them worked at a private
company and other two were at a university. They moved to different universities
and continued research activities afterwards. From the viewpoint of their current
positions, this paper is crossing communities. Anchored map helps us discover
such papers.

5.3 Papers Are Fixed as Anchors

Figure 2(b) is the same network as Figure 2(a). Here, paper nodes are fixed as
anchors; in other words in Figure 2(b) anchors and free nodes are exchanged
with those in Figure 2(a). The order of paper nodes (anchors) has been decided
in order to make paper nodes that are adjacent to common author nodes (free
nodes) close to each other. Nodes of authors who wrote a lot of papers with
various co-authors are toward the center of the circle. For example, we see such
a node in the central right side5 of the figure and in the lower left6 of the figure.
4 K. Misue, P. Eades, W. Lai and K. Sugiyama: Layout Adjustment and the Mental

Map, Journal of Visual Languages and Computing, Vol. 6, No. 2, pp. 183–210, 1995.
5 Peter Eades, the author of [3].
6 Wei Lai.
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(a) Author nodes are fixed as anchors.

(b) Paper nodes are fixed as anchors.

Fig. 2. Examples of a papers/authors network drawn as anchored maps. Network is
same as in Figure 1.
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Furthermore, we can assume that the two authors do not have many joint papers
because the two nodes are placed apart from each other.

5.4 Discussion

The anchored maps are an effective tool for finding distinctive nodes. They can
help us discover important features that we cannot find with feature quanti-
ties such as the degree of nodes. It is possible to obtain an overview of graph
structures with free layout by the spring embedder model, but it is difficult to
find distinctive structures. Actually, it is difficult to find the characteristic paper
nodes and author nodes mentioned above only from Figure 1.

Various studies have been conducted in order to analyze co-authorship net-
works (e.g., [11,7]). Some researchers have drawn co-authorship networks as di-
agrams, as explained in Section3.1[6,7]. In the diagrams, attributes such as the
number of papers, number of citations, and number of times co-authored, are
represented by giving visual attributes (e.g., color, size and width) to the nodes
and edges. The local characteristics of the networks are expressed visually. How-
ever, the structural characteristics are not always expressed very well.

Huang et al. developed InterRing, which visualizes co-authorship without net-
work diagrams[5]. In InterRing, change of co-authors’ contributions are repre-
sented in a pie-chart style. It helps us see a researcher’s collaboration history
in a given period; however, it cannot help us discover some of the structural
characteristics.

6 Concluding Remarks

We developed a tool to visualize papers/authors networks as anchored maps.
From observing drawing examples, it can be seen that anchored maps are an
effective way of finding characteristic components in networks. More work is
needed to bring out advantages of anchored map; We will apply anchored maps
to other kind of networks, and will extend the style of anchored maps.
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Abstract. This paper proposes a model for calculating cognitive complexity  
of a code. This model considers all major factors responsible for (cognitive) 
complexity. The practical applicability of the measure is evaluated through ex-
perimentation, test cases and comparative study.  
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1   Introduction  

Software metrics have always been important for software engineers to assure soft-
ware quality because they provide approaches to the quantification of quality aspects 
of software. However, absolute measures are uncommon in software engineering [9]. 
Instead, software engineers attempt to derive a set of indirect measures that lead to 
metrics that provide an indication of quality of some representation of software. The 
quality objectives may be listed as performance, reliability, availability and maintain-
ability [10] and are closely related to software complexity. Complexity is defined by 
IEEE [3] as “the degree to which a system or component has a design or implementa-
tion that is difficult to understand and verify” Over the years, research on measuring 
the software complexity has been carried out to understand, what makes software 
products difficult to develop, maintain, or use. Major complexity measures of soft-
ware that refer to effort, time and memory expended have been used in the form of 
different software metrics. Cyclomatic number [4], Halstead programming effort [2], 
data flow complexity measures [8], cognitive functional size measure [11], are exam-
ples to such metrics. Number of metrics can also be found at [7]. These metrics calcu-
late the complexity of software from the code and measures only specific internal 
attributes like size, algorithm complexity, control flow structures etc. In all above 
mentioned complexity metrics, they attempt to quantify the primitives which make 
software difficult to understand. For many of them, the developer’s claim that their 
complexity metric based on an internal attribute is the most accurate predictor of 
software quality. However, the authors realize that a single internal attribute is not 
sufficient for measuring the complexity of the code. For measuring the complexity of 
a code, one must consider most of the internal attributes responsible for complexity. 
Therefore, the purpose of this paper is to propose a new complexity metric which 
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calculates complexity of the program code by considering all factors responsible for 
complexity. For this, first we identified the factors which are responsible for the com-
plexity and then established a metric to reflect a proper relationship between these 
factors. In our previous work, we presented a metric in ICCI, 2007, [6] which is based 
on input, output and basic control structures (based on cognitive informatics [12]). In 
the present work, we extended our previous work by including all the factors respon-
sible for complexity of software.  

In section 2, we identified the primitives responsible for the complexity and ac-
cordingly proposed a new measure. The metric is demonstrated in section 3. Experi-
mentation and comparative study are given in section 4. The last section 5 includes 
the conclusions drawn. 

2   Proposed Metric: Unified Complexity Measure (UCM) 

Complexity of a code is directly dependent on the understandability of the code and 
relates to ease of comprehension. It is a cognitive process. All the factors that makes 
program difficult to understand are responsible for cognitive complexity. When we 
analyze a program code we find that that number of lines (size), total occurrence of 
operators and operands (size), numbers of control structures (control flow structured-
ness), function call (coupling) are the factors which directly affect the complexity. In 
general, these primitives are measured independently by different complexity meas-
ures and each one of these is assumed to represent overall complexity of the software. 
When we look at most of the known complexity measures, we can observe the close 
relation between number of lines, operator and operand counts, and basic control 
structures. Consequently, these primitives of software may constitute the components 
of a unified, comprehensive complexity measure.   

In our opinion, the complexity of a software system depends on following factors: 

1. Complexity of program depends on the size of the code. We suggest that the size 
of the code can be measured by total occurrence of operators and operands. There-
fore, the complexity due to ith line of the code can be calculated as  

21 iii NNSOO +=  Where 

  Ni1: The total number of occurrences of operators at line i, 
  Ni2: The total number of occurrences of operands at line i,   

2. Complexity of the program is directly proportional to the cognitive weights of 
Basic Control Structures (BSC). Cognitive weight of software [11] is the extent 
of difficulty or relative time and effort for comprehending given software mod-
eled by a number of BCS’s. BCS’s, sequence, branch and iteration [11] are basic 
logic building blocks of any software and their weights are one, two and three re-
spectively. These weights are assigned on the classification of cognitive phe-
nomenon as discussed by Wang [11]. He proved and assigned the weights for sub 
conscious function, meta cognitive function and higher cognitive function as 1, 2 
and 3 respectively. In fact, cognitive weights correspond to the number of  
executed instructions. The details of the weights for different BCS’s are given in 
Table-1, see [11]. 
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Table 1. Basic Control Structures and their weights 

   Category Basic  
Control Structures  

Cognitive 
Weight 

Sequence Sequence  1 
Branch If-Then-Else   2 

 Case 3 
Iteration For-do 3 

 Repeat-until 3 
 While-do 3 

Embedded Component Function Call  2 
 Recursion  3 

As a result, the cognitive complexity due to ith line of the code, CWi, can be 
weighted as in Table-1.  

Using the above considerations, we propose the following model to establish a 
proper relationship among internal attributes of software.  

)*()(
1 1

ij

n

i
ij

m

j

CWSOOUCMsureplexityMeaUnifiedCom
i

∑∑
= =

=         (1) 

where complexity measure of the software code UCM is defined as the sum of com-
plexity of its n modules and module i consists of mi line of code.  
It is important to note here that in this formula:  

• number of lines (mi), number of  operators and operands correspond to size of 
software,  

• total occurrence of basic control structures, operators and operands (SOOij) is 
related to algorithm complexity,  

• basic control structures (CWij) are related to control flow structuredness, there-
fore corresponds to structural complexity,  

• CWij also corresponds to cognitive complexity.  
• number of modules (n) is related to modularity, 
• function calls in terms of basic control structures are related to coupling be-

tween modules( in terms of CWij’s).  

We believe that these are the major factors which are responsible for the program 
comprehension, therefore complexity of the software system.   

In our context, the concept of cognitive weights is used as an integer multiplier. 
Therefore, the unit of the UCM (Unified Complexity Unit-UCU) is always a positive 
integer number. This implies achievement of scale compatibility of SOO and CW.  

3   Demonstration of UCM  

The proposed complexity metric given by equation 1 is demonstrated with the pro-
gramming example given by the following Table 2.  
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Table 2. Calculated complexity values for the example program 

Components Line No. Sample Algorithm 
SOOi CWi 

UCMi 

Line 1 #include<stdio.h>      0     1 0 
Line 2 #include<stdlib.h> 0 1  0 
Line 3 #include<conio.h> 0 1  0 
Line 4 int main (){ 0 1  1 
Line 5 long fact (int n); 3 1  3 
Line 6 int isprime(int n); 3 1  3 
Line 7 int n; 2 1  2 
Line 8 long int temp; 2 1  2 
Line 9 clrscr(); 1 1  1 
Line 10 printf("\n input the num-

ber");        
1 1  1 

Line 11 scanf("%d",&n); 2 1  2 
Line 12 temp=fact(n);     5 2     10 
Line 13 {printf("\n is prime");} 1 1  1 
Line 14 int flag1=isprime(n); 5 2     10 
Line 15 if (flag1==1)   3 2  6 
Line 16 else 0 1  0 
Line 17 {printf("\n is not prime")}; 1 1  1 
Line 18 printf("\nfactorial(n)=%d", 

temp); 
2 1  2 

Line 19 getch(); 1 1 1 
Line 20 long fact(int n)  2 1 2 
Line 21 {long int facto=1; 4 1 4 
Line 22 if (n==0)   3 2 6 
Line 23 facto=1;else 4 1 4 
Line 24 facto=n*fact(n-1); 9 1 9 
Line 25 return (facto); } 2 1 1 
Line 26 int isprime(int n) 2 1 2 
Line 27 { int flag; 2 1 1 
Line 28 if (n==2) 3 2 6 
Line 29 flag=1; 4 1 4 
Line 30 else 0 1 0 
Line 31 for (int i=2;i<n;i++) 10 3      30 
Line 32 { if (n%i==0)       5 2 10 
Line 33 { flag=0; 4 1  4 
Line 34 break; } 1 1  1 
Line 35 else { 0 1  0 
Line 36 flag=1 ;}} 4 1  4 
Line 37 return (flag);}} 2 1  2 
 TOTAL      136 

This example consists of a simple source code, which contains a main program and 
two functions. The main program (lines 1-19) calls the  function fact (lines 20-25) to 
calculate the factorial of the inputted positive integer and calls the function prime 
(lines 26-37) to check whether the inputted integer is a prime number or not. The last 
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three columns of table 2 show how the UCM is calculated for each line of code. It 
also demonstrates how complexity value varies from line to line depending on the 
architecture and size of the line. The highest complexity value is 30 for line number 
31 since this line consists a loop and ten operators and operands. In other words, this 
line is most complex in its structure and size. On the contrary, complexity value is 
zero for lines 1, 2, 3, 16, 30, 35 since these lines have the simplest structure, which do 
not contain any operator or operand. Similarly, line 14 and 16 have function calls and 
therefore the complexity due to call is double in comparison to an ordinary program 
line (without any branching, iterations, or embedded systems).  

4   Experimentation and Comparative Study 

Empirical studies play an important role in the evaluation of software engineering 
discipline [1]. We have taken eight different ‘C’ programs from Misra and Mishra [5] 
for the analysis of the UCM approach. We calculated the Unified Complexity Meas-
ure (UCM) for each one of those programs (see Table-3). The complexity values for 
their components and UCM are also given in table 3. We observe from this table that 
the UCM values are high for programs whose program lines generally contain high 
value for any one of their components. Obviously, it is due the fact that UCM depends 
on the number of lines, operators, operands and cognitive weights.  

We also used these sample programs to calculate the value of four different  
complexity measures, namely cognitive functional size complexity measure, effort 
measure, cyclomatic complexity and statement count, for comparative purposes 
(Table-4). Inspection of Table 4 states that the behavior of UCM is similar to the  
 

Table 3. Calculated complexity values for UCM and its Components 

No. The Number of 
Lines (NL) 

SOO CW UCM 

1 12 20 4 50 

2 17 35 3 57 

3 18 52 3 71 

4 37 58    16 136 

5 23 25    10 79 

6 15 20 6 57 

7 11 10 6 43 

8 11 17 9 73 
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UCM 

EM
CFS

SC

   CC 
 

Fig. 1. UCM and other related complexity measures. CFS: Cognitive functional Size, EM: 
Effort Measure, SC: Statement Count; CC: Cyclomatic Complexity. 

Table 4. Complexity values for different measures 

Programs  
Complexity 
Measures 

Pgm.1 Pgm.2 Pgm.3 Pgm.4 Pgm.5 Pgm.6 Pgm.7 Pgm. 8 

Statement 
Count 

12 17 18       37 23 15 11 11 

Cyclomatic 
Complexity 

 2  2  2   5   4  2 3  4 

Effort 
Measure 

1859 5191 6237 15556  5079 2869 1221 1039 

Cognitive 
functional 
size 

8 9 9        46       30      14      21 30 

Unified 
Complexity 
Measure 

 
50 

 

57 

 

 

71 

 

     136 

 

 79 

 

     57 

 

     43 

 
73 

other complexity measures. The higher values of UCM is due to the fact that the 
UCM includes most of the parameters of different measures. This means, the UCM 
can be assumed to be a superset (see fig 1.) of cognitive complexity, effort measure, 
cyclomatic complexity and statement count measures, which seems to be the most 
important advantage of UCM.  

Interestingly, the inspection of Figure 2 states that the UCM and CFS show almost 
the same trend but the UCM has higher values. The relatively high values of UCM are 
because the UCM already includes the considerations of all cognitive aspects of CFS. 
Especially, the highest value of UCM for the sample program 4 is due to the contribu-
tion of other factors i.e. larger size of the code, high cognitive complexity, high occur-
rences of operators and operands.  
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Fig. 2. Comparative Graph of UCM with CFS 

5   Conclusion 

In this paper, we proposed a metric by primarily considering all the internal attributes 
which directly affect the complexity. It uses number of lines (size), total occurrence of 
operators and operands (size), number of control structures (control flow structured-
ness) and function calls (coupling) as the internal attributes. The proposed metric also 
considers cognitive complexity since it is one of the important factors for increasing 
overall complexity and relates to comprehension. Understandability of software is the 
program comprehension and is a cognitive process. The cognitive complexity is used 
in terms of cognitive weights of basic control structures, which is also an indication of 
structural complexity. This means, the proposed metric is a unique model including 
all the factors responsible for increasing the complexity. The use of proposed metric 
is demonstrated by using a simple programming example. The practical applicability 
of the metric is evaluated by using eight different test cases which prove the sound-
ness and robustness of the proposed measure. As a conclusion, we hope that the pro-
posed metric, UCM, will aid the developers and practitioners in evaluating the com-
plexity before and after coding.  
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Abstract. Particle filter, which is the probability technique, can be used
for the robust tracking to the noise and the occlusion. However, when
many objects are tracked simultaneously, the real-time tracking becomes
difficult as the computational cost increases. While, the AdaBoost has an
ability that it has the remarkable efficiency as a statistical technique in
pattern recognition. AdaBoost can be used to detect an object region for
the efficient tracking with a particle filter. However, it is difficult to de-
tect the moving object under the complicated background by AdaBoost.
This paper proposes an improvement of efficiency of particle filter by
introducing further distinction features using AdaBoost for the compli-
cated background.

Keywords: Moving Object Tracking, AdaBoost, Particle Filter.

1 Introduction

For motion tracking, particle filter [1]-[3] is one of the techniques for robust
tracking in the presence of occlusion and noise. Particle filter is called Bayesian
filter or Sequential Monte Carlo method (SMC), which are sophisticated model
estimation technique based on simulation, and it is used to estimate Bayesian
models.

Particle filter uses the posteriori estimation based on the past and the present
observations of tracking object. Many particles can archieve the robust tracking
but the computational cost increases with the number of particles. Then real-
time tracking becomes difficult with the increase of moving objects.
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In this paper, the effective tracking is proposed without increasing the num-
ber of particles. Key idea is that the distributed region of particles would be
restricted to realize the effective tracking with the real-time computation. Ad-
aBoost [4] is introduced for the effeciency of particle filter. AdaBoost is available
for the problem with the complicated nonlinear classification as a statistical ap-
proach of pattern recognition. In recent years, AdaBoost has been introduced
for the purpose of face detection [5][6].

This paper proposes a new approach which uses AdaBoost to compensate the
computational cost of the particle filter. It shows the combination of the particle
filter with AdaBoost makes the performance higher.

It also achieves robust tracking for the case when the observation distribution
is non-Gaussian. It approximates the discrete probability density where the ran-
dom variables are represented by many particles. In this sense, the particle filter
is used not only in the field of motion tracking but also in the field of speech
recognition or other applications. Some researches treat the motion tracking [7]
or human head tracking [8]. Combination of the particle filter with other algo-
rithmsmakes the performance stronger. It is shown that the proposed approach
can track the human with AdaBoost under the complicated background.

2 Probability Based Tracking

Time Sequential Filtering. Time sequential filtering is a method to estimate
the most suitable value from the past and present observation values. Let the
state of tracking target at time t be xt, and let the observation result from
image be zt. Let the observation results by time t be Zt = (z1, . . . , zt). The
probability density is discretely approximated by many particles with the state
and the likelihood. The robust tracking to both the noise and the variation of
environment is performed.

Weighting Sampling. Particle filter approximates the posterior p (xt|Zt) at
time t with N particles which consist of the state x and its weight. Weight π

(i)
t

for the state x(i)
t at time t for i-th hypothesis is evaluated by the likelihood

function p
(
zt|xt = x(i)

t

)
.

Particle Filter Based Tracking. Tracking with hypothesis is realized by
repeating the following processes.

1. Sampling of hypotheses
{
s′(1)t−1, . . . , s

′(N)
t−1

}
using the weight π

(i)
t−1 based on the

state x(i)
t−1 of particles

{(
x(i)

t−1, π
(i)
t−1

)
, i = 1, . . . , N

}
which approximates the

posterior distribution p (xt−1|Zt−1) at time t− 1.
2. Generate N hypotheses x(i)

t at time t from the sampled hypotheses s′(i)t−1.
3. Likelihood function from x(i)

t and the weight π
(i)
t of x(i)

t are calculated. Here,
the weight is normalized so that

∑N
i=1 π

(i)
t = 1 holds.
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Particles
{(

x(i)
t , π

(i)
t

)
, i = 1, . . . , N

}
are obtained as a discrete approxima-

tion of posterior distribution p (xt|Zt) at time t. Mean value of the hypothe-
ses is used as the estimated state for the tracked target at time t.

3 AdaBoost

AdaBoost is one of the boosting techniques among ensemble learning. Weight
of learning data is updated for weak learning unit with weak classification
in AdaBoost. The decision of majority based on the weight of weak learning
unit determines the final result. AdaBoost was proposed by Freund et al. [4]
to solve the early boosting problems, and it gives great performance to pat-
tern recognition. This method uses the AdaBoost for classification of binary
distinction.

A set of weak learning units fj(x) : j ∈ 1, · · · , J is prepared to take the value
of ±1 for the example data set (xi, yi) : i = 1, · · · , n. Here, n represents the
number of examples and j represents the number of weak learning units. The
algorithm of AdaBoost is represented as follows.

Learning Algorithm of AdaBoost
(1) Initialization of Weights

ω1(i) =
1

n
, (i = 1, · · · , n)

(2) Boosting Round Error rate with weight at round t = 1, · · · , T

εt(f) =
n∑

i=1

I(f(xi) �= yi)ωt(i)

I is set to be 1 when the output of weak learning unit and given example
becomes different, else I is set to be 1.

(2.1) Selection of weak learning unit with minimum error rate
ft = arg min εt(fj)

(2.2) (Union Weight)

βt =
1

2
log

1 − εt(ft)

ε(ft)
(2.3) Updating weight

ωt+1(i) =
ωt(i) exp{−yiβtft(xi)}∑n

k=1 ωt(k) exp{−ykβtft(xk)}
(3) Decision by majority with weight.

f = sign(Ft(x)), Ft =

T∑

t=1

βtft(x)

AdaBoost constructs the efficient combination of weak learning units with
updating weight. The weak learning unit searched for next round can compensate
the previous weak weight unit. Thus, AdaBoost does not require the specific
parameters and it is a good candidate to high ability classification.
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4 Efficiency of Particle Filter with AdaBoost

Particle filter generates the particles at time t with random variables based on the
estimated status obtained from sampling at time t − 1. Instead of distributing
particles to wider region except the target object, particle filter increases the
processing of calculating the likelihood function using the color histogram [9]
inside the rectangular region. Robust tracking needs many particles to track the
object but this processing cost becomes sometimes problem with increasing the
target objects.

In this paper, AdaBoost is introduced to detect the moving object and re-
stricts the rectangular region of distribution of particles. AdaBoost detects the
distributed region with simple calculation and fast processing, then particle filter
estimates the tracking object inside the detected region with color histogram.
This processing makes it possible to reduce the number of particles used, and
the total processing time can be saved even through AdaBoost increases the
processing time for the detection of moving object.

4.1 Distinction Features

This approach uses the distinction feature to obtain the tracking object region
in the image with small cost. The distinction feature is used to AdaBoost to
distinguish the region whether it is object region or not with fast processing. A
total of 8 features is introduced to perform the robust detection of moving object
region. First features DR, DG, DB, are used as the background subtraction of
RGB color values. Background subtraction is taken for each color c ∈ {R,G,B}
and the mean value in the window size of X × Y is adopted as the feature.

The second feature Df is the difference between frames. The difference be-
tween frames is taken for monochrome image converted from color image. The
mean value of the difference between frames for the window size is used as the
feature.

Further features are edge background subtraction. Edge detection is done for
each direction v ∈ {V,H,R,L}. The mean values for these four directions based
on the following edge operators are taken as 4 features.

hV =

⎡

⎣
−1 0 1
−2 0 2
−1 0 1

⎤

⎦ hH =

⎡

⎣
−1 −2 −1
0 0 0
1 2 1

⎤

⎦

hR =

⎡

⎣
0 1 2
−1 0 1
−2 −1 0

⎤

⎦ hL =

⎡

⎣
2 1 0
1 0 −1
0 −1 −2

⎤

⎦

To reduce the calculation cost and time, lower resolution processing for the
distinction region from X × Y pixels to X

5 × Y
5 pixels is used for AdaBoost. Let

the input image G(x, y), the edge strength ev for the direction v is

ev(x, y) =

∣
∣
∣
∣
∣

2∑

m=0

2∑

n=0

G(x + m, y + n)hv(m,n)

∣
∣
∣
∣
∣

(1)
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The edge subtraction feature Ev is given as

Ev =

(X−1)/5∑

i=0

(Y −1)/5∑

j=0

|en
v (x + i, y + j)− eb

v(x + i, y + j)|

X×Y
25

(2)

A total of 8 dimensional feature vector V is used in AdaBoost.

V = [DR DG DB Df EV EH ER EL]T (3)

V is used to detect where the window region is in the tracking region or not.
Learning data is given as ±1 for each answer of features. This approach takes
+1 for the tracking target region, while −1 for the background region.

When the feature vector consists two dimensions, the kind of distinction of
weak learning unit becomes four. Therefore, eight dimensional feature set pro-
duces sixteen kinds of distinction of weak learning units.

Weighted learning data is distinguished into sixteen classes. The result of
distinction with least error for the various threshold value is given as the dis-
tinction of Boosting Round t. Connected weight βt becomes the precision based
on the error at the distinction. Here, the threshold operation is iterated for the
weighted learning data at the Boosting Round. This simple threshold operation
as shown in Fig. 1 works as the complicated function at the weighted decision by
majority. Boosting ends when the connected weight becomes less than 1% of the
initial value.

THR THR

THGTHG

DG DG

DGDG

DR

DR

DR

DR

Fig. 1. Kinds of Distinction Fig. 2. Object Region by
AdaBoost

Fig. 3. Maximum and Mini-
mum Values for Width and
Height of Rectangle

4.2 Restriction of Distribution of Particles

Windows of X × Y pixels are aligned without overlapping for the region of
distribution of particles based on the center location of the tracking result ob-
tained from the previous frame. Eight dimensional feature V is obtained from
each of the aligned windows. AdaBoost learning distinction function estimates
whether each window belongs to the tracking region or not. Adding result of
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whole weighted output of weak learning units estimates the tracking region when
the output of strong learning unit f becomes f 	 0 while it estimates the back-
ground region when f < 0. Fig. 2 shows the distinction result to unknown data.
White rectangle shows the region of tracking object by AdaBoost. This result
is used to restrict the distribution of each particle inside the region of tracking
object.

From the result of AdaBoost for unknown data at time t, the maximum value
and the minimum value for the rectangular width and height is obtained to
distribute particles. Fig. 3 shows the maximum and the minimum values for
the rectangle recognized as the tracking target region for each target. Let the
number of horizontal blocks be m, number of horizontal pixels of a block be
p, then the maximum value is set to be m × p, and the minimum value is
set to be (m − 2) × p when m > 2. While the maximum value is set to be
m × p, and the minimum value is set to be (m − 1) × p when n 
 2. The
maximum and minimum value for the height of rectangle is obtained in the
same way.

5 Experiments

5.1 Learning and Detection of Tracking Object Using AdaBoost

720 × 480 pixel image sequence is used with the Core 2 Duo E6600 with Main
Memory 1024 MBytes in the experiments. 20,000 example data were used to
construct the distinction function as the learning data set. 10,000 examples were
data in the tracking region, while 10,000 examples were not in the tracking
region. The constructed AdaBoost was used to detect the tracking region with
the distinction function based on the weighted decision by majority for unknown
data using combination of weak learning unit.

The proposed approach extends the method [10] to the tracking of moving
object under more complicated background. The performance of distinction was
evaluated in comparison with [10] and this extended approach.

50 frames in video sequence shown in Fig. 4 were used in the experiments.
The size of window region was 30×30 pixels for Scene 1 and 2, and 40×40 pixels
for Scene 3. As the comparison of [10] with the proposed approaches, detection

(a) Scene 1 (b) Scene 2 (c) Scene 3

Fig. 4. Scene in Image Sequence
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(a) Scene 1 [10] (b) Scene 2 [10] (c) Scene 3 [10]

(a) Scene 1 (b) Scene 2 (c) Scene 3
(Proposed) (Proposed) (Proposed)

Fig. 5. Detection Results

ratio, non-detection ratio, and wrong detection ratio were evaluated. Examples of
result detected by AdaBoost are shown in Fig. 5, respectively. Manual checking
with eyes was used for the evaluations. It was confirmed that [10] has 81 to 83
% detection ratio while proposed approach has 98 %. The non-detection ratio
was 16 to 29 % in [10] while 1.2 to 1.76 % in this approach. The wrong detection
ratio was 31 to 44 % in [10] while 5 to 10 % in this approach. The better results
were obtained under complicated background. Some detection errors are caused
from that shadow regions or the moving object is mirrored to the cars.

5.2 Efficiency of Particle Filter

We further confirmed the efficiency of particle filter with AdaBoost detection.
Particle filter without AdaBoost detection needs at least 30 particles for each
object to realize the robust tracking. When AdaBoost was further introduced,
5 particles could still realize the robust tracking. When number of particles
becomes smaller, the proposed approach can continue more robust tracking than
[10]. The experiment was done for the video sequence including the tracking
object with 145 × 60 pixels. AdaBoost with the particle filter could realize the
fast and good performance through a total processing. The processing time could
be saved with introducing AdaBoost in spite of adding the distinction processing
with AdaBoost.
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6 Conclusion

This paper proposed a new method to improve the efficiency of particle filter
based tracking with AdaBoost for the complicated background. Feature vector
which is robust to the complicated background was considered and introduced to
AdaBoost distinction function, while [10] was able to be applied to the tracking
object under the simple background. The approach can restrict the distribution
of particles to the tracking object region by AdaBoost detection under the com-
plicated background. Smaller number of particles are enough to continue the
stable tracking. As a result, the total processing time could be reduced by the
efficient processing with AdaBoost and particle filter.

Further subjects are remained for the cases when shadow region exists or the
tracking object is mirrored to another object in the image. Dynamic determina-
tion of window region with AdaBoost distinction is also a remained problem.
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Abstract. We propose herein an artificial vision model for the motion detection 
which uses analog electronic circuits and design the analog VLSI layout. We 
also have manufactured the circuit board. The proposed model is comprised of 
four layers. The model was shown to be capable of detecting a movement ob-
ject. The number of elements in the model, is reduced in its' realization using 
the integrated devices. The proposed model is robust with respect to fault toler-
ance. Moreover, the connection of this model is between adjacent elements, 
making hardware implementation easy.  

Keywords: Neural Network, Motion Detection, Analog Circuits, Biomedical 
Vision System. 

1   Introduction 

A neuro chip and an artificial retina chip are developed to comprise the neural net-
work model and simulate the biomedical vision system. At present, a basic image 
processing, such as edge detection and reverse display of an image has been devel-
oped [1][2]. The retina consists of the inside retina and outside retina. The inside 
retina sends the nerve impulses to the brain, whereas the outside retina receives opti-
cal input from the visual cell. As a result, the outside retina emphasizes spatial 
changes in optical strength. Recently, the network among the amacrine cell, the bipo-
lar cell and the ganglion cell has been clarified theoretically, which has led to active 
research concerning the neuro-device, which models the structure and function of the 
retina. Easy image processing, reversing, edge detection, and feature detection, have 
been achieved by technologies such as the neuro chip and the analog VLSI circuit.  
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Fig. 1. Example of Advanced Image Processing 

 

Fig. 2. One-Dimensional Four-Layered Direction Model for Selective Motion Detection 

Some motion detection models are proposed in the recent researches. Figure 1 shows 
the example of advanced image processing. It is direction sensitive motion detection 
behavior. When the object moves from left to right slowly the model outputs a small 
“right” signal, and when the object moves from right to left quickly the model outputs 
a big “left” signal. 

2   Advanced Image Processing 

Lu et al. describes the application of an analog VLSI vision sensor to active binocular 
tracking. The sensor outputs are used to control the vergence angles of the two cameras 
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and the tilt angle of the head so that the center pixels of the sensor arrays image the 
same point in the environment[3]. Another model presents the implementation of a 
visual motion detection algorithm on an analog network. The algorithm in the model is 
based on Markov random field (MRF) modeling. Robust motion detection is achieved 
by using a spatiotemporal neighborhood for modeling pixel interactions. Not only are 
the moving edges detected, but also the inner part of moving regions [4]. The other 
model is an analog MOS circuit inspired by an inner retina. The analog circuit pro-
duces signals of motion of edges which are output in an outer retinal neural network. 
Edge signals are formed into half-wave rectified impulses in two types of amacrine 
cells, and fed back to the wide field amacrine cell in order to modulate width of  
impulses [5]. In the present study, we propose a motion detection model in which the 
speed is detected by differentiation circuits. The surface layer is composed of the  
connections of capacitors. In the inner layer, the movement direction is detected by 
difference circuits. When the object moves from left to right, a positive output signal is 
generated, and when the object moves from right to left, a negative output signal is 
generated. We show this model is able to detect the speed and direction of a movement 
object by the simple circuits. Despite the large object size, this model can detect  
the motion. 

3   One Dimensional Motion Detection Model 

We first developed a one-dimensional model, the structure of which is shown in  
Fig. 2. 

3.1   First Layer Differentiation Circuits (First Layer) 

The current is given by equation (1), where the input voltage is denoted by Vn and the 
capacitance is denoted by C1. The current into a capacitor is the derivative with re-
spect to time of the voltage across the capacitor, multiplied by the capacitance. 

dt

dV
CI

n

1=  (1) 

dt

dV
RCIRV

n
n

1111 ==  (2) 

The output voltage V1
n is given by equation (2). Equation (2) is multiplied by the 

resistance R1, calculating the voltage potential. Buffer circuits are realized by opera-
tional amplifiers between the first layer and the second layer. In the first layer, there 
are also the CdS Photoconductive Cells. Using CdS cells, this model is not affected 
by object luminance. When the object is high luminance, the resistances of CdS cells 
are low. Some currents flows to ground through the CdS. Therefore, despite the high 
luminance, the input Voltage V1

n is not affected. 
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Fig. 3. First Layer Differentiation Circuits 

3.2   Second Layer Differentiation Circuits (Second Layer) 

The second Layer is also composed of differentiation circuits; however, the CR coef-
ficient is small compared that of the first layer differentiation circuits. The output of 
first layer, V1

n, is differentiated again, and the output of the second layer is assumed to 
be V2

n, calculating the voltage potential. 

dt

dV
CI

n
1

2=  (3) 

dt

dV
RCIRV

n
n 1

2222 ==  (4) 

 

Fig. 4. Second Layer Differentiation Circuits 

3.3   Difference Circuits (Third Layer) 

The third layer consists of difference circuits realized by MOSFET. The bottom Ib is a 
current source. The manner in which Ib is divided between Q1 and Q2 is a sensitive 
function of the difference between V2

n+1 and V2
n, and is the essence of the operation of 

the stage. We assume the MOSFET device is in the sub-threshold region and the I-V 
characteristics follows the exponential characteristics, then the drain current ID in the 
sub-threshold region is exponential in the gate voltage Vg and source voltage Vs. V is 
electric potential of current source Ib. I0 and κ are coefficients. 

The circuit consists of a differential pair and a single current mirror, like the one 
shown in Figure 2, which is used to subtract the drain currents I1 and I2. The current I1 
drawn out of Q3 is reflected as an equal current out of Q4; the output current Iout is 
thus equal to I1-I2, and is therefore given by Equation (5). 
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The output voltage of this circuit is as follows. 

  

Fig. 5. Difference circuits(Third layer) Fig. 6. Gilbert multiple circuits (fourth layer) 
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3.4   Gilbert Multiple Circuits (Fourth Layer) 

The fourth layer is comprised of Gilbert multiple circuits shown in Figure 6. We as-
sume  the MOSFET device is in the sub-threshold region, the I-V characteristics fol-
lows the exponential characteristics, then the drain current ID in the sub-threshold 
region is exponential in the gate voltage Vg and source voltage Vs. The result for the 
two drain currents of the differential pair were derived. In Figure 1, V1 and V2 are 
connected to ground respectively. In this circuit, the voltage V1 and V2 are 0. The 
fourth layer produces the third layer output V3

n and the input signal Vn+1. This circuit 
detects the pure output of movement. Ib is the current source, and κ is a coefficient.[1] 
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Fig. 7. Experimental results of Gilbert multiple circuits 

 

Fig. 8. Output of the fourth layer Fig. 9. Output of the half speed of input  
(after multiple circuit processing) 

 

 

Fig. 10. Output of the reverse input direction Fig. 11. Output when the object size is large 

I4
n is the output current of the fourth layer, R4 is the earth resistance, and V4

n is the 
final output. I4

n corresponds to Iout in Figure 6. Using multiple circuits, this model can 
detects the pure output of movement. We set the parameter of circuits as follows. In 
the first layer, C1=0.1μF, R1=1kΩ. We used the μA741 as a buffer circuits. In the 
second layer, C2=0.1μF, R2=100kΩ. At the difference circuits, we used the VP1310 
and VN1310 as MOSFET [6]. The connection of this model is between adjacent ele-
ments, making hardware implementation easy. We measured the shape of the output 
waves produced by the input movement signal using an electronic circuit simulator  
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(SPICE). Figure 8 shows the final output, which indicates that this circuit detects the 
pure output of the movement. Figure 9 shows the final output when the object moves 
at half speed. Figure 10 shows the final output when the object moves from right to 
left. When the object moves from right to left, this model outputs a negative signal. 
Figure 11 shows the final output when the object size is large, which is nearly identi-
cal to the result shown in Fig. 8, indicating that this model is not affected by object 
size, with respect to speed detection. These results shows that this model is able to 
detect the speed and direction of a movement object in one dimension. 

3.5   Designs for Circuit Board 

Next, we designed the circuit board using CAD system by MITS Corporation. This 
data is for making the circuit board using manufacturing system. In this paper, we 
show that it is realized this model by the real circuit, not simulation. 

 

Fig. 12. Circuit Board Manufacturing of One-Dimensional Model 

3.6   Layout for Motion Detection Circuits 

The proposed model is processed by the analog electronic circuits. We designed the 
simulated circuit to the chip layout using Orcad Layout Tool. We show that it is pos-
sible to realize the hardware implementation. Figure 13 shows the layout of analog 
circuit of the one-dimensional model. In the biomedical brain, information is also 
processed in an analog manner. In the future, movement information will be collected 
into an analog electronic brain model. This would allow the hardware system of the 
biomedical brain model to be realized. The proposed moving detection model has 
possible application as a sensor and can compose part of the receptor. The proposed 
model will enable the clarification of the mechanism of the biomedical brain. 

 

Fig. 13. Layout of Analog Circuit of One-Dimensional Model 
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4   Conclusion 

We designed the motion detection analogue electric circuit using a biomedical vision 
system. We first designed the one-dimensional model and experimented. Using the 
one-dimension model, the movement information was detected. The input terminal 
and the output terminal were arranged in an alternating manner. As a result, a simple 
circuit and an equivalent output result were obtained. The realization of an integration 
device will enable the number of elements to be reduced. The proposed model is ro-
bust with respect to fault tolerance. Moreover, the connection of this model is be-
tween adjacent elements, making hardware implementation easy. Finally, we de-
signed the layout of analog VLSI model. We show that its model is possible to realize 
the hardware implementation[7]. 
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Abstract. Gaussian curvature encodes important information about
object shape. This paper presents a technique to classify a local surface
into several classes from multiple images acquired under different condi-
tions of illumination. Previous approaches require a separate calibration
sphere as a reference object, while the proposed approach requires no
calibration object like a sphere. Instead, a target object is rotated with
some fixed angles in both the vertical and the horizontal directions and
the target object itself generates a virtual sphere. In our recent work, only
the geometrical calculation is employed to generate a virtual sphere, how-
ever this geometrical calculation causes the error between actual marker
position and estimated position based on the assumption of the ortho-
graphic projection. To generate the virtual sphere with higher accuracy,
we adopt a neural network approximation, which is introduced to achieve
high accuracy of the virtual sphere image. Experiments with real data
are demonstrated.

Keywords: Gaussian Curvature, Surface Classification, Neural Network,
Self-Calibration, Photometric Stereo.

1 Introduction

Gaussian curvature is a representation to describe the structure of object surface
at 3D models. Gaussian curvature can reflect the shape variation of the object,
and describe and classify surfaces. The value of Gaussian curvature of the sur-
face is also viewpoint invariant, and it is used in the pattern recognition, object
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recognition and shape recovery. In the previous approaches, Woodham [1] pro-
posed a method to recover local surface orientation and surface curvature using
photometric stereo. Photometric stereo uses multiple shading images of a test
object taken from a fixed viewpoint under different light source directions. Iwa-
hori and Woodham [2] [3] et al. have pursued neural network implementations of
photometric stereo. Neural network replaces LUT (lookup table) as a way to do
non-parametric functional approximation. Angelopoulou and Wolf [4], Okatani
and Deguchi [5] have recovered the sign of Gaussian curvature from three images
taken under the different light source directions without knowing the values of
the surface gradient or correct light source directions. These methods are limited
to the diffuse reflectance. Iwahori et al. proposed a method to classify the local
surface curvature using RBF neural network [6] for the non-diffuse surface, then
extended a method to recover the relative magnitude of Gaussian curvature from
shading images [7]. The previous approaches used a calibration sphere with the
same reflectance property as a test object [1][2][3] [6][7]. A calibration sphere
can be used as a learning object for neural network [2][3] [6][7]. Hertzmann and
Seitz [8] proposed a method to compute the geometry of objects. The approach
removed the restriction that the reference object must be composed of exactly
the same material as the target object. It is assumed that one or more example
objects with similar materials and known geometry are imaged under the same
illumination conditions.

In this paper, we propose a method to classify a local surface from the tar-
get object itself without using a calibration sphere. Instead, the approach uses
self-calibration of 2 DOF (Degrees of Freedom) to remove the limitations. The
target object itself is rotated in the vertical and horizontal directions. In our
recent work[9], a geometrical calculation is employed to assume the position of
the marker, however this geometrical calculation will occur the error between
actual marker position and assumed position based on the assumption of the or-
thographic projection. When the position error is large, the classification of the
local surface takes mistake. The neural network approach attempts to improve
the marker position. Experiments with the self-calibration are shown to classify
the local surface.

2 Photometric Stereo

2.1 Empirical Constraint

The principle of photometric stereo uses three light source to determine the sur-
face normal vector (n1, n2, n3) from the observed image irradiances (E1, E2, E3)
locally. While, this approach tries to get the local curvature information directly
from (E1, E2, E3, E4) at the local four points on the test object with non-uniform
albedo.

Let the image irradiances at (xobj, yobj) on the test object be (E1obj , E2obj , E3obj ,
E4obj) and those at (xsph, ysph) on the sphere be (E1sph, E2sph, E3sph, E4sph).
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NN

object

calibration
sphere

),( objobjobj yxE ),( sphsph yx

Fig. 1. Photometric stereo based on neural network

Table 1. Relation between local surface classes and principal curvature

k2 > 0 k2 = 0 k2 < 0

k1 > 0 convex convex hyperbolic
parabolic

k1 = 0 — plane concave
parabolic

k1 < 0 — — concave

If the surface material is the same for both of a test object and a sphere, the fol-
lowing constraint

⎧
⎪⎪⎨

⎪⎪⎩

E1obj(xobj , yobj) = E1sph(xsph, ysph)
E2obj(xobj , yobj) = E2sph(xsph, ysph)
E3obj(xobj , yobj) = E3sph(xsph, ysph)
E4obj(xobj , yobj) = E4sph(xsph, ysph)

(1)

is satisfied. This constraint for E1 to E4 leads to the condition that the corre-
sponding surface normal vector should be the same between a test object and
a sphere. This constraint is used to classify the local surface curvature of a test
object using neural network [6].

2.2 Local Surface Classes

Let the maximum curvature be k1 and let the minimum curvature be k2. Then,
the signs of the two principal curvatures k1 and k2 classify local surface into
six classes (Table 1). An RBF neural network realizes non-parametric functional
approximation in multidimensional spaces. Here, an RBF neural network learns
the mapping of (E1,E2,E3,E4) to (xsph,ysph) for each point on a calibration
sphere. The resulting network generalizes in that it predicts a point (xsph,ysph)
on the sphere, given any input values (E1,E2,E3,E4) on the test object. Fig.1
illustarates the overview mentioned above. When we take the local five points
of a test object, we can investigate how these points are mapped onto a sphere.
The ordering of these mapped points (xsph,ysph) on a calibration sphere can be
used to recover the sign of Gaussian curvature and to classify the local surface
into the six classes given in Table 1. The local surface class can be determined
from the coordinate of a sphere as the output of neural network.
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NN0NN1

virtual sphere

NN2

Fig. 2. Two DOF Self-Calibration

3 Self-calibration and Neural Network for Estimating
Marker Position

The novel idea in this paper is to obtain the training data for a neural network
(NN2 in Fig.2) from the target object itself. NN2 corresponds to NN in Fig.1
which illustrates our previous work. NN2 also plays the same role as NN. Training
data for NN2 are obtained from point correspondences of a distinct marker point
when the object undergoes a known rotation. During rotation, target object
image irradiance Ej(x, y) is acquired for each light source j. Suppose the target
object is rotated along the horizontal axis (x-axis) and along the vertical axis
(y-axis) with known step. In particular, suppose the target object is rotated in
5 degree steps from −90 degrees to +90 degrees along the horizontal axis and
along the vertical axis. Images are acquired under each of four light sources.
Fig.2 illustrates the overview of the proposed method.

As illustrated in Fig.2, a virtual sphere is generated through images during the
rotation of the target object itself. The actual process to generate a virtual sphere
image is to track the position of the marker point with high accuracy during
two DOF rotation of the target object. However, the geometrical estimation
of tracking of marker position is unpractical and inefficient for each rotated
object pose. The problem is that it is difficult to track the marker position
automatically and it is also a hard task to adjust the marker position for each
rotated pose manually. In this approach, a neural network estimates the position
of the marker as illustrated in Fig.3. This neural network corresponds to NN0 in
Fig.2. This NN0 learns the mapping of the geometrically settled rotation angles
of the marker to the (x, y) coordinate (i.e., observed image coordinate) of the
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Fig. 4. Experimental environment

real position of the marker. Also, NN1 is used to obtain a smoothed images of the
virtual sphere. NN1 learns and generalizes the mapping of the marker position
(x, y) to (E1, E2, E3, E4).

Training data for NN0 are obtained from the correspondence between the
object pose (degrees of horizontal angle and vertical angle) and the marker po-
sition (x, y) through the object rotation with every 15 degree from −90 degrees
to +90 degrees along the horizontal axis and along the vertical axis under each
light source. Whereas, the target object is rotated with every 5 degrees in the
horizontal and vertical rotation and 37× 37 images are acquired through the ro-
tation. NN0 is learned and generalized using a part of whole image data. Thus,
it is not hard task to prepare the training data for NN0 manually and NN0
can be used to improve the accuracy of the marker position, that is, the virtual
sphere image generation by NN1 can be also improved. This idea leads to have
the confidential final NN2 for the classification of local surface.

4 Experimental Results

Fig.4 illustrates our experimental environment. The test object is placed on the
rotation table as illustrated in Fig.2. Four light sources are used to illuminate
the test object. One light source is aligned with the viewing direction. Four
images are obtained under four different illuminations for each object pose during
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Fig. 5. Virtual sphere images under four light sources

Fig. 6. Test object images with different poses

Fig. 7. Surface classification results

rotation. The test object is rotated with every 5 degrees between −90 degrees
and +90 degrees. The total number of poses under rotation is 37 × 37, that is,
a total of 37× 37× 4 images are taken to perform the self-calibration.

Each of Fig.5 shows the virtual sphere image of the test object illustrated
in Fig.2. The virtual sphere images under four light sources were generated
with 256 × 256 pixels by the neural networks (NN0 and NN1) in Fig.2. Images
of a test object with different poses are shown in Fig.6. Fig.7 for each pose
show the six local surface classes: convex, concave, convex parabolic, concave
parabolic, hyperbolic surfaces and plane. Gray level is assigned according to the
curvature class shown in the bottom of Fig.7. Curvature has similar values for the
corresponding points at the different poses because it is view point independent.
The results are qualitatively correct without using a distinct calibration object
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Fig. 8. Comparison of surface classifications

(A)

(B)

(C)

Fig. 9. Comparison of surface classification in the surrounding rectangulars in Fig.8

except in regions of cast shadow (around the ear regions) and black colored (eye
regions).

Fig.8 shows the surface classification by the previous work [9] (left of Fig.8)
and the proposed method (right of Fig.8).

In particular, Fig.9 shows the enlarged regions surrounded with rectangles
A, B and C in Fig.8. The left column corresponds the left of Fig.8, and the
right corresponds the right of Fig.8. It is observed that some errors or noises are
reduced in comparison with the results of the previous work [9].

5 Conclusion

This paper demonstrates a method to classify the local surface curvature into
six classes at each visible point on a test object without using any calibration
object. Instead, two degrees of freedom rotation of the test object is used in
self-calibration to generate a virtual sphere. When the virtual sphere images
are generated, neural network for estimating the marker position is introduced.
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This idea could increase the accuracy for the marker position, as a result, more
robust results could be obtained in comparison with the previous approach. The
proposed approach has the clear advantage for the improvement of generating a
virtual sphere for neural network learning. This was observed through the exper-
iments. Further subject are remained for the problem of cast shadow. Dealing
with cast shadow and simplification of the implementation are remained as the
future work.
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Abstract. Inductive logic programming (ILP) is effective for classifi-
cation learning because it constructs hypotheses combining background
knowledge. On the other hand it makes the cost of search for hypothesis
large. This paper proposes a method to prune hypothesis using a kind
of semantic knowledge. When an ILP system uses a top-down search,
after it visits a clause (rule) it explore another clause by adding a con-
dition. The added condition may be redundant with other conditions in
the clause or the condition may causes the body of clause unsatisfied. We
study to represent and use to treat the redundancy and unsatisfactory
of conditions as meta-knowledge of predicates. In this paper we give a
formalism of meta-knowledge and show to use it with an ILP algorithm.
We also study a method to generate meta-knowledge automatically. The
method generates meta-knowledge which controls redundancy and con-
tradiction with respect to predicates by testing properties extensionally.

1 Introduction

Inductive learning (IL) is to make hypothetic theory to explain phenomena or
data. This is important to help scientific discovery by computers and to support
decision making or engineering. Learning is also a large topic of AI. IL has been
an important area in academic and also practical sense. Since IL involved the
framework of logic programming (LP) in 90’s, it gained a feature as a combined
area of logic and computation [1]. It is called inductive logic programming (ILP).
While LP uses deduction for programming ILP uses induction.

A typical ILP problem is classification. It gives a hypothesis as a logic program
to explain data, called examples. When we have a set of examples (or positive
examples) to be explained, anti-examples (or negative examples) which must
not be explained, and some relevant knowledge, background knowledge, to our
domain, the task is to give a set of rules (a hypothesis) which explains all examples
and excludes anti-examples by combining the background knowledge. Combining
the background knowledge means to construct rules by using conditions given
as predicates in background knowledge.

A useful ILP classification algorithm is greedy and top-down. A representative
is the classical algorithm FOIL[2,3]. It continues to find a clause to cover some
examples and no anti-examples until all examples are covered by at least a clause.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 911–918, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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A clause is constructed by adding literals to an initial empty clause. Literals play
a role as conditions to exclude anti-examples.

The algorithm is useful but expensive when background knowledge allows
many choices of conditions to be added. Our contribution is to prune possible
conditions using semantic knowledge. ILP algorithms have been given functions
of controlling hypotheses to overcome this combinatorial problem. Language bias
to allow syntax of rules is well studied and used in many ILP systems including
Progol[4,5] and Warmr[6]. The system given in [7] shares our aim by learn-
ing knowledge about functional dependency and symmetiricity on predicates in
background knowledge. Our formalism treats related predicates as well and large
range of knowledge based on redundancy and contradiction.

2 Inductive Logic Programming

A rule is a clause, a formula of the form ∀(h ← b1 ∧ . . . ∧ bn) for literals
h, b1, . . . , bn. When we have a set of examples E+ to be explained, anti-examples
E− which must not be explained, and some relevant knowledge, background
knowledge, denoted by B, the task is to give a set of clauses (a hypothesis)
H s.t. B ∪H  e+ for all e+ ∈ E+ and B ∪H � e− for all e− ∈ E−.  means the
logical derivation. When B ∪H  e+, H is said to cover e. The task is to find H
which covers all examples and no anti-examples.

Among many classification methods in ILP framework the top-down algorithm
shown in Fig. 1 is representative. It constructs clauses in a greedy way using an
appropriateness, such as an information gain criteria for FOIL[2,3].

The time complexity of the algorithm depends on two factors; one is the
number of examples and the other is the number of possible hypotheses. Each
time to test if a hypothesis covers examples takes a cost linear to the number
of examples. Although the number of possible hypotheses affects the cost also
in learner, it grows rapidly by the number of predicates. It is worth studying to
prune hypotheses without covering test for scalability of ILP algorithms.

3 Meta-knowledge and Pruning Using Meta-knowledge

Redundant Hypotheses and Contradictory Hypotheses. Think of pred-
icates inc(A,B) meaning A + 1 = B and dec(A,B) meaning A − 1 = B for
integers, and try to make a hypothesis using them. If a clause includes inc(A,B)
as a condition, adding dec(B,A) to the clause is no meaning because inc(A,B)
implies dec(B,A). That is, inc(A,B)∧dec(B,A) is redundant. On the other hand
inc(A,B) ∧ inc(B,A) makes contradiction because of the asymmetricity of inc.
When inc(A,B) is true, A is smaller than B, denoted by order(A,B). It is an order
relation. dec(A,B) is also related with the order and implies order(B,A). Because
order is transitive and asymmetric, a clause that includes inc(A,B) ∧ inc(B,C)
can not have dec(A,C).



Control of Hypothesis Space Using Meta-knowledge in Inductive Learning 913

Input E+ : a set of positive examples of the target relation r,
E− : a set of negative examples of the target relation r,
B : background knowledge (a theory);

Output H : a theory (hypothesis) which covers all examples in E+ and
no examples in E−wrt B.

1. H := Ø;
2. while E+ �= Ø do
3. c := “r(A,B, . . .) ← .”;
4. while {e ∈ E− | B ∪ H ∪ {c} |= e} �= Ø do
5. L := the set of all candidate literals to add c;
6. Add the most appropriate literal from L to the clause c;
7. H := H ∪ {c};
8. E+ := E+ − {e ∈ E+′|B ∪ H ∪ {c} |= e}.

Fig. 1. The top-down clarification algorithm

We understand the redundancy and contradiction from semantic properties,
such as the asymmetricity of inc. Such properties are not only of predicates in B,
but of predicates to describe potential properties, such as transitivity of order.

Meta-Knowledge and its Formalization. As we discussed in the previous
paragraph inc has properties and we can use them to eliminate hypotheses.
The redundancy of inc(A,B) ∧ dec(B,A) is because of functional dependency
from inc(A,B) to dec(B,A). (In this case we have the functional dependency
also for the converse direction.) The functional dependency is represented by,
inc(A,B) → dec(B,A). On the other hand, the asymmetricity of inc(A,B) is
represented by, inc(A,B) ∧ inc(B,A) → , where denotes the contradiction.
We may understand these formulae meta-knowledge.

When we use inc(A,B) and dec(C,D) values for variables are in range of num-
bers and inc(A,B) (and dec(C,D)) keeps the order A < B (and C > D, resp.) on
the range. That is, for inc(A,B) there is an embedded relation embnum(A,B)1

and it satisfies the properties of orders. That is, it can be represented by,

inc(A,B) → embnum(A,B), dec(A,B) → embnum(B,A),
embnum(A,B) ∧ embnum(B,C) → embnum(A,C),
embnum(A,B) ∧ embnum(B,A) → .

The first two connect inc and dec to embnum and the third and forth formu-
lae represent the transitive and asymmetric properties of embnum. To represent
meta-knowledge we need related predicates like embnum.

For a background knowledge B, predicate symbols in B and potential predicate
symbols related to B are called related predicate symbols to B. For example when
B includes inc and dec the related predicate symbols include embnum as well.
The intended interpretation IB of the related predicates is assumed. We define

1 It correspond to the relation order in the previous paragraph.



914 N. Inuzuka, H. Ishida, and T. Nakano

Table 1. Meta-knowledges and their representation

meta-knowledge explanation representation

types variable X in p(X, · · ·) is
of the type A

p(X, · · ·) → typeA(X)
typeA(X) ∧ typeB(X) →

functional
dependency

if p(X, . . .) then q(X, . . .) p(X, . . .) → q(X, . . .)

symmetricity p(X,Y ) is symmetric p(X,Y ) → p(Y, X)

asymmetricity p(X,Y ) is asymmetric p(X,Y ) ∧ p(Y, X) →

transitivity 〈X, Y 〉 is transitive in
p(X,Y, · · ·)

p(X,Y, · · ·) ∧ p(Y,Z, · · ·)
→ p(X,Z, · · ·)

reflexivity p(X,Y ) is reflexive p(X,X)

irreflexivity p(X,Y ) is irreflexive p(X,X) →

uniqueness Y is unique for X in
p(X,Y )

p(X,Y ) ∧ p(X, Z)
∧ Y �= Z →

embedded
transitivity

a transitive relation
embp(X, Y ) is embedded
in p(X, Y, · · ·)

p(X,Y, · · ·) → embp(X, Y )
embp(X, Y ) ∧ embp(Y,Z)
→ embp(X, Z)

other properties
of embedded re-
lations

similarly represented as a formula embedding a predicate p
to a related predicates embp and other formulae to describe
the property of embp.

a formula μ as a meta-knowledge of B when μ includes no constant symbols and
no function symbols and satisfies IB |= μ, where |= means satisfaction.

Table 1 shows major meta-knowledge. It includes major properties of binary
relations. It also includes uniqueness of an argument for another.

When a predicate is embedded in other relation which has some property it
is represented by at least two formulae. The first embeds the predicated to the
embedded relation and the others represent the property. Constraint by the type
of arguments can also be represented as meta-knowledge using a related predicate
typeA representing that a value is in a type TypeA. The meta-knowledge for type
constraints consists of a formula connecting a predicate with an argument of
TypeA to typeA and formulae representing exclusion or inclusion among types.

Elimination Strategy Using Meta-Knowledge. In order to describe a the-
orem which is a base of our control strategy of hypothesis space we introduce a
denotation. A bold italic letter, such as x, denotes a tuple of variables. A formula
f (a literal l) including only variables in x is denoted by f(x) (l(x), resp). Note
that f(x) and l(x) do not necessarily include all variables in x. f(cx) (l(cx),
resp) means a formula replaced each variable by a distinct new constant.
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Then we have a theorem as follows:

Theorem 1. Let M be a set of mete-knowledge of B and l1(x), · · · , ln(x),m(x)
literals without constant and function symbols. Then if it holds

M∪{l1(cx), · · · , ln(cx)}  m(cx), (1)

the formula l1(x) ∧ · · · ∧ ln(x) → m(x) is also a meta-knowledge of B.

Proof. When we apply the deduction theorem to formula (1) we have, M  
l1(cx)∧ · · · ∧ ln(cx) → m(cx). The constants in cx can be seen as free variables
because M includes no constants and no function symbols. Then by introducing
a universal quantifier we have, M  ∀x(l1(x)∧ · · · ∧ ln(x) → m(x)). Since M is
meta-knowledge, i.e. IB |= M then it holds IB |= ∀x(l1(x)∧· · ·∧ln(x) → m(x)),
which yields the theorem. &'

We have the following corollary directly from the theorem.

Corollary 1 (elimination by contradiction or redundancy). Let M is a
set of meta-knowledge and f(x) = l1(x)∧. . .∧ln(x) a conjunctive formula, m(x)
a literal. Then,

1. if it holds M∪{l1(cx), . . . ln(cx)}  m(cx) then

{x ∈ |I|n | I |= f(x)} = {x ∈ |I|n | I |= (f ∧ l)(x)};

2. if it holds M∪{l1(cx), . . . ln(cx),m(cx)}  then

{x ∈ |I|n | I |= (f ∧ l)(x)} = Ø.

As a result we have a control strategy. Given M on an exploration of a
clause c = t(x) ← l1(x1) ∧ · · · ∧ ln(xn), if it holds at least one of (1) M ∪
{l1(cx), · · · , ln(cx)}  m(cx) and (2) M∪ {l1(cx), · · · , ln(cx),m(cx)}  , the
clause c′ = t(x) ← l1(x)∧ · · · ∧ ln(x)∧m(x) need not be explored. The strategy
sees only the derivation among ground (no variable) literals in the clause by
replacing variables of literals by constants.

An Example to Use Meta-Knowledge. Let us think of a clause c=add(A,B)
← dec(A,C) and a literal inc(A,C). As a related meta-knowledge we take

M1 = { dec(x1, x2) → embnum(x1, x2), dec(x1, x2) → embnum(x2, x1),
embnum(x1, x2) ∧ embnum(x2, x1) → }.

To use Corollary 1 dec(A,C) and inc(A,C) are transformed to ground inc(cA, cC)
and dec(cA, cC). Then we can easily see,

M1 ∪ {inc(cA, cC), dec(cA, cC)}  

The clause add(A,B) ← dec(A,C) ∧ inc(A,C) is found not to be explored.
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Table 2. Meta-knowledge on predicates memb and cmp.

memb(A, ) → elem(A), memb( , A) → list(A), cmp(A, , ) → list(A),
cmp( , A, ) → elem(A), cmp( , , A) → list(A), elem(A) ∧ list(A) → ,
cmp(A, , B) → emblist(A, B), emblist(A, B) ∧ emblist(B, A) → ,
emblist(A, B) ∧ emblist(B, C) → emblist(A, C),
cmp(A, B, ) ∧ cmp(A, C, ) ∧ B �= C → , cmp(A, , B) ∧ cmp(A, , C) ∧ B �= C →

We implemented the ILP algorithm in Fig.1 with the control strategy. Table 2
shows meta-knowledge for an induction of memb(x, y), testing if x is a member
of a list y, using cmp(x, y, z), which decomposes a list x to its head y and the
tail z. It includes related predicates elem, list, emblist as well as memb and cmp.
The induction process successfully worked using the meta-knowledge. While the
induction without the strategy tested 29 clauses for the first three conditions of
a rule, the method explored only 10 clauses.

4 Induction of Meta-knowledge for Induction

Acquiring Meta-Knowledge. As we discussed there are wide range of meta-
knowledge because they are characterised by just true formulae. It is possible
there are many unaware other meta-knowledge than we presented. There are
three approaches to prepare meta-knowledge for a domain.

To declare names of meta-knowledge in background knowledge description. For
example, uniqueness, asymmetricity and embedded transitivity should be de-
clared for inc as well as for its argument types. This approach is practical and
easily combined with ILP systems that use language bias declaration. There are
two disadvantages; it charges the responsibility of declaration to users and the
complication of ILP background knowledge description goes worse.

To reason meta-knowledge from known meta-knowledge. When a predicate is
defined by a conjunction of other several predicates among which at least one
of the predicates is irreflexive, the defined predicate is also irreflexive. Using
this kind of rules we may construct a system reasoning meta-knowledge. Rules
are given by rigor set-theoretic algebra. However, they do not cover all of meta-
knowledge. To establish reasoning system is interesting but far from the practice.

To induce meta-knowledge from extensional database. We have extensional
knowledge-base. Even if we do not have, extensional tuples for a specific domain
can be calculated. To induce meta-knowledge from extensional DB is an idea.
It is a defect that extensional DBs are required also for implicit related predi-
cates. However usually related predicates are natural like the order relation or
types for domains. Automatic preparation of meta-knowledge brings large merit
to users. A possibility to find unaware knowledge is also another merit. This is
challenging and a reasonable medium between the previous two approaches.

Meta-Knowledge Induction Algorithm. Induction from extensional DB is
an interesting and practical solution. The proposing algorithm (Fig.2) explores
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Input: Pred : a set of related predicate symbols to a background knowledge DB,
D : a closed finite domain for predicates,
I : extensional database or intended interpretation of Pred,

the database which is given within the domain D,
Output Meta : A set of meta-knowledge.
1. OPEN := Ø
2. for each p/n ∈ Pred do add p(X1, . . . , Xn) to OPEN;
3. while OPEN �= Ø do
4. pick an element f(x) ∈ OPEN;
5. for each a syntactically legal literal l to add f do
6. if {x ∈ D|x|| I |= f(x)} = {x ∈ D|x|| f(x) ∧ l(x)} then add f → l to M;

7. if {x ∈ D|x|| I |= f(x) ∧ l(x)} = Ø then add f ∧ l → to M;
8. else add f ∧ l to OPEN.

Fig. 2. Induction algorithm of meta-knowledge

exhaustively meta-knowledge in clausal form. It takes a set of predicates symbols
Pred including all related predicates and constructs formulae as meta-knowledge.
It also takes a closed finite domain D for predicates. Normally the domain is
infinite but if we test formulae extensionally the domain need be finite. We
restrict some closed domain. A domain D is closed if we apply some values in D
for a predicate the predicate does not give values outside of D. A plain induction
algorithm FOIL also requires extensional DB in a closed domain. An extensional
DB for predicates is also given inside of the closed domain.

In the algorithm OPEN keeps a conjunction f of literals and algorithm ex-
plores a literal l which is extensionally entailed from f (line 6), or a literal l with
which the conjunction, i.e. f∧l, makes contradiction extensionally (line 7). If nei-
ther case is satisfied, the new conjunction f ∧ l is registered in OPEN for further
exploration. As in a normal-ILP induction algorithm language bias including the
type constraint can be used to prune many meta-knowledge candidates.

An Experiment and its Result. The algorithm was implemented and ex-
amined. In an experiment we used predicates add and sub for addition and
subtraction, embnum for the embedded order on numbers, eqnum and neqnum for
equality and inequality of numbers.

Many meta-knowledge formulae are produced. The number of the formulae
produced was counted for each of size of the conjunction f . The run-time was
also measured. For f of length one it produced 208 formulae for meta-knowledges
and took 0.21 seconds. For f of length two it produced 23860 formulae and took
38.66 seconds. Table 3 shows a part of formulae produced.

The result validates the algorithm. It produces unexpectedly many formu-
lae but the execution time was reasonable. The algorithm has a problem that
produced formulae includes redundancy. It means that some knowledge can be
implied from others. To have compact knowledge set we may consider a pruning
technique for meta-knowledge induction as we developed for plain induction.
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Table 3. A part of meta-knowledge induced by the algorithm

add(A, , B) → embnum(A,B) add( , A, B) → embnum(A, B)
sub(A, B, ) → embnum(B, A) sub(A, , B) → embnum(B,A)
add(A,B, C) → sub(C, A, B) add(A,B, C) → sub(C,B, A)
sub(A, B, C) → sub(A,C, B) add(A,B, C) → add(B, A, C)
sub(A, B, C) → add(B, C, A) sub(A, B, C) → add(C,B, A)
eqnum(A, ) → eqnum(A, A) eqnum(A, B) → eqnum(B, A)
sub(A, , B) → neqnum(B, A) embnum(A, B) → neqnum(A, B)
embnum(A, B) → neqnum(B, A) neqnum(A, B) → neqnum(B, A)
add(A, , B) ∧ add(A, B, A) → add(A,C, B) ∧ add(A,B, C) →
add(A,B, C) ∧ sub(A, B, C) → add(A, , ) ∧ embnum(A,A) →
add(B, , A) ∧ embnum(A,B) → add( , B, A) ∧ embnum(A,B) →
embnum(B, A) ∧ embnum(A, B) → eqnum(A, B) ∧ neqnum(A, B) →
neqnum(A, ) ∧ neqnum(A,A) →

5 Conclusion

We studied a technique of controlling hypotheses space for ILP classification algo-
rithms. We formalized meta-knowledge and gave the theorem to use them based
on redundancy and contradiction. The pruning using meta-knowledge is very ef-
fective and it treats wide range of constraints. Not only to the top-down induction
algorithm, the technique can be applied to most of algorithms to treat conjunc-
tive conditions in hypotheses. The extensional induction of meta-knowledge was
also investigated. Although the technique needs further study, the experiments
showed that the approach is promising.
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Abstract. Neural networks are able to learn more patterns with the
incremental learning than with the correlative learning. The incremental
learning is a method to compose an associate memory using a chaotic
neural network. In former work, it was found that the capacity of the
network increases along with its size, which is the number of the neu-
rons in the network, until some threshold size and that it decreases over
that size. The threshold size and the capacity varied between 2 differ-
ent learning parameters. In this paper, the capacity of the networks was
investigated changing the learning parameter. Through the computer
simulations, it turned out that the capacity also increases in proportion
to the network size in larger sizes and that the capacity of the network
with the incremental learning is above 11 times larger than the one with
correlative learning.

1 Introduction

The incremental learning proposed by the authors is highly superior to the auto-
correlative learning in the ability of pattern memorization[1,2].

The idea of the incremental learning is from the automatic learning[3]. In
the incremental learning, the network keeps receiving the external inputs. If the
network has already known a input pattern, it recalls the pattern. Otherwise,
each neuron in it learns the pattern gradually.

The neurons used in this learning are the chaotic neurons, and their network
is the chaotic neural network, which was developed by Aihara[4].

In former work, we investigated the capacity of the networks[5]. Through the
simulations, we found that the capacity of the network grows up along with its
size, which is the number of neurons in the network, until some threshold size
and that it falls off over the size. The threshold size and the capacity varied
between 2 different learning parameters.

In this paper, first, we explain the chaotic neural networks and the incremen-
tal learning and refer to the former work on the capacities at the 2 learning
parameters[5], then examine the maximum capacity of the network with simu-
lations changing the learning parameter and show that the capacity is also in
proportion to the network size in larger sizes with appropriate parameter.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 919–925, 2008.
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2 Chaotic Neural Networks and Incremental Learning

The incremental learning was developed by using the chaotic neurons. The
chaotic neurons and the chaotic neural networks were proposed by Aihara[4].

The incremental learning provides an associative memory and the network is
an interconnected network, in which each neuron receives one external input,
and is defined as follows:

xi(t + 1) = f
(
ξi(t + 1) + ηi(t + 1) + ζi(t + 1)

)
, (1)

ξi(t + 1) = ksξi(t) + υAi(t) , (2)

ηi(t + 1) = kmηi(t) +
n∑

j=1

wijxj(t) , (3)

ζi(t + 1) = krζi(t)− αxi(t)− θi(1− kr) , (4)

where xi(t + 1) is the output of the i-th neuron at time t + 1, f is the output
sigmoid function described below in (5), ks, km, kr are the time decay constants,
Ai(t) is the input to the i-th neuron at time t, υ is the weight for external inputs,
n is the size—the number of the neurons in the network, wij is the connection
weight from the neuron j to the neuron i, and α is the parameter that specifies
the relation between the neuron output and the refractoriness.

f(x) =
2

1 + exp(−x
ε )

− 1 . (5)

The parameters in the chaotic neurons are assigned to the values in Table 1
in our works[1,2,5].

In the incremental learning, the network has each pattern inputted during
fixed steps—it is 50 steps in this paper—before moving to the next one. After
all the patterns are inputted, the first pattern comes repeatedly. In this paper,
a set is defined as a period through all patterns inputted from the first pattern
to the last pattern.

During the learning, a neuron which satisfies the condition of (6) changes the
connection weights as in (7)[1].

ξi(t)× (ηi(t) + ζi(t)) < 0 . (6)

Table 1. Parameters

υ = 2.0,
ks = 0.95,
km = 0.1,
kr = 0.95,
α = 2.0,
θi = 0,
ε = 0.015
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wij =
{

wij + Δw, ξi(t)× xj(t) > 0
wij −Δw, ξi(t)× xj(t) ≤ 0 (i �= j) , (7)

where Δw is the learning parameter.
In this learning, the initial values of the connection weights can be 0, because

some of the neurons’ outputs are changed by their external inputs and this
makes the condition establish in some neurons. Therefore, all initial values of
the connection weights are set to be 0 in this paper. ξi(0), ηi(0), and ζi(0) are
also set to be 0.

To confirm that the network has learned a pattern after the learning, the
pattern is inputted to the usual Hopfield’s type network which have the same
connection weights as the chaotic neural network. That the Hopfield’s type net-
work with the connection weights has the pattern in its memory has the same
meaning that the chaotic neural network recalls the pattern quickly when the
pattern inputted. Therefore, it is the convenient way to use the Hopfield’s type
network to check the success of the learning.

3 Capacity

In this section, we retrace the simulations in the former work[5]. In the simula-
tions, we settled the learning parameter Δw to be 0.05 which was used in the
former works[1,2]. The simulations investigated the number of success, which
means the number of patterns that the network learned in it successfully, after
50 sets of learning in the networks composed of 50, 100, 200, 300, or 400 neurons.

In each network, the number of patterns to be learned moved from 10 to 300.
These patterns are the random patterns generated with the method that all
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elements in a pattern are set to be −1 at first, then the half of the elements are
chosen at random to turn to be 1.

The results of the simulations are shown in Fig. 1.
In Fig. 1, the horizontal axis is the number of patterns which are inputted to

the network and the vertical axis is the number of patterns which are stored in
the network successfully.
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In the small numbers of input patterns corresponding to its size, the number
of success is equal to the number of patterns. This means that the network has
learned all of the patterns.

At some point—the value depends on its network size—the number of suc-
cess comes to a peak. Over that point, the number of success decreases. This
seems that too many patterns are conflicting to each other in the memory of the
network, then almost no pattern can stay in the stable states.

Focusing on the differences between network sizes, the peak value moved to
larger value along with the network size until 300 neurons. Although it is a
natural thinking that the number of success grows up as the size increases, the
number falls down from 300 to 400 neurons. This behavior may be due to the
parameter Δw which is the changing amount of the connection weights.

To verify this, the simulations were carried out with Δw set to be 0.025. The
results are shown in Fig.2,

Fig. 2 clearly shows that the peak value moved to larger value in large sizes
and that the number of success increases as the number of neurons grows.

As described above, in the small numbers of input patterns, the network has
learned all of the input patterns. We call the maximum number that satisfies
this condition the “capacity of network” in this paper.

From Fig. 1 and Fig. 2, the capacities are picked up in every size of network
and shown in Fig. 3 to summarize.

4 Capacity in Appropriate Parameters

In the preceding section, the capacity of network varies with the learning pa-
rameter Δw.
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In this section, the simulations investigate the capacity after 100 sets of learn-
ing along with Δw in the networks composed of 50, 100, 200, 300, or 400 neurons.
In the simulations, we change Δw from 0.001 to 0.1 in increments of 0.001.

The results of these simulations with the network composed of 100 neurons
are shown in Fig. 4.

The horizontal axis is Δw and the vertical axis is the number of success which
is how many patterns the network learned. The key “80 patterns” means that
the network received 80 patterns for input and the line shows how many patterns
the network learned when 80 patterns are inputted.

From Fig. 4, all the 80 input patterns were learned within the range of Δw
from 0.004 to 0.036—“80 patterns” line reaches to 80—and so did the 89 patterns
with the range from 0.009 to 0.012, but neither 90 nor 100 reached 90 or 100.
In the case of “90 patterns”, the line reached 89 not 90. Thus, the maximum
capacity was figured out to be 89 with Δw from 0.009 to 0.012.

In this way, we can find a maximum capacity at each size of network. Fig. 5
shows these maximum capacities with squares. For comparison, the capacities
with the auto-correlative learning using the same patterns are also shown in
Fig. 5 with circles. It should be restated that the capacity means the maximum
number of stored patterns while the network can learn all the input patterns, in
this paper.

Both of the capacities are seen to be proportional to the size of network,
whereas the capacity of the incremental learning is above 11 times higher than
that of the correlative learning.

In Fig. 6, Δw which gives the maximum capacity is shown.
In this results, the appropriate Δw is inverse proportional to the size of net-

work.
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5 Conclusion

The capacity of the networks was investigated by changing the learning parame-
ter. It turned out that the capacity of the network with the incremental learning
increases in proportion to the size with appropriate parameter and that it is
above 11 times larger than the one with correlative learning. The appropriate
learning parameter is in inverse proportion to the size.

To investigate the effect of the length of the learning sets and the number of
steps in a set is the future work.
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Abstract. The k-nearest neighbor(kNN) is improved by applying the distance 
functions with relearning and ensemble computations with the higher accuracy 
values. In this study, the proposed relearning and combining ensemble  
computations are an effective technique for improving accuracy. We develop a 
new approach to combine kNN classifier based on different distance functions 
with relearning and ensemble computations. The proposed combining algorithm 
shows higher generalization accuracy, compared to our previous studies and 
other conventional algorithms by artificial intelligence techniques. First, to 
improve classification accuracy, a relearning method with genetic algorithm is 
developed. Second, ensemble computations are followed by the relearning. 
Experiments have been conducted on some benchmark datasets from the UCI 
Machine Learning Repository. 

Keywords: text classification, distance functions for classification, relearning, 
ensemble computation. 

1   Introduction 

Classification has been applied in many application fields, as the credit approval, 
pattern recognition, parts classification in industry and so on. Many inductive learning 
algorithms have been proposed for classification problems. For example, ID3, C4.5, 
k-Nearest Neighbor, Naïve-Bayes, IB, T2, Neural-Network, association rules et. Al. 
are developed. However, improving accuracy and performance of classifiers are still 
attractive to many researchers. In this paper, we focus on the k-nearest neighbor 
classification method(kNN)[1,2,3,4]. The kNN is a simple and effective method 
among instance-based learning algorithms. It is expected to provide good 
generalization accuracy by the kNN methods for a variety of real-world classification 
tasks as text classification and applications. Then, improving accuracy and 
performance of classifiers by the kNN, is still attractive to many researchers. In this 
paper, first, we present a new approach of relearning to improve the kNN classifiers 
based on distance functions with weights, which improve the performance of the k-
nearest neighbor classifier. The weights of attributes of data, are optimized by 
applying genetic algorithm. Second, combining ensemble computation is developed 
as a final classifier, which is followed by relearning  mistaken classified data in the 
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process. To improve the accuracy, not only the training data but also the testing data 
are important. The proposed method is developed from the 10-fold cross-validation 
method. Thus, it is shown that the relearning and combining procedures developed 
here, are effective to improve the classification accuracy based on the kNN. The 
proposed relearning and ensemble computation method shows a higher generalization 
accuracy, compared to other conventional learning algorithm. 

2   Classification by Different Distance Functions 

2.1   Distance Functions 

The choice of distance function influences the bias of the k-nearest neighbor(kNN) 
classification. The most commonly used functions is the Euclidean Distance function 
(Euclid), which is defined as: 

 

 
 

where x and y are two input vectors (one typically being from a stored instance, and 
the other an input vector to be classified) and m is the number of input variables 
(attributes) in the application. 

One way to handle applications with both continuous and nominal attributes is to 
use a heterogeneous distance function that uses different attribute distance functions 
on different kinds of attributes. The Heterogeneous Euclidean-Overlap Metric 
(HEOM) uses the overlap metric for nominal attributes and normalized Euclidean 
distance for linear attributes. This function defines the distance between two values x 
and y of a given attribute a as: 

 

where 

 

and function overlap is defined as: 

 

The Value Difference Metric (VDM), introduced by Stanfill and Waltz (1986)[4], 
is an appropriate distance function for nominal attributes. A simplified version of the 
VDM (without the weighting schemes) defines the distance between two values x and 
y of an attribute a as: 
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where Na,x is the number of instances in the training set T that has value x for 
attribute a; Na,x,c is the number of instances in T that has value x for attribute a and 
output class c; C is the number of output classes in the problem domain; q is a 
constant, usually 1 or 2; and Pa,x,c is the conditional probability. 

In [4], Wilson and Martinez proposed three new alternatives to overcome the 
weakness of VDM. The one is a Heterogeneous Value Difference Metric(HVDM) 
that uses Euclidean distance for linear attributes and VDM for nominal attributes. The 
other two distance functions are the Interpolated Value Difference Metric (IVDM). 
Wilson and Martinez also proposed a generic version of the VDM distance function, 
called the discretized value difference metric (DVDM). 

2.2   Distance Functions for Optimization 

The distance function in HEOM is defined in the previous section 2.1. To characterize 
the respective distance function for the training data, the weighted distance function is 
proposed in this paper as follows,  

2

1

( , ) ( )
n

i i i
i

Weighted HEOM x y x yω
=

= × −∑  

where iω  shows the weight of the i-th component of the data ix  and iy . Here, the 

weights are normalized as follows, 

1

1 , 0
n

i i
i

ω ω
=

= ≥∑  

The problem, here is how to derive the optimized weights { }iω . The optimized 

weights of the distance function, are computed by applying Genetic Algorithm(GA) 
to the training data. GA is a population-based iterative adaptive algorithm that uses 
selection, recombination and mutation operations based on natural selection and 
biological genetics. 

3    Relearning Computation 

To improve  the classification accuracy, the similar data in the same class, will be 
important. The mistaken classified data will have a cue to improve the accuracy. 
Then, the mistaken classified data, is applied again in the relearning process, which is 
proposed in the following section. 

3.1   Relearning Computation 

In Fig.1, the first learning process is carried out by training data. The classification 
process is checked by using testing data in (a) in Fig.1. The classified testing data in (a) 
is compared with the correctly classified data table (b), which is given in advance. The  
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Training data Testing data 

Learning by train. data Classification by testing 
data

Classified

Correct. Classified  

Misclassified
instances

Misclassified
data

Instance 1 
    Instance 2           

Incorrectly
classified data 
is inputted as 
relearning 

(a) (b)

 

Fig. 1. Relearning process 

Table 1. Experimental accuracy results without and with 
relearning 

HEOM HVDM DVDM IVDM 
DataSet 

Aver. Re-learning Aver. Re-learning Aver. Re-learning Aver. Re-learning

Breast 95.86 97.51 95.11 96.84 96.37 97.87 96.39 97.42 

Bridges 58.39 72.07 60.49 72.16 60.09 81.14 58.43 77.54 

Flag 56.32 70.27 58.83 82.11 55.30 80.37 54.09 81.03 

Glass 75.33 79.57 71.76 85.86 58.66 66.19 77.27 89.95 

80.04 87.63 80.35 87.95 82.36 88.52 80.20 87.11 

86.56 92.00 72.70 84.71 85.55 90.05 85.90 90.59 

95.40 97.77 96.81 97.00 96.18 97.85 95.66 98.49 

Hepatit 81.83 90.05 79.12 89.43 80.66 91.35 86.69 90.66 

Promot 80.36 90.54 88.11 97.61 88.97 97.63 88.69 95.52 

Average 78.90 86.38 78.14 88.19 78.24 87.89 80.37 89.81  

Fig. 1  Relearning   
process 

 
Fig. 2. Classification accuracy 
by relearning 

misclassified data, instance 1 and instance 2, are applied in the second learning process 
as shown in Fig.1. In Table 1 and Fig.2, the experimental results of the classification 
accuracy without and with relearning process, are shown for the comparison. 

3.2   Combining Ensemble Computation 

To improve the accuracy, further in the classification, the operation of classifiers as a 
decision committee, is proposed. A committee as the final classifier, here, is composed of 
ensemble classifiers as committee members, each of which makes its own classifications 
that are combined to create a final classification result of the whole committee. 
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In this study, the 10-fold cross-validation method is applied, which implies the data 
is divided 10 subsets. Then, the 9 subsets are training data and the remaining one 
subset becomes the testing data. Thus, the ensemble computations are carried out for 
10 times. 

The values in the columns in Fig. 3(a), show the classes of instances by ensemble 
computations. The classes are summed and voted as shown in Fig. 3(b); 3 for the class 
0, 7 for the class 1 and 0 for the class 2. Then, the class 1 is determined for the 
instance 1 as shown in Fig. 3(c). The ensemble computations with 10 times are 
combined in the classification of the 0 class with 3 times, and that of the 1 class with 
7 times. Thus, the final classification becomes the 1 class by voting the majority of 7 
times of 1. The class of the instance 1, is given as the class 1 in the data which is 
shown in the column, “correct” in Table 2, where 16 instances are assumed.  

Table 2. Example of ensembleComputation 
p

 

 

Fig. 3. Flow of computational algorithm 

3.3   Experimental Results for Relearning and Combining Ensemble 
Computations 

For evaluating the classification generalization accuracy of our algorithm with the 
relearning and combining ensemble computation, was tested on 7 benchmark dataset 
from the UCI Machine Learning Repository [8]. For the ensemble computations, we 
used the 10-fold cross-validation[1,4]. That is, the whole dataset is partitioned into ten 
subsets. Nine of the subsets are used as training set, and the 10th is used as the test 
set, and this process is repeated ten times, once for each subset being the test set. 
Then, classification accuracy is taken as the average of these ten runs. In our 
experiment, set parameters k = 3 and use four functions. In order to verify the 
combining ensemble and the combining functions, the following experiments are 
carried out. First, the combining ensemble processing is verified by comparing the 
method with relearning process and the method with relearning and combining 
ensemble computation by applying one distance function, HEOM, HVDM, DVDM 
and IVDM, respectively. Then, the generalization accuracy is shown in Table 3. The 
highest accuracy achieved for each dataset is shown in bold type as shown in Table 3. 
The method with the  relearning and combining ensemble computation, is superior 
than  only the relearning processing. The results in the distance function, IVDM, 
shows higher accuracy. 
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Table 3. Experimental results with relearning and ensemble computations 

HEOM HVDM DVDM IVDM 
DataSet 

Re-learning Combining Re-learning Combining Re-learning Combining Re-learning Combining

Breast 97.51 97.77 96.84 99.16 97.87 99.00 97.42 98.02 

Bridges 72.07 76.00 72.16 82.89 81.14 91.81 77.54 92.61 

Flag 70.27 71.62 82.11 96.41 80.37 95.57 81.03 95.41 

Glass 79.57 83.18 85.86 95.28 66.19 80.85 89.95 94.55 

Heart 87.63 89.45 87.95 97.02 88.52 95.87 87.11 94.28 

Heartlb 92.00 93.09 84.71 88.67 90.05 93.30 90.59 96.65 

Heartswi 97.77 97.78 97.00 98.18 97.85 99.09 98.49 98.18 

Hepati 90.05 92.10 89.43 95.00 91.35 98.00 90.66 97.50 

Promo 90.54 98.20 97.61 97.38 97.63 99.38 95.52 95.00 

Average 86.38 88.80 88.19 94.44 87.89 94.76 89.81 95.80 

  

The bold numerals in Table 3, show the higher accuracy value by the relearning 
process and ensemble computation. The distance function, IVDM shows higher 
accuracy value under the rough set condition with all instances[3, 11].  

3.4   Combining Different Distance Functions for Classification 

The algorithm for k-nearest neighbor classification from multiple different distance 
functions can be stated as: using simple voting, combining the outputs from multiple 
kNN classifiers. A method of combining the ensemble computations and the multiple 
distance functions without relearning, is shown in Fig.4. 

 

Fig. 4. Accuracy by combining functions without relearning  

Fig.5 is computed under the relearning and the rough set condition of all, CP and 
CPP averages[3,11]. The combination of three distance functions, HVDVIV, shows 
the highest accuracy value in Fig.5, which also shows higher values than in Fig. 4. 
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Fig. 5. Accuracy by combining functions with relearning 

4   Comparison with Other Computational Methods 

\Many inductive earning algorithms has been proposed for classification problems, 
such as ID3, C4.5, k-Nearest Neighbor, Naïve-Bayes, IB, T2, BP in neural net, 
association rules are developed as shown in Table 4. The bold in both relearning and 
combine method, in Table 4, show the higher values. The combine( combination of 
the relearning, the ensemble computations by using different distance functions under 
the average of All, CP and CPP[3,11]) shows the highest accuracy in Table 4.  

Table 4. Comparison with Other Computational Methods 

 

5   Conclusions 

Among the conventional developed classification algorithms, the instance-based 
learning algorithm using k-nearest neighbor is useful one. But, only the k-nearest 
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neighbor algorithm has several  weaknesses  in the application. To cope with these 
problems, improvements for the basic k-nearest neighbor method, are needed in the 
classification problems. In this paper, a relearning and combining ensemble 
computations, is proposed by applying useful distance functions. The classification 
accuracy by the proposed method of relearning and ensemble computation, shows the 
superiority compared with other conventional methods. 

Combining different distance approach will be useful for the further improvement 
in the classification accuracy. But, it is necessary to make clear what kind of 
combinations of different distance functions is better. 
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Abstract. The character used for the writer recognition was limited to 46 types 
of hiragana with a lot of curve parts, and the difference of the similarity values 
by the kind of character was examined. As a result, it has been understood that 
the similarity values were quite dependent on the type of character. Moreover, it 
turned out that the similarity value was greatly different according to the type of 
character. Moreover, it was confirmed that the recognition ratio was improved 
by using the steady character which writer could write similarly each time. In 
addition, it was confirmed that there exist the character that was appropriate for 
recognition even the similarity value was low (e.g. “く”, “へ”, “さ”), and the 
improper character even the similarity value was high (e.g. “け”, “り”, “し”). 

1   Introduction 

Japanese is expressed by various characters, i.e. the Chinese character, the hiragana, 
the katakana, and the alphabet, etc. The hiragana is a type of character can be written 
from the adult to the child. It might be understood that the person with frequently use 
of the Chinese character is an educated person.  However, there is movement to avoid 
the use of a difficult Chinese character so as not to cause the misunderstanding that 
comes from the misuse or miswrite of the Chinese character, and to write the hiragana 
as much as possible.  

We have been studying the writer recognition for a long time [1-8]. In those stud-
ies, the Chinese character and the hiragana have been both used.  And, the Chinese 
character showed that the recognition ratio was higher because Chinese characters 
have more strokes than hiragana. Moreover, it was confirmed that in the hiragana, 
there was a character not written stably because of the composition of the character, 
and a little use. 

It is necessary to examine the feature of the hiragana about the writer recognition, 
because the hiragana can be used for writer recognition for all Japanese from young to 
elder. However, up to now, a feature of hiragana for the writer recognition was not 
well examined, and a systematic examination had not been done.    

In this study, the influence of the type of hiragana on the writer recognition was ex-
amined for all hiragana (46 types of characters except “ゐ” and “ゑ” which are seldom 
used in ordinary writing), and the suitability to the writer recognition was examined. 
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2   Recognition Experiment 

To collect the specimen character, the special sheet was designed.  From the previous 
research, the influence of the presence of frame on the writer recognition was exam-
ined and the framed character gave better recognition ratio.  Therefore, in this study, 

we specified the frame to 
write down each character.   
Moreover, the suitable size 
of the character for writer 
recognition was also exam-
ined and 18mm square 
frame gave better results.  
In this study, the size of the 
frame was set to be 18mm 
square.   Ten subjects 
(around 21-years-old) filled 
out one sheet a day, and 
they filled ten sheets.   
Figure 1 shows the exam-
ple of the filled sheet.   

After the sheet image 
was input to a computer 
through a scanner (280dpi), 
each character was cut out 
one by one based on the 
each frame automatically.  
Therefore, collected char-
acters became 4600 (10 
subjects x 46 types x 10 
times) characters in total.   

The dictionary was 
formed by using five char-

acters that had been written down in the first half.  The similarity values were calcu-
lated for five characters that had been written down in the latter half.  As a result, time 
series consideration also became possible.   

The writer's feature was extracted by using a new local arc method.  The chord 
length was adopted 13 dots which gave the highest accuracy in the previous study.  
The angle of the chord had been changed from 0° to 180° at every 15°.  A curvature 
of the stroke of the character was obtained within the range from -5 to 5, and an ap-
pearance frequency of curvature was calculated as a feature vector of the character in 
12x11 dimensions (12 angles x 11 curvatures).   

The dictionary of each subject and each type of character was made as follows.  
First of all, the feature vector of five characters of each type of character was resolved 
to the eigenvalue and the eigenvector by the principal component analysis.  The ei-
genvector was added so that the accumulation contribution rate of the eigenvalue 
 

Fig. 1. Example of filled sheet written by a subject 
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might become 90% or more. The weighted average of the feature vector of five char-
acters was calculated from the added eigenvector. In this study, the accumulation 
contribution rate of 90% or more was obtained by two eigenvalues. The similarity 
value was calculated by the commonly used inner product.  The mean value of five 
characters was assumed to be a similarity value of each type of character, and it was 
obtained for each subject. 

3   Experimental Results 

Figure 2 shows the average similarity value of each type of character.  Standard de-
viation is shown in the top of the bar with the line.  There is a character with greatly 
different similarity values between those obtained from the own dictionary and the 
other’s dictionaries (for example, “う ”, “く ”, “さ”, “へ”, “や”).  On the other hand, 
there is a character with small deference between similarity values calculated from the 
own dictionary and the other’s dictionary (for example, “あ”, “け”, “し”, “す”, “ね”, 
“も”, “ゆ”, “り ”, “れ”, “わ”).  As an example of these phenomena, Figure 3 shows the 
character change in time series consideration.  Especially for “く ”, it is understood 
that the shape of character change greatly.  However, for “し” that is also one stroke 
character, a large similarity value is obtained from the own dictionary. “く ” does have 
little curvatures like as “へ”.  Therefore the similarity values of these characters are 
small.  

The relation between the similarity values obtained from the own dictionary and 
the other’s dictionary is depicted in Figure 4. Strong positive relation is obtained 
(r=0.846), indicating characters which have large similarity values are not necessarily 
suitable for writer recognition because even the similarity value obtained from the 
own dictionary is large, that obtained from he other’s dictionary is also large. 

It was examined whether there was a difference in the average similarity values by 
t-test.  The results are shown in Table 1.  The significance level 5% is indicated by * 
and 1% by **.  A character of large t-value can be chosen from the table as a charac-
ter that is appropriate for recognition because the similarity values obtained from the 
own dictionary and the other’s dictionary is different.  The characters of large t-value 
are chosen and shown in the figure in sequential order in Figure 5. The characters 
which have small t-values are listed in Table 2. The similarity values of these charac-
ters are not so small except “い” and “こ”.  Especially the similarity value of “し”is 
0.94 and it looks suitable for writer recognition, but it is a typical improper character 
(t=1.458, p>0.1 in t-test).   

Next, the relation between the similarity value and t-value is shown in Figures 6 
and 7.  The similarity value obtained from the own dictionary hardly influenced 
with t-value and every similarity values are above 0.8 as shown in Figure 6 (correla-
tion coefficient: r=0.221).  The similarity value obtained from the others' dictionar-
ies was scattered and no relation was observed as shown in Figure 7 (r=-0.156). 
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Fig. 2. Average similarity values of each type of character obtained from own dictionary and 
other’s dictionary 

6                   7                      8                     9                  10

6                   7                      8                     9                  10

 

Fig. 3. Character shape change in time series 
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r = 0.846 

r = 0.846 

 

Fig. 4. Relation between similarity values obtained from the own dictionary and the other’s 
dictionary 

Table 1. Average similarity values and t-value 

No
Own dic Other’s dic   

No
Own dic Other’s dic   

Av Stdv. Av Stdv t type Av Stdv Av Stdv t type 
1 0.97 0.01 0.91 0.03 5.84 ** 24 0.97 0.01 0.90 0.03 6.65 ** 
2 0.87 0.20 0.69 0.13 2.36 * 25 0.94 0.03 0.84 0.07 4.23 ** 
3 0.92 0.04 0.70 0.12 5.42 ** 26 0.96 0.02 0.85 0.05 6.10 ** 
4 0.93 0.02 0.77 0.07 6.31 ** 27 0.93 0.04 0.85 0.05 4.21 ** 
5 0.95 0.03 0.86 0.05 4.70 ** 28 0.86 0.06 0.72 0.10 3.97 ** 
6 0.92 0.02 0.75 0.10 4.95 ** 29 0.89 0.06 0.62 0.12 6.23 ** 
7 0.91 0.04 0.70 0.10 6.43 ** 30 0.97 0.01 0.87 0.06 5.13 ** 
8 0.85 0.08 0.43 0.16 7.37 ** 31 0.96 0.01 0.84 0.05 7.01 ** 
9 0.96 0.03 0.90 0.04 3.69 ** 32 0.93 0.02 0.76 0.09 5.70 ** 
10 0.87 0.14 0.68 0.23 2.26 * 33 0.95 0.02 0.87 0.05 5.03 ** 
11 0.89 0.04 0.66 0.11 6.08 ** 34 0.95 0.01 0.87 0.04 6.56 ** 
12 0.94 0.05 0.91 0.03 1.46 35 0.96 0.02 0.89 0.04 4.58 ** 
13 0.96 0.01 0.90 0.03 5.61 ** 36 0.94 0.02 0.71 0.10 7.00 ** 
14 0.95 0.02 0.87 0.05 5.19 ** 37 0.96 0.02 0.91 0.03 4.28 ** 
15 0.94 0.03 0.73 0.08 7.56 ** 38 0.94 0.01 0.81 0.05 7.52 ** 
16 0.92 0.05 0.71 0.09 6.17 ** 39 0.89 0.06 0.79 0.05 4.18 ** 
17 0.93 0.04 0.80 0.10 3.83 ** 40 0.95 0.03 0.90 0.03 3.40 ** 
18 0.90 0.04 0.77 0.08 4.68 ** 41 0.94 0.02 0.80 0.08 5.40 ** 
19 0.92 0.04 0.70 0.12 5.52 ** 42 0.97 0.01 0.92 0.03 5.04 ** 
20 0.87 0.05 0.68 0.13 4.21 ** 43 0.93 0.02 0.80 0.07 5.58 ** 
21 0.94 0.02 0.82 0.05 6.72 * 44 0.98 0.01 0.91 0.03 7.30 ** 
22 0.93 0.07 0.82 0.06 3.79 ** 45 0.93 0.03 0.83 0.04 6.52 ** 
23 0.95 0.02 0.87 0.04 6.44 ** 46 0.94 0.02 0.73 0.14 4.76 ** 

 

Av: average, Stdv: standard deviation, t: t-value, dic: dictionary. 
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Fig. 5. t-values vs. character type 

Table 2. Similarity values of small t-value characters 

 Own dictionary Other’s dictionary 
Av Stdv Av Stdv 
0.96 0.03 0.90 0.04
0.95 0.03 0.90 0.03
0.87 0.20 0.69 0.13
0.87 0.14 0.68 0.23
0.94 0.05 0.91 0.03

 

                            Av: average, Stdv: standard deviation. 
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r = 0.221 

 

r = 0.156 

 

Fig. 6. Correlation between t-value and simi-
larity value obtained from the own dictionary 

Fig. 7. Correlation between t-value and simi-
larity value obtained from the other’s diction-
ary. 

4   Conclusion 

From the above-mentioned results, we obtained the followings:  

(1) The characters which have large similarity values are not necessarily suitable for 
the writer recognition.  

(2) Most writers write characters which are changeable with time passage. Therefore 
own dictionary must be changed time to time. 

(3) There are characters which express writer features well, even though the similarity 
values are small. 

(4) Not to be similar to other’s dictionary is more important than to have large simi-
larity with own dictionary. 

(5) The recommended characters for the writer recognition are “そ”, “よ”, “く ”, “わ”, 
“や”, “な”, “ね”, “め”, “を” and  not recommended characters are “け”, “り ”, “い”, 
“こ”, “し”. 

In the present experiment, number of subject was only 10, and then the results 
might not be quite accurate. In the future, it will be necessary to increase the number 
of writers, and to examine the influence of the character type on the writer recognition 
further.  
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Abstract. In the situation that the academic standards of Japanese university 
students have been falling down, how to force them to learn becomes very im-
portant. We have examined how to work the self-monitor strategy to improve 
their learning behavior.  As a result, the condition of the self-monitor strategy 
was obtained: it must be small class, for the learner with a good grade, the self-
monitor abbreviation is established, streaming is effective, and even in the large 
class the effect achieves by adopting the Web study. Furthermore, to improve 
the effect of Web study, the followings were found to be important: to specify 
the deadline of home study of quizzes, to present the evaluation of learning re-
sults by absolute grading, and to present the methods and techniques of instruc-
tion message at study. 

1   Introduction 

Recently, falling academic standards of the university student in Japan become prob-
lems. One of the causes is thought to be "Education with composure". However, the 
problem is not solved only by pointing out the cause. Therefore, many approaches on 
class improvement have been done by the university teacher, e.g. inventiveness of 
course content, development of learning material, usage of computer, and usage of 
Web teaching material, etc. 

Under these circumstances, we develop the Web learning material including the 
use of the computer, and the Web education support system [1]. 

General Web study assumes the individual learner's ubiquitous study.  However, 
neither a lot of Web learning materials nor the Web study support systems are main-
taining the function to do the study support corresponding to a learning ability of 
individual student. For instance, study history information is gathered at study.  How-
ever, because of the diversity of individual learner's understanding level, an effective 
study inference algorithm that makes the use of those information in real time has not 
been developed yet.  

In the recent universities in Japan, there are many students who do not have the 
clear object after graduation. To fill credits for graduation, they are attending the class 
without a positive greediness for learning. Then, the dynamic Web learning material 
was developed in the previous study by judging the learner's understanding level 
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dynamically [1]. However, the understanding level is greatly depending on the learner 
and the learning environment.  An effective learning algorithm that carefully supports 
the learner has not been developed yet. Of course, those learning materials are not 
designed to support the learner who doesn't have the greediness for learning. 

In the actual class, the learning outcome is measured by using the test result etc., 
but effective study support cannot be done based on it. It is necessary to consider 
learner's greediness for learning and learning behavior in each occasion. Then, we 
think roughly dividing the learning strategy into two strategies.  First of all, it is nec-
essary to judge what and how the learner voluntarily learns, and it is called a meta-
recognition strategy.  And, it needs the strategy to solve the study problem under the 
meta-recognition strategy, which is called a recognition strategy.  We think that the 
learning outcome is obtained only after those two strategies action together 
effectively. 

Our research purpose was to develop the meta-recognition strategy and the recog-
nition strategy and also to develop the learning algorithm with the self-monitor strat-
egy. And, an effective learning algorithm for the learner to achieve the study target 
will be developed based on these strategies. 

In this paper, a study support system and Web learning material, which were nec-
essary to develop the learning algorithm, were developed. And the results of the learn-
ing experiment by using them were analyzed to show the effectiveness of the learning 
algorithm. 

2   Self-monitor  

The self-monitor is a concept advocated by Snayder [2], he showed that the self-
performed action and the idea became appropriate by self-controls based on the clue 
of the situation and the others' behavior. Ueki [3] described that the self-monitor was 
the present self-diagnosis of the understanding situation in the ongoing problem, and 
the intentional and voluntary use of this function was the self-monitor strategy. Kelley 
et al. [4] recorded the brain activity of the other-relation problem and the self-relation 
problem (activation of the self-knowledge) by fMRI. The case of the self-relation 
problem showed the strong activation in the frontal lobe. Moreover, Lane et al. [5] 
showed that similar occurred on the frontal lobe when the self-monitor was used. 
Then, it is considered that the self-monitor strategy is effective as the inferred learn-
ing strategy. 

Nakagawa et al. [6] showed that didactics of the self-monitor evaluation improved 
inside motivation more than didactics of the attainment level self-evaluation in Japa-
nese problem. Especially, they were shown to be effective in the study for subordinate 
position group. Here, the self-monitor evaluation training method is the one of the 
problem solving strategy, which monitors the execution process of the strategy, and 
does the self-management training of the evaluation and the error correction, etc., 
where the meaning of the skill were included in didactics.  In addition, it is a method 
to self-evaluate the attainment level and execution process after trained to explain 
own method to others. Moreover, the self-evaluation of attainment level is a method 
to evaluate the target attainment level by comparing the objective targets to an exter-
nal target which is set to be a criterion. 
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Ogura and Matsuda [7] reported that the self-evaluation condition raised motiva-
tion, while the external evaluation condition decreased motivation. 

In addition, Shikauchi and Namiki [8], and Shikauchi [9] reported that they exam-
ined the effect of the evaluation structure on motivation of study, and the relative 
evaluation decreased the independent study behavior. The comparative assessment 
was an evaluation method which sets the standard from the group data, such as the 
deviation and five grade evaluation, etc. 

These reports showed that the self-monitor strategy by absolute grading was an ef-
fective method for learner's motivation.  However, whether the self-monitor strategy 
was used or not fully depended on the learner.  In a word, if student attends the class 
only for the purpose of the acquisition of credits, the self-monitor strategy doesn't 
work effectively.  It is shown that the self-monitor strategy as the meta-recognition 
strategy is difficult to establish. 

Hayami [10] pointed out that the inner motivation of study gradually occurs from 
the external stimuli.  In a word, it was suggested that the self-monitor strategy could 
be established by the repeated training. 

In this research, we execute the learning experiment to train the self-monitor strat-
egy, analyze the effect of didactics of the self-monitor strategy, and develop didactics 
that the self-monitor strategy works effectively. Furthermore, we aim to develop the 
learning algorithm for the self-study support. 

3   Proposed Self-monitor Strategy 

In the learning experiment by using the self-monitor strategy, it was general to train of 
executing the self-monitor strategy after the explanation. However, the same student 
attended two or more classes at the same time in the university. Therefore, even if the 
training of the self-monitor strategy was executed only in a specific class, it was a 
doubt whether it achieves the same effect of training.  Then, we did not execute prior 
training of the self-monitor strategy, and executed methods and techniques of instruc-
tion that became the training of the self-monitor strategy by repeating in the learning 
experiment.  In the experimental process, the self-monitor strategy were tried to be 
established naturally. 

In this experiment, for the analysis of influence of the repetition of the self-monitor 
strategy was obtained, a brief explanation of the self-monitor strategy was given to the 
learner beforehand.  In the study experiment, home study was obligated to reconfirm  
the understood content and to re-study the content not understood in the class by using 
the self-monitor strategy.  To do so, the execution of quizzes that used 30 minutes of the 
latter half of the class, the self evaluation, and recording the study result in the confirma-
tion vote (for submitting) and the confirmation sheet (for self management) were force 
to do.  Moreover, study was directed to be advanced while obligating the description, 
submitting to the confirmation vote, and the record of the content studied by staying at 
home in the confirmation seat, and self-managing the content of study. 

To train the self-monitor strategy by obligating self-manage, it was investigated 
whether to be able to make the learner established of the self-monitor strategy, and to 
obtain the study effect by the learning experiment.  In addition, the learning algorithm 
to be effective for the self-monitor strategy was tried to be developed. 
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4   Learning Experiment by Self-monitor Strategy (1) 

The learning experiments of the lecture course (about 100 students) and the maneuver 
class (about 20 students) were executed.  The learning experiment in the lecture 
course was executed by the subject of the “information processing” class (half year) 
in the department that the author belonged and the maneuver subject was executed in 
an English class (full year) of another university.  Moreover, the former was executed 
in two classes (the experiment group and the control group).  The latter executed the 
learning experiment separately in three classes streamed by the result of the pretest. 

Because the technique of the learning experiment was different like that, the same 
evaluation could be done.  In each experiment, it was analyzed whether the self-
monitor strategy was established. 

Figure 1 is a result of the learning experiment in the lecture course (final exam).  
The horizontal axis shows the score and the vertical axis shows ratio (%).  The aver-
age point of the experiment group was 50.4 and that of the control group was 49.7, 
and a significant difference was not admitted (from t-test: t=0.34, p>0.1).  There was 
a possibility that the self-monitor strategy doesn't work effectively.  It was thought 
that the learner was not intentionally using the self-monitor strategy. 

The difference between the confirmation 
vote (every time, submit it immediately 
after execution of quizzes) that recorded the 
result of quizzes and the confirmation sheet 
(submit at the final class) was calculated.  
Then, the learner who recorded accurately 
(error 0) existed only 26.3%, and the error 
less than or equal 2 was about 52.6%.  The 
learner who had five error or more existed 
as much as 9.6%.  The learner of the more 
than half had the possibility of not adopting 
the self-monitor strategy. 

Figure 2 shows the comparison of the re-
sults of the final exam (exclude the calculation problem) between the learner within 2 
errors and the learner more than 3 errors in writing insertions.  A horizontal axis 

shows the score and the vertical axis shows 
ratio (%).  From the figure, the ratio in 40 
points or less of the learner more than 3 
errors in writing insertions (average:  45.8) 
is more than the learner within 2 errors 
(average:  53.3), and the score is also low.  
A significant difference is admitted as for 
the average point (from t-test: t=2.75, p≦
0.01). 

From these results, the learner with few 
errors in writing insertions was serious and 
seems to be adopting the self-monitor strat-
egy. However, the greater parts of students 
did not adopt the self-monitor strategy in 

Fig. 1. Score of the end test of first term

Fig. 2. Comparison of Score of final 
exam between within 2 error group 
and more than 3 error group 
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this experiment.  The result of the self-monitor strategy was not able to be measured 
enough. 

Then, the same study experiment was comparatively tried about the maneuver 
classes of the few people (about 20-40 students in each class).  However, because the 
learning experiment was executed in an actual class, it was not possible to divide into 
the experimental group and the control group as in the lecture class experiment.  
Moreover, the streaming shown in Table 1 was adopted in an English maneuver class, 
and the learning experiment was executed here under those class organizations.  The 
contents of the study and of the test were made division into three classes (A, B, and 
C) from the result of the pretest as shown in Table 1 according to the ability as shown 

in the table.  A 
basic problem set 
the content studied 
in the class, and the 
applied problem set 
the content not 
studied in the class.  

Figure 3 shows 
the average score 

of each test in three classes.  The horizontal axis shows the type of test and the verti-
cal axis shows the score. The average score of class A (69.7) is the highest at the 
pretest. The average scores of three classes rise in the test result at the end of the first 
term. The average scores are 77.1, 69.1, and 55.3 respectively. The average score of 
class C is the lowest, and the growth rate of class B is highest.  However, because the 
difficulty levels of the examination of class A is the highest, it can be said that the 
growth rate of class A is also high.  Each average score is 72.2, 67.5, 50.4, and the 

average score of class A is raised most in the 
tests at the end of latter term even though half 
the number of quizzes is the applied problem. 

The average agreement ratio between de-
clared error number and actual error number 
at each class was calculated. Class A's ratio 
was higher than those of classes B and C.  
From the result, the learner in class A was 
regarded to have adopted the self-monitor 
strategy as O’Malley and Chamet [11] 
pointed out.  Moreover, because of the com-
paratively few students in the maneuver class 
and possible of professor's individual coun-

seling to the learner, it was thought that there was little error in writing insertion com-
pared with the learning experiment in the lecture class. 

However, it was a rashness to think that the self-monitor strategy was established 
from this learning experiment. Then, the learning experiment tried again in the lecture 
course where the self-monitor strategy was not adopted. 

Class Level 
Number of quizzes 
Basic Application 

A
second STEP class or 

more 
10 10 

B second semi-STEP class 15 5 
C third STEP class 20 0 

Table 1. Streaming class

Fig. 3. Change of average score
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5   Learning Experiment by Self-monitor Strategy (2) 

Here, to judge whether the self-monitor strategy was established by add the streaming 
and the individual counseling, the learning experiment was executed again in the large 
lecture class.  However, it was difficult to add the streaming and the individual coun-
seling like as a maneuver class.  It was difficult to execute the streaming in an actual 
class.  Therefore, the result of quizzes decided to be presented to the learner in every 
time through Web as shown in Figure 4 as the class composition shown in Table 2. 

Figure 4 is an ability judg-
ment displayed on the Web page 
immediately after quizzes are 
executed, and, as a result, the 
learner knows the present level.  
These evaluations used the abso-

lute grading for keeping motivation high.  In addition, to inform of learner's current 
state, the message for methods and techniques of instruction also affixed it.  And, the 
deadline of handing in the grading result of quizzes was clarified.  The problem of 

answered wrong was directed the 
learner to study again by next week. 

The quizzes on Web were the 
empty column replenishment prob-
lem same as the previous experiment 
and the choices showed on a right 
page on the screen.  Moreover, the 
correct answer was displayed in blue, 
and the wrong answer was displayed 
in red, and an empty column was 
displayed in purple.  In addition, the 
confirmation vote was presented at 
the position of the choices (right 

page) for the sake of the self-monitor. After the 
grading was confirmed, the number of correct 
answers, the number of wrong answers, the 
number of understanding, and the number of 
not understanding were forced to input at the 
input column to evaluate the study result by 
one’s self. 

Figure 5 shows the score distribution of the 
final exam by the Web learning experiment.  A 
horizontal axis shows the score and the vertical 
axis shows the ratio. Over all, scores are high, 
and the average score is 81.48.  The average 

score of the final exam of the previous experiment with same problems was 50.4 
points, therefore 81.48 is considerably high score. 

It is possible to think that this learning experiment is effective for the improvement 
of the study result because there is no big difference in learner's ability between these 
classes. 

Class A B C D 
Score 80-100 61-79 51-60 0-50 

Table 2. Score distribution according to ability

Your evaluation is level “D” 

Fig. 4. Classification screen 

Fig. 5. Score of final exam 
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6   Conclusion 

From the result of the leaning experiment, it is understood that learner's greediness for 
learning is very important to obtain an effective learning outcome.  The condition that 
the self-monitor strategy worked effectively was analyzed from the experimental 
results and the followings were obtained; 

(1) For good understanding, it must be small class. 
 (2) For the learner with a good study grade, the self-monitor strategy might be es-

tablished. 
 (3) Streaming is effective for good understanding. 
 (4) Even the large class, the Web study gives good effect for self-monitor study. 

It has been understood that the Web study is effective though it is not possible to 
conclude from a little learning experiment.  Then, the effect of the Web learning ex-
periment that had been executed for the large class was analyzed.  As a result, the 
followings are found to be important, 

(1) Specify the deadline of home study of quizzes by using Web,  
 (2) Present the evaluation of learning results by absolute grading, and 
 (3) Present the methods and techniques of instruction message at study. 

As for effective "Learning algorithm" that achieved effective methods and tech-
niques of instruction, it was confirmed that the meta-recognition strategy like the 
learner's self-monitor had to synchronize with an individual learning strategy from 
these results.  Moreover, it can be thought that it is greatly influenced also from the 
learning environment from the experiment on Web. 

It will be necessary to develop "Learning algorithm" that operates after repeating 
the study experiment with Web teaching material, and established of the self-monitor 
strategy in the future. 
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Abstract. This work presents a decision-support system (DSS) based on fuzzy 
logic to select the best site for the installation of a Municipal Solid Waste 
(MSW) landfill. Selection of a new site requires the evaluation of many criteria 
involving environmental, social and economic data. Such a large range of 
information comprises not only quantitative, but also qualitative criteria. In 
order to deal with this peculiarity, the developed system used fuzzy rules due to 
its ability to deal with linguistic variables and most of human reasoning. 
Conventional approaches tend to be less effective in dealing with the imprecise 
or vague nature of the linguistic assessment. A case study using real data of a 
recent MSW location in Brazil is presented where the developed system 
showed good results. 

Keywords: Fuzzy decision-support system, waste management, solid waste 
landfill. 

1   Introduction 

Final disposal of solid waste in most developing countries has been just a matter of 
transporting the collected waste to the nearest available open space and discharging it 
without any special care, leading to the so-called dumpsites. In Brazil, a great 
governmental effort is on course in order to minimize inadequate MSW disposal. 
Nevertheless, the selection of new landfills sites is not a straightforward task. Many 
aspects, like environmental features, social impact assessment, and cost 
considerations must be accounted for in order to point to an adequate management of 
MSW. Some of those aspects deal with linguistic terms that involve vagueness and 
imprecision which are not simply to put into numbers and to be modeled. 

Knowledge-based systems applied to geotechnical engineering started to be 
discussed in the nineties [1]. Decision support analyses are presented in many 
environmental issues [2,3] including decision models with the purpose of assisting 
designers in managing waste disposal and treatment [4,5]. 

In this work, a computational tool was developed based on a fuzzy decision 
approach that is able to integrate qualitative and quantitative information and to 
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incorporate the vagueness and imprecision due to this type of decision-making 
process. Some of the above mentioned references do not deal with qualitative 
information, for example socio-economic issues, that may be critical to the landfill 
site selection. The developed computational system involves a DSS based on a fuzzy 
model, which is applied to a real case study in the State of Rio de Janeiro, in the 
Southeast region of Brazil.  

2   Landfill Overview and Brazilian Scenario 

Brazil is composed of five geographic regions, which are quite different with regard 
to their size, economic development and demographic density. The urban 
concentration of the population is around 80% and the amount of collected urban 
waste in Brazil is approximately 230,000 t/day.  

There is not, in nature, a place that is considered ideal for landfill implantation. 
Nevertheless, the more careful the evaluation of the available areas for implantation 
is, the smaller the risk of turning it into an environmental problem and the lower the 
implantation and operation costs will be. The most adequate area will be the one that 
best fits all the pertinent criteria, either technical, environmental, social, economic, or 
even legal. The more important environmental points to be aware of are related to the 
geological, geotechnical and hydro geological conditions, protection of water bodies, 
and meteorological conditions. The Brazilian technical norm for design criteria, 
implantation and operation of a MSW landfill establishes many recommendations, the 
most important ones deal with limit values for: permeability of the foundation soil, 
depth of ground water level, distance to the nearest surface water body, and ground 
slope. A number of other conditions that are not so easily put into numbers must be 
evaluated, as for example, the conditions of assessment routes, proper use of the soil, 
occupation of access routes, acceptance of local communities, cost of the land, 
availability of cover material, political issues and so on. Additionally, some 
operational data, such as distance to residential areas, distance to the collect centre, 
and good conditions of accesses for heavy trucks must be taken into account.  

The computational tool developed in this work deals with a Multi-Criteria Decision 
Making system, which will be discussed in detail in next section. This system 
involves some conditions mentioned above and many other decision criteria that must 
be considered when selecting a landfill site. In this paper, those criteria are divided 
into three groups, as shown below.  

The first group deals with environmental criteria as described below. The 
Brazilian Norm requires the minimum values for some of those criteria. 

Distance to surface water bodies: The landfill sites cannot be settled in a distance 
less than 200m from any water body. 

Soil Permeability: must be less than 5 x 10-5 cm/s to avoid contamination by 
landfill leachate. 

Depth to the ground water level: The distance between the landfill bottom 
surface and the highest level of the ground water must be at least 1.5 m.  

Distance from airports: greater than 3 km from any airport. 
Extension of drainage basin: The extension of the catchment’s area must be as 

small as possible in order to avoid large water volumes in the landfill site. 
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Land use: The site must be out of environmentally protected areas and should be 
in industrial or agricultural areas. 

Four social criteria compose the second group, as listed below. The last three 
criteria are considered as qualitative criteria. 

Distance from residential areas: minimum distance of 1000m from residential 
areas. 

Distance from low-income communities: Waste deposit sites can attract low-
income and unemployed people in a attempt to take their living out from landfill. This 
fact can cause a serious social problem for municipalities that need to implement 
sustainable mechanisms for employment of these people.  

Occupation of access routes: It is desirable for truck traffic to occur within areas 
with low demographic density. 

Problems with local communities: The acceptance level of the surrounding 
communities must at least be satisfactory. 

The third and last group is composed of economic criteria that are mostly 
composed of qualitative criteria (except for the lifetime and ground slope): 

Availability of cover material: It is recommended that a suitable amount of cover 
material is available near the landfill site. 

Lifetime: The minimum lifetime should be at least 10 years. 
Land cost: A good negotiation for land use is always desirable 
Investment in infrastructure: Complete infrastructure is desirable so that it will 

minimize installation costs. 
Access to heavy trucks: Good pavement roads without hard ramps and curves are 

the best conditions for heavy trucks traffic. 
Distance from the collect center: It is expected that distances should be as small 

as possible from the collect center to reduce costs.  
Ground slope must be between 1% and 30%. The local morphology is supposed to 

facilitate the leachate collection system for the treatment before effluent discharge 
into the water bodies.  

Those three groups were implemented separately in the system. In this way, the 
decision maker can access not only the global grade but also the grades for each 
particular group. The global grade is the weighted average of the three groups, so 
different weights can be furnished for each group according to the decision maker 
judgment. 

The criteria described above represents quantitative and qualitative information 
and some of the measures may be corrupted by uncertainty, such that the decision 
problem is difficult to be modeled using classical multi-criteria decision methods. In 
this work, a fuzzy decision approach is used in order to integrate qualitative and 
quantitative information, to incorporate the uncertainty and to sweep off the 
discontinuity from decision process as much as possible, as described in next section. 

3   The Fuzzy Decision Approach 

In the fuzzy system’s approach for Multi-Criteria Decision Making (MCDM), each 
decision is considered as a fuzzy set defined in the domain fixed by the criteria. This 
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section describes the representation of a fuzzy rule-based MCDM approach, which is 
based on the fuzzy pattern matching approach. 

Consider the criteria as input variables and the possible decisions represented by 
the set { }mDD …1=D . The solution to the decision problem is to assign a decision 

D∈kD  corresponding to an observation set of the criteria. In a general application, 

the input variables’ values may be numeric (discrete or continuous) or nominal. Fuzzy 
sets allow a unified representation for nominal and numeric variables as fuzzy sets.  

Each input variable ix  can be described using ordered linguistic terms in a 

descriptor set { }
iinii AA ,,1 …=A . When the variable is nominal, the descriptor set is 

the set of possible values for the variable (or a combination of them). When the 
variable is numeric, the meaning of each term iijA A∈  is given by a fuzzy set defined 

on the variable domain. The process of computing such fuzzy sets is known as the 
fuzzification of the variable. Fuzzification is an important issue since it provides the 
linguistic-to-numeric interface that allows dealing with variable values as linguistic 
terms. 

In order to simplify computations, fuzzy sets are computed by strong fuzzy 
partitions of the input variables domain, such that: 

1))((),(
..1

=∀ ∑
= i

ij

nj
iAi txtx μ . 

(1)

An easy way to parameterize such fuzzy partitions is to use triangular membership 
functions that are completely determined by the centers of triangles, which may be 
considered as prototype values for the corresponding fuzzy sets. For each input 
variable (criterion), the result of the fuzzification is the fuzzification vector that 
generalizes the information contained in the input variable. The fuzzification vector is 
computed in the same way if the variable is numeric or nominal as: 

( )))(())(()(
1

txtxt iAiAi
iini

μμ …=u . (2)

where ))(( txiAij
μ  is the fuzzy membership function of the variable to the fuzzy set 

ijA . If the variable is nominal then the fuzzification vector is a binary vector, with a 

unitary membership corresponding to the observed nominal value and zero 
membership to all other values. 

A fuzzy rule relates input linguistic terms iijA A∈  to the decisions D∈kD  in 

rules written as: 

kiji DisdecisionthethenAistif )(z . (3)

where q
i Xt ∈)(z , pq < , represents a subset of input variables that are considered in 

the multidimensional rule and ijA  is a fuzzy set in the multi-variable fuzzy partition 

defined over qX .  
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For applications with a large number of variables, reasonable results can be 
achieved using partial output aggregation of mono-variables sub models [8]. 

In this work, the confidence factor is i
jkϕ . A set of rules (or a rule base) for each 

input variable defines a sub-model that can be represented by the matrix iΦ  where 

the lines inj ...1=  are related to the terms in the input variable descriptor set iA  and 

the columns mk ...1=  are related to decisions in the set D . The values { }1,0∈i
jkϕ  

represent the rules linking the term iijA A∈  to the decision D∈kD , such that a value 

1=i
jkϕ  means that the observation of the term ijA  is related with the decision kD  

and corresponding rule is present in the model. 
The rule base is the kernel of the fuzzy decision model. The fuzzy inference model 

is consistent if the confidence factor represented by values [ ]1,0∈i
jkϕ  are used in the 

rule base, as is often the case in classification problems. Nevertheless, factionary rule 
weights are difficult to assign by human experts and only binary rule weights were 
used in this work. The fuzzy inference computes partial outputs for each sub-model 
from the input variables values. There is one fuzzification vector for each sub-model, 
but a sub-model can be related to more than one input variable. The choice of which 
variables must be considered in a multi-variable sub model is application dependant. 

The output of the fuzzy system is the decision membership vector (or the fuzzy 

model output vector) ( )))((,)),(()(
1

ttt
mDD xxy μμ …= , where each component 

))(( t
kD xμ  is computed from an )(tx  in two steps. The first one computes a partial 

output )(tiy  for each sub model, and then the final output )(ty  is computed by 

aggregation of the partial outputs. The partial output is the vector 

( )))((,)),(()(
1

txtxt iDiDi m
μμ …=y , of which the components represent the 

membership value of the possible decisions considering only the information in the 
sub model i .  

Adopting strong normalized fuzzy partitions and using the sum-product operator 
for the fuzzy inference, the partial output is computed from the membership vector 

)(tiu  and the rule base weights’ matrix iΦ  by the max-min fuzzy composition 

operation as: 

( )( )),()),((minmax))((
...1

kijiiA
nj

ikD DAtxtx
ij

i

Φ=
=

μμ . (4)

The final output is computed by the aggregation of all partial conclusions )(tiy  by 

an aggregation operator [ ] [ ]1,01,0: →pH  as: 

( )))((,)),(())(( 1 txtxt pDDD kkk
μμμ …Hx = . (5)

The best aggregation operator must be chosen according to the semantics of the 
decision. A conjunctive operator, such as the “minimum” or the “product”, gives good 
results for expressing that all criteria must agree. A weighted operator like OWA [9] 
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may be used to express some compromise between partial conclusions. The final 
decision is computed by a decision rule. The most usual decision rule is the “maximum 
rule”, where the decision is chosen according to the greatest membership value.  

The current approach is flexible enough so that some partial conclusions can be 
computed from the combination of two or three variables in multi-variable rules. An 
aggregation operator computes a final conclusion from partial conclusions obtained 
from all sub-models. 

In some applications, such as the one described in this work, it is desirable to get a 
final score associated to de decision such that intermediate decisions could be 
analyzed. In those cases a defuzzification step is used to compute the final score, by 

associating a score vector [ ]mww ,,1 …=w , where the score kw  is associated to the 

decision D∈kD . The final score is computed as: 

∑
=

=
mk

kD wttscore
k

..1

)).(()( xμ . (6)

where the decision membership value ))(( t
kD xμ  is computed by equation (5). 

4   The Fuzzy MCDM Approach for Location Selection  

The objective of the computational tool developed in this work is to help the decision 
maker on choosing a landfill site following the three groups of criteria mentioned 
above: environmental, social and economical. The output of the computational system 
can furnish partial quality grades for each category, so the characteristics of the sites 
are monitored following those groups. 

The uncertainties in the data are modeled as quantitative and qualitative criteria. 
The quantitative criteria represent values mainly defined in Brazilian Norms while the 
qualitative criteria are linguistic values and encode the knowledge of experts. Those 
criteria involve human subjective judgments that constitute a type of imprecise data 
that are not easily represented with traditional computing. Thus, fuzzy logic is a more 
natural approach to deal with those types of problems. 

The outputs of the decision-support system mean the qualification degree of the 
sites for the installation of a new MSW landfill. The decision set { }mDD …1=D  

represent the linguistic terms {“Bad”, “Acceptable”, “Adequate”}. 
The Fuzzy Inference receives the fuzzy, linguistic criteria that are used to activate 

the rules from the rule base. They are in terms of linguistic variables and have fuzzy 
sets associated with them. The inference engine thus maps the input fuzzy sets into 
output fuzzy sets, handling the knowledge in a procedure similar to human reasoning 
and decision-making. The rule base consists of 60 rules that describe, separately by 
groups, the involvement of the criteria on the qualification degree that means the final 
decision. Weights are attributed to each criterion according to the norms. 
Subsequently, the system furnishes the qualification degree separately by each group 
and a global rate is provided as a weighted average of the three group rates previously 
calculated that point toward the best site. The inputs can be weighted to each group 
based on user’s priorities. 
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5   Case Study 

In the following case study, the weights of the three groups were equally distributed 
and the final score is the average of the scores obtained by each group. Decision 
makers may find it necessary to furnish different values for these weights, if there is a 
main concern about a particular group of criteria. This example is a landfill site 
already operating which had four candidate sites, that were analyzed in this case 
study. Table 1 shows the input data of the four sites.  

Table 1. Input data 

Criteria Site 1 Site 2 Site 3 Site 4 
Distance to surface water bodies (m) 300 1000 2000 2000 
Soil Permeability (cm/s) 10-6 10-4 10-6 10-6

Depth to the ground water level (m) 1,0 1,0 3,0 3,0 
Distance from airports (km) 12 15 0 8 
Extension of drainage basin  Medium Large Large Small 
Land use  Not PA Not PA Not PA Not PA 
Distance from residential areas 2000m 2000m 100m 2500m 
Distance from low-income communities Medium Medium Small Large 
Occupation of access routes Medium Small Large Medium 
Problems with local communities Medium Medium Medium Medium 

Availability of cover material Distance Near Far Far Near 
Quantity Small Small Small Large 

Life time 2 years 15 years 15 years 25 years 
Land cost Low Low Low Low 
Investment in infrastructure Small Medium Small Medium 
Access to heavy trucks Medium Difficult Easy Easy 
Distance from the collect center Small Small Small Small 
Ground slope 8% 3% 3% 20%  

The results shown in Table 2 indicate Site 4 as the best place to construct the 
new landfill. This result is in agreement with the final decision already taken by the 
design consultants so that the new landfill is already in operation in this site, which 
validates the fuzzy decision making system. Site 3 presents the worst performance 
in the social group. Definitely, it is very close to residential areas and to low-
income communities. Site 1 presents the poorest performance in the environmental 
group, mainly due to its proximity to surface water bodies. In this case, the final 
decision for the best site is very much straightforward as far as Site 4 shows not 
only the best final grade but also the best partial grades for all three groups. 
Consequently, the decision maker has a clear view without any extra effort toward a 
more detailed analysis of the partial grades. In some situations, it does not turn out 
this way, which obliges decision makers to continue on a more detailed analysis of 
output results. 
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Table 2. Results 

Partial Grades Group 
Site 1 Site 2 Site 3 Site 4 

Environmental 1,731 2,253 5,000 6,154 
Social 5,000 6,000 1,167 6,722 

Economics 4,365 5,802 7,654 8,889 
Final grade 3,699 4,685 4,607 7,255 

6   Final Remarks 

The computational system developed in this work is a friendly tool, designed to help 
the decision maker in choosing a landfill site among potential available areas based on 
some criteria. It employed a Fuzzy Inference (FI) engine that mapped the input fuzzy 
sets into output fuzzy sets, handling the knowledge in a procedure similar to human 
reasoning and decision-making. The rule base described the involvement of the input 
criteria on the qualification degree of the sites, meaning the output of the decision-
support system. The case studied was a landfill site already operating and it was able 
to validate the system showing that it worked very well and the results agreed with the 
final decision taken previously by the design consultants. Finally, the developed 
system has shown to be an efficient tool that not merely helps decision-makers in 
choosing a landfill site but can also give an overall picture of the available sites. 
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Abstract. The fuzzy-based call admission control (CAC) scheme is presented 
in this paper to offer adaptive services for multimedia stream in next generation 
wireless networks. Since the contemporary wireless networks will provide a va-
riety of services and each service has multiple levels of quality requirements, 
but the resource is always scarce. Thus, the adaptive resource allocation for 
bandwidth is an important issue. In this paper, the proposed CAC scheme con-
siders the adaptive resource requirements to enhance the efficiency of channel 
utilization in wireless networks. When a new call is arriving, the CAC scheme 
will evaluate if the available bandwidth can satisfy the requirement of incoming 
call. Whenever the available bandwidth is not sufficient to meet the require-
ment, the CAC scheme is based on fuzzy logic to choose an existing call, of 
which the allocated bandwidth will be degraded in order to release some band-
width for the incoming call. From the results of simulation, the proposed 
scheme is superior to the existing scheme. 

Keywords: Fuzzy, CAC, QoS, Wireless Networks. 

1   Introduction 

Recently, as the increased demand of bandwidth capacity and QoS for multimedia, 
the main resource constraint in the wireless network is the bandwidth available for 
transmission, due to the inherent bandwidth scarceness. Moreover, the traffic load 
changes drastically with time and position and thus the demand of channels is de-
pendent of time and position of cells. Therefore, it is important to develop an effective 
method for efficiently assigning bandwidth to each call [1]. 

There are two main parameters, the blocking rate and the dropping rate, that are 
used to evaluate the quality of service in wireless networks [2]. The blocking rate 
denotes the rejection rate of new calls, while the dropping rate denotes the cancella-
tion rate of handoff calls. The new call is the new initiated call, while the handoff call 
is the existing and working call that is going to transfer from one cell to the other cell 
due to the movement of mobile station. Obviously, to interrupt a working call, the 
handoff call, will bring more inconvenience than to disallow a new initiated call, the 
new call. Thus, most channel assignment methods treat the handoff call with higher 
priority than the new call. In addition to protect handoff call, an effective method has 



 Fuzzy-Based Call Admission Control Scheme for Mobile Networks 959 

to offer the required QoS for mobile stations as well as refine the utilization of band-
width. In order to provide the adaptive QoS provision, each connection that requires 
QoS guarantee is given an adaptable profile according to its traffic characteristics 
when the connection is initialized, including the adaptable range of QoS requirements 
such as maximum and minimum QoS requirements. In the stage of connection estab-
lishment, the BS (base station) employs the call admission control to determine 
whether to accept or reject a new connection according to available bandwidth and the 
adaptable profile. During the run-time period, the BS has to monitor both changes of 
each connection and the whole network system, and dynamically regulate the band-
width allocation of wireless spectrum according to QoS constraints of each call [3, 4].  

In next generation wireless networks, CDMA has emerged as one of the most 
promising multiple accesses and widely adopted fourth-generation air interface. In 
this paper, a new adaptive CAC method for CDMA system are presented to satisfy 
differentiated QoS requirements as well as to maximize high system utilization. The 
proposed method firstly determines if there is available bandwidth for an incoming 
call. If there is not sufficient bandwidth for the incoming call, it employs the fuzzy 
logic to decide which on-going call is able to reduce the quantity of occupied band-
width. In this way, more calls can be accepted to work in wireless networks, while the 
existing calls only reduce some tolerable bandwidth. From the simulation results, the 
proposed method is able to carry more connections and improve system utilization.  

There are five sections in this paper. In the section 2, the CAC methods of previous 
works are introduced. Some comparisons of their advantages and disadvantages are 
also illustrated. The section 3 presents the proposed method. The section 4 describes 
the system model and the results of the simulation. Finally, a conclusion is given in 
the section 5. 

2   Previous Works 

CAC methods have a great impact on the efficiency and performance of system 
throughput. The design of an efficient resource management for CAC method is a 
difficult task that typically involves many conflicting considerations which have to be 
analyzed to find a smooth and balanced solution. A lot of CAC methods have been 
proposed to satisfy various QoS requirements.  

A multimedia QoS provision exploits the concepts of Static Priority (SP) and 
Minimum Set (mSet). Each component within a multimedia is assigned a significance 
at call set-up stage that indicates a level of SP. For example, a videophone application 
contains two media, including voice and video, in which reasonably voice component 
has higher SP than video components. Minimum Set indicates the minimum bound of 
QoS requirements. For example, if a teleconference session contains voice, audio, and 
video, users may decide not to progress the call when audio or video cannot be trans-
mitted. 

In [3], it mainly proposes an algorithm to allocate the resources at CAC period. 
Each connection is assigned an acceptable range of transmission rate and also pre-
prioritized according to its traffic characteristics.  

An adaptive scheme of penalty-based adaptable reservation and admission (PARA) 
was presented in [4]. Each connection may contain more than one set of QoS  
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requirement, in which one for normal mode and others for degrade modes. With the 
penalty information, the BS based on the traffic conditions provides acceptable ser-
vice quality to all the connections by minimizing the aggregate penalty. The BS ac-
cepts a new connection only if the penalty of blocking the new connection is larger 
than the sum of penalty caused by the degradation of other existing connections. 

3   Adaptive QoS Scheme 

Basically, mobile stations talking to each other are going through a base station. A 
mobile device can send a QoS request to the base station while a new call is issued. In 
the QoS request, there could have a lot of valuable parameters, including the required 
bandwidth and the priority level. When the CAC mechanism receives this request 
from a mobile device, these parameters will be evaluated in order to determine 
whether the incoming call is accepted or not. Whenever the available bandwidth is 
currently not available to satisfy the requirement of incoming call, the degradation 
scheme is employed to dynamically adjust the bandwidth allocated to the existing 
calls. The occupied bandwidth of an existing call can be reduced such that some of 
bandwidth can be released for reallocating to the new incoming call. 

The priority of a call is denoted as Pi, in which the higher the value of i, the higher 
the priority. In the QoS definition of 3GPP, there are four classes of priority, includ-
ing P1, P2, P3, and P4, representing the background, the interactive, the streaming, 
and the conversation service class, respectively. Among these four classes, the con-
version service class has the highest priority, while the background service class has 
the lowest priority.  

In addition, the bandwidth required by a call may be different, which is indicated 
by Bi. Similarly, the higher value of i represents the higher bandwidth requirement. In 
this paper, it is assumed that every call at least should have two kinds of bandwidth 
requirement, in which Bmin indicates the minimum bandwidth requirement, and Bmax 
indicates the maximum bandwidth requirement. 

4   Fuzzy Logic Degradation CAC Algorithm 

The proposed scheme perform the bandwidth degradation decision is based on the 
fuzzy logic and three important factors, including the resource, the bandwidth and the 
priority. In this section, the fuzzy logic degradation scheme is described, in which 
there are three main steps, including the fuzzification, the rule evaluation, and the 
defuzzification. 

4.1   Fuzzification 

The first step of the proposed degradation scheme is fuzzification, in which the mem-
bership function should be defined. Firstly, two input variables and four membership 
functions are defined. Two input variables are BW(Bandwidth) and PC(Priority 
Class). Four membership functions are MBW(Maximum BW), NBW(Minimum BW), 
HPC(High PC), and LPC(Low PC). The membership values can be obtained by ap-
plying the values of input variables to different membership functions. Assume the 
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membership values under consideration are generalized from triangular membership 
functions, in which the membership value is located at the range from 0 to 1. The 
triangular membership function μA(x) is defined by 
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where 0≤ha≤1. 

4.2   Rule Evaluation 

The fuzzy rules are defined according to the membership value, in which there are a 
lot of IF-THEN rules for deciding which path should be chosen. Three membership 
values can be used to produce eight combinatorial rules. The fuzzy number (FN) of 
each rule is defined as the minimum value of the two membership values, as shown in 
equation (2). 

FNi=min{MBW/NBW, HPC/LPC}. (2) 

FN is the minimum value of each combination of membership values, while i is 
the value from 1 to 4. If MBW=0.2, and HPC=0.5, the fuzzy number will be 0.2. 
Each rule may have four kinds of different results, including Yes(Y), Probably Yes 
(PY), Probably No (PN), and No (N). Thus, the bandwidth degradation decision 
(BDD) can be defined as the largest fuzzy number of individual results, as shown in 
the equation (3), in which the value of p is one of the four possibilities, including Y, 
PY and PN or N. 

BDD(p)=Max{FN1, FN2,…….,FNt}. (3) 

4.3   Fuzzy Logic Routing Decision 

In the phase of defuzzification, the process of transforming the result of fuzzy infer-
ence into an exact number is called fuzzy decision (FD). A weight value is set for 
each possible result, including Y, PY, PN and N. The final fuzzy decision can be 
obtained by the equation (4), in which the value of FD is between 0 and 1. The call 
with the minimum value of FD will be the most feasible choice. 

 m
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Mm: BDDm value, 

Wm: the weight value for the result m, 

m: Y, PY, PN or N. 

4.4   Fuzzy Logic Degradation Model 

Before the proposed model is introduced, some parameters are defined. Bavail is the 
total available bandwidth. Bmax is the required maximum of bandwidth of a call in the 
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cell and Bmin is the acceptable minimum bandwidth of a call. Dfd is fuzzy decision that 
decides whether the allocated bandwidth will be degraded or not. Trel is threshold 
value and Dfd is less than Trel that the call can be degraded. When a new call or a 
handoff call arrives, the CAC is triggered by the request of mobile terminal. If the 
available bandwidth is abundant and greater than the maximum requirement of an 
arriving call, the maximum bandwidth would be allocated to this arriving call. How-
ever, when the cell is fully loaded, one or some of the existing calls may be degraded 
to minimum. The fuzzy decision algorithm will choose the candidate calls that are 
able to release some bandwidth for the arriving call. The CAC and fuzzy algorithms 
are shown in the following 

CAC()  /* Call Admission Control */ 
{ 
while ( incoming(calli) ) 
{ 
  if ( Bavail > Bmax(calli) ) 
   Allocate(calli, Bmax); 
  else if ( Bavail > Bmin(calli) ) 
   Allocate(calli, Bmin); 
  else 
   { 
    Bavail =Fuzzy(Bmin); 
    if ( Bavail > Bmin(calli) ) 
     Allocate(calli, Bmin); 
    else 
     Block( calli ); 
   } 
 } 
} 
 
fuzzy(Bmin) 
{ 
 while (Bavail < Bmin)  
 { 

  k = min{

 

k ∑
∑ ×

=
k

kk

M

WM
FD }; 

  if (k = 0) 
return(0); 
{ 
Bavail = Bavail +(B(k) - Bmin(k));  
B(k) = B(k)- Bmin(k); 
  } 
 } 
 Return(Bavail) 
} 

5   Simulations 

The wireless network with 64 cells is studied to investigate the performance, as 
shown in Figure 1. Each base station is assumed to have 32 channels. The arrival rates  
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Fig. 1. The simulated wireless network with 64 cells 

of new calls ( λn ) are assumed to be 0.1~0.8 (call/sec). The arrival rates of handoff 
calls (λh ) are in the range of 0.08~0.25 (call/sec). The service rates of new calls (μn ) 
and handoff calls (μh ) are 1/60 (call/sec) and 1/60 (call/sec). The mean serve time of 
a call is 60 seconds. It is assumed that the tolerable dropping rate (ptd)is 103. 

The fuzzy method is compared with the fixed allocation methods, including  
the Bmax and Bmin allocation methods. The Bmax method is based on the maximum 
bandwidth to assign the required bandwidth, while the Bmin method is based on the 
minimum bandwidth to assign the required bandwidth. Figure 2 show the bandwidth 
utilization for different arrival rates of handoff calls when the arrival rate of new call 
is from 0.1 to 0.8. From the results, the Bmin method has the worst bandwidth utiliza-
tion, while the Bmax method and the fuzzy method have the better performance for the 
utilization. However, when the arrival rate is higher than 0.6, the utilization of the 
Bmax method cannot have any further improvement, while the fuzzy method is still 
able to accept new calls and so the utilization can be increased continuously. 

Figure 3 illustrates the dropping rate versus arrival rate. Evidently, the fuzzy 
method and Bmin method are capable of controlling the dropping rate under the toler-
able dropping rate (10-3), while Bmax method cannot satisfy the requirement of the 
tolerable dropping rate when the arrival rates of handoff calls become larger. This is 
due to the fact that the fuzzy method can adaptively degrade the bandwidth of some 
existing calls, and thus result in the lower dropping rate. 

Figure 4 presents the blocking rate versus the arrival rate of handoff calls. The 
blocking rate increases with the arrival rate. This is due to that most bandwidth will 
be occupied by the handoff calls. As a result, new calls cannot acquire the required 
 

 
Fig. 2. Utilization versus Arrival Rate 
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Fig. 3. Dropping Rate versus Arrival Rate 

 

Fig. 4. Blocking Rate versus Arrival Rate 

bandwidth. From the results, the blocking rate of the fuzzy method and the Bmin 
method are better than that of the Bmax method. This is because the Bmax method allo-
cates too much bandwidth for existing calls, and therefore less bandwidth can be 
allocated to new calls. On the other hand, the fuzzy method adaptively allocates the 
bandwidth. When the arrival rate is high and the available bandwidth is small, the 
fuzzy method will release some bandwidth that originally are allocated to existing 
calls, and then reallocate the released bandwidth to new calls. Thus, the blocking rate 
can be effectively reduced. 

6   Conclusions 

In this paper, a new CAC method is proposed for mobile networks. This method 
based on the fuzzy logic takes into account both the bandwidth requirement and the 
priority level. The fuzzy method adaptively allocates the bandwidth. When the arrival 
rate is high and the available bandwidth is small, the fuzzy method will release some 
bandwidth that originally are allocated to existing calls, and reallocate the released 
bandwidth to new calls. In addition, the proposed method provides QoS guarantee by 
keeping the handoff dropping rate below the desired level. The simulation results 
show that the proposed scheme can effectively overcome the problems that the traffic 
load changes very fast and is distributed non-uniform in the wireless network. More-
over, the proposed method is capable of confining the dropping rate below the prede-
fined limitation, and enhancing the blocking rate significantly in comparison with 
other methods. 
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Abstract. This paper presents a novel algorithm for routing analysis in wireless 
sensor networks utilizing a fuzzy logic system at each node to determine its ca-
pability to transfer data based on its relative energy levels, distance and traffic 
load to maximize the lifetime of the sensor networks. The fuzzy logic system 
helps for the selection of node to forward packets to the destination. The simu-
lation results show that network lifetime can be improved by employing the 
proposed routing algorithm. 

Keywords: wireless sensor networks (WSN), fuzzy logic systems (FLS). 

1   Introduction 

Wireless sensor network (WSN) is composed of cheap and tiny unreliable sensors 
with limited resources, where the sensors possess sensing, computing and communi-
cating capabilities. Due to recent advances in the integrated circuit and micro-electro-
mechanical systems and wireless communications, WSN is expecting a rapidly  
increasing uptake in various applications. However, sensor nodes are often battery-
operated, once deployed they work until the energy is depleted. Given the high  
density of typical WSNs and their deployment in remote or hostile areas, manual 
replacement of nodes is unfeasible. Therefore, networks are normally deployed for 
data collection where human intervention after deployment, to recharge or replace 
node batteries may not be feasible, resulting in limited network lifetime. The network 
lifetime is dictated by the duration of individual nodes, making the energy saving a 
crucial requirement. Moreover, the data collection according to the network structure 
and remaining values of the node energy is different from the traditional computer 
networks. The design constituent of the routing protocol depends mainly on the appli-
cation because of the application’s traffic demand and pattern may vary enormously. 
Power consumption, mobility, scalability and QoS [2-8] are the other most significant 
issues in designing routing protocols in WSN. To extend the sensor network lifetime, 
we utilize the Fuzzy Logic System (FLS) that optimizes the routing path in a distrib-
uted fashion.  

Our algorithm explores fuzzy logic as a solution. Fuzzy Logic Systems (FLS) are 
in general non-linear input–output mappings [1]. FLS operates with fuzzy sets, which 
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extends the ordinary notion of crisp sets. A fuzzy set F is characterized by a member-
ship function, which gives the degree of similarity of x to F. In engineering, the most 
widely used are the rule-based FLS. These systems are composed of four basic com-
ponents as shown in Figure 1. First, the fuzzifier maps crisp inputs into fuzzy sets by 
using the membership functions. Second, the fuzzified values activate the rules, which 
provided by the experts or extracted from numerical data. The rules are expressed as a 
collection of IF-THEN statements, having fuzzy propositions as antecedents and con-
sequences. Third, the fuzzy inference engine combines the rules to obtain an aggre-
gated fuzzy output. Finally, the defuzzifier maps the fuzzy output back to a crisp 
number that can be used for making decisions or control actions.  

In this paper, we propose a novel routing analysis algorithm to automatically select 
the data dissemination protocol that better meets application-specific requirements 
while minimizing the network resource consumption. The remaining paper is organ-
ized as follows. Section 2, describes some related works. Section 3 states the fuzzy 
logic algorithm. In Section 4, we present our simulation results and finally in Section 
5, the conclusions are stated. 

 

Fig. 1. The structure of a fuzzy logic system 

2   Related Work 

Routing in sensor networks involves finding the optimal transmission path for the 
energy constrained sensor nodes to the destination in order to prolong the network 
lifetime. From the aforementioned literatures [2-3], we find some criterion to lengthen 
the lifetime of the sensor networks as follows: 

• Small multiple hops: As the energy consumed for the transmission is propor-
tional to the square of the distance from sender to receiver, multiple short hops 
is preferable instead of a single large hop. 

• Shortest path: Shortest path from the sender to receiver is the straight line con-
necting the nodes. Forwarding packets along this line is more efficient than a de-
tour. 

• Traffic load: In case, concentration of events in some particular areas is more 
than that of other areas, using shortest path will cause implosion along the path. 
Therefore, the traffic load in the nodes will effect the lifetime of the networks. 
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• Energy: Nodes having greater remaining energy participates more than the 
nodes having small amount of power can extent the network lifetime. 

Energy consumption is the key issue in wireless sensor network. Fuzzy diffusion is 
introduced in [4] to obtain an energy optimization on the directed diffusion scheme by 
proposing an energy optimization that can be incorporated into existing diffusion 
schemes: Fuzzy Diffusion shifts the energy cost of data forwarding to non-critical 
nodes (nodes having high residual energy or less data), while still achieving an en-
ergy-balance in the network. Critical nodes (low energy nodes with heavy traffic) 
have reduced data forwarding burden and expend most of their power in sensing and 
communicating their sensor data, thus seeking to achieve net longevity. Fuzzy diffu-
sion will be ideal for surveillance applications, where sensor nodes are densely de-
ployed for sustained observation of physical events. The two linguistic input variables 
used by the fuzzy controller are: 

Relative Energy Level (REL) of a node, defined as the residual energy status of a 
node with respect to its neighborhood. This factor represents a node’s energy critical-
ity and is given by: 

,
minmax

min

EE

EE
REL node

−
−=  (1) 

where Emax and Emin are maximum and minimum energy levels in the neighborhood 

and nodeE  is the node’s residual energy level. The REL definition is an approximate 

rank function that indicates the energy ranking of a node among its neighbors. Higher 
the REL, lesser is the energy-criticality of a node. Nodes exchange energy information 
by piggybacking their current energy levels along with interest and data messages and 
each node maintains a cache for storing neighbor residual energy levels. 

Traffic Intensity (TI) of a node, defined as the amount of traffic pending in a 
node’s queue. This includes the application traffic and also the traffic that a node has 
already committed to forwarding. This factor represents the traffic burden on a node 
and is given by the ratio between the traffic in the node’s queue and the maximum 
queue size of the node. .Lower the TI, lesser the load in a node. Both REL and TI lie 
in the range 0 to 1 and jointly define the criticality of a node. 

Combining the above reference papers, we will introduce a Fuzzy Logic System by 
using the distance, energy and traffic load to deal with the routing analysis in wireless 
sensor networks. 

3   Fuzzy Logic Algorithm 

The Fuzzy Logic Algorithm is illuminated by the powerful capability of fuzzy logic 
system to handle uncertainty and ambiguity. Fuzzy logic system is well known as 
model free. Their membership functions are not based on statistical distributions. In 
this paper, we apply fuzzy logic system to optimize the routing process by some crite-
rion. The main goal is designing the algorithm to use Fuzzy Logic Systems to 
lengthen the lifetime of the sensor networks. 



 Routing Analysis Using Fuzzy Logic Systems in Wireless Sensor Networks 969 

3.1   Input Variables 

There are four following fuzzy input variables used by the Fuzzy Logic 

• Energy Level (P) 
The energy remaining level is defined as follows: 

minmax

min

EE

EE
P node

−
−

= , (2) 

where the Emax and Emin are the maximum and minimum energy level in the neighbor-
hood, respectively, and Enode is node’s remaining energy level. Higher the P value, 
lesser the energy-criticality of a node. Nodes exchange energy information by piggy 
backing their current energy levels along with interest and data messages, and each 
node maintains a cache for storing neighbor residual energy levels. 

• The distance from Node (d) 
The transmitting power of a node is proportional to the square of the distance between 
the candidate nodes to the source node. Therefore, the distance from source node 
location (nsource) to the location of the destination node (ndestination) is defined as  
follows: 

candidatesource nnd −=  (3) 

• Distance from the shortest path (dmin) 
Not only the distances of nodes will be calculated but also needs to find the shortest 
path. The shortest path is defined in the following: 

candidatesource nnd −=minmin  (4) 

• Traffic Load (TL) 
The traffic load of a node, defined as the amount of traffic pending in a node’s queue. 
This includes the application traffic and also the traffic that a node has already com-
mitted to forwarding. The factor represents the traffic load on a node and is given by: 

nodetheofsizequeueMaximum

queuesnodeinTraffic
TL

'=  (5) 

Lower the TL value, lesser the load in the queue. 

3.2   Membership Functions 

The first step of designing fuzzy algorithm requires characterizing the membership 
function (MF), which gives the input output relations. Membership functions are 
different for the different metrics. The input parameters are the routing metrics  
(x-axis) with respect to the corresponding cost (y-axis) of the MF and the outputs are 
projected to form the trapezoids. From the fuzzy input variables as mentioned above, 
we define the member functions as follows: 
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• Energy Level (P) 
The energy remaining level is defined in equation (2). For the Energy remaining level 
the MF is set in F(1)=1-P. The lower energy remaining level shows the highest resis-
tance to forwarding a packet. The F(1) indicates the first membership function. 

• Distance from the node (d):  
As mentioned above that the power is proportional to the square of the distance, in 
case of the first order radio model [8] (see Figure 2), the distances are the inputs of 
the MF. Outputs, the projected trapezoids are the weight for the corresponding node. 
The height of the trapezoid for the node is defined as square of the d, 
F(2)=normalized d2. The F(2) indicates the second membership function. 

 

Fig. 2. First Order Radio Mode 

• Distance from the shortest path (dmin) 
The MF, in this case, is the same as the previous one because it is also a distance. 
Inputs are the dmin and the outputs are the corresponding trapezoids. The height of the 
trapezoid for the node is defined as square of the dmin, F(3)= normalized dmin

2. The 
F(3) indicates the third membership function. 

• Traffic Load (TL) 
The Traffic load is defined in equation (5). We use a linear function as a traffic load 
of a node in MF. The heavier of the traffic load then the more it becomes reluctant to 
forward the packet. The height of the trapezoid for the node is defined as TL, 
F(4)=TL. The F(4) indicates the fourth membership function. 

Decision: From above all the four types of outputs are added and the weighted aver-
age is taken. The area of the trapezoids, are calculated by the following expressions. 

∑
=

−−=
4

1

2

2

))(1(1(

i
i

iF
wA , (6) 

where A denotes weighted averages the area of the trapezoid and F is the membership 
function and the wi is the weighting parameter. The higher value A indicates that it is 
the node that source will forward to due to its minimum cost. 
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Consequently we take four routing parameters to make decisions in the member-
ship function. These parameters can be easily measured through localization or GPS 
(e.g. distance), power level access etc and are required to be periodically updated 
through single hop broadcasts. 

4   Performance Evaluation 

To evaluate the performance of the protocol, we simulate the protocol in MATLAB. 
In our simulation we deploy 100 sensor nodes in a 100mx100m field as shown in 
Figure 3. We use the radio model introduced in the area of routing protocol evaluation 
in WSN [2, 3, 8]. In this model, the transmission and receive costs are characterized 
through the data rate and distances. In our work, we assume a simple first order radio 
model where the radio dissipates Eelec= 50 nJ/bit to run the transmitter or receiver 
circuitry and εamp = 100 pJ/bit/m2 for the transmit amplifier (see Figure 2). We make 
the assumption that the radio channel is symmetric such that the energy required to 
transmit a message from node A to node B is the same as the energy required to 
transmit a message from node B to node A for a given SNR. 

We simulate the system where the traffic is generated randomly with equal distri-
bution. To observe the performance of the proposed scheme, we consider the number 
of transmissions versus the number of dead nodes by using the fuzzy logic algorithm 
and the conventional routing algorithm in the wireless sensor network system.  

From the Figure 4, we find out that the proposed scheme (on solid line) performs 
much better than the conventional system only energy considered (dashed line). The  
 

 
Fig. 3. Sensor deployment 
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Fig. 4. Simulation results by using the FLS versus the conventional system 

reason is that the fuzzy logic system causes the fair distribution of the traffic load and 
the energy among the nodes. 

5   Conclusions 

This paper describes a fuzzy logic system for routing analysis to prolong the sensor 
node lifetime in wireless sensor networks. A routing decision is made by each node 
based on the output of fuzzy logic system. These include the distance, traffic load and 
energy of nodes. Simulation results show that the networks lifetime could be extended 
by the proposed scheme. 
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Abstract. The concept of incomplete fuzzy preference relation is discussed in 
this paper. We focus on additive consistent incomplete fuzzy preference rela-
tions, in which the correspondence between priority vector and incomplete fuzzy 
preference relation is investigated. We find that an additive consistent incomplete 
fuzzy preference relation does not imply there is a priority vector that satisfies 
additive transitivity. 

Keywords: consistent incomplete fuzzy preference relation, incomplete fuzzy 
preference relation, priority vector. 

1   Introduction 

Introducing of the fuzzy theory into decision model is one of advancements that fa-
cilitate the decision process for decision makers. Different models have been proposed 
for decision-making problems under fuzzy environment [15-18]. Decision-making 
process usually consists of multiple individuals interacting to reach a decision. Dif-
ferent experts may express their evaluations by means of different preference repre-
sentation formats and as a result different approaches to integrating different preference 
representation formats have been proposed [1,2,8,10,29,30]. In these research papers, 
many reasons are provided for fuzzy preference relations to be chosen as the base 
element of that integration. 

One important issue of fuzzy preference relation is that of “consistency” [3,4,11]. 
Many properties have been suggested to model transitivity of fuzzy preference relations 
and some of these suggested properties are as follows: 

(1) Triangle condition [11,19] 
(2) Weak transitivity [11,23] 
(3) Max-min transitivity [11,28] 
(4) Max-max transitivity [7,11,28] 
(5) Restricted max-min transitivity [11,23] 
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(6) Restricted max-max transitivity [11,23] 
(7) Additive transitivity [11,19,23] 
(8) Multiplicative transitivity [11,22,23,25,27] 

Amongst these properties two of them attract more attentions in recent research 
[11,25,26], which are additive transitivity and multiplicative transitivity. 

One of research focuses of fuzzy preference relations is to prioritize alternatives 
based on the fuzzy preference relation. Many methods have been proposed to draw 
priorities from a multiplicative preference relation, such as the eigenvector method 
[22], the least square method [12], gradient eigenvector method [5], logarithmic least 
square method [6] and generalized chi square method [24], etc. When using fuzzy 
preference relations, some priority methods have been given using what have been 
called choice functions or degrees [1,9,13,14,20,21].  

Another important research issue of fuzzy preference relations is how to draw con-
sistent preferences when the fuzzy preference relations are incomplete. Xu [26] has 
proposed two goal programming models, based on additive consistent incomplete 
fuzzy preference relation and multiplicative consistent incomplete fuzzy preference 
relation, for obtaining the priority vector of incomplete fuzzy preference relations. In 
Xu’s method based on additive consistency, he postulated a correspondence between 
priority vector and additive consistent incomplete fuzzy preference relation. We are 
going to show that the correspondence is incorrect. 

2   Preliminaries 

For simplicity, we let },,2,1{ nN K= . 

Definition 2.1. Let nnijrR ×= )(  be a preference relation, then R  is called a fuzzy 

preference relation [2,13,23], if 

Njirrrr iijiijij ∈==+∈ , allfor             5.0            ,1            ],1,0[ . 

Definition 2.2. Let nnijrR ×= )(  be a fuzzy preference relation, then R  is called an 

additive consistent fuzzy preference relation, if the following additive transitivity 
(given by Tanino [23]) is satisfied: 

Nkjirrr jkikij ∈+−= ,, allfor              ,5.0  

Xu extended the concepts in previous section to the situations where the preference 
information given by the DM (decision maker) is incomplete. 

Definition 2.3. [26] Let nnijrR ×= )(  be a preference relation, then R  is called an 
incomplete fuzzy preference relation, if some of its elements cannot be given by the 
DM, which we denote by the unknown number x , and the others can be provided by 
the DM, which satisfy 
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5.0            ,1            ],1,0[ ==+∈ iijiijij rrrr . 

Definition 2.4. [26] Let nnijrR ×= )(  be an incomplete fuzzy preference relation, then 

R  is called an additive consistent incomplete fuzzy preference relation, if all the 
known elements of R  satisfy the additive transitivity  

5.0+−= jkikij rrr . 

For the convenience of computation, Xu constructed an indication matrix 

nnij ×=Δ )(δ  of the incomplete fuzzy preference relation nnijrR ×= )( , where 

⎪⎩

⎪
⎨
⎧

≠

=
=

.      ,1

      ,0

xr

xr

ij

ij

ijδ  

Xu [26] developed a goal programming model based on additive consistent incom-
plete fuzzy preference relation for obtaining the priority vector of incomplete fuzzy 
preference relation. 

Let T
nwwww ),,,( 21 K=  be the priority vector of the incomplete fuzzy pref-

erence relation nnijrR ×= )( , where 0≥iw , Ni∈ , 1
1

=∑
=

n

i
iw . 

Xu postulated that 

(1) If nnijrR ×= )(  is an additive consistent incomplete fuzzy preference relation, 

then such a preference relation is given by 

Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ .                (1) 

Based on (1), Xu constructed the following multi-objective programming model to 
obtain the priority vector: 

∑
=

=∈≥

∈+−−=
n

i
ii

jiijijij

wNiwts

Njiwwr

1

1   ,    ,0   ..               

,       |,)1(5.0|  min  (MOP1) δε
            (2) 

3   Priority Vector of Incomplete Fuzzy Preference Relation 

Xu [26] asserted that an additive consistent incomplete fuzzy preference relation 

nnijrR ×= )(  satisfies (1). However, (1) does not hold for any additive consistent 

fuzzy preference relation. To show this, consider the following examples. 

Example 4.1. For a decision-making problem, there are three alternatives under con-
sideration. The decision maker provides his/her preferences over these three alterna-
tives in the following fuzzy preference relation: 
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

5.07.09.0

3.05.07.0

1.03.05.0

1R . 

1R  is an additive consistent fuzzy preference relation. That is, all the known ele-

ments of 1R  satisfy the additive transitivity  

5.0+−= jkikij rrr . 

But for 1R , it is impossible to find Twwww ),,( 321=  such that  

Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ , where 0≥iw  and 1
3

1

=∑
=i

iw . 

If we relax the constraint that 1
3

1

=∑
=i

iw , we find that solution that satisfies  

Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ  

would be 8.0 ,4.0 , 321 +=+== cwcwcw , where c  is a nonnegative number. 

Since 

032.1321 ≥+=++ cwww , it is impossible to find 0≥iw  such that 

1
1

=∑
=

n

i
iw . 

Example 4.2. Consider the following incomplete fuzzy preference relation of four 
alternatives: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

5.0625.0875.0

375.05.075.0

5.0625.0

125.025.0375.05.0

2

x

x

xx
R . 

It is very easy to verify that all the known elements of 2R  satisfy the additive tran-

sitivity  

5.0+−= jkikij rrr . 

Following the Definition 2.4 2R  is called an additive consistent incomplete  

fuzzy preference relation. We find that the priority vector Twwwww ),,,( 4321= that 

satisfies 

Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ  
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would be 75.0,5.0 ,25.0 , 4321 +=+=+== cwcwcwcw , where c  is a 

nonnegative number. Since 045.14321 ≥+=+++ cwwww , it is impossible to 

find 0≥iw  such that  

1
1

=∑
=

n

i
iw  and Njiwwr jiijijij ∈+−= ,        )],1(5.0[δδ . 

4   Conclusion 

We have proved the correspondence in equation (1) is invalid for additive consistent 
incomplete fuzzy preference relations which provides insight of the nature of additive 
consistency, i.e., the difficulty in prioritization assuming the weights are additive. To 
prioritize (incomplete) fuzzy preference relations, new correspondence between pref-
erence relation and priority vector has to be proposed. 
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Abstract. In this paper, we propose models to determine the weights
of attributes by combining subjective information given by fuzzy pref-
erence relation and objective information given by the decision matrix.
The fuzzy preference relations considered include the fuzzy preference
relation with multiplicative transitivity and the fuzzy preference rela-
tion with additive transitivity. The proposed approaches are simpler
than the previous methods that combine both subjective and objective
information.

1 Introduction

Fuzzy preference relations have received a great deal of attention from researchers
[1,3,4,5,7,8,9,10,11,12]. Fan et al. [2] investigated the multiple attribute decision
making problem with fuzzy preference information on alternatives and proposed
a decision aid approach to combine subjective fuzzy preference information with
objective information for an overall assessment of the relative importance weights
of the underlining attributes and select the best alternative. Approach proposed
by Fan et al. has a greater intuitive appeal than the methods that consider only
one type of information.

Consider a multiple criteria decision making problem with n alternatives,
A1, . . . , An, and m decision attributes (criteria), C1, . . . , Cm. Each alternative is
assessed with respect to each attribute. The assessment scores assigned to the
attributes are the components of a decision matrix denoted by X = (xij)n×m.
Any incommensurability of the attributes is reconciled by normalizing the de-
cision matrix X = (xij)n×m. A common method of normalization is given as

bij =
xij − xmin

j

xmax
j − xmin

j

, i = 1, . . . , n, j ∈ Ω1 (1)

bij =
xmax

j − xij

xmax
j − xmin

j

, i = 1, . . . , n, j ∈ Ω2 (2)

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 980–985, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Fuzzy Multi-criteria Decision Making Based on Fuzzy Preference Relation 981

where bij is the normalized attribute value, xmin
j = min1≤i≤n{xij}, xmax

j =
max1≤i≤n{xij}, and the set Ω1 and Ω2 are respectively the sets of benefit and
cost attributes.

Let B = (bij)n×m be the normalized decision matrix and W = (w1, . . . , wm)T

the normalized vector of attribute weights such that
∑m

j wj = 1. The overall
weighted assessment value of alternative Ai, i = 1, . . . , n, is

di =
m∑

j=1

bijwj , i = 1, . . . , n, (3)

where bij represents objective information and wj , j = 1, . . . ,m, are subjective
weight variables. For brevity, (3) can be expressed in vector form as

D = BW (4)

where D = (d1, . . . , dn) is a vector of the overall weighted assessment values for
all the alternatives.

Suppose that fuzzy preference information on the alternatives provided by the
decision maker is known and given in matrix form as

P =

A1 A2 · · · An

A1

A2

...
An

⎛

⎜
⎜
⎜
⎝

p11 p12 · · · p1n

p21 p22 · · · p2n

...
... · · · · · ·

pn1 pn2 · · · pnn

⎞

⎟
⎟
⎟
⎠

(5)

where pij , i = 1, . . . , n and j = 1, . . . , n are membership grades characterized
by the following membership function

pij = μP (Ai, Aj) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if Ai is definitely preferred to Aj

c ∈ (0.5, 1) if Ai is somewhat preferred to Aj

0.5 if there is no preference (i.e. indifference)
f ∈ (0, 0.5) if Aj is somewhat preferred to Ai

0 if Aj is definitely preferred to Ai

(6)
The matrix P is called a fuzzy preference relation. Fan et al. assumed P is

multiplicative transitivity and employed the following quadratic programming
problem to assess the attribute weights:

Min H(W ) =
∑n

i=1

∑n
j=1,j �=i[pij

∑m
k=1(bik + bjk)wk −

∑m
k=1 bikwk]2

s.t.
∑m

k=1 wk = 1
wk ≥ 0 k = 1, . . . ,m.

(7)

However, Wang et al. [6] showed that the solution of (7) provided by Fan et al.
is not correct, which may have negative weights.
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2 Multiplicative Transitivity

In this section, we are going to propose a linear programming model to obtain
subjective weights W = (w1, . . . , wm)T of attributes with respect to multiplica-
tive transitivity.

Assume fuzzy preference relation

P =

A1 A2 · · · An

A1

A2

...
An

⎛

⎜
⎜
⎜
⎝

p11 p12 · · · p1n

p21 p22 · · · p2n

...
... · · · · · ·

pn1 pn2 · · · pnn

⎞

⎟
⎟
⎟
⎠

(8)

satisfies multiplicative transitivity. That is,
pij

pji

pjk

pkj
=

pik

pki
for i, j, k = 1, . . . , n. (9)

Use P to estimate W . Then

pij = di

di+dj

=
∑m

k=1 bikwk∑
m
k=1(bik+bjk)wk

⇒
pij

∑m
k=1(bik + bjk)wk ≈

∑m
k=1 bikwk

(10)

By least deviation method, to estimate W amounts to solve the following prob-
lem:

Min H1(W ) =
∑n

i=1

∑n
j=1,j �=i |pij

∑m
k=1(bik + bjk)wk −

∑m
k=1 bikwk|

s.t.
∑m

k=1 wk = 1
wk ≥ 0 k = 1, . . . ,m.

(11)

(11) can be transformed into the following linear programming:

Min G1(W ) =
∑n

i=1

∑n
j=1,j �=i(qij + rij)

s.t.
∑m

k=1 wk = 1
wk ≥ 0 k = 1, . . . ,m
pij

∑m
k=1(bik + bjk)wk −

∑m
k=1 bikwk = qij − rij , i, j = 1, . . . , n

qij , rij ≥ 0.

(12)

3 Additive Transitivity

Assume fuzzy preference relation

P =

A1 A2 · · · An

A1

A2

...
An

⎛

⎜
⎜
⎜
⎝

p11 p12 · · · p1n

p21 p22 · · · p2n

...
... · · · · · ·

pn1 pn2 · · · pnn

⎞

⎟
⎟
⎟
⎠

(13)
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satisfies additive transitivity. That is,

pik = pij + pjk for i, j, k = 1, . . . , n. (14)

Use P to estimate W . Then

pij = di−dj

2 + 0.5
=

∑m
k=1 bikwk−

∑m
k=1 bjkwk

2 + 0.5
(15)

By least deviation method, to estimate W amounts to solve the following
problem:

Min H2(W ) =
∑n

i=1

∑n
j=1,j �=i |2pij −

∑m
k=1 bikwk +

∑m
k=1 bjkwk − 1|

s.t.
∑m

k=1 wk = 1
wk ≥ 0 k = 1, . . . ,m.

(16)

(16) can be transformed into the following linear programming:

Min G2(W ) =
∑n

i=1

∑n
j=1,j �=i(qij + rij)

s.t.
∑m

k=1 wk = 1
wk ≥ 0 k = 1, . . . ,m
2pij −

∑m
k=1 bikwk +

∑m
k=1 bjkwk − 1 = qij − rij , i, j = 1, . . . , n

qij , rij ≥ 0.

(17)

4 Illustration Examples

4.1 Example of Multiplicative Transitivity

The example used in Fan et al. [2] is adopted here. The example assumes a
potential buyer intends to select a house from four alternatives (S1, S2, S3 and
S4). When making a decision, the attributes considered include:

(1) R1: house price
(2) R2: dwelling area
(3) R3: distance between every house and the work locality
(4) R4: natural environment

Among four attributes, R2 and R4 are of benefit type, R1 and R3 are of cost
type. The decision matrix with four attributes (R1, R2, R3 and R4) and four
alternatives (S1, S2, S3 and S4) is presented as follows:

A =

⎛

⎜
⎜
⎝

3.0 100 10 7
2.5 80 8 5
1.8 50 20 11
2.2 70 12 9

⎞

⎟
⎟
⎠ (18)

which can be normalized into matrix B as follows:

B =

⎛

⎜
⎜
⎝

0 1 5/6 1/3
5/12 3/5 1 0

1 0 0 1
2/3 2/5 2/3 2/3

⎞

⎟
⎟
⎠ (19)
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Suppose the potential buyer gives his/her fuzzy preference relation on four al-
ternatives satisfying multiplicative transitivity as follows:

P =

⎛

⎜
⎜
⎝

0.5 0.44 0.64 0.54
0.56 0.5 0.69 0.60
0.36 0.31 0.5 0.40
0.46 0.40 0.60 0.5

⎞

⎟
⎟
⎠ (20)

Using Eq. (12), we can obtain the weight vector on the attributes as follows:

W ∗ = (0.29760205, 0.132566132, 0.535431818, 0.0344)T.

The ranking values of the four alternatives can be obtained by using Eq. (4), i.e.

d1 = 0.59022598, d2 = 0.738972351, d3 = 0.33200205, d4 = 0.631315698.

Thus, the ranking result of alternatives is

S2 . S4 . S1 . S3.

4.2 Example of Additive Transitivity

The sample problem is consider except that the fuzzy preference used is assumed
to be of additive transitivity. The decision matrix with four attributes (R1, R2,
R3 and R4) and four alternatives (S1, S2, S3 and S4) is presented in (18). The
normalized matrix B is shown in (19).

Suppose the potential buyer gives his/her fuzzy preference relation on four
alternatives satisfying additive transitivity as follows:

P =

⎛

⎜
⎜
⎝

0.5 0.44 0.64 0.54
0.56 0.5 0.69 0.6
0.36 0.31 0.5 0.4
0.46 0.4 0.6 0.5

⎞

⎟
⎟
⎠ (21)

Using Eq. (17), we can obtain the weight vector on the attributes as follows:

W ∗ = (0.293374916, 0.216724825, 0.455500258, 0.0344)T .

The ranking values of the four alternatives can be obtained by using Eq. (4), i.e.

d1 = 0.607775041, d2 = 0.707774702, d3 = 0.327774916, d4 = 0.60887338.

Thus, the ranking result of alternatives is

S2 . S4 . S1 . S3.
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5 Conclusions

We have proposed linear programming models to determine the weights of at-
tributes by combining subjective information given by fuzzy preference relation
and objective information given by decision matrix. The fuzzy preference rela-
tions considered include the relations that satisfy multiplicative transitivity and
additive transitivity. One of the possible future research directions is to deal
with fuzzy preference relations that satisfy reciprocal property such as pairwise
comparison matrices of AHP.
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Abstract. Recently financial education has become more important be-
cause financial technology is highly developing and financial market is
growing in importance. In this research, we apply Business Game method
to financial education. Especially we focused on learning of asset allo-
cation. As a result of intensive experiments, we found that (1) players
learned not to take excessive risk through business game and (2) they
recognize the importance of risk control by our experiments. These find-
ings indicate that our approach is valid for financial education.

Keywords: business game, WWW browser, WWW server, investment
decision making.

1 Introduction

In recent years, the investment in financial assets is attracting the interest by
making the rapid spread of financial products with a risk, a rise of concern
about public and private pension asset management, etc. into a background. Risk
management especially plays an important role in the investment in financial
assets, and research is eagerly done to a market risk, a credit risk, etc. also in
the present.

Although much technique is proposed, a mean-variance model is mentioned as
technique for which the risk management technique is most widely used[1][2][3].
There are many models using an advanced formula in the model generally pro-
posed in the finance. It is pointed out that it is not necessarily easy to understand
the application method to a practical concrete investment move.

Therefore, in order to promote rational decision making in an actual invest-
ment, there is the need of performing training for performing suitable decision
making in the situation where the feature of an actual investment was adopted.

From these backgrounds, the need of learning the investment in financial assets
in the situation where the element of the investment environment in an actual
market was taken in, is high. In this research, it tries to apply the business
game technique to financial education. Business game is a game of the human
participatory type using a computer system. For example, in the field of business

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 986–993, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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administration, business game is used as the technique of learning a business
model effectively1.

It aims at showing the technique of learning the investment in effective finan-
cial assets using the framework of business game in this research. In this research,
first, the environment which took in the element of an actual investment was
built, next it experimented by using an actual human being as a player. In the
following chapter, the model used for analysis is explained and a result is shown
in Chap.3. Chap.4 is a conclusion.

2 Method

2.1 System of Business Game

As environment required for development of the system in this research, and exe-
cution of an experiment, the business game development tool of Graduate School
of System Management( henceforth, GSSM) was used[4]. The development tool
of GSSM is constituted by Business Model Description Language (BMDL) and
Business Model Development System (BMDS).2 By describing the source code
of BMDL which is a simple programming description language, an HTML file,
a CGI file, etc. the object for game managers (facilitator) and for game users
(player) can be created by BMDS.

2.2 Model of Business Game

Some processes exist in decision making of investment. In this experiment, the
business game which focused on asset allocation was built. Asset allocation is said
to decide about 90 percent3 of investment performance by the success or failure,
and is important decision making in asset management[5]. In this analysis, a
player opts for the asset allocation of 4 assets (a domestic bond, a domestic
stock, a foreign bond, a foreign stock) as a money manager of financial assets
every six months.

Some rating scales are proposed about the performance evaluation after invest-
ing. A Sharpe ratio exists in the index most widely used in financial business[6].
This index can be computed like ”Sharpe ratio” = ”average of monthly earning
rate” / ”standard deviation of a monthly earning rate.” In this experiment, each
player is given raising a Sharpe ratio as much as possible as a purpose of business
game. Moreover, in management of funds including an actual investment fund etc.,
aggravation of the performance of investment will generate cancellation of a fund,
1 Especially, the system of University of Tsukuba which can perform under the Web

environment is applied to various fields from the height of the effectiveness.
2 BMDS is changed and used in part so that the experiment of this research may be

possible.
3 The remaining ten percent is the sector allocation effect and the individual issue

selective effect. In the experiment of this research, each asset should use the index
and it is assumed that neither sector allocation nor individual issue selection is made.
I would like to make these detailed analysis into a future subject.
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etc. The situation of such an actual market shall be made into a background, and,
as for the player below the Sharpe ratio average of all the players, a working capital
shall be canceled in this experiment at the time of the end of a game.

In the start of the round in every six months, the player can obtain the
reference information. Next, a player makes decisions for every round based on
these information (input of an asset allocation ratio).4 The player can see the
output information in the end of each round.5 An experiment shall be ended in
the place which repeated such decision making, and performed and carried out
9 round continuation.

Moreover, to the player, the ranking between the players on the basis of a
Sharpe ratio is given as output information in the end of each round. This is a
device for building a competitive situation and urging the participation to an
earnest experiment of a player in order to check the existence of influence in
decision making of the player of precedence information.

Business game of the above contents was carried out 3 times. A player is the
Okayama University department-of-economics student (a second grader, a third
grader), and is a beginner mostly about finance theory. In the 1st time and the
2nd experiment, it carried out into four groups in every several persons, and the
3rd experiment was conducted in each individual (eight persons).

The time for carrying out explanation of introduction and an experiment
and decision making of a round 1 was taken about 30 minutes. The procedure
of repeating decision making of each round every about 10 minutes after that
performed. One experiment took about about 3 hours.

Moreover, in order to investigate a student’s learning effect, it experimented
in the experiment 1 which uses a student as a player to affiliation member 4
person (primary financial analyst test success level grade) and the setup in an
institutional investor’s investment section.

3 Result

3.1 The Feature of an Investment Move

Fig.1 shows transition (p1-p4 in a figure) of the rate of return for the past domes-
tic stock six months (A2 in a figure), and the domestic stock ratio of each player
in the start of each round in experiment 1. The player 2 can check that the in-
vestment ratio to domestic stocks is increasing and decreasing according to a rise
and descent of the latest six-month rate of return of domestic stocks from Fig.1.
Change of the domestic stock ratio of this player and the correlation coefficient of
the domestic per share earnings ratio were 0.83, and were a high value.

Table 1 is the result of calculating correlation with the rate of return of each
property, and the asset allocation ratio of each player. It can check that some
4 The sum total of a ratio is 100% and the ratio of each asset is made into 100% or

less of range 0% or more.
5 In order to bring close to actual asset management environment, rate of return and

a Sharpe ratio are calculated based on the actual asset price of a period with the
past. However, a player is not told when a period is.
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Fig. 1. Return of a domestic stock (A2: right axis) and domestic stock ratio in exper-
iment 1 (p1-p4) Transition

Table 1. Correlation with rate of return on assets and asset allocation ratios

exp. group dome. dome. foreign foreign
(player) bond stock bond stock

1 1 -0.38 0.19 0.28 -0.39
2 -0.10 0.83 0.38 -0.23
3 0.21 -0.37 -0.16 -0.18
4 0.55 -0.10 0.25 0.80

2 1 -0.03 -0.06 -0.08 -0.04
2 -0.11 -0.41 -0.52 0.44
3 -0.55 0.34 0.27 -0.68
4 -0.55 -0.18 0.59 0.18

3 a 0.35 0.40 -0.50 0.36
b -0.21 0.10 0.16 0.32
c -0.23 0.63 -0.02 -0.24
d 0.20 -0.24 0.26 0.15
e -0.09 0.80 0.72 0.61
f 0.03 0.62 -0.10 0.62
g 0.76 0.33 0.44 -0.29
h 0.12 0.55 0.65 -0.47

which show high correlation are between change of the investment ratio to each
property, and rate of return from Table 1.

These results suggest a possibility of having taken the investment move as
a positive feedback trader with same player[7]. Like an actual market, among
individual investors with restrictive information and analysis ability, there are
someone who take the investment move which was similar with the positive
feedback trader.

3.2 Reduction of Excessive Risk Acquisition Action

Fig.2 and Fig.3 show risk transition of each group for every round from experi-
ment 1 to experiment 3.6 ”1” and ”2” are the amounts of risks of experiment 1
and experiment 2 among a figure, respectively, and ”3(X)” (X is the character
6 Risks are the standard deviation calculated in the experiment 1 and the experiment

2 by the covariance by the monthly rate of return at the time of a round start (120
months), and the standard deviation calculated by the covariance by monthly rate
of return (60 months) in the experiment 3.
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Fig. 2. Risk transition of group 2
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Fig. 3. Risk transition of group 4

from ”a” to ”h”) is a risk of the player X in experiment 3. Since the experiment
3 was conducted not in a group but in the individual, risk transition for every
individual of a group and experiment 3 which belonged in the experiment 1 and
the experiment 2 is drawn all over the same figure.

If these figures are seen, it can check that the group which is carrying out
decision making which took the extremely big risk exists. For example, in Fig.2,
a group 2 can check having taken the extremely high risk at the round 6 and
the round 9 in experiment 1.

Moreover, in Fig.3, a group 4 can check having taken the high risk at the
round 3 in experiment 1. Thus, decision making which takes an extreme risk has
been checked in the experiment which used the student as the player. In finance
theory, it is hard to consider that decreasing a risk by diversified investment
is shown and the employment person who is the meaning and by whom it was
trained by the institutional investor etc. takes such an extreme risk. So, in this
experiment, in order to compare with a student’s result, the same experiment
was conducted for the affiliation member in an actual institutional investor’s
investment section.

Fig.4 shows risk transition of the experiment which used the institutional
investor affiliation member 4 person as the player by the same setup as the
experiment 1 in the case of a student. In this case, it can check not having carried
out decision making which took the extremely high risk as compared with the
result in the case of a student. As a reason which these differences produce, it is
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Fig. 4. Risk transition of institutional investor affiliation member

Table 2. Standard deviation of a risk:unit %

group exp.1 exp.2 exp.3 investor member

1 0.21 1.00 0.18(d) 0.29(g) – 0.08
2 1.14 0.37 0.32(b) 0.14(c) 0.14(f) 0.19
3 0.50 0.45 0.23(a) – – 0.13
4 0.53 0.29 0.23(e) 1.16(h) – 0.08

median 0.51 0.41 0.23 0.11

diff. of a median – 0.10* 0.28** 0.40**

*Significant with the 5% level,
**Significant with the 1% level. Median test(one-side)
The difference of a median expresses the diff. of exp. 1 and exp.2 with exp.2.
The diff. of exp.2 and exp.3 is expressed with exp.3.
The diff. of the median of exp.1 and an institutional investor affiliation member
is expressed with an institutional investor affiliation member.
An inner character at a parenthesis is a character which distinguishes
the player in exp.3.

mentioned as one factor that the student is not learning the importance of risk
management compared with an institutional investor affiliation member.

Although the experiment to a student was conducted 3 times, on the whole
it can check that it is in the tendency whose investment move which takes an
extreme risk decreases as it passes through an experiment. For example, although
the player had taken the extremely high risk at the round 6 or the round 9 in the
experiment 1 in Fig.2, such an extremely high risk is not taken in experiment 2.

Table 3.2 shows the standard deviation of the risk of experiment 1, experiment
2, experiment 3, and an institutional investor affiliation member. The standard
deviation of a risk here is what calculated the standard deviation of the risk of
all the rounds for every player, and expresses the variation in a risk. If this value
is high, it can be considered that the extreme risk is taken.

When the standard deviation of the risk of the player 2 in Table 3.2 and a
player 3 is seen, it turns out that the investment move which takes a extreme
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risk is decreasing as an experiment is repeated. Although the player 1 had taken
the extremely high risk at a round 1 in the experiment 2, it will not take an
in general extreme risk in experiment 3. A player 4 will not take a extremeer
risk, if a player 8 removes having taken the extremely high risk in experiment
3. If the median of the standard deviation of a risk is seen for every experiment
in order to grasp the whole tendency, since there are few samples, it can check
falling with 0.51%, 0.41%, and 0.23% as an experiment is repeated. Even if it
sees the result of a median test, a significant difference is observed in the median
of experiment 1 and experiment 2 with the level 5%. Moreover, a significant
difference is looked at by the median of experiment 2 and experiment 3 with the
level 1%.

In the actual market, the institutional investor’s fund manager is performing
competition with other fund managers through the performance of the fund
which oneself takes charge of. This experiment is also conducted on a setup which
can check the precedence information of other players reflecting the situation of
such an actual market.

3.3 Moral Hazard in End of Experiment

If it analyzes in detail about Fig.2 and Fig.3 in the foregoing paragraph, in the
end of an experiment, it can check that the risk is going up extremely. It is tended
in the whole player to set especially a phenomenon such to a player with low
ranking. Such a phenomenon is the action which the bad investor of performance
is considered to have produced in order to apply an all-or-nothing great victory
negative in the end of an experiment, and can say also with a moral hazard in
the meaning[8].

The model in this experiment can be regarded as a principal agent model in a
game theory, if a working capital truster is made principal and it makes the fund
manager (player) an agent. Although the result of the player which is an agent
is observed as investment performance in an experiment, a risk level of a player
choosing is a setup which is not manageable from a principal employment truster.
Therefore, it can be said that what actually starts the moral hazard which is
going to raise a result in the end of an experiment into the low rank player which
was conscious of competition even if it takes a surplus risk appeared.

Such a moral hazard is a phenomenon seen also in an actual market. The
hedge fund etc. in which employment performance got worse apply a leverage,
an excessive risk is taken, and there is an example of making invested assets
damage on the contrary. That such a moral hazard was actually able to be seen
shows that this experiment can be reproducing actual operational environment,
and it is an interesting result.

4 Conclusion

This research showed that decision making of investment to financial assets could
be learned with the business game technique.
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First, in the player, it was shown that an investment move like a positive
feedback trader may be taken. It is an interesting result that investor action
which is seen in an actual market is reproduced also in this experiment.

Next, decision making of investment showed that a player learned that it is
important to make it not take an extreme risk. The technique of this research
proposes the new approach to the field considered to be difficult so far ”study
of the financial investment in a competitive position.” It is meaningful from a
viewpoint of financial education.

The last, we showed a phenomenon, the moral hazard taking the risk by the
low player of ranking is extremely high in final stage of an experiment. The fact
the phenomenon has been observed shows that it can say we reproduce actual
operational environment, and it proves the validity of this technique.
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Abstract. This paper proposes a method for ensuring consistency of software 
design information when we conduct Retrospective Computer Validation 
(RCV). RCV is proof tasks that quality of in-service software related to drug 
manufacturing (DMSW) is adequate. When we conduct RCV in first time, we 
show design adequacy of DMSW to collect existing documents and running 
records. When we remodel DMSW, we show design adequacy to develop new 
documents and conduct enough tests. It is difficult to ensure consistency be-
cause there are some differences of description items and fineness between ex-
isting and new documents. This problem made RCV enforcement difficult. We 
will solve this problem to conduct following countermeasures; 1) define docu-
ment architecture, 2) define description items and contents in every document, 
and 3) implement database that manages description items and relationships 
between documents. Consequently, we can clarify affected range, when  
some remodeling occurs. To modify design information in affected range, we 
can maintain adequacy of design information of DMSW. As the result, we can 
conduct RCV smoothly. 

Keywords: Retrospective Computer Validation, Pharmaceutical Production 
System, Consistency, Design Information Database. 

1   Introduction 

This paper proposes a method ensuring consistency of design information of in-
service Drug Manufacturing Software (DMSW) between development documents in 
Retrospective Computer Validation. 

In these days, many troubles related to drug qualities occurred. Regulatory authori-
ties of drug manufacturing required to validate that drugs with adequate qualities were 
manufactured for Drug Manufacturing Companies (DMCs). DMSW that is used for 
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facility control and quality data management is required to validate that it works ade-
quately according to drug manufacturing procedure.  DMCs continue to validate that 
DMSW is working adequately from operation start to operation completion. This task 
is called as Computer Validation (CV). 

CV method that is applied to in-service DMSW is called as Retrospective Com-
puter Validation (RCV). RCV was defined as a validation method for DMSW that 
had been used before requiring CV by regulatory authorities. RCV is an indirect 
validation method, because working DMSW correctly is validated based on the evi-
dences of existing development documents and operation records (hereafter, IRCV: 
Initial RCV). 

In the actual operation, some software modifications and Additional RCV (ARCV) 
are required according to some modification about manufacturing facilities and proc-
esses. In those cases, it occurs following problems related to development documents 
that are collected in IRCV and created in ARCV occurs. 

Problem 1: Differences of varieties of development documents. 
Problem 2: Differences of description items and levels. 
Problem 3: Laxness of correspondences between description items. 

As a result, DMCs are pointed out by regulatory authorities that it cannot validate 
the adequate behavior of DMSW, and this makes drug manufacturing difficult.  

Researches for solving Problem 1 are developments of efficient CV procedures. 
CV procedures for personal computer [8] and programmable logic controller [9] 
based DMSW are proposed, but those methods do not focus on RCV. Researches for 
solving Problem 2 are usage of specification description language and development 
documents creation method using patterns. There are Z language [7] and VDM-SL [3] 
etc. as a specification description language, and those describes specifications using 
mathematical method. In methods for development document creation using pattern, 
some templates of development documents are prepared as patterns, and specified 
development documents are created reusing such templates [4], [10]. Researches for 
solving Problem 3 are researches about consistency and traceability. A research about 
consistency is a method that consistencies between specifications and software are 
verified formally using specification description language [5]. Comparison and 
evaluation about traceability approaches exists conducted by Siti [6].  

It is difficult to apply those researches to RCV, because subject is different, ad-
vanced technologies are required, and over-head of tasks are increased.  

2   Current Status of Retrospective Computer Validation 

At first, Table 1 shows software subject to RCV. As the result, we find that software 
subject to RCV is written in procedural programming languages, such as C, BASIC 
and Macro language, is small-scale, and has simple structure. 

Next, Figure 1 shows RCV procedure [2]. There is no definition of development 
documents architecture, description item and description level about RCV. Conse-
quently, styles of development documents prepared by DMCs in IRCV are various. 
DMCs tend to create minimum development documents or not to create development 
documents to reduce costs related to RCV. 
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In the other hand, when conducting ARCV, development documents architecture, 
description items and description levels are defined, because development documents 
are created according to the standard CV regulation. This is called as “Good Auto-
mated Manufacturing Practice (GAMP) [1].” 

As a result, when we conduct ARCV using development documents prepared in 
IRCV, we cannot secure consistency between development documents of existing part 
and newly creating part. This causes problems discussed in section 1. 

Table 1. Software Variations Subject to Retrospective Computer Validation 

Intended  
Purpose 

Data 
Management 

Report 
Development 

Technical 
Computing 

Facility Control 

Programming 
Language 

BASIC, 
Macro 
 

BASIC， 
C 

BASIC， 
FORTRAN, 
Macro 

BASIC， 
C 

Structure Simple Simple Simple Simple 
Algorism Simple Simple Simple Rather Complex 
Size 
[lines of codes] 

500 - 700 200 – 300 200 - 400 700 - 1000 

RCV START

Development of System Inventory

Classification of System Component

Gap Analysis Risk Assessment Supplier Audit

Development of Validation Plan

Review and Update of 
Development Documents

Installation Qualification

Operational Qualification

Performance Qualification

Development of Validation Report

Operation and Maintenance

Adjourn Use of Software  

Fig. 1. Procedure of RCV 

3   Outline of the Proposed RCV 

To solve problems sated in section 1, following countermeasures are necessary. 

Countermeasure 1: Define development documents architecture. 
Countermeasure 2: Define description items and levels in development documents. 
Countermeasure 3: Clarify relations between description items in development 

documents. 
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At first, we discuss the Countermeasure 1. It is necessary to prepare development 
documents considering ARCV when conducting IRCV. It is best way to prepare de-
velopment documents and to wrie description items required by GAMP’s CV regula-
tion. Figure 2 shows the development documents architecture in the proposed method. 

User Requirement Spec.
URS ID
URS Ver.
URS Name
URS Description

------

OQ Spec/ Result Report
OQ_ID
OQ Ver.
OQ Spec ID
OQ Result ID

-----

PQ Spec/ Result Report
PQ ID
PQ Ver.
PQ Spec. ID
PQ Result ID

-----

Design spec.
Design Spec. ID
Design Spec. Ver.
Design Name
Design Description

-----

Functional Spec.
Functional Spec. ID
Functional Spec. Ver.
Function Name
Function Description

-----

PPSW
PPSW_ID
PPSW Ver.
PPSW Name

-----

Module test Spec/ 
Result Report
Module Test ID
Module Test Ver.
Module Test Spec. ID
Module Test Result ID

-----

IQ Spec/ Result Report
IQ_ID
IQ Ver.
IQ Spec ID
IQ Result ID

-----

 

Fig. 2. Development Documents Architecture 

Next, we discuss the Countermeasure 2. We reversely create above development 
documents from in-service software targeted at RCV. We prepare templates of devel-
opment documents, such as Design Specification (DS), Functional Specification (FS), 
and User Requirement Specification (URS) according to GAMP’s CV regulation. 
Items in each Table of Figure 2 show description items. We create development 
documents filling out items in those templates. We utilize Structure Chart (SC) and 
Flow Chart (FC) to fill out description items. The reasons why we use SC and FC are 
easy to reversely create from in-service software, are easy to describe items without 
ambiguity and are easy to modify affected part of development documents related to 
software modification in ARCV. 

Figure 3 shows the procedure reversely creating SC and FC from in-service 
DMSW. FC is created by analyzing in-service software. Combined subroutines and 
functions are consolidated as modules. The execution sequence of modules is de-
fined as SC. The creation method of development documents using FC and SC is as 
followings. 

[Design Specification] 
DS in subroutine and function unit is created by giving adequate ID, Version, DS 
name and embedding FC into Design Description of the DS template. All DSs in 
subroutine unit are collected and whole DS is created. 

[Functional Specification] 
FS is created by combining some DSs in function unit, giving adequate ID, ver-
sion and name, and embedding summary of single function into Function De-
scription of FS template. All FSs are collected and whole FS is created.   

[User Requirement Specification] 
URS is created by combining some FSs in procedure unit, giving qdequate ID, 
version and name, and embedding summary of single operation of URS. All 
URSs are collected and whole URS is created. 
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“ ”

 

Fig. 3. Creation Method of Development Documents 

At Last, we discuss the countermeasure 3. To trace design information between 
documents, it is necessary to define relations between URS, FS, and US. Furthermore, 
it is necessary to clarify relations between test, IQ, OQ, and PQ specifications in 
ARCV. Figure 4 shows database structure to manage design information concerning 
RCV. 

4   Evaluation of Proposed RCV Method 

We evaluate proposed Countermeasures in this section. 
At First, we evaluate the Countermeasure 1. The development document architec-

ture was defined. This made no differences of development documents between cre-
ated in IRCV and ARCV. And the Architecture follows GAMP’s CV regulation. 
There is no problem that the architecture is applied to RCV. Consequently, we can 
solve Problem 1, such as “Differences of varieties of development documents” be-
tween in IRCV and ARCV, by applying Countermeasure 1. 

At second, we evaluate the Countermeasure 2. The description items and descrip-
tion levels of development documents are defined in Solution 1. The description 
items follow GAMP’s CV regulation. The description levels use FCs, SCs and sum-
maries reverse-created from in-service DMSW. In DS, GAMP requires to describe 
subroutine specifications that are development units of DMSW. This satisfies  
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User Requirement 
Specification
URS ID
URS Ver.
FS ID
PPSW ID
URS Name
URS Description
URS Input
URS Output

------

1 m 1 m 1 m

1
m

1
m

1
m

m
(1)

m
(2)

m
(3)

m
(5)

m
(6)

m
(8)

m
(4)

1
(1)

1(2)
1

(3)
1

(4)
1

(5)

1 (6)
1 (7)

1. Rectangular symbol means data table. 

2. “1” and “m” means degree of data multiplicity.

1 (10)
1 (8) 1

(9)
(9)1

PPSW Configuration Management
Production Facility ID
Procedure ID
PPSW Configuration Ver.
URS ID, URS Ver.,
PQ ID, PQ Ver.,
Functional Spec. ID, Functional Spec. Ver.,
OQ ID，OQ Ver.,
Design Spec. ID, Design Spec. Ver.,

------

OQ Spec/ Result Report
OQ_ID
OQ Ver.
FS ID
FS Ver. 
OQ Spec ID
OQ Result ID

-----

PQ Spec/ Result Report
PQ ID
PQ Ver.
URS ID
URS Ver.
PQ Spec. ID
PQ Result ID

-----

CV Plan
Production Facility ID
Procedure ID

-----

CV Report
Production Facility ID
Procedure ID.
PPSW Configuration Ver.

-----

Design Specification
DS ID
DS Ver.
FS ID
PPSW_ID
DS Name
DS Description
DS Input
DS Output

-----

Functional Specification
FS ID
FS Ver.
URS ID
DS ID
PPSW_ID
FS Name
FS Description
FS Input
FS Output

-----

PPSW
PPSW_ID
PPSW Ver.
URS ID
FS ID
DS ID
PPSW Name

-----

Module test Spec/ 
Result Report
Module Test ID
Module Test Ver.
PPSW ID
PPSW Ver.
Module Test Spec. ID
Module Test Result ID

-----

IQ Spec/ Result Report
IQ_ID
IQ Ver.
DS ID
DS Ver. 
IQ Spec ID
IQ Result ID

-----

1
m

m
(7)

(10)1

 

Fig. 4. Outline of Design Information Management Database  

GAMP’s requirements, because FC corresponds to every subroutine’s specification. 
In FS, GAMP requires to describe functions. To describe function using SC’s  
modules satisfies GAMP’s requirement, because a SC’s module, as a unit of SC, 
correspond to a function combining some subroutines. In URS, GAMP requires to 
describe DMSW’s requirements. Whole SC corresponds to procedure that is made 
combining several functions. To describe requirements using whole SC satisfies 
GAMP’s requirements, because whole SC corresponds to DMSW’s operation re-
quirements on the user’s viewpoint. As a result, we can solve Problem 2, such as 
“Differences of description items and description levels” between in IRCV and 
ARCV, by applying Countermeasure 2. 

At last, we evaluate the Countermeasure 3. The consistencies of DMSW’s design 
information described in development documents were secured by using database in 
the Solution 3. We evaluate securing design information in DS, FS, and URS level. 

(1) Modification in DS (FC) level 
In this case, we have to modify DS ID, DS Version, DS Name, and DS Description 
described in related DS table that DS input corresponds to DS output in modified DS 
table. This secures consistencies between related DS tables. 
(2) Modification in FS (SC’s module level) 
In this case, we have to modify FS ID, FS Version, FS Name, and FS Description 
described on related FS table that FS input corresponds to FS output in modified FS 
table. This secures consistencies between related FS tables. Additionally, as same 
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procedure of (1), DS tables that are pointed out by DS ID in the FS Table are modi-
fied. This secures consistencies between related DS tables. As a result, consistencies 
between related tables can be secured. 
(3) Modification in URS (whole SC level) 
In this case, we have to modify URS ID, URS version, URS Name and URS Descrip-
tion described on related URS tables that URS input corresponds to URS output in 
modified URS table. This secures consistencies between related URS tables. Addi-
tionally, as same as procedure (2), FS tables that are pointed out by FS ID in URS 
Table are modified. This secures consistencies between related FS tables. And DS 
tables that are pointed out by DS ID in the FS table are modified. This secures consis-
tencies between related DS tables. As a result, we can secure consistencies between 
all related tables when we conduct URS level modification. 

As a result, we can solve Problem 3, such as “Laxness of correspondences between 
description items” between in IRCV and ARCV, using Countermeasure 3. 

5   Conclusion 

We confirmed that consistencies of in-service DMSW’s design information can be 
secured using the proposed method. This makes that DMC can conduct adequate 
RCV. We consider that the proposed method contributes to manufacture drugs that 
have adequate quality, and DMC’s competitive edge will be improved. 

We will develop methods that can identify ranges of development documents that 
have to be modified when DMSW is modified and generate test specification auto-
matically related to modified software. These will contribute to conduct adequate 
RCV efficiently. 
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Abstract. For the business communication by e-mail with cellular phones, we 
think there is a serious problem. We sometimes misunderstand the intention of a 
sender and get into trouble as a result. Such missing each other is caused by a 
human egocentrism. Therefore, this egocentrism becomes a prevention factor of 
the good communication on e-Business. To handle this problem, this paper pro-
poses a new model of the egocentrism for e-Business on the Internet based on 
DSM method which is the standard evaluation index of mental diseases in the 
psychiatry. It also describes a technique to predict egocentrism using N-gram 
model. Finally, we examined an evaluation experiment and got results that the 
precision was 100% and the recall was 34%. From these results, we conclude 
that this egocentrism presumption method is useful way to reduce misunder-
standing the intention of messages on the Internet for e-Business. 

Keywords: Egocentrism, N-gram, Presumption of egocentrism. 

1   Introduction 

In recent years, e-mail and Web are generally used in e-Business communication by 
explosive spread of the Internet. In this situation, there are many examples which the 
intention between senders and receivers is not understood well. For instance, when we 
use e-mail, we sometimes misunderstand the intention of the sender and get into trou-
ble. Kruger et. al. had reported that it was only 84% which receivers understood the 
intention of senders [1] for the communication with e-mail. They also showed that 
such missing was caused by human egocentrism in many cases and confirmed it by 
some experiments. This egocentrism is mental diseases which cannot throw away 
own original viewpoint and their concept, and it had been proposed by Piaget [5] who 
is a child psychologist. Moreover, the egocentrism strongly appears in the days of an 
infant and it is an emotional character of human which weakens skills in communica-
tions with others as they grow up. Such egocentrism is a disincentive factor of a good 
communication on the Internet besides e-mails. And we experience this in daily life. 
Therefore, tools and techniques to reduce missing each other of such intention are 
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needed. Furthermore, according to the research by Spears et. al., they showed it de-
pends on two following causes to decide whether people go along with another person 
on the Internet. One is whether a sender is anonymity, another is whether social iden-
tity is remarkable at that time or personal identity is remarkable [10]. These properties 
are strongly related with the egocentrism and we can detect an attitude of the speaker 
by estimating egocentrism. 

On the other hand, Matsumura et. al. distinguished the patterns of the questions be-
hind text by extracting the case flames of verbs [2] for studies to estimate the inten-
tion of text messages. Matsumura’s technique specifies objects and actions of the 
intention by superficial language patterns. Therefore, they didn’t presume emotional 
intention such as the egocentrism. In addition, for studies to use egocentrism, Ima-
mura et. al. implemented a humanoid agent with a transactional pattern analysis [4]. 
Some states called ego states in the agent which expresses the egocentrism are defined 
in these transactional pattern analysis. They change agent’s voice and face expres-
sions with shifting this ego state to an appropriate state by stimulation from users. 

In this paper, we focus to the egocentrism in the e-Business communication on the 
Internet and propose a presumption method of the egocentrism from Japanese text. 
Concretely, we made a corpus and defined a model for the egocentrism of the text 
sentences on the Internet. Next, we proposed the method to presume egocentrism by 
building the presumption rules based on this model and N-gram [7]. Furthermore, we 
report the evaluation experiment used these rules. 

2   Building the Rules to Presume the Egocentrism 

2.1   Building the Corpus for Egocentrism Presumption 

In this research, we built a corpus to acquire a tendency of expressions of the egocen-
trism appeared in text on the Internet. We collected text data in Japanese bulletin 
board sites which were able to access by cellular phones personally used, because the 
egocentrism was strongly reflected by individual emotions. Furthermore, we used  
the bulletin board that served anonymity according to the experimental research that 
the egocentrism appeared easily in the community on the Internet by Joinson [9]. 
There were 7,159 sentences in total and 408 sentences (5.7%) that had linguistic ex-
pressions specified the egocentrism in these collected data. The judgment of the ego-
centrism was confirmed by a man and a woman using the egocentrism model de-
scribed in the following clause. Table 1 shows the part of the collected sentences that 
include the egocentrism. 

2.2   Egocentrism Model on the Internet 

In this research, we adopted Uchiyama’s classification of the egocentrism to develop 
an egocentrism model on the Internet [3]. This is a classification based on DSM (The 
Diagnostic and Statistical Manual of Mental Disorders) [6] which is a standard 
evaluation index of mental diseases in psychiatry. This classification also was evalu-
ated by social psychology experiment of free description questionnaires. For this 
classification, we expanded the classification items peculiar to the Internet by using  
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Table 1. The example of the egocentrism sentences in our corpus 

Examples of sentences Description for 
the egocentrism 

They are sure to be carrying out the questionnaire 
which tells the electric wave condition. 

It forces own opinion against 
the other. 

It is the most certain to confirm it by the telephone 
or going to the shop. 

It forces own opinion against 
the other. 

I like black one but hate showing fingerprint. It complains one-sidedly. 
So it is impossible with the cellular phone. It conclude by own judgment. 
Please understand that it cannot go back and 
change the request. 

It says own reason 
one-sidedly. 

Table 2. The classification of the egocentrism on the Internet 

Classification Subdivision Examples of Sentences 
Priority to One’s 
Convenience 

Defiant Attitude Since I am a beginner for using a 
cellular phone, it is incompre-
hensible. 

 Restriction But it is classic… 
Self Validity Conclusion It is sure to be able to do with all 

models. 
 Imposition You had better send it on repair 

before the situation turned 
worse. 

 Excuse I was embarrassed because I 
didn’t know how much it was.  

Belonging to 
Self-Profit 

Demand I want a device of the feel of a 
material such as mat because I 
hate being outstanding. 

Lack of Empathy Detachment Because it has a limit and we 
cannot play it, I beg you to un-
derstand my position. 

 Irony It is not a question which you 
cannot answer without its inten-
tion. 

Attack to Others Dissatisfaction I am dissatisfied with the dura-
bility of the battery. 

 Contempt The antenna of the other com-
pany is only useful. 

Inference Inference There might be not different 
from the waited amount of 
money ether. 

the corpus that we collected in the preceding clause. The added classifications are 
“Attack the others” and “Inference”. Furthermore, we defined the finer classification 
items which suited text in the corpus and enabled higher-precision presumption. These 
subdivisions were created by checking data of the corpus by two or more persons, and 
we ended up defining 11 items. Table 2 shows these classifications after the expansion. 
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2.3   Building the Egocentrism Presumption Rules with N-Gram 

We built the rules to presume the egocentrism on the Internet using collected corpus 
and the expanded egocentrism model in the preceding clause. We used N-gram 
method in this study. N-gram is a model Shanon proposed and means the language 
model that investigates how much frequency N piece of the character string or the 
combination of the word appears in certain character strings. It is assumed that the 
occurrence probability of character strings and words depend on the last one in N-
gram model as a precondition. Therefore, it is used well in a field of a probability and 
statistical natural language processing. In this research, we extracted the co-
occurrence related character string which appeared the egocentrism at high frequency 
in the text data which was collected from Web. 

At first, we performed a morphological analysis to all sentences which appeared the 
egocentrism. We used a Japanese morpheme analysis software called ChaSen [8]. This 
software is most generally used for the research of Japanese natural language process-
ing. Next, we extracted some morpheme rows as the arbitrary N-grams which appeared 
uniquely and commonly in more than constant number for them. The extraction and 
 

Table 3. The egocentrism presumption rules 

Morpheme Rows 
(In Japanese) *1 

Presumed Egocentrism  
Classification 

P/N 
*2 

Strength of  
the Intention 
*3 

Tadashi (beginning of  
a sentence) 

Priority to 
One’s Con-
venience 

Restriction N M 

Shika/nai/desu/ne Self Validity Conclusion N M 
Hazu/desu  Conclusion P M 
Ga/ii/desu/yo  Imposition P S 
Beki/[Auxiliary Verb]/ 
yo 

 Imposition P S 

Te/shimai/mashi/ta  Excuse N W 
Te/suimasen  Excuse N S 
[Particle – Conjunctive  
particle]/Hoshii/de/sune 

Belonging to 
Self-Profit 

Demand P W 

Ashikarazu (end of  
a sentence) 

Lack of  
Empathy 

Detachment N M 

Muri (end of a sentence)  Detachment N S 
No/ga/zannen Attack to  

Others 
Dissatisfaction N S 

No/ga/iya  Dissatisfaction N S 
Shire/mase/n/ne Inference Inference N W 
To/omowa/re/masu  Inference P W 
… …  … … 

*1 “/” describes a separator of morphemes. 
*2 “P” is “Positive” and “N” is “Negative”. 
*3 “S” is “Strong”, “M” is “Moderate” and “W” is “Weak”. 
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construction of N-gram was performed from a direction of the begging of the sentence 
to the end and the opposite direction. We matched these extracted N-grams to expand 
egocentrism classification items and classified them. Finally, we got 39 rules. 

Next, we extracted the P/N (Positive or Negative) classification and the intention 
strength classification from our corpus for each classification of the egocentrism. We 
decided whether independence or heteronomy of the intention strength. Each sen-
tence expresses the egocentrism in our corpus often has a positive or a negative 
meaning. Those sentences also express the strength of the intention of the human 
who wrote it, and we are able to analyze with high accuracy by making rules from 
that information. Table 3 shows the part of rules to presume the egocentrism pro-
vided in this way. For the intention strength classification in these classification, we 
defined “S (Strong)” if it is clearly specified positive intention likes or dislikes / right 
or wrong, “M (Moderate)” if it is specified heteronymous, and “W (Weak)” if it is 
specified both good and bad. 

3   The Procedure of the Egocentrism Presumption 

The procedures for presuming the egocentrism of a text on Web by using the pre-
sumption rules shown in the preceding clause are as follows. In this technique, we 
don’t handle the entire Web page, but presume each sentence on the Web. 

 
[Step 1] One sentence is input from the Web. 
[Step 2] The morphological analysis is executed with this sentence. 
[Step 3] The appropriate rule is obtained from these morpheme row. 

It searches from both direction of the beginning and the end 
of the sentence. 

[Step 4] The egocentrism classification is presumed according to the 
obtained rule and output. 

4   Evaluation Experiment 

We collected 512 sentences from bulletin board sites which were accessible from 
cellar phones to evaluate this presumption method. These data are separated from the 
corpus data used to construct the rules. Sentences including the egocentrism that 
could apply the rule in these data were 94 sentences (17.3%). We applied this method 
to these 94 sentences and confirmed whether the sentences expressed the egocentrism. 
As a result, the precision was 100% and the recall was 34% as shown in the equation 
(1) and (2). Furthermore, F-measure value which is a harmonic mean of the precision 
and the recall is 50.7% as shown in the equation (3). Table 4 shows the part of ob-
tained presumption result. We realize that the recall in this result is low, because there 
are few rules that can apply. For this problem, we can deal with increasing the corpus 
data and the rules for this problem. 

%100
)_____(

)___( ==
rulesapplicableforsentencesofNumberN

answerscorrectofNumberR
Precision

 
(1)
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%0.34
)________(

)___( ==
dataallinmegocentristhehavingsentencesofNumberC

answerscorrectofNumberR
Recall

 
(2)

%7.50
2

=
+
••

=−
ecallresiion

ecallresiion
measure RP

RP
F

 
(3)

Table 4. The result of the evaluation experiment 

Input Sentence Applied Rule 
(In Japanese) 

Presumed Result 

I don’t know because I don’t use it 
other than that. m(_)m 

Mase/n Self Validity (Excuse) 
Negative and Strong 

UTATOMO takes communication 
fee, but the battery is consumed 
only if it plays the music. (*^∇^*)

Dake/desu Self Validity (Conclusion) 
Positive and Weak 

“A tragedy of the radio star” may 
be also good. 

Mo/ii/desu/yo Self Validity (Conclusion) 
Negative and Strong 

I am disagreeable if other functions 
are lost. 

No/ga/iya Attack to Others 
(Dissatisfaction) 
Negative and Strong 

I want a hard lens at least. [Particle – 
 Conjunctive particle] 
/Hoshii/de/sune 

Belonging to Self-Profit 
(Demand) 
Positive and Weak 

I have a feeling that DRAPE was 
W46T… 

Ki/ga/shi/masu Inference (Inference) 
Positive and Weak 

… … … 

 

Fig. 1. The distribution for the appearance of the egocentrism classifications 
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In addition, we investigated a tendency to classify the egocentrism in our corpus. 
As a result, “Self Validity (Conclusion)” was most and it accounted for 26% as shown 
Figure1. Furthermore, “Self Validity” such as “Conclusion”, “Imposition” and “Ex-
cuse” was included within high-ranking 5th place, and it accounted for total 48% that 
meant a half of all data. On the other hand, “Priority to One’s Convenience” such as 
“Defiant Attitude” and “Restriction” got the lowest rank. From these phenomena, we 
realized that the expression of a sentence which had the egocentrism had a lot of “Self 
Validity” that insisted on own validity. Oppositely, “Priority to One’s Convenience” 
that insists one-sidedly without considering the circumstance of the partner is few. 

5   Conclusion 

In this paper, we have focused the egocentrism which was one of the obstruction 
factors of communication on the e-Business. We also proposed its presumption 
method from real world data. At first we expanded the peculiar to the Internet based 
on DSM that was the standard evaluation index of the mental diseases in the psychia-
try. Then, we defined the ideal classification items for the egocentrism on the Internet. 
Next, we made the corpus and built the presumption rules which this egocentrism 
classification corresponded to N-grams of the morphemes. According to the evalua-
tion experiment, although it remains a problem of low recall, we are able to get a 
performance of 100% for the precision. The misunderstanding of the intention may 
cause a big damage in the e-Business. Therefore, it is important to understand the 
egocentrism of the negotiating business partners with such technique for a smooth 
business talk. 

In the future, we have a plan to increase the amount of corpus data and enrich the 
presumption rules in order to improve the recall. Furthermore, we will examine to 
expand coverage to the strength analysis of the egocentrism for the document unit 
such as the Web page. This will be achieved by using the P/N classification and the 
intention strength classification concerning the egocentrism obtained for this research. 

Moreover, when the rules were built from the corpus, we extracted the classifica-
tion expresses the egocentrism as follows. These are “It is not a yesno answer to a 
yesno question” for “Priority to One’s Convenience” and “It questioned oppositely 
though the answer of the question is expected” for “Utilization of Other Person”. 
These classification needs to analyze the dialogue sentences and we will examine to 
apply a management method of question states by a stack based structure. 
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Abstract. Even at the supermarket in Japan, it is commonly used the reward 
card. However, it is used for only sales expansion objectives with the twice or 
triple points so far. This paper proposes the methods extracting customer pref-
erence information and the characteristics of the commodity from the Point of 
Sales (POS) data with the reward card. One of the challenges in this paper is 
how to grasp not only the customer preferences but the trends of the prefer-
ences. In the conventional methods, customer preference and market informa-
tion are managed with two-dimensional vectors of customer and preference 
category axes. In this proposed method, we add time axis to make it three-
dimensional vectors in order to figure out the time-series changes. With this 
preferences extracting algorithm, we have set up the dual-recommendation site 
at daikoc.net to browse the trend for both items and customers. Furthermore, 
we have found trend leaders among the customers, that which confirm that 
there is a possibility to make appropriate recommendations to the other group 
member based on the transitions of the trend leaders' preferences. 

Keywords: Recommendation Systems, Dual-Directed Recommendation, Col-
laborative Filtering System, Customer Preference. 

1   Introduction 

Information systems are regarded as the effective tools to collect preferences of entire 
market and individual customer. For the purpose of gathering information about both 
market trends and customer preferences at once, one of the effective methods is to 
manage customer preference information using two-dimensional vectors with both 
customer and preference category axes. This method is used in many of Customer 
Relationship Management (CRM) tools. However, this conventional two-dimensional 
method is not capable of keeping track of market trends and the transitions of cus-
tomer preferences that change over time.  

2   Objectives for Using the Reward Card at Supermarket 

Today, it is commonly used the reward card to collect the customer transaction infor-
mation even at the super market in Japan. One of the reasons that the store operator 
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requests the presentation of the Reward Card at the time of check out is the custom-
ers’ purchase control. To begin with, some of the roles that the store distributes the 
Reward Card are for the customer's enclosure and the sales increase. Next reason is 
for the data analysis to make the best use of the promotion and inventory based on the 
results of the customers. Generally, the sales in the retail store are resoluble as fol-
lows; (Sales) = (Number of the customer transaction) x (Unit price of each customer). 
Moreover, the customer transaction is resoluble as follows; (Unit price of each cus-
tomer) = (Unit price of each item) x (Number of purchased items). That is, to increase 
the unit price or purchased number of items improves the customer transaction. Even 
when it is difficult to raise a unit price and the number of the customer is also steady, 
the sales could expand if the customer transaction improves. That is, it becomes the 
strategy for the sales expansion to buy one more items to the customers. In this sense, 
recommendation information could make use of the sale expansion. That is, it is prof-
itable for the store operator to use the reward card not only as one of the sales promo-
tion tools but as improvement for the number of purchase items. Therefore, we need 
to know the preferences for the customer to use for the recommendation information.  

3   Long Tail Business Issues 

Long tail business was referred originally by C.Anderson argued from his book [1] 
that the products that have low sales volume can collectively make up a market share 
that exceeds the relatively few current bestsellers, if the distribution channel is large 
enough. Lots of the recommendation systems in many of the commercial Web sites 
adopt the collaborative filtering systems. The primary goals of traditional techniques 
of collaborative filtering systems are improving the accuracy of the recommendation. 
Although they include many items the users have already known (see Fig.1). 

product

p
opu

latio
n

Conventional Recommendation Items

 

Fig. 1. Conventional Recommendation Items among the Long Tail Businesses 

In consideration of the accuracy, these recommendations appear adequate. But on 
the contrary, if we consider users’ satisfactions, they are not enough adequate because 
of the lack of discovery. "Preference" is enumerated in one of the factors to decide 
one’s behavior. Therefore, it is important to model the preference for becoming the 
variety of basic recommendation information. Among the adjustable recommendation 
information with user’s preference, it is important for recommendation information 
not only fit user’s preference but has both the unexpectedness and the surprise. 
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4   Methods for Customers’ Preferences Management  

The Customer Preference Database is usually composed of Customer Preference 
vectors, which are the two-dimensional vectors of customer and category axes. Su-
perposing these Customer Preference vectors implements the three-dimensional  
vectors with customer, category, and time axes. Each field of Customer Preference 
vectors contains the score that indicates the strength of preference of a specific cus-
tomer for a specific category. Tsuda at al [2] formulated the algorithm compresses the 
information of the time series transition for the items or the users’ intentions which 
have been used in the image data processing. The preference information of unit time 
is stored as sets of current preference vectors and preference transitions in the past 
with this algorithm. This three dimensional vector method enables to store informa-
tion in a small volume and without omission. Making with this algorithm, we have 
developed a system DIKOC (Dynamic Advisor for Information and Knowledge Ori-
ented Communities: see Fig.2.) with the following functions; 

• Recommendation information is generated by the collaborative filtering system 
based on from both the Point of Sales (POS) data and the reward card data. 

• Recommendation method to follow to the information that changes time wise. 
• Plot the actual purchase results and recommended items to each customer.  

Regarding to the system evaluation experiments has been planned in the shopping 
area of Hamada city in Shimane prefecture, Japan. 

C
lustering

ID

O
utput A 

O
utput B 

Customer

time

items

O
utput C

POS

Recommendation Information

Filtering

…

daikoc.net

 

Fig. 2. Recommendation Information Generating System at daikoc.net 

5   Dual-Directed Recommendation Systems 

DAIKOC system has the following components with match-making functionalities to 
bridge gaps among consumer, retailer, and manufacture. Therefore, we referred 
“Dual-Recommendation” because of providing the recommendation information not 
only to consumers but also to manufacturers and retailers. The recommendation in-
formation system is analyzed from the data of the management system and the Point 
of Sales (POS) data with the reward card and can offer recommendation information  
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(1) Date axis, (2) Categories axis, (3) Clients axis, (4) Category List 

Fig. 3. Recommendation Information at daikoc.net 

including time series changes to both an individual consumer and the supermarket 
manager. Fig.3. shows the site image for the recommendation information system. 
This shows the plot image for both the actual purchase and the recommended items to 
each customer. The vertical axis show the category for the items and the horizontal 
axis indicates the customer. From this page, we can figure out the tendency view for 
the relation both of the purchased items and the recommended items.  

Not only indicates the whole trend in this site, this system has the search function 
for the personal activities that show the display for both the actual purchases and the 
recommended items of a certain customer. Fig. 4 shows the display for both the actual 
purchase and the recommended items of a certain customer. From the actual purchase 
matrix, we can figure out items, prices, and quantities. The recommended items show 
the index for the strength of the recommendation, respectively. From this recommenda-
tion information generates the new knowledge for customer, retailer and manufacture. 
For example, both retailer and manufacture will make use for the inventory control. 
However, this information only indicates to whom and to which. But it is one of  

 

 
(1) Date, Customer ID, (2) Purchased items, (3) Recommended items 

Fig. 4. Detailed Recommended Information 
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the important things to know the timing for the recommendation even among the 
retail business field. Therefore, we need to know the timing for the recommendation. 
Moreover, in the case of the recommendation for the commodity items, we should 
take it consideration both to the dealing axis and sequential axis. Because, something 
of heavy or bulky stuff such as Rice, Food Oil, Mayonnaise, and Wine that may pur-
chase repeatedly and differs from such as book recommendation. Because the com-
modity items differ order of the price from the book and the book doesn't buy the 
same one if we buy it once, but the commodity items are bought repeatedly depending 
on the preference. Moreover, the commodity recommendation occasionally is recom-
mended some different items or same items that were bought before. 

Table1 shows the recommendation results from the evaluation data that gathered in 
a supermarket. From this table, our engine forecasted the accuracy with 6.8%. In this 
experiment, we have used the Taste [4] for the original recommendation engine. Taste 
is an open source flexible collaborative filtering engine for Java. This engine takes 
users' preferences for items and returns estimated preferences. We have improved the 
engine for the accuracy improvement of the recommendation probability. Our system 
recommends the items with high collocation from the past transaction data like ama-
zon.com. Typical index for collocation are as follows; (a) co-occurrence frequency, 
(b) Jaccard coefficient, (c) Simpson coefficient, (d) cosign distance. Among them, this 
time we take cosign distance. 

Table 1. Recommendation Results 

Method Similarity Method # of items Forecasted items Accuracy 

User-based (Taste) Correlation 3,190 5 0.2% 

User-based (Original) Cosign 3,190 219 6.8 % 

6   Extracting the Trend Leaders’ Activities 

The timing which item when to recommend to the customers can grasp by searching 
for the purchase items those whose activities are in the state of the arts. Hereafter, we 
define the trend leaders as follows; The Group those who have already purchased the 
item that will be in fashion long before. Namely, our objective is for extracting the 
items that maximizing the potential customers from the trend leaders’ activities. That 
is, we should look out the customer who has bought the item that is currently in the 
high Purchase Index (PI) before the score the rises. The Purchase Index (PI) that 
stands for the number of the sales items per 1,000 customers. Define (Purchase Index) 
= (Number of the sales items) / (Number of the check out customer) x 1000. This 
index is frequently used among the retail business. At first, we select the items that 
have the high Purchase Index (PI) in the present time. Among them, we extract some 
items those are increasing in Purchase Index (PI) by time series and then sort out the 
customers that purchase those items. From the activities of the trend leaders that when 
those trend leaders have purchased the items that raised Purchased Index (PI), we can  
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Fig. 5. Method for Finding out the Trend Leader 

grasp the cutting edge of the trend (see Fig. 4.). Namely, this extracting steps result  
in discovering the combination of items that maximize the number of the potential 
customers. 

Assuming person l bought the item i at time (t-j) that the item that has started sell-

ing at time (t-k), let lip
　

define the purchase amount of the item
　ip for person l. 
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Fig. 6. Time Series Transition for the Inclination of Sales  
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given the answer for the customers who have bought the recommendable items long 
before (see Fig.7). With this formula, we extract the customers who have bought 
future recommendable items. The following examine is researching the items that the 
trend leaders have been bought and extracting the items and the conditions of becom-
ing the trend leaders. There are about 20,000 items handled in the store, For example, 
even though the two items association rules have to calculate at least 400,000,000 
combinations. Moreover, most of the stores operate all the year and about 10,000 
customers are held by at least 1,000 sq. meter large type store. Therefore, it will take 
time to solve in real time calculation, so that we make use of GA calculations. This 
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time, we examine TABU-GA [3] to extracting the trend leaders’ consumption activi-
ties. Multipronged optimal solutions can be led with this GA algorithm, even though 
with the conventional GA algorithm can be led one optimal answer. The main idea of 
the algorithm is that, (a) in each generation, one best individual generated by GA 
operation is stored into the tabu-lists to inhibit it from selecting specified times, and 
(b) solution candidates found in the previous generations will become tabus, and thus, 
the other candidates are explored in order to get better and divergent solutions. Fig. 6 
shows the outline for the extracting steps. 

Population(t)
Tabu List

(Long Term)
Candidates(t+1)

GA

Tabu List
(Short Term)

mutate

TABU

TABU

Renew

Renew

pass

 
1. Set H Empty, H which is a historical memory. Select xnow

∈X as an initial solution. 
2. Choose selection_N(xnow)⊂N(H, xnow), where N(H, xnow) is a set in x∈X except in the 

neighborhoods of H. 
3. Select xnext = max(c(H, xnow)), xnext

∈selection_N(xnow), where c(H, xnow) is an objective 
function is a mapping of a set in x∈X except in the neighborhoods of H. 

4. Run GA.  
5. If a condition of ending is true then end  
6. Exchange xbest for xold  in H. Return to 2. 

Fig. 7. Algorithm for Tabu-GA  

With these algorithms, we will extracting the trend leaders and find the items that 
are recommendable that will be scored in high Purchase Index (PI) in the future. 

7   Conclusion 

In this paper, a basic research project in relation to the Point-of-Sales (POS) transac-
tion data analysis with the dual-directed recommendation was described. Finding out 
the formula for extracting the trend leaders among the customers, that which confirm 
that there is a possibility to make appropriate recommendations to the other group 
member based on the transitions of the trend leaders' preferences. Though the Ama-
zon.com is famous as the case with the recommendation, according to the patent 
document, the items marked high score were purchased lot [5]. As the factors of high 
accuracy recommendation with the Amazon.com, it is pointed out following issues; 
the evaluation data after the purchase from the users, collecting five stage evaluations 
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from the user reviews, and so on. It is important to generate the evaluation index to 
progress the recommendation accuracy. 

This research was partly with the support of The Ministry of Economy, Trade and 
Industry (METI), the Council on Improvement of the Service Industry’s Productivity 
(in the field of service engineering research and development, and the field of service 
engineering application demonstration). We express appreciation to those involved. 

References 

1. Anderson, C.: The Long Tail: Why the Future of Business Is Selling Less of More, Hype-
rion (2006) 

2. Tsuda, K., Hirano, T., Takahashi, M., Terano, T.: 3-D Knowledge Structures for Customer 
Preference Transition. In: IEEE Int. Conf. on Systems, Man and Cybernetics (2002) 

3. Takahashi, M., Kurahashi, S.: Tabu Search Algorithms for Multimodal and Multi-
Objective Function Optimizations. IJCSNS 7(10), 257–264 (2007) 

4. Taste, http://taste.sourceforge.net 
5. Linden, G., Smith, B., York, J.: Amazon. Com Recommendations; Item-to-Item Collabora-

tive Filtering. IEEE Internet Computing, pp. 73–80 (January-February, 2003) 
6. Hijikata, Y., et al.: Special issue- Capture and Make the best use of the Users’ Favours - 

Front Line of the Preferences Extraction Technologies. IPSJ Magazine 48(9) (2007) (in 
Japanese) 

7. Pei, M., Taniguchi, S., Hara, T., Nishio, S.: Association Rule Mining Considering Repeti-
tion in Purchase to Discover Important Association Rules and Loyal Customers. Journal of 
IPSJ 47(12), 3352–3364 (2006) 

8. Kessoku, M., Takahashi, M., Tsuda, K.: A Method of Customer Intention Management for 
a My Page System. In: 8th International Conference on Knowledge-Based Intelligent in-
formation Engineering Systems, pp. 523–529 (2004) 

9. Adomavicius, G., Tuzhilin, A.: Toward the Next Generation of Recommender Systems: A 
Survey of the State-of-the-Art and Possible Extensions. IEEE Trans. on Knowledge and 
Data Engineering 17(6), 734–749 (2005) 

10. Schafer, J.B., Konstan, J.A., Riedl, J.: E-Commerce Recommendation Applications. Data 
Mining and Knowledge Discovery 5, 115–153 (2001) 

11. Burke, R.: Hybrid Recommender Systems: Survey and Experiments. User Modeling and 
User-Adapted Interaction 12, 331–370 (2002) 

12. Herlocker, J., Konstan, J., Terveen, L., Riedl, J.: Evaluating Collaborative Filtering Re-
commender Systems. ACM Transactions on Information Systems 22(1), 5–53 (2004) 

13. Maglio, P.P., Srinivasan, S., Kreulen, J.T., Spohrer, J.: Service Systems, Service Scientists, 
SSME, and Innovation. Communications of the ACM 49(7), 81–85 (2006) 

14. Kovacs, T.: Strength or Accuracy: Credit Assignment in Learning Classifier Systems (Dis-
tinguished Dissertations). Springer, Heidelberg (2004) 



I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 1018–1025, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Extraction of the Project Risk Knowledge  
on the Basis of a Project Plan 

Yasunobu Kino, Kazuhiko Tsuda, and Tadashi Tsukahara 

Graduate School of Business Sciences, University of Tsukuba 
3-29-1 Otsuka, Bunkyo-ku, Tokyo 112-0012, Japan 

kino@mbaib.gsbs.tsukuba.ac.jp, 
tsuda@gssm.otsuka.tsukuba.ac.jp, 

t-tsuka@poem.ocn.ne.jp 

Abstract. When identifying project risks, a checklist created from the former 
projects tends to be used. However, each project has its uniqueness. If we 
would like to make a check list comprehensive and available for every project, 
it would end up containing large amount of items to be checked. Also that type 
of checklist could prevent a project manager from considering its essential risks 
in the project and make the risk identification process routine. As a result, it 
could decrease the effectiveness of risk management, especially when it’s done 
by an entry-level project manager. In this research, methods for creating a use-
ful checklist to reduce these problems are discussed, by using knowledge based 
risk identification support system which extracts a few yet important check 
items depending on the characteristics of a target project.  

Keywords: Project Management, Risk Management, Assumption Analysis, 
Project Planning. 

1   Introduction 

To manage software development appropriately, it is important to recognize and man-
age existing risks in the project in order to keep problems from occurring and to 
minimize the influence even when they actually happen. With those reasons, risk 
management has been recognized as one of the important knowledge areas in the 
project management field. Therefore, risk management is essential to the success of 
projects, and many case studies on project risk management have been reported 
[1],[2],[3]. It is necessary for risk management to identify hidden risks in the project 
appropriately in advance. There are three common methods for risks identification; 
“Checklist”, “Interview to Experts”, and “Brainstorming”. They are very effective to 
identify risks, but each of them also has its limitations. For instance, checklists tent to 
be described in abstract forms so that they can be applied to any type of project. As a 
result, items in the checklist can easily be ambiguous. The methods “Interview to 
experts” and “Brainstorming” depend significantly on the skills and experiences of a 
project manager. It is very likely that we just don’t realize risks because we have 
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never experienced similar type of projects. Or we might have a big difficulty in identi-
fying risks appropriately in the project due to the lack of experience.  

In this research, we discuss about knowledge based risk identification support sys-
tem as a tool to help resolving these issues. This knowledge based risk identification 
support system provides a capability to extract a list of important potential risks. A list 
can be extracted by entering distinctive attributes of the target project. The list looks 
similar to the traditional checklist. But it is different for the point that the list ex-
tracted from knowledge based risk identification support system only contains impor-
tant and adequate number of risks based on certain target project characteristics. 

2   Confirmation for Project Risks 

In this chapter, we examine to confirm the variety of risks extracting from the list of 
issues and concerns gathered from the actual project. 

3   Extracted Risks from the Issues and Concerns Table  

Prior to this research, we first obtained a list of issues and concerns described by pro-
ject members of an actual software development project. Then we extracted risks from 
the list to see what kinds of risks exist in an actual project. Other than potential risks, 
the list also contains memos and the description of problems that already happened. 
Since the purpose of this research is to know what kinds of risks exist in a project, we 
considered following points when we check the issues and concerns in the list. 

Points considered are as follows; 

- Repeated issues and concerns were counted once. 
- Technical issues and concerns found in tests and trial procedures were elimi-

nated except typical one. 
- Notes and memos were eliminated as they are not recognized as risks. 

From the documents from the issues and concerns list, there are 25 risks were  
extracted as a result of the risk extraction. Table 1 shows the risks. The issues and 
concerns list are described only from engineers’ perspectives. To make the list of 
risks more comprehensive, we considered some additional perspectives such as occu-
pational health and safety, human behavior and crime control. After that, total 38 risks 
were extracted as a result. 

4   Analyzes of Risk Factors 

Next, we reviewed these risks and analyzed their causes by using the affinity diagram. 
Figure 1 shows the analysis procedure. 

Thinking about the causes of risks in Figure 1, we found that the causes of risks 
were categorized into two causes; one is the cause rooted in the project components, 
and another is the cause rooted in fundamental causes of risks or mechanism of risk 
occurrence. Moreover, we found that each risk description always involves those two  
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Table 1. Extracted risks from issues and concerns table 

No Risks 
1 There might be some possibilities of the delay deliveries for software on test 

version. 
2 There might be some possibilities to switch the software easily for the pa-

rameters and the programs, because of the information delivery that used on 
the test version. 

3 There might be some possibilities to fail into the connection on testing the 
network connection,  

4 Unknown for the workload that changes for the I/O definition. 
5 Not decided the revision and confirmation for the performance parameter. 
6 Not decided the methods for version up of the security management software. 
7 Not both guaranteed and recorded operating results for third parties software 
8 There might be some possibilities for the disk spaces shortage.  
9 There might be some possibilities for increase the workload for the unknown 

new additional warning alerts. 
10 There might be some possibilities for the software performance stabilities 

after the cut-over. 
11 There might be some possibilities for the delay the software developments for 

delivering the parts lists or the APL lists to the cooperate companies. 
12 There might be some possibilities for miscoding 4 to ■ at the letter recogni-

tion  
13 There might be some possibilities for failure the work flow analysis with the 

conventional middle ware functions. 
14 There might be some possibilities for recognition error with space code on the 

documents  
15 There might be some possibilities for failure the recognition with “\” letter on 

the documents. 
16 Not defined the name of the bank, the branch and the subject. 
17 Not operated the sample programs that have already obtained. 
18 There need to add some functions for obtaining the coordinates without analy-

sis in the documents analysis on the attributes definition. 
19 There need to add some interface functions for the document analysis ratio in 

the application side control. 
20 Add the documents rote functions on the screen in the application control side  
21 There might be some possibilities for the delay because of the information for 

updating the image database attributes delayed delivery. 
22 There might be some possibilities for the delay because of the worse software 

test performance. 
23 There might be some possibilities for confusion because of the vague defini-

tion with the attributes changes both the February version and the March 
version. 

24 There might be some possibilities for the lost communications because of not 
fixed the specification for OCX in the case of the software revision. 

25 There might be some possibilities for failure for the use of the document Im-
age data that put them before in the case of the software version up. 
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Causes of risks Fundamental causes of risks

Predetermine
    No experience
    Elaboration

Contents are shown in Table 2
Plan
    Workload estimation
    Schedule delay
    Unexpected defect

Components
    Man, Organization, Project Components
    Communication, 
    Environment, Facility Plans
    Hardware, Software     Schedule, WBS, etc

Products Inputs
    Requirements, Loose end,     Requirements, 
    Specification Change     Hardware, Software

Project Body
    Man, Organization, 
    Communication, 
    Environment, Facility

Project Outputs
    Hardware, Software,
    Data

   T
otal 38 risks including extracted risks from

 issue and concern table

 

Fig. 1. Thinking processes about causes of risks 

elements, project components and fundamental causes of risks. For Example, in case 
of “Potential shortage of disk drive space”, “space” or “disk drive space” is corre-
sponding to “project components”. “Potential shortage” is corresponding to “funda-
mental causes of risks”. In other words, it can be addressed as “More space might be 
needed than planed”. Table 2 shows the analysis of causes of risks by using affinity 
diagram [4]. As b) shows, the situation of “More space might be needed than planed” 
could be caused by the gap between the initial plan and the actual result. 

Every project has a plan. If the project plan was perfect and project was assured to 
be executed just as the plan, there would be no risks except failures, errors and exter-
nal factor. But there is no project that is free from assumptions and assumptions al-
ways contain uncertainty. Uncertainty could cause gaps between the plan and the 
actual result. This is one of the major reasons why every project has risks. 
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Table 2. The taxonomy of fundamental causes of risks 

a) No or few experience 
b) Risk identified in project operation 
    b-1)  Unexpected and hidden tasks and problems. 
    b-2)  Gaps between the initial plan and the actual result. 
c) Constraints, inconsistencies, mistakes 
    Machines, costs, timeframe, quality, specifications 
d) Failure, error (Internal factors) 
    Machine trouble, Human error, internal crime 
e) External factor 
    Country risk, monetary exchange, bankruptcy 

 

5   Risk Definition 

As discussed in the previous section, we found that each cause of risks can be catego-
rized in either the cause related to project components or fundamental causes of risks. 
This fact was found from analysis on the causes of risks by using the affinity diagram. 
There are some differences in definitions of risk among research areas. For example, 
AS/NZS 4360[5] defines risks as “the chance of something happening that will have 
an impact upon objectives. It is measured in terms of consequences and likelihood”, 
and ISO/IEC Guide 73[6] defines risks as “Risk can be defined as the combination of 
the probability of an event and its consequences”.  

These definitions tell us that probabilities and consequences are important factors 
when we describe certain risks. On the other hand, the risk descriptions used in this 
research have no description on its probabilities and consequences. But risk analysis 
and evaluation are normally performed after risk identification process, and probabili-
ties and consequences are evaluated in those processes. Therefore probabilities and 
consequence don’t have to be described in the risk identification process. 

6   Risk Generation and Extraction 

Causes of potential project risks can be categorized either in “project components” or 
in “fundamental causes of risks”. It means that these potential risks can automatically 
be generated by these two elements. Figure 2 shows the mechanism of automatic risk 
generation. In this matrix, the horizontal axis shows “project components” and the 
vertical axis shows “fundamental causes of risks”. 

It is difficult to use this mechanism in an actual project yet because too many po-
tential risks can be generated. Risks to be extracted should be limited. In this research, 
we tried to extract 30 important risks, as we know from experience that it is not so 
easy to manage too many risks. 

The numbers of team members engage in software development projects vary, 
from a few members to over 1000 members. As a matter of course, project character-
istics also vary by project size and a risk could have different meaning depending on  
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Fig. 2. Mechanism of Automatic risk generation 

Knowledge base

Extracted 
risk items

Attribute of 
projects

Risk Data 
analyzed 
by expert

Project Execution

Learning
Process

Computer
Aided
Generation
Process

Attribute of 
the project

Feedback
Process

 

Fig. 3. Outline of Knowledge base risk identification support system 

project characteristics. Then, it is important to change the meanings of risks depend-
ing on project attributes. Figure 3 shows the outline of Knowledge base system. 

The first step is the learning process of knowledge base risk identification support 
system. In this process, project experts extract important risks from the data of previous 
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projects and accumulate them as a knowledge base. In this phase, project attributes  
are also defined. Next step is the computer aided generation process. In this process,  
the knowledge base risk identification support system generates important risks by  
using certain project attributes. And the third process is feed back process. In this  
process, we compare the generated risks with actual result and feed back the informa-
tion to the system. 

The risk list extracted from the knowledge base system is similar to commonly 
used checklist. Differences between these two lists are; the system generated list is 
specialized for a target project, and important risks are listed and numbers of gener-
ated risks are limited.  

The characteristics of this knowledge base risk identification support system are; 

1. Generate important limited number of risks. The first target is 30 risks. 
2. Generated risks can be described as “Project components” have “fundamental 

causes of risks”. 
3. Project plan is one of the important project components that could generate risks. 
4. Knowledge base can be improved by data accumulation 

7   Conclusion 

Through the process of analysis on risks recognized in projects, we found that the 
causes of project risks can be expressed as “Project components” and “fundamental 
causes of risks”. Using this fact, we discussed the mechanism of a knowledgebase that 
automatically describes potential risks in a project and extracts important risks. 

The remaining considerations are how to categorize project attributes and how to 
weigh the importance of risks. The next step is to develop the knowledge based risk 
identification support system, accumulate data, and utilize it in actual projects.  
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Abstract. This paper proposes a new method of developing a pro-
cess response model from continuous time-series data. Chemical and/or
biotechnical plants always generate a large amount of time series data.
However, since conventional process models are described as a set of
control models, it is difficult to explain complicated and active plant
behaviors. To uncover complex plant behaviors, the method consists of
the following phases: (1) Reciprocal correlation analysis; (2) Process re-
sponse model; (3) Extraction of a workflow; (4) Extraction of control
rules of real-valued data. The main contribution of the research is to
establish a method to mine a set of meaningful control rules from a
Learning Classifier System using UNDX(Unimodal Normal Distribution
Crossover) for real-valued data. The proposed method has been applied
to an actual process of a biochemical plant and has shown its validity
and effectiveness.

1 Introduction

So far, many kinds of automatic control systems have been established in such
plants as chemical plants. Operator confirmation and manual procedures are es-
sential for a wide variety of products used in small quantities requiring stringent
quality control, such as advanced materials for Liquid Crystal Display (LCD),
pharmaceutical products, and so on. The quality control of biochemical plants
has also become one of the most important issues in the field of food-safety.

In the past, transfer functions like the delay time function have built up a pro-
cess model by describing an individual response process. The transfer function
is used in analyses of input/output behaviors. It is derived using the Laplace
transform in control theory. However, process circumstances might change sig-
nificantly, according to variations of infused material or operating conditions.
Thus, automated acquisition or data mining of processes from actual daily data
is desirable to manage these changes. In this research, we propose a heuristic
search method for plant operation rules, which could provide guidance on hu-
man operators, building up a process response model from a large amount of time
series data. The basic principles of the model are 1) to maximize the correlation
coefficient among time series data, 2) to apply LCSs with Minimum Description
Length (MDL) criteria [1], and 3) to apply Genetic Algorithm with Unimodal
Normal Distribution Crossover(UNDX). The paper also describes results from
applying the proposed method to actual operation data for a biochemical plant.

I. Lovrek, R.J. Howlett, and L.C. Jain (Eds.): KES 2008, Part II, LNAI 5178, pp. 1026–1033, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Research Objective

2.1 A Target Plant

We are dealing with a biochemical plant with a distillation tower. In the distil-
lation tower, low-pressure treatment performs constituent separation after the
basic ingredient is infused into the tower.

Simply observing normalized data is not enough, and it is almost impossible
to read what kind of relationship exists among process data. Operators, who are
those who actually operate the plant and learn about the process characteristics
empirically, control the whole plant by frequently adjusting control settings or
by manual operation.

2.2 Problem Description

The purpose of this research is to extract significant information from such time
series data that appear to be complicated. The following phases show how to
build a model up in order to analyze the process data.

1. Process data acquisition phase
Various kinds of process data are collected and stored in a database.

2. Normalization phase
Each piece of process data has a different range.

3. Reciprocal correlation analysis phase
Two sets of normalized process data are selected and searched for the time
difference that indicates the biggest correlation between each process value
by gradually shifting the time.

4. Process response model phase
Like the response model, the phase describes the relationship among the
process data from the shifted time and the correlation coefficient.

5. Extraction of a control rule phase
The process extracts the control rule by executing LCS that handles specified
process data as a process response model class.

3 Principles of LCS with MDL

3.1 MDL Criteria

Operation rules of such plants require simple and clear descriptions in order for
operators to recognize the target process conditions. The concept of complexity
determines the data and the model describes it [2]. MDL criteria minimize the
complexity of the model and data [1,3]. We use it to minimize the complexity of
LCS. MDL criteria are shown as follows [4]: Here, m1 and m0 are each occurrence
numbers of y = 1 and y = 0, in data row ym = y1, ..., ym with length m. Here,
m = m1 + m0. Also, ci indicates 0 where each condition of the former part has
a wild card #, or 1 in other cases. And ti indicates the division number of the
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process data in each condition; k indicates the number of conditions. Then, the
description length of data and model are as follows:

dataLength = mH(
m1

m
) +

1
2

log(
mπ

2
) + o(1),

modelLength =
k∑

i=1

ci(1 + log ti),

where,H(x) = −x log(x)− (1 − x) log(1− x).

3.2 Improvement Rate Based MDL Criteria

Although the MDL principle generates a simple and safe model, this does not
always means the model is easy to understand. Thus, we apply the improvement
rate of association rules in data mining literature [5]. The following formula
expresses the improvement rate:

improvement =
P (ri|p)
P (ri)

,

where, P (ri) expresses the rate that the latter part ri appears without condition,
and P (ri|p) expresses the rate that the latter part ri appears with the condition
of the former part, p.

The description length in MDL principles is calculated as follows: It is known
that probability distribution P (·), on the assembly of data row ym = y1, ..., ym

with length m, exists. Also, the length L(ym) of binary code string φ(ym) can be
expressed as L(ym) = − log P (ym). Expressing the occurrence rate in marketing
basket analysis through a logarithm with the same description length as the
description length of MDL principles, it is possible that the improvement rate
is the differential of the information amount between before-refining and after-
refining, with certain conditions. Therefore, we handle the improved information
amount and the description length in MDL principles at the same time. So, MDL
criteria are expanded, in order to maximize the differential of the description
length (model length + data length) obtained for classification by LCS. The
following method shows the calculation of the learned classifier weight. Here,
dataLengthf and modelLengthf express the initial description length of data
and model, dataLengthl and modelLengthl express the final description length
of data and model. The weight of classifier is calculated by

DLfirst = dataLengthf + modelLengthf ,

DLlast = dataLengthl + modelLengthl,

Weight = DLfirst −DLlast.

When applying a rule and the rule is simple, the knowledge, which is unknown
when there are no rules, reveals another unpredictable rule [6]. The expansion
proposed here allows for detailed evaluation of the simple rule that can reveal a
valuable fact with copious amounts of information. Evaluating all classifiers hit
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in the former part, counting the result of its classifier allows for calculation of
the estimated value of a classification error. MDL criteria are used to get the
weight, selecting the smallest dataLength in the classification of results. Then
the learning classifier system is implemented to maximize the weight as a fitness
function.

3.3 Learning Classifier System

As a learning classifier system, a modified system based on the original LCS is
introduced [7,8,9,10]. This system corresponds to a lot of events, using the learn-
ing method it estimates event distribution by random sampling. Each individual
consists of a condition part (as disjunctive normal form) and of a conclusion.
First of all, random generated rules, set as classifiers, classify the process data.
It is possible to use other techniques such as rules generalized from input data.
In this case, we used random generated rules for simplicity. MDL criteria and
the improvement rate evaluate these rules and classification results, and set the
result to CFi with MDL or the improvement rate of MDL. Therefore, in the
case of MDL criteria, each classifier is selected by MDL value as a maximiza-
tion problem, and in the case of improvement MDL criteria, it is a minimization
problem using the improvement rate of MDL. To each classifier, a new classi-
fier is generated, conducting tournament selection based on the obtained CFi,
crossing and mutation.

When p is set as a conditional expression of the former part and r is set as a
conditional expression of the latter part, the structure of the classifier becomes

p = (p1
1 ∧ p1

2... ∧ p1
k) ∨ (p2

1 ∧ p2
2... ∧ p2

k)...,
r = r1, r2, ..., rn.

The result ri shows all the possible results that the target event would obtain,
and counts the number of hits in all ri that hit in the former part. This gives an
estimated value of reliability for the latter part event, in accord with the agreed-
upon event of the former part. The pressure toward generalization is preformed
by the MDL metric.

3.4 Real Valued Learning Classifier System Using UNDX

Condition parts of the former section were four character values as 0-25, 25-
50, 50-75, 75-100. The classifier system is extracted to real valued inputs in this
section. The difference arises from changing the classifier condition. It is changed
from a string:{0,1,2,,,#} to a concatenation of interval predicates:{(lower limit,
upper limit),,,}, where each limit is a real value. A classifier matches an input x
if and only if lowerlimit ≤ xi < upperlimit, for all xi.

This real valued LCS adopts an architecture of XCS, which is as follows: XCS
is a recently developed learning classifier system that differs in several ways from
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Fig. 1. UNDX

more traditional LCSs. In XCS, classifier fitness is based on the accuracy of a
classifier’s payoff prediction instead of the prediction itself. Second, the genetic
algorithm takes place in the action sets instead of the population as a whole.
Finally, unlike the traditional LCS, XCS has no message list and so is only
suitable for learning in Markov environments. Although some real valued XCS
have been proposed recently[11,12,13], those XCSs have been pointed out that
the dependency between some data degrades the performance of the XCSs. So,
this paper proposes a new method of real valued LCS based on UNDX[14]. UNDX
means Unimodal Normal Distribution Crossover, which is shown at Figure 1.
As shown at the figure, UNDX predicates new descendants with three parents.
Additionally, this XCS based UNDX uses the method of MGG, which is one
of generation change models of GA. MGG has high performance to maintain a
diversity between genes. Our real valued LCS predicates continuous valued of
conditions using the combination of UNDX and MGG.

The algorithm of UNDX is followings.

c1 = m + z1e1 +
nparam∑

k=2

zkek, c2 = m− z1e1 −
nparam∑

k=2

zkek,

m = (p1 + p2)/2, z1 ∼ N(0, σ2
1), zk ∼ N(0, σ2

2),
σ1 = αd1, σ2 = βd2

√
nparam,

e1 = (p1 − p2)/|p1 − p2|, ei ⊥ ej(i, j = 1, . . . , nparam, i �= j).

where nparam is the number of dimension, p1,p2 are parents, c1, c2 are kids,
d1 is the distance between the first and the second parents, d2 is the distance
between the third parent and the axis between the first and the second parents,
e1 is the unit vector of the axis between parents, z1, z2 are normal distribution,
α, β are constant numbers which are α = 0.5, β = 0.35, ek is a unit vector which
is vertical to e1.
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Fig. 2. Learning classifier system

4 Experiments

4.1 Heuristic Search for Operation Rules

In the actual operation, it is significant to discover a control point that makes
the final quality stable. The LCS with MDL criteria and the improvement rate,
searches for the control rule targeting tag data with high correlation obtained by
the process response model. Figure 3 shows an example of the classifier obtained.
At this moment, the improvement rate is 3.1, and the MDL value is 32.9 bit.
The next example shows the classifier in the case that considers the improve-
ment rate. In this case, the improvement rate is 6.6, and the MDL value is 54.8
bit. The former becomes a simpler model, although the result is close to “com-
monplace” with a low improvement rate. In the case that gives consideration to
the improvement rate, in addition to the MDL value, an unpredictable rule is
more easily revealed. As a result of an interview with the person in charge of the
operation, T2(temperature of the tower) provides an important control point
that greatly affects product constituent quality in this biochemical plant, and it
is too difficult to control the temperature. In order to control it more accurately,
the classification rule that operators find hard to be aware of becomes precious
information. In the case of Figure 3, F2 flow is expected to be related to T2
temperature, but it is not noticeable that F3 flow transition rate away from T2,
or F4 flow are also connected to T2. Furthermore, in Figure 4.1 too, comparing

MDL+Improvement:
(25% < F3 ≤ 50%) and (75% < F4) and (F3 is down) then 75% < T2
Real LCS:
(0.62 < F3 < 0.73) and (F4 < 0.55) and (F3 is unstable) then 25% < T2 < 50%
(0.28 < F1) and (0.57 < F2 < 0.69) and (F3 < 0.39) and (0.16 < F4) and (F1 is up)
and (F3 is up) and (F4 is down) then 75% < T2

Fig. 3. Control rules for Recipe
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Fig. 4. Distribution of fitness(Left) and The Best fitness(Right)

with the F1 ingredient flow which directly infused into the distillation tower
and the F2 return flow, operators found it hard to see that the F3 flow away
from T2 is related to T2 temperature. As mentioned above, the application of
Minimum Description Length criteria considering the improvement rate results
in such unpredictable information.

4.2 Real Valued LCS Using UNDX

Figure 4 shows the distribution of fitness values of top 500 rules and the Best
fitness values of each generation. Parameters of the experiment are population
size = 4000, learning rate = 0.2, number of leaning steps = 40,000, number of
descendants of MGG = 100.The XCS with UNDX and MGG reproduced more
rules of that have better fitness than BLX in which descendants are generated
by linear crossover.

5 Conclusion

This paper has proposed a new method of extracting plant operation knowledge
from time series data using LCSs with the MDL principle and Tabu search.
The method has generated useful but simple operation knowledge with high
reliability. It enables us to extract implicit plant operation knowledge from both
manual operation data and process data. Such knowledge is useful in transferring
experts’ special skills to inexperienced operators.

The method consists of the following phases: (1) Process data acquisition
phase; (2) Normalization phase; (3) Reciprocal correlation analysis phase; (4)
Process response model phase; (5) Extraction of a control rule phase; (6) Ex-
traction of a workflow phase; (7) Variation analysis and improvement phase; and
(8) Plant operation phase. Additionally, we have shown that extracted control
rules of real-valued data.

The main contribution of the research is to establish a method of mining
a set of meaningful control rules from the Learning Classifier System using the
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Minimum Description Length criteria with improvement rate and real-valued
LCS method. The effectiveness of the proposed method has been demonstrated
using actual plant data. We believe that the proposed method is one of the
practical LCS applications.
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Arús, Carles II-173, II-189
Aufaure, Marie-Aude I-557
Aussenac-Gilles, Nathalie I-641
Avogadri, Roberto III-764
Avola, Danilo II-650
Awaji, Keita II-442
Axt, Margarete II-483
Azzini, Antonia II-371

Baba, Norio II-411
Babenyshev, Sergey II-711, III-210

Bacciu, Davide II-181
Bai, Yun I-278
Balachandran, Bala M. III-236, III-245
Balas, Marius M. III-658
Balas, Valentina E. III-658
Balic, Joze II-1
Balvig, Jens J. III-664
Banek, Marko I-456
Bankauskaite, Vaida II-50
Bao, Haiyan I-625
Bao, Yongguang II-926
Barbu, Tudor III-622
Barna, Cornel III-616
Barriga, Angel I-425
Basch, Danko I-384
Basic, Mateo I-658
Basile, Pierpaolo III-277
Baudrit, Cédric II-265
Beghini, Alessandro III-764
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Biagetti, Giorgio I-580
Bienvenido, Fernando III-716
Bifulco, Ida III-724, III-732
Biganzoli, Elia II-181
Bingul, Zafer I-674
Blanes, Ian III-416
Bobillo, Fernando III-293
Bogdan, Razvan II-297
Bogda�l, Adam I-262
Bogunovic, Nikola I-717
Bolinger, Joe III-799
Borda, Monica III-327
Borzemski, Leszek II-117
Boubertakh, Hamid I-666
Bouras, Christos II-593
Braga, Antõnio II-157
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Çela, Arben II-157
Ceravolo, Paolo I-517
Chakravarthy, Sharma II-670
Chang, Jaewoo I-473
Chao, Kuei-Hsiang I-17
Chapurlat, Vincent III-630
Chavira, Gabriel I-757
Chen, Li-Che II-491
Chen, Yen-Wei II-141, II-149
Cheng, Jingde II-499, II-517, II-526
Chetty, Girija III-245
Chiang, Shu-Yin II-958, II-966
Chiesa, Stefano II-50
Chikhi, Nacim Fateh I-641
Chiodi, Giovanni I-362
Chiodi, Lorenzo I-362
Chniber, Othmane III-269
Cho, Jangsik III-50
Choi, Gyoung Soon II-727
Chowdhury, Nihad Karim I-473
Chung, Sheng-Luen II-491
Chyr, Wen-Li II-974
Cirlugea, Mihaela III-360, III-368
Cocu, Adina I-565
Colella, Roberto III-556, III-564
Corsini, Giovanni III-424
Costa, Marcelo II-157
Costa, Rui P. II-281
Costin, Mihaela III-622
Cottington, David II-727
Craciun, Marian I-565
Creanza, Teresa Maria II-206
Crippa, Paolo I-580
Cruz, Isabel F. II-354

Cruz, Manuel D. I-765
Csipkes, Doris III-335
Csipkes, Gabor III-302, III-335
Cui, Zhan I-517
Cuzzocrea, Alfredo II-670

D’Addabbo, Annarita II-206, III-556,
III-564

d’Amato, Claudia II-656, III-252
d’Onofrio, Valentina III-556
Daemen, Anneleen II-165
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Julià-Sapé, Margarida II-173, II-189
Jung, Kangsoo II-583
Jurasovic, Kresimir I-158
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Nebot, Àngela II-173
Negoita, Mircea Gh. III-310
Németh, Erzsébet I-501
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