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Abstract. In the paper will be presented a new way of intelligent cognitive sys-
tems and pattern analysis using cognitive categorization. Such an understanding 
will be based on the linguistic and cognitive mechanisms of pattern recognition 
and classification. The goal is making computer analysis of the meaning for 
some selected classes of medical patterns. The approach presented will show 
the possibilities of automatic and intelligent disease detection and its classifica-
tion based on cognitive resonance processes. Cognitive categorisation systems 
operate by executing a particular type of thought, cognitive and reasoning proc-
esses which take place in the human mind and which ultimately lead to making 
an in-depth description of the analysis and reasoning process. 

1   Introduction 

The process of computer data analysis that has been developing incessantly for a 
number of years is now moving to jobs of not just simply interpreting analysed data, 
but it concentrates mainly on deeper reasoning and an attempt at the computer under-
standing of that data. It is precisely for activities aimed at understanding the analysed 
data that a special class of intelligent information and decision-support systems called 
cognitive categorisation systems has been developed. Such systems do not just con-
duct simple analyses, but mainly strive to reveal the semantic information contained 
in image data, and then run procedures leading to its machine understanding based on 
previously defined semantic information. Such a process was possible due to applying 
formalisms of linguistic perception and understanding of data to automatic reasoning 
processes combined with the purely human process of interpreting, analysing, under-
standing and reasoning which occurs in the human mind.  

The most important element in this analysis and reasoning process is that it occurs 
both in the human cognitive/thinking process and in the system's information/reasoning 
process that conducts the in-depth interpretation and analysis of data. It should be added 
that this process is based on cognitive resonance (Fig. 1) which occurs during the ex-
amination process, and which forms the starting point for the process of data under-
standing consisting in extracting the semantic information and the meaning contained in 
the analysed type of data that makes reasoning possible. 

The applications of Computational Intelligence (CI) methods in the area of biomedi-
cal engineering problems, and creation of intelligent information systems, include some  
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Fig. 1. Cognitive resonance in automatic understanding process 

classical algorithms like data processing and analysis procedures, pattern classification, 
neural modeling, and genetic computation [1, 4]. Such algorithms allow to make de-
scription of the analyzed objects, its classification, creation of behavioral models, or 
solve optimization problems connected with particular task. However in many biomedi-
cal, economical, or engineering problems such traditional techniques of analysis may 
occur completely insufficient. This is especially visible when solving problems leads to 
the necessity of merit content understanding. Automatic understanding is something 
more than signal processing – it needs also some knowledge and it demands special type 
of data processing. Details of natural understanding are very complicated therefore, we 
can talk about understanding in terms of cognitive science. 

Nevertheless in this paper I propose methods of artificial imitation of understand-
ing processes. I describe the general methodology of the machine understanding  
procedures and show how to use this methodology for solving selected biomedical, 
economical and also engineering problems [2, 7]. 

2   Automatic and Machine Analysis and Understanding 

Trying to explain what automatic understanding is, and how we can force the com-
puter to understand the image content we must demonstrate the fundamental differ-
ence between a formal description of an image and the content meaning of the image, 
which can be discovered by an intelligent entity, capable of understanding the pro-
found sense of the image in question.  

The most important difference between traditional methods of image processing 
and the new concept of image understanding is that there are two-directional interac-
tions between features extracted from the image and expectations resulting from the 
knowledge of image content. Applying automatic understanding the input data stream 
must be compared with the stream of demands generated by a dedicated source of 
knowledge. Such demands are always connected with a specific hypothesis of the im-
age content semantic interpretation. As a result, we can emphasise that the proposed 
‘demands’ are a kind of postulates, describing (basing on the knowledge about the 
image contents) the desired values of some (selected) features of the image. The  
selected parameters of the image must have desired values when some assumption 
about semantic interpretation of the image content is to be validated as true. The fact  
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that the parameters of the input image are different can be interpreted as a partial  
falsification of one of possible hypotheses about the meaning of the image content, 
however, it still cannot be considered the final solution. Such a specific model of  
inference we can name the ‘cognitive resonance’ (fig. 1).  

Cognitive resonance and cognitive categorisation have been developed by combin-
ing intelligent information systems with cognitive systems in which cognitive reso-
nance and cognitive analysis occur. 

Our method of image understanding is based on the same processes connected with 
cognitive resonance.  

3   Example of Understanding Medical Image 

The connection between proposed methodology and mathematical linguistics, espe-
cially a linguistic description of images, is a very important aspect of the automatic 
image understanding method. There are two reasons for the selection of linguistic 
methods as a fundamental tool for understanding patterns.  

The first one results from the fact, that during the understanding process no classes 
or templates are known a priori. In fact, the possible number of potential classes goes 
to infinity. So it must be a tool that offers us the possibilities to describe a potentially 
infinite number of categories.  

The second reason owns to the fact that in the linguistic approach, after processing, 
we obtain a description of the image content without the use of any classification 
known a priori. This is possible because of a very strong generalisation mechanism 
within the grammar parsing process.  

The only problem consists in a correct adjustment of the terms and methods of for-
mal grammars and artificial languages when applying them in the field of images. 

Cognitive categorization approach may be applied to medical visualization. Author 
has a great experience in application of such a way of semantic analysis for interpreta-
tion of various medical images [5, 6, 8]. Below, an example of interpretation of food 
bones will be presented.  

The cognitive analysis of images showing foot bones has been conducted using 
formalisms for the linguistic description, analysis and interpretation of data, which in-
clude such formalisms as graph grammars and to identify and intelligently understand 
the analysed X-ray images of bones of the foot.  

In order to perform a cognitive analysis aimed at understanding the analysed data 
showing foot bone lesions, a linguistic formalism was proposed in the form of an im-
age grammar whose purpose is to define a language describing the possible layouts of 
foot bones which are within physiological norms and the possible lesions of foot 
bones.  

The analysis of foot bones in the for example dorsoplanar projection formed the basis 
for defining a graph used to make a model description of the foot bone skeleton (Fig. 3) 
which employs the known anatomical rules of this part of the lower extremity (Fig. 2). 

Topographic relationships were introduced for the thus defined, spanned graph de-
scribing the foot bone skeleton in the dorsoplanar projection. These relationships de-
scribe the location of particular structures in relation to one another, as well as the 
possible pathological changes within the foot (Fig. 4). 
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Fig. 2. Names of bones for the dorsoplanar projection of foot images 

 

Fig. 3. A graph describing the foot bone skeleton in the dorsoplanar projection 

 

Fig. 4. A relation graph for the dorsoplanar projection of the foot 

The introduction of such spatial relationships (Fig. 4) and the representation in the 
form of a graph spanned on the skeleton of foot bones were used to define the graph 
proper, in which all the adjacent foot bones were labelled as appropriate for the ana-
lysed dorsoplanar projection (Fig. 5). This graph shows bones that are already num-
bered and which have been assigned labels in line with searching the graph across. 
(bfs/wfs-wide first serach). Such a representation creates a description of foot bones 
using the so-called IE graph. This is an ordered and oriented graph for which the syn-
tactic analysis will start from the distinguished apex number 1 (Fig. 5). 
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Fig. 5. A graph with numbers of adjacent bones marked based on the relation graph for the dor-
soplanar foot projection 

For the purposes of the analysis conducted, a formal definition of the graph gram-
mar was introduced, which takes into account the developed linguistic description of 
correct connections between foot bones: 

),,,,( PSTNG ΓΣ=  

where: 
The set of non-terminal labels of apexes: 

N={ST, CALCANEUS, OS NAVICULARE, OS CUBOIDEUM, OS CUNEIFORME 
MEDIALE, OS CUNEIFORME INTERMEDIUM, OS CUNEIFORME LATERALE, 
M1, M2, M3, M4, M5} 

 

The set of terminal labels of apexes: 
Σ  ={s, t, u, v, w, x, y, c, on, oc, ocm, oci, ocl, m1, m2, m3, m4, m5},  
Γ – the graph shown in Fig. 5, The start symbol S = ST,  
P – a finite set of productions shown in Fig. 6. 

 

Fig. 6. A set of productions defining the interrelations between particular elements of the struc-
ture of foot bones for the dorsoplanar projection 

Our analysis of image-type data understanding was aimed at an in-depth under-
standing of the images analysed, in this case also of specific lesions. Figure 7 shows 
the possibilities for describing various disease cases by expanding the set of linguistic 
rules to include additional grammatical rules. 
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Fig. 7. Examples of using the automatic understanding of foot bone lesions detected by the 
UBIAS system in the dorsoplanar projection 

The presented examples of the cognitive analysis and interpretation of data, de-
scribing the lesions appearing in foot bones, show possible cases, namely: fractures 
and deformations foot. 

The types of foot bone lesions shown above and detected by an intelligent and 
cognitive system have been presented using a selected type of projection for foot bone 
imaging. Obviously, similar solutions can be proposed for the remaining projection 
types, that is the lateral projection (external and internal). 

4   Conclusion 

In the paper we present a new approach based on cognitive categorization to data 
analysis and pattern understanding. We have described the general concept of ma-
chine cognitive inference which allows extracting the semantic information from the 
analyzed patterns. Applying such a methodology we successfully attempted to de-
velop an experimental implementation of the IT systems relevant to many decision 
support problems including the intelligent and cognitive systems.  

Acknowledgement 

This work has been supported by the Ministry of Science and Higher Education, Re-
public of Poland, under project number N516 025 32/2881. 

References 

1. Bankman, I. (ed.): Handbook of Medical Imaging: Processing and Analysis. Academic 
Press, London (2002) 

2. Davis, L.S. (ed.): Foundations of image understanding. Kluwer Academic Publishers, Nor-
well (2001) 

3. Khan, M.G.: Heart Disease Diagnosis and Therapy. Williams & Wilkins, Baltimore (1996) 



400 L. Ogiela 

4. Leondes, C.T. (ed.): Image processing and pattern recognition. Academic Press, San Diego 
(1998) 

5. Ogiela, L., Tadeusiewicz, R., Ogiela, M.R.: Cognitive Computing in Intelligent Medical 
Pattern Recognition Systems. Lecture Notes in Control and Information Sciences 344, 851–
856 (2006) 

6. Ogiela, M.R., Tadeusiewicz, R., Ogiela, L.: Image Languages in Intelligent Radiological 
Palm Diagnostics. Pattern Recognition 39, 2157–2165 (2006) 

7. Tadeusiewicz, R., Ogiela, M.R.: Medical Image Understanding Technology. Springer, Hei-
delberg (2004) 

8. Tadeusiewicz, R., Ogiela, L., Ogiela, M.R.: Cognitive Analysis Techniques in Business 
Planning and Decision Support Systems. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., 
Żurada, J.M. (eds.) ICAISC 2006. LNCS (LNAI), vol. 4029, pp. 1027–1039. Springer, Hei-
delberg (2006) 

 


	Cognitive Systems for Medical Pattern Understanding and Diagnosis
	Introduction
	Automatic and Machine Analysis and Understanding
	Example of Understanding Medical Image
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




