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Preface

This volume contains the papers presented at the 9th European Conference on
Case-Based Reasoning (ECCBR 2008).

Case-based reasoning (CBR) is an artificial intelligence approach whereby
new problems are solved by remembering, adapting and reusing solutions to a
previously solved, similar problem. The collection of previously solved problems
and their associated solutions is stored in the case base. New or adapted solutions
are learned and updated in the case base as needed.

In remembrance of the First Furopean Workshop on Case-Based Reasoning,
which took place 15 years ago at the European Academy Otzenhausen, not far
from Trier, this year’s conference was especially devoted to the past, present,
and future of case-based reasoning.

ECCBR and the International Conference on Case-Based Reasoning (IC-
CBR) alternate every year. ECCBR 2008 followed a series of seven successful
European workshops previously held in Otzenhausen, Germany (1993), Chan-
tilly, France (1994), Lausanne, Switzerland (1996), Dublin, Ireland (1998), and
Trento, Italy (2000), and three European conferences in Aberdeen, UK (2002),
Madrid, Spain (2004), and Oliideniz/Fethiye, Turkey (2006). The International
Conferences on Case-Based Reasoning (ICCBR) were previously held in Sesim-
bra, Portugal (1995), Providence, Rhode Island, USA (1997), Seeon, Germany
(1999), Vancouver, Canada (2001), Trondheim, Norway (2003), Chicago, USA
(2005), and Belfast, Northern Ireland (2007). These meetings have a history
of attracting first-class European and international researchers and practition-
ers. The proceedings of the ECCBR and ICCBR, conferences are published by
Springer in their LNAIT series.

The ECCBR 2008 conference was held at the University of Trier, Germany
and offered a number of new program elements. This included the first Com-
puter Cooking Contest (CCC), a CBR system competition demonstrating the
application of case retrieval, adaptation, and combination methods for cooking
recipes. CCC was co-organized by Mirjam Minor (University of Trier), Armin
Stahl (DFKI), and Ralph Traphoner (empolis), and a professional cook was re-
sponsible for evaluating the computer generated recipes.

Furthermore, ECCBR 2008 focused on two special areas with high relevance
to CBR: The Role of CBR in the Future Internet (chaired by Enric Plaza)
and CBR in Healthcare (chaired by Isabelle Bichindaritz and Stefania Mon-
tani). When submitting a paper, the authors could relate their paper to one of
these areas. In each focus area, the area chairs selected three papers for oral
presentation.

The workshops, which took place on the first day of the conference, covered
various topics of specific interest to the CBR community such as Knowledge
Discovery, Similarity, Context-Awareness, Uncertainty, Health Sciences, and the
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Computer Cooking Contest Workshop. The second day was the traditional In-
dustry Day, giving insight into fielded CBR applications. It also included the
Poster Session with its lively discussions. The remaining two days were devoted
to invited talks and technical presentations on both theoretical and applied re-
search in CBR as well as to the presentations related to the two special areas.

A total of 71 papers were submitted by authors from 19 different countries,
not only from Europe, but also from America, Asia, and Africa. The accepted
39 papers (18 oral presentations and 21 poster presentations) were chosen based
on a thorough and highly selective review process. Each paper was reviewed
and discussed by at least three Program Committee members and revised ac-
cording to their comments. We believe that the papers in this volume give a
representative snapshot of current research and contribute to both theoretical
and applied aspects of CBR research. The proceedings have been organized into
three sections: invited talks (3 papers), research papers (34), and application
papers (5).

The chairs would like to thank the invited speakers Isabelle Bichindaritz,
Enric Plaza, Padraig Cunningham, and Barry Smyth for their contribution to
the success of this conference. While the talk of Cunningham and Smyth was
explicitly devoted to the past of ECCBR, the talks of Bichindaritz and Plaza
represented the respective focus areas they were chairing. Particular thanks go
to the Program Committee and additional reviewers for their efforts and hard
work during the reviewing and selection process.

We are also grateful for the work of the Industry Chair Ralph Traphoner,
the Workshops Coordinator Martin Schaaf as well as the chairs of the respec-
tive workshops and their various committee members for their preparations for
Industry Day and the workshops. We thank all the authors who submitted pa-
pers to the conference and gratefully acknowledge the generous support of the
sponsors of ECCBR 2008 and their, partly long-time, sponsorship of ECCBR
and ICCBR.

This volume has been produced using the EasyChair system®. We would
like to express our gratitude to its author Andrei Voronkov. Finally, we thank
Springer for its continuing support in publishing this series of conference pro-
ceedings.

June 2008 Klaus-Dieter Althoff
Ralph Bergmann

Mirjam Minor

Alexandre Hanft

! http://www.easychair.org
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Case-Based Reasoning in the Health Sciences: Why It
Matters for the Health Sciences and for CBR

Isabelle Bichindaritz

University of Washington, Tacoma, Institute of Technology
1900 Commerce Street, Box 358426,
Tacoma, WA 98402, USA
ibichind@u.washington.edu

Abstract. Biomedical domains have been an application domain of choice for
artificial intelligence (AI) since its pioneering years in expert systems. Some
simple explanations to this phenomenon are the intellectual complexity
presented by this domain, as well as the dominant industry market share of
healthcare. Following in AI’s tracks, case-based reasoning (CBR) has been
abundantly applied to the health sciences domain and has produced an excellent
as well as varied set of publications, which has fostered CBR research innova-
tion to answer some of the research issues associated with this intricate domain.
Some notable examples are synergies with other Al methodologies, and in par-
ticular with ontologies [8] and with data mining, the study of the temporal di-
mension in CBR, the processing of multimedia cases, and novel tasks for CBR
such as parameter setting. However CBR has a major endeavor to take on in the
health sciences: how to position itself with regard to statistics for studying data?
Some claim that CBR proposes an alternative viewpoint on the concept of evi-
dence in biomedicine; others that CBR and statistics complement one another in
this domain. In any case, an interesting question to study is whether CBR could
become one day as fundamental to the health sciences as statistics is today?
This question in particular broadens the health sciences challenge to a universal
scope.

1 Introduction

Case-based reasoning (CBR) in the health sciences (CBR-HS) has developed as a spe-
cialized area within case-based reasoning research and applications. This paper pre-
sents a survey of the accomplishments of CBR in the health sciences for CBR, more
generally Al, and for the health sciences.

CBR is a valued knowledge management and reasoning methodology in biomedi-
cal domains because it founds its recommendations on contextual knowledge by cap-
turing unique clinical experience. This type of knowledge is much more detailed and
to the point for solving clinical problems, and allows to account for some of the com-
plexity inherent to working in clinical domains [31]. As a matter of fact, cases play an
essential role in medical training and medical expertise acquisition, and a comprehen-
sive set of CBR systems in medicine now has been built and evaluated successfully
[31]. Their usefulness in clinical settings has been shown for decision-support, expla-
nation, and quality control [31]. If the value of contextual, instance-based knowledge,

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 1-17, 2008.
© Springer-Verlag Berlin Heidelberg 2008



2 1. Bichindaritz

is not in question, however main accomplishments remain to be reached, for which
practical endeavors are underway to validate the methodology in health domains.

The choice of health sciences domains to show case CBR usefulness in and impact
on science and society is neither novel nor fortuitous. These domains have been a ma-
jor application area for artificial intelligence (Al) from its beginnings. Moreover the
healthcare domain is one of the leading industrial domains in which computer science
is applied. Its importance in computer science research is second to none. This pre-
eminence of health sciences domains for computer science, artificial intelligence, and
CBR is discussed in the second section. Artificial intelligence has researched applica-
tions in the health sciences from its inception. The third section reviews progress in
artificial intelligence in biology and medicine, and explains its contributions to the
field of Al as well as to the health sciences. Similarly, CBR has invested itself in ap-
plications to the health sciences from its pioneering years. The fourth section reviews
progress in case-based reasoning in biology and medicine, and highlights its contribu-
tions to the field of CBR as well as to the health sciences. The following sections
highlight main research topics in CBR in the health sciences, such as complementarity
and synergies with other artificial intelligence methodologies, and complementarity
and synergies with statistics. They are followed by the conclusion.

sitemap

\N\./{@=N National Workforce Center for Emerging Technologies

| Home | About Us | Products | Services | Programs | NSF Grants | Partners | May 1, 2008

Produets » College Cumiculum » IT Trends Assessment

Applications of Information Technelogy: Order Mow
Trends Assessment for 2007 - 2008 (Updated Version!) E /’? S' e

3.Industry Sector Focus

3.1. Growth Industry Sectors where [T Plays an Increasingly Predominant Role
3.2. Business Intelligence

3.3. Healthcare Informatics

3.4. Globhal and Public Health Informatics

3.8, Implications for Community Colleges

Fig. 1. Forecasts for the evolution of computer science to be “more and more infused by appli-
cation areas”

2 Health Sciences Domains

Health Sciences domains encompass healthcare and health research, with in particular
human biology, genetics, proteomics, and phylogenetics aspects. In terms of computer
science, forecasts for the development of the profession confirm a general trend to be
“more and more infused by application areas”. The emblematic application infused
areas are health informatics and bioinformatics. For example the National Workforce
Center for Emerging Technologies (NWCET) lists among such application areas
healthcare informatics and global and public health informatics (see Fig. 1). The pre-
dominant role plaid by the health sciences sectors is confirmed by statistics from the
Department of Labor, which predicts among the highest increases in wage and salary
employment growth between 2006 and 2016 the offices of healthcare practitioners
(close 2™ overall rank), private hospitals (6™ overall rank), residential care facilities
(9lh overall), and home healthcare services (12lh overall). By comparison, amusement,
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gambling, and recreational services rank only 13™. The strength of health related in-
dustries answers a need for increased access to healthcare. This social need also fos-
ters research funding and endeavors. It is notable that the Science Citation Index
(Institute for Scientific Information — ISI — Web of Knowledge) lists among computer
science a specialty called “Computer science, Interdisciplinary applications”. More-
over this area of computer science ranks the highest within the computer science dis-
cipline in terms of number of articles produced as well as in terms of total cites (see
Fig. 2). These figures confirm the other data pointing toward the importance of appli-
cations in computer science. Among the journals within this category, many relate to
bioinformatics or medical informatics journals. It is also notable that some health
informatics or bioinformatics journals are also classified in other areas of computer
science. In addition, the most cited new papers in computer science are frequently
bioinformatics papers. For example, all the papers referenced as “new hot papers” in
computer science in 2008 until June included have been bioinformatics papers.

Median | Aggregate | Aggregate |Aggregate
Bank {finked to c(;?st;gr?fr;?formarﬁ'on} Ei]tteasI IF";g:uE: IFr:E?DE: Im;rrnln‘ajnli::y H :Iift—el_?fe Joufnals Litlcles
1 |COMPUTER SCIEMCE, ARTIFICIAL INTELLIGEMCE 110705 0.930 1511 0.206 7.0 a5 5298
2 |COMPUTER SCIEMCE, CYBERMETICS 12031 0.859 0.835 0.129 7.1 1= 894
3 |COMPUTER SCIEMCE, HARDWARE & ARCHITECTURE 52929 0.694 0,909 0,121 8.7 44 3245
4 |COMPUTER SCIEMCE, INFORMATION SYSTEMS 782032 0.820 1.177 0.178 6.8 87 6379
5 |COMPUTER SCIEMCE, IMTERDISCIPLINARY APPLICATIONS 121793| 0.862 1.609 0.243 6.0 a7 7531
6 |COMPUTER SCIEMCE, SOFTWARE ENGIMEERING 63797 0.782 0.874 0.120 8.2 8z 4936
7 |COMPUTER SCIEMCE, THEQORY & METHODS 78451 0.840 0,952 0,151 8.5 75 4372

Fig. 2. Interdisciplinary applications of computer science represent the most cited literature
within computer science in the Journal Citation Reports in the ISI Web of Knowledge

Therefore it is understandable that health sciences applications of computer science
represent a major specialization area in computer science, based on complex interdis-
ciplinary research.

3 Artificial Intelligence in the Health Sciences

The health sciences have motivated an abundance of applied Al research both to take
on the challenge of its complexity — similarly to the chess playing challenge — and for
its particular influential role on society.

3.1 History

Since the early days of artificial intelligence, health sciences have been a favorite ap-
plication area. First were developed decision-support systems such as INTERNIST in
1970 [41] and MYCIN [54] in 1976. INTERNIST is classified as a rule-based expert
system focused on the diagnosis of complex diseases [41]. It has been commercialized
later on as Quick Medical Reference (QMR) to support internists’ diagnosis. MYCIN
was also a rule-based expert system, but applied to the diagnosis and treatment of
blood infections [54]. Created by Ted Shortliffe, this knowledge-based system
mapped symptoms to diseases, led to clinical evaluation of its effectiveness, and to
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the development of an expert system shell EMYCIN. The evolution of artificial intel-
ligence engendered new generations of artificial intelligence systems in medicine,
expanding the range of Al methodologies in biomedical informatics, such as imple-
mentation of clinical practice guidelines in expert systems, data mining to establish
trends and associations between symptoms, genetic information, and diagnoses, and
medical image interpretation, to name a few. Researchers stressed the value of early
systems for testing artificial intelligence methodologies.

3.2 Impact on Artificial Intelligence

These systems provided a very valuable feedback to Al researchers regarding the va-
lidity of their approach, as reported by Ted Shortliffe: “Artificial intelligence, or Al,
is largely an experimental science—at least as much progress has been made by build-
ing and analyzing programs as by examining theoretical questions. MYCIN is one of
several well-known programs that embody some intelligence and provide data on the
extent to which intelligent behavior can be programmed. ... We believe that the
whole field of Al will benefit from such attempts to take a detailed retrospective look
at experiments, for in this way the scientific foundations of the field will gradually be
defined." [49] When evaluating the advances of artificial intelligence systems in
medicine, several levels of evaluation can be proposed, which can be roughly differ-
entiated as computer system, user satisfaction, process variables, and domain out-
comes levels:

1. The computer system level is how effectively the program is performing its task.
Measures include diagnosis accuracy for a decision-support system providing
diagnostic recommendations, or precision and recall in an intelligent retrieval
system for medical information. Measures can be integrated in the system pro-
gramming.

2. The user satisfaction level involves assessing the user satisfaction with the sys-
tem — the user can be either the physician or the patient, whether the patient uses
the system or not. A questionnaire can be administered to the patients or physi-
cians.

3. The process variables level works by measuring some variable connected in the
clinical process, such as confidence in decision, pattern of care, adherence to
protocol, cost of care, and adverse effects [56].

4. The domain outcomes level aims at measuring clinical outcomes of the system.
This requires conducting a randomized clinical trial to measure improvements in
patient health or quality of life. For example one such measure may involve the
number of complications, or the cost of care, or even the survival duration.

3.3 Impact on Health Sciences

Notably, critics of artificial intelligence expressed concerns that the field had not
been able to demonstrate actual clinical outcomes. Al researchers mostly showed sat-
isfaction with computer system level evaluation results, some user satisfaction level
results and little process variables results. One major step was to include Al systems
in clinical practice. Al systems in use today are numerous. One of the first one was
NéoGanesh, developed to regulate the automatic ventilation system in the Intensive
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Care Unit (ICU), in use since 1995 [22]. Another example is Dxplain, a general expert
system for the medical field, associating 4,500 clinical findings, including laboratory
test results, with more than 2,000 diseases [4]. Some of these systems are available for
routine purchase in medical supplies catalogues.

Even though clinical outcomes have been rare, there have been several studies
showing the effectiveness of these systems in clinical practice in terms of improving
the quality of care, the safety, and the efficiency [56]. One such example is a 1998
computer-based clinical reminder system showing evidence that a particular clinical
act — discussing advance directives with a patient — was significantly better performed
with the clinical reminders under evaluation than without them [20]. More generally
prescription decision-support systems (PDSS) and clinical reminder systems, often
based on clinical guidelines implementation, have consistently shown clinical out-
comes in several studies [16]. However clinical outcomes are rarely measured, while
process variables and user satisfaction are often measured. Obviously computer sys-
tem intrinsic measures are always reported.

The success of Al in the health sciences is explained by the shift of focus from cen-
tering the system success on the computational performance versus the application
domain performance. Indeed successful systems provide a practical solution to a spe-
cific healthcare or health research problem. The systems presenting the largest impact,
such as the clinical reminders, do not have to represent a challenging Al difficulty,
but they have to fit perfectly well the clinical domain in which they are embedded —
they are application domain driven — versus Al driven.

4 Case-Based Reasoning in the Health Sciences

Case-based reasoning (CBR) [1] in the health sciences is a particularly active area of
research, as attest in particular several recent workshops conducted at ICCBR-03,
ECCBR-04, ICCBR-05, ECCBR-06, and ICCBR-07. Additionally journals special is-
sues on CBR in the Health Sciences have been published in Artificial Intelligence in
Medicine, Computational Intelligence, and Applied Intelligence. As the health sector
is continuing to expand due to population lifespan increase, advanced decision-
support systems become more and more sought after in the evolution of medicine
towards a more standardized and computerized science. CBR systems are notable ex-
amples of decision-support systems as they base their recommendations on the subset
of the most similar or most reusable experiences previously encountered. It is thus a
method of choice for such experimental sciences as the natural and life sciences and
in particular for biology and medicine.

4.1 History

Early CBR systems in biomedicine have been Kolodner & Kolodner (1987) [34],
Bareiss & Porter (1987) [4], Koton (1988) [35], and Turner (1989) [58]. They focused
on diagnosis and were not yet systems developed in clinical settings. In that sense,
CBR followed the early goals of Al to represent experts reasoning. All the first sys-
tems developed in CBR in the health sciences have been devoted to modeling medical
expertise along the main medical tasks: diagnosis, treatment planning, and follow-up.
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The main pioneering systems in CBR in the health sciences, with their application
domain and type of task, are, ranked by date:

— SHRINK, psychiatry, diagnosis (1987) [34];

— PROTOS, audiology disorders, diagnosis (1987) [3];

— CASEY, heart failure, diagnosis (1988) [35];

— MEDIC, dyspnoea, diagnosis (1988) [58];

— ALEXIA, hypertension, assessment tests planning (1992) [14];

— ICONS, intensive care, antibiotics therapy (1993) [28];

— BOLERO, pneumonia, diagnosis (1993) [36];

— FLORENCE, health care planning (1993) [15];

— MNAOMIA, psychiatry, diagnosis, treatment planning, clinical research as-
sistance (1994) [6];

— ROENTGEN, oncology, radiation therapy (1994) [5];

— MACRAD, image analysis (1994) [37].

Later, CBR has been applied to a variety of tasks, among which we can cite diag-
nosis (and more generally classification tasks) (SCINA 1997 [30], CARE PARTNER
1998 [14], AUGUSTE 2001 [39]), treatment planning (and similar tasks such as as-
sessment tests planning) (CARE PARTNER 1998 [14], CAMP 1999 [38],
AUGUSTE 2001 [39], T-IDDM 2000 [44]), image analysis (Imagecreek 1996 [29]),
long-term follow-up [14], quality control, tutoring (CADI 1996 [26]), and research
assistance (in conjunction with data mining). We count today more than 300 papers
published in specialized CBR conferences and workshops, Al journals, books, but
also medical informatics and bioinformatics conferences and journals. We also note a
regular increase in the number of papers published in CBR in biomedicine. Several
reviews on CBR in medicine have been published. We can list Schmidt et al. (2001)
[50], Nilsson & Sollenborn (2004) [46], Holt et al. [36], Bichindaritz (2006) [9], and
Bichindaritz and Marling (2006) [13].

4.2 Impact on CBR

CBR has found in biomedicine one if its most fruitful application areas, but also one
of its most complex ones. The main reason for these achievements and interest from
the biomedical community is that case-based reasoning capitalizes on the reuse of ex-
isting cases, or experiences. These abound in biology and medicine, since they belong
to the family of descriptive experimental sciences, where knowledge stems from the
study of natural phenomena, patient problem situations, or other living beings and
their sets of problems. In particular, the important variability in the natural and life
sciences plays an active role in fostering the development of case-based approaches in
these sciences where complete, causal models fully explaining occurring phenomena
are not available. One consequence of this fact is that biomedicine is a domain where
expertise beyond the novice level comes from learning by solving real and/or practice
cases, which is precisely what case-based reasoning is accomplishing. Prototypical
models are often more adapted to the description of biomedical knowledge [14] than
other types of models, which also argues in favor of case-based reasoning.
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Among the complexities of biomedicine, we can list the high-dimensionality of
cases, as is noted in particular in bioinformatics [17, 18, 21], but also in long-term fol-
low-up [12]. Multimedia case representation and the development of suitable CBR
methods for handling these represent another complexity, for example in medical im-
age interpretation [24, 29, 32, 49], in sensor data interpretation [27], or in time series
case features [49]. Other factors are the co-occurrence of several diseases, not clearly
bounded diagnostic categories, the need to mine for features that can be abstracted
from time series representing temporal history [49], sensor signals [27], or other con-
tinuous input data, and the use of data mining techniques in addition to case-based
reasoning [11, 32]. Other aspects deal with specificity of the medical domain, such as
dealing with safety critical constraints, assisting the Elderly and the Disabled [19], or
the usefulness of explanations [23].

Recently, a major trend seems to be the widening of applications of CBR beyond
the traditional diagnosis, treatment, or quality control types toward the applicability of
CBR to novel reasoning tasks. An interesting example of system studies how cases
can represent non-compliance instances of clinical guidelines, and eventually lead to
expert refinement of these guidelines [43]. Another paper demonstrates the usefulness
of CBR to configure parameters for the task of temporal abstraction [53] in
haemodyalisis [42]. All these papers open new fields of application for CBR, which
will foster the spread of CBR in biomedical domains.

CBR-HS papers address all aspects of the CBR methodology, and attempt to
advance basic research in CBR. For example, some research addresses retrieval ques-
tions [10], while others address adaptation [2, 59]. Bichindaritz [10] shows how mem-
ory organization for CBR can bridge the gap between CBR and information retrieval
systems. The article surveys the different memory organizations implemented in CBR
systems, and the different approaches used by these systems to tackle the problem
of efficient reasoning with large case bases. The author then proposes a memory or-
ganization to support case-based retrieval similar to the memory organization of
information retrieval systems and particularly Internet search engines. This memory
organization is based on an inverted index mapping case features with the cases in
memory. D’ Aquin et al. provide principles and examples of adaptation knowledge ac-
quisition in the context of their KASIMIR system for breast cancer decision support
[2]. These authors have identified some key adaptation patterns, such as adaptation of
an inapplicable decision, and adaptation based on the consequences of a decision. In
addition, KASIMIR has also acquired retrieval knowledge to take into account miss-
ing data and the threshold effect. The paper broadens the discussion by proposing a
sketch of a methodology for adaptation knowledge acquisition from experts.

Several authors have focused on the importance of prototype-based knowledge rep-
resentation in CBR-HS [7, 52], which encourages further research in this direction.

CBR-HS main impact on CBR can be further developed as the multimodal reason-
ing and synergies aspects with other Al methodologies. Since Al in the health
sciences has been much more studied than CBR-HS, CBR-HS very often relies on
complementarity with Al to be fully applicable to this domain. This aspect is there-
fore developed in section 5.
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4.3 Impact on the Health Sciences

Several CBR-HS systems have been tested successfully in clinical settings. However,
none has been placed in routine use in a clinical setting. It is important to note that
this might not be the goal of such systems to be placed in permanent clinical use. For
example bioinformatics systems often aim at analyzing data, just like data mining sys-
tems, which is more of value to biomedical researchers. There is often a mispercep-
tion that only clinical applications are pertinent to biomedical domains. Biomedical
research support lies also within the range of activities of Al or CBR in the health sci-
ences. The fate of clinical CBR systems is often more within the realm of the pilot
testing or clinical trial than the daily clinical use, in part because its researchers are
generally not medical doctors. It is notable that most Al system in clinical use have
been developed by medical doctors.

However just like for Al in the health sciences, the shift from CBR driven systems
to application domain driven systems is currently occurring. Several systems under
development aim at being placed in routine clinical use [43].

One of the most interesting impacts of CBR-HS on the health sciences lies in the
place CBR has to find with regard to statistics, which is the data analysis and process-
ing method of reference in experimental sciences. This is a major trend in CBR-HS
research, to which section 6 is dedicated.

5 CBR Versus Al in the Health Sciences

CBR systems often resort to other Al methodologies either to complement CBR, or to
partake in larger Al systems. The main forms encountered relate to data mining, al-
though other multimodal reasoning schemes are also frequent.

5.1 Synergies with Data Mining and Knowledge Discovery

These synergies involve either proposing data mining as a separate process in prepa-
ration for CBR, for example as pre-processing for feature mining from time series
[27] or for prototype mining [11], or during the CBR reasoning cycle, such as for re-
trieval of cases involving temporal features [45] or for memory organization [32].

In the decoupled synergy between knowledge discovery, data mining, and CBR,
Funk and Xiong present a case-based decision-support system for diagnosing stress
related disorders [27]. This system deals with signal measurements such as breathing
and heart rate expressed as physiological time series. The main components of the
system are a signal-classifier and a pattern identifier. HR3Modul, the signal-classifier,
uses a feature mining technique called wavelet extraction to learn features from the
continuous signals. Being a case-based reasoning system, HR3Modul classifies the
signals based on retrieving similar patterns to determine whether a patient may be suf-
fering from a stress related disorder as well as the nature of the disorder [27]. Advanc-
ing this research, Funk and Xiong [27] argue that medical CBR systems incorporating
time series data and patterns of events are fertile ground for knowledge discovery.
While CBR systems have traditionally learned from newly acquired individual cases,
case bases as a whole are infrequently mined to discover more general knowledge.
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Such knowledge mining would not only improve the performance of CBR systems,
but could turn case bases into valuable assets for clinical research.

The integrated synergy between knowledge discovery, data mining, and CBR is ex-
emplified by Janichen and Perner [32] who present a memory organization for effi-
cient retrieval of images based on incremental conceptual clustering for case-based
object recognition. These authors explain that case-based image interpretation in a
biological domain, such as fungi spore detection, requires storing a series of cases
corresponding to different variants of the object to be recognized in the case base. The
conceptual clustering approach provides an answer to the question of how to group
similar object shapes together and how to speed up the search through memory. Their
system learns a hierarchy of prototypical cases representing structural shapes and
measures the degree of generalization of each prototype [32].

Bichindaritz [11] explores automatically learning prototypical cases from biomedi-
cal literature. The topic of case mining is an important recent trend in CBR to enable
CBR to capitalize on clinical databases, electronic patient records, and biomedical lit-
erature databases. Following, this author studies how mined prototypical cases can
guide the case-based reasoning of case-based decision-support systems as well as the
different roles of prototypical cases for guiding the case-based reasoning, to make it
more compliant with recent biomedical findings in particular [11].

5.2 Multimodal Architectures

Many papers focus on how CBR can be used in conjunction or in complement of yet
other Al methodologies or principles [8, 24, 25, 43].

Diaz et al. demonstrate the applicability of CBR to the classification of DNA mi-
croarray data and show that CBR can be applied successfully to domains struck by the
‘curse of dimensionality’ [21]. This ‘curse,” a well-known issue in bioinformatics, re-
fers to the availability of a relatively small number of cases, each having thousands of
features. In their Gene-CBR system, for cancer diagnosis, a case has 22,283 features,
corresponding to genes. The authors have designed a hybrid architecture for Gene-
CBR, which combines fuzzy case representation, a neural network to cluster the cases
for genetically similar patients, and a set of if-then rules extracted from the case base
to explain the classification results [21].

To explore further this synergy, Montani explains how CBR can be used to config-
ure the parameters upon which other AI methodologies rely [42]. This paper also pro-
vides a detailed analysis of the reasons why CBR is not more integrated today in
mainstream clinical practice, such as the complexity of the medical domain, and some
advances still required in the CBR methodology.

Yet another paper in this category is a case-based diagnostic system presenting a
novel hypothetico-deductive CBR approach to minimize the number of tests required
to confirm a diagnostic hypothesis [40]. A very interesting paper studies how cases
can represent non-compliance instances of clinical guidelines, and eventually lead to
expert refinement of these guidelines [43]. Other work capitalizes on the complemen-
tarity between knowledge-bases, ontologies, and CBR [8].
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6 CBR Versus Statistics in the Health Sciences

In health sciences domains, statistics is considered as the scientific method of choice
for collecting and analyzing data. Therefore CBR-HS systems have studied how to
position CBR in these domains in comparison with it.

6.1 The Role of Statistics in the Health Sciences

Biometry is “the application of statistical methods to the solution of biological prob-
lems” [65]. Statistics has several meanings. A classical definition of statistics is “the
scientific study of data describing natural variation.” [65] Statistics generally studies
populations or groups of individuals: “it deals with quantities of information, not with
a single datum”. Thus the measurement of a single animal or the response from a sin-
gle biochemical test will generally not be of interest; unless a sample of animals is
measured or several such tests are performed, statistics ordinarily can play no role
[65]. Another main feature of statistics is that the data are generally numeric or quan-
tifiable in some way. Statistics also refers to any computed or estimated statistical
quantities such as the mean, mode, or standard deviation [65].

The origin of statistics can be traced back to the seventeenth century, and
derives from two sources. One is related to political science and was created to quan-
titatively describe the various affairs of a government or state, from which the term
statistics was coined. In order to deal with taxes and insurance data, problems of cen-
suses, longevity, and mortality were studied in a quantitative manner [65]. The second
source of statistics is the theory of probabilities developed also in the seventeenth cen-
tury around the popular interest in games of chance among upper society (Pascal, de
Fermat, Bernouilli, de Moivre) [65]. The science of astronomy also fostered the de-
velopment of statistics as a mathematical tool to build a coherent theory from individ-
ual observations (Laplace, Gauss) [65]. Applications of statistics to the life sciences
emerged in the nineteenth century, when the concept of the “average man” was de-
veloped (Quetelet) and those of statistical distribution and variation [65].

Statistics researchers focus on summarizing data: “All these facts have been proc-
essed by that remarkable computer, the human brain, which furnishes an abstract”
[65]. Statistics involves reducing, synthesizing data into figures representing trends
or central tendencies [65].

There are actually two approaches in statistics:

— The experimental approach, at the basis of any theory formation in experimental
sciences, and in particular in the life sciences, refers to a method aiming at iden-
tifying relations of cause to effect. A statistical experiment needs to follow a
precise and controlled plan with the goal of observing the effect of the variation
of one or more variables on the phenomenon under study, while eliminating any
potential hidden effects. The statistician is responsible for the complete conduct
of the experiment from the onset, and his role is to ensure that the data collected
will be able to derive the stated research hypothesis while all laws of the theory
of probabilities are followed. Researchers gather data in very strict contexts such
as randomized clinical trials in medicine. The subsequent statistical data analy-
sis of collected data represents only a small part of the statistician’s work,
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— The descriptive approach deals with a set of data and how to summarize or rep-
resent it in a meaningful way through mainly quantitative features, although
qualitative variables are also considered.

Statistical data analysis is derived from the statistical descriptive approach, but deals
only with the data analysis part. It is this part of statistics that relates to data mining, in
particular so called inferential statistics, interested in building a model from data before
applying it to new data to produce inferences. Data analysis has freed itself from the con-
straints of the theory of probabilities to analyze data a posteriori.

6.2 The Role of CBR in the Health Sciences

CBR brings to the life sciences a method for processing and reusing datum, which sta-
tistics clearly considers outside of its scope. However, CBR partakes in the definition
cited above of statistics as “the scientific study of data describing natural variation.”
Indeed CBR does participate in the study of data, but particularly of datum. It deals
with natural variation in a novel manner, though analogical inference and similarity
reasoning. The rise of computers and their current ubiquity has made practically pos-
sible the study of the datum because case bases can handle large numbers of cases and
still process each of them individually efficiently without having to summarize the
data. Therefore CBR can be seen as an advance in the scientific study of data made
possible by progress in computer science.

This study of how CBR can complement statistics has been a main focus of CBR-
HS research. This is also one of the most salient contributions CBR-HS can make to
CBR in general. Advances in this articulation will be applicable to any application of
CBR to experimental sciences.

Many of the tasks performed by CBR-HS systems compete with corresponding sta-
tistical methods, particularly those of inferential statistics. For example, Schmidt et al.
[51] present a CBR system for the prediction of influenza waves for influenza surveil-
lance. The authors compare their method with classical prediction methods, which are
statistical, and argue that CBR is more appropriate in this domain due to the irregular
cyclicality of the spread of influenza. The rationale behind this is that statistical meth-
ods rely on laws of the theory of probabilities which are often not met in practice. In
these circumstances, methods like CBR can be advantageous because they do not rely
on these laws. Another interesting example demonstrates how CBR can be used to
explain exceptions to statistical analysis and particularly data summaries [60].

Some of the most interesting research in this domain is the role of CBR as an evi-
dence gathering mechanism for medicine [12]. CBR can detect and represent how
cases can illustrate contextual applications of guidelines [12], spark the generation of
new research hypotheses [12], such as how repeated exceptions to clinical guidelines
can lead to modifications of the clinical guidelines [43].

More generally, one of the main motivations for the development of case-based
reasoning systems in biomedicine is that cases, as traces of the clinical experience of
the experts, play a unique and irreplaceable role for representing knowledge in these
domains [48]. Recent studies have worked at better formalizing this specific role.
These studies explain that the gold standard for evaluating the quality of biomedical
knowledge relies on the concept of evidence [48]. Pantazi et al. propose an extension
of the definition of biomedical evidence to include knowledge in individual cases,
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suggesting that the mere collection of individual case facts should be regarded as evi-
dence gathering [48]. To support their proposal, they argue that the traditional, highly
abstracted, hypothesis centric type of evidence that removes factual evidence present
in individual cases, implies a strong ontological commitment to methodological and
theoretical approaches, which is the source of the never-ending need for current and
best evidence, while, at the same time, offering little provision for the reuse of knowl-
edge disposed of as obsolete [48] (see Fig. 3). By contrast, the incremental factual
evidence about individuals creates, once appropriately collected, a growing body of
context-dependent evidence that can be reinterpreted and reused as many times as
possible.

Currently, the concept of evidence most often refers to an abstract proposition de-
rived from multiple, typically thousands of cases, in the context of what is known as a
randomized controlled trial [48]. Hypothesis forming is the cornerstone of this kind
of biomedical research. Hypotheses that pass an appropriately selected statistical test
become evidence [48]. However, the process of hypothesis forming also implies a
commitment to certain purposes (e.g., research, teaching, etc.), and inherently postu-
lates ontological and conceptual reductions, orderings and relationships [48]. All
these are direct results of the particular conceptualizations of a researcher who is in-
fluenced by experience, native language, background, etc. This reduction process will
always be prone to errors as long as uncertainties are present in our reality. In addi-
tion, even though a hypothesis may be successfully verified statistically and may be-
come evidence subsequently, its applicability will always be hindered by our inability
to fully construe its complete meaning [48]. This meaning is defined by the complete
context where the hypothesis was formed and which includes the data sources as well
as the context of the researcher who formed the hypothesis [48].
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The discussion about commitment to research designs, methodological choices,
and research hypotheses led Pantazi et al. to propose to extend the definition and the
understanding of the concept of evidence in biomedicine and align it with an intui-
tively appealing direction of research: case-based reasoning (CBR) [48]. From this
perspective, the concept of evidence, traditionally construed on the basis of knowl-
edge applicable to populations, is evolved to a more complete, albeit more complex
construct which emerges naturally from the attempt to understand, explain and man-
age unique, individual cases. This new perspective of the concept of evidence is sur-
prisingly congruent with the current acceptation of the notion of evidence in forensic
science for instance [48]. Here, by evidence, one also means, besides general patterns
that apply generally to populations, the recognition of any spatio-temporal form (i.e.,
pattern, regularity) in the context of a case (e.g., a hair, a fiber, a piece of clothing, a
sign of struggle, ...) which may be relevant to the solution to that case. This new view
where a body of evidence is incremental in nature and accumulates dynamically in
form of facts about individual cases is a striking contrast with traditional definitions
of biomedical evidence. Case evidence, once appropriately collected, represents a his-
tory that can be reinterpreted and reused as many times as necessary. But most impor-
tantly, the kind of knowledge where the “what is”, i.e., case data, is regarded as
evidence can be easily proven to be less sensitive to the issues of recency (i.e., current
evidence) and validity (i.e., best evidence) [48].

The evidence gathering mechanism allowed by CBR can lead to the design of new
research hypotheses, and engender statistical experiments aiming at integrating the
new knowledge in the theory, traditionally built through the statistical approach.
Therefore the evidence gathering role of CBR complements particularly well the sta-
tistical approach. As a matter of fact, CBR, by allowing the scientific study of the da-
tum, feels a gap in the statistics purpose, which is the scientific study of data.

7 Conclusion

CBR has found in the health sciences an exceptional rich field of experiment from
which it has expanded its methodology in many important directions. CBR-HS has also
contributed to the health sciences through pilot studies and in synergy with other suc-
cessfully deployed Al in the health sciences applications. However CBR is called to fit
even more closely the needs of the health sciences domain by providing a computational
methodology for processing contextual knowledge, in the form of cases — the datum,
now made possible by the advancement of computer science. CBR should rise to this
challenge to define itself as a scientific approach in a manner similar, though comple-
mentary - to the statistics approach in experimental sciences, the influence of which has
shaped the advancement of science for centuries in these application domains.
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Abstract. After fifteen years of CBR conferences, this paper sets out
to examine the themes that have evolved in CBR research as revealed
by the implicit and explicit relationships between the conference papers.
We have examined a number of metrics for demonstrating connections
between papers and between authors and have found that a clustering
based on co-citation of papers appears to produce the most meaning-
ful organisation. We have employed an Ensemble Non-negative Matrix
Factorisation (NMF) approach that produces a “soft” hierarchical clus-
tering, where papers can belong to more than one cluster. This is useful
as papers can naturally relate to more than one research area. We have
produced timelines for each of these clusters that highlight influential pa-
pers and illustrate the life-cycle of research themes over the last fifteen
years. The insights afforded by this analysis are presented in detail. In
addition to the analysis of the sub-structure of CBR research, this paper
also presents some global statistics on the CBR conference literature.

1 Introduction

To mark fifteen years of international conferences on case-based reasoning (CBR),
we have set out to explore what can be learned about the internal organisation of
CBR research by analysing the relationships that can be discerned from the lit-
erature. The objective is to discover the underlying themes within the literature,
and to examine how these themes have evolved over the course of the conference
series. A common way to perform this type of task is to apply unsupervised learn-
ing techniques to identify clusters of associated papers or authors, which corre-
spond to thematic groups [I]. In this paper, we propose a new ensemble approach
to Non-negative Matrix Factorisation (NMF) [2] for identifying such groups. We
describe the application of this algorithm to the network constructed from the bib-
liography of the CBR conference series. From the resulting clustering, we highlight
ten important research themes for discussion. We identify the influential papers
within these clusters, and we also highlight those papers that have played a cen-
tral role in the body of CBR literature as a whole. We hope that the results of our
investigation will be of broad interest to the CBR community, as well as assisting
new researchers to identify the current key themes within CBR and the seminal
research papers supporting these themes.
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Given the objective of discovering the inherent organisation of the CBR re-
search literature, there are three issues to be considered:

1. Should the organisation be based upon authors or papers?
2. What is the best measure of similarity to use in organising things?
3. What technique (algorithm) should be used to perform the organisation?

In large bibliometric analysis tasks, it is perhaps more conventional to use
authors rather than papers as the basic unit of organisation. However, we have
found that an analysis based on papers produces a clearer picture when working
with a relatively small set of papers. We suggest that this is because we are
partitioning a specific discipline into sub-topics, and because individual authors
in the CBR area have frequently contributed to a range of different sub-topics,
making an analysis based on authors more convoluted.

A variety of different measures can be used to identify relationships between
papers and between authors in a collection of publications. A simple approach
is to examine co-authorship relations between authors. However, in the CBR
literature this approach appears to tell us more about geography than research
themes. Citation links between papers are another important source of infor-
mation, as they allows us to construct a network of scientific communication
[3]. A related source of information, paper and author co-citations, has been
frequently shown in bibliometric research to uncover more significant relation-
ships than those identified using raw citation counts [4]. Text similarity, based
on a “bag-of-words” representation of a corpus of papers, is yet another useful
measure of similarity between research papers.

Among these different measures, we have found paper-paper co-citations to
be particularly informative in the task of analysing the network formed from the
publications of the CBR conference series (see Sectiond]). Taking co-citation as a
useful means of assessing connectedness amongst research papers, it is interesting
to look at the eigenvector centrality of overall network of papers covered in this
study. The top ranked list of papers based on this criterion is presented in Section
[Tl Tt is interesting to compare this ranking with the list of papers as ordered
by raw citation frequencies — this list is also presented in that section.

One of the objectives of this work was to checkpoint the progress of case-based
reasoning research, after these last fifteen years of European and International
conferences. We were particularly interested in understanding the thematic rela-
tionship between “modern case-based reasoning” and the more traditional view
of case-based reasoning that dominated research prior to the commencement of
the ECCBR/ICCBR series. To what extent have important new research themes
emerged in the last fifteen years, for example? Is there evidence to suggest that
more traditional lines of enquiry have reached a natural conclusion within the
research space? With this in mind our cluster-based analysis has revealed a
number of interesting results.

The good health of CBR research is supported by the frequent emergence of
novel research ideas that have a history of developing into significant themes
in their own right. As we explore the research groupings that have emerged in
our analysis (see Section [2]), we will highlight examples of important research
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themes that have developed and matured over the past fifteen years. For example,
since the early work of [B], conversational case-based reasoning has emerged as
an important area of research that continues to attract a significant contribution
at modern CBR conferences. And more recently we have seen new work in the
area of explanation in CBR, focusing on the role that cases play when it comes
to justifying decisions or recommendations to end-users; see for example [GI7IS].
Although the earliest paper in this theme is the paper by Aamodt from 1993
[9] this is still a new area of activity that has captured the attention of CBR
researchers and is likely to grow in maturity over the coming years.

Of course, research themes naturally come and go with some research activities
maturing to merge with the mainstream of CBR, while others appear to be more
short-lived as their activity levels are seen to decline. Perhaps one of the most
significant themes that has emerged in recent times has centred on the idea
of case base maintenance — the need to actively maintain the quality of live
case bases — and developed from the early work of [BUITOITTIT2IT3]. This is a
good example of a research area whose activity has now begun to reduce as
maintenance techniques become well established within CBR systems; indeed
this line of research has had a lasting influence on the CBR process model with
a maintenance component now seen as a standard part of the CBR process [14].
More recent research in the area diversity — challenging the traditional similarity
assumption in CBR and arguing the need for diversity among retrieved cases —
seems to be heading in a similar direction: a critical mass of research from 2001
- 2004 (e.g., [IBUTOIT7IIR]) looks to be reaching a natural conclusion as the basic
trade-off between similarity and diversity comes to be accepted by practitioners.

This paper begins in Section 2l with a description of the data that has been
gathered for this work. The cluster analysis technique used in our work is de-
scribed in Section Bl A discussion of the findings of our analysis task is presented
in Section M and the paper finishes with some conclusions in Section (Bl

2 Data Representation

Since the conception of the CBR conference series (ECCBR/ICCBR/EWCBR)
in 1993, a total of 672 papers have been published by 828 individual authors.
Data on these papers was gathered from the Springer online bibliographie&ﬂ for
each of the annual conference proceedings. These bibliographies are available in
the form of RIS files, a tagged file format for expressing citation information,
including details such as the issue title, paper titles, author lists, and abstracts
for each publication in the conference series.

To determine the connections within the network of CBR publications, we
submitted queries to Google Scholaif] to retrieve the list of papers referencing
each of the 672 “seed” papers. Each list contains all of the Google verified ci-
tations that a given paper had received at query submission time (December

! Downloaded from [http://www.springer.com
2 See http://scholar.google.com
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2007). In total 7078 relevant citation links were recorded. Note that, while cita-
tion information from the supplementary (i.e. non-seed) set of papers was used to
provide additional information regarding co-citations, only the 672 seed papers
and their associated authors were considered as data objects in our analysis.

In addition to the information provided by citation links, the availability of paper
titles and abstracts in the RIS format allowed us to construct an alternative view of
the seed papers, in the form of a “bag-of-words” text representation. After applying
standard stemming, stop-word removal and TF-IDF pre-processing techniques, the
672 conference papers were represented by feature vectors corresponding to 1487
unique terms. Similarity values between pairs of papers were computed by finding
the cosine of the angle between their respective term vectors.

2.1 Co-citation Analysis

The most fundamental representation used to model scientific literature in biblio-
metrics is the unweighted directed citation graph, where an edge exists between
the paper P; and the paper P; if P; cites P;. This graph can be represented by
its asymmetric adjacency matrix A. However, it has been established in biblio-
metrics research that co-citation information can be more effective in revealing
the true associations between papers than citations alone [4].

The concept of co-citation analysis is illustrated in Figure[Il A direct analysis
of citation shows for instance that P; is related to P,. However, the fact that Ps
and Py are both cited by P; and P, indicates a strong relationship between these
papers. In this simple example co-citation analysis suggests a weaker relationship
between P3 and Ps and P, and P5 based on co-citation in P». Thus co-citation has
the potential to reveal indirect associations that are not explicit in the citation
graph.

Consequently, a network of publications is often represented by its weighted
undirected co-citation graph. This graph has a symmetric adjacency matrix de-
fined by C = ATA7 where the off-diagonal entry C;; indicates the number of
papers jointly citing both P; and P;. Note that the entry Cj; on the main diag-
onal correspond to the total number of citations for the paper P;.

() () ()

POV,

Fig. 1. Co-citation information can be more effective in revealing relationships between
papers that direct citations. In this example, the fact that papers P; and Py are both
cited by papers P; and P» is indicative of a relationship between them. (Note that an
arrow from P; to P; indicates that paper P; cites paper P;.)
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Rather than using raw co-citation values in C as a basis for measuring the
similarity between papers, a variety of normalisation strategies have been pro-
posed in the area of bibliometrics [19]. The CoCit-Score, proposed by Gmiir [3],
has been shown to be a particularly effective choice for clustering co-citation
data. This measure allows us to compute a pairwise similarity matrix S, such
that the similarity between a pair of papers (P;, Pj) is given by normalising
their co-citation frequency with respect to the minimum and mean of the pair’s
respective citation counts:

2
Ci j

Sij = min(Cis, Cj;) x mean(Cii, Cj;)

1)
Each entry S;; is in the range [0, 1], where a larger value is indicative of a stronger
association between a pair of papers.

3 Cluster Analysis Techniques

A natural approach to identifying the thematic subgroups in a bibliographic
network, such as the CBR conference series dataset, is to apply cluster analysis
techniques. Traditional methods such as hierarchical agglomerative clustering
have previously been used for this task [I9]. However, a distinct drawback of
these methods lies in the fact that each paper can only reside in a single branch
of the tree at a given level, and can only belong to a single leaf node.

As an alternative, matrix decomposition techniques such as Non-negative Ma-
trix Factorization (NMF) have been recently employed in the analysis of data
where overlapping structures may exist [2]. Unlike other hierarchical or parti-
tional clustering algorithms that produce disjoint (i.e. non-overlapping) clusters,
an NMF factorisation allows each data object to potentially belong to mul-
tiple clusters to different degrees, supporting the identification of overlapping
subgroups. However, there are a number of drawbacks apparent when applying
NMF in practical applications, notably its sensitivity to the choice of parameter
k, and the difficulty in interpreting the factors produced by the decomposition
procedure.

3.1 Soft Hierarchical Clustering

We would ideally like to combine both the ability of NMF techniques to accu-
rately identify overlapping structures, with the interpretability and visualization
benefits of hierarchical techniques. Towards this end, we make use of the Ensem-
ble NMF algorithm [20], which was previously applied to large protein interaction
networks to address the issue of proteins belonging to more that one functional
group. In the context of the CBR bibliographic network, we apply it to iden-
tify overlapping subgroups corresponding to specific areas of research within the
CBR community, and to investigate how these areas have developed over the
course of the conference series. The Ensemble NMF algorithm is motivated by
existing unsupervised ensemble methods that have been proposed to improve
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the accuracy and robustness of cluster analysis procedures by aggregating a di-
verse collection of different clusterings [21]. However, rather than combining hard
clusterings (i.e. sets of disjoint, non-overlapping clusters), the algorithm involves
aggregating multiple NMF factorisations. We refer to the output of this proce-
dure as a soft hierarchical clustering of the data, as data objects (e.g. research
papers) are organised into a binary tree such that they can be associated with
multiple nodes in the tree to different degrees. A complete description of the
Ensemble NMF algorithm is provided in Appendix A.

3.2 Assessing Paper Importance

When seeking to identify groups of related papers, the use of Ensemble NMF in
conjunction with a similarity matrix constructed using a co-citation similarity
function (such as Eqn. [I) is appropriate. However, the values in the resulting
membership vectors will measure the level of association between each paper
and a given cluster, rather than indicating the importance of the paper within
that cluster. For instance, a paper may receive a high membership weight for a
cluster as it is strongly related to the specific theme represented by the cluster,
when in fact it has received relatively few citations in the literature.

To produce a meaningful ranking of the importance of the papers occurring in
each cluster, we apply a re-weighting scheme based on the concept of centrality.
In graph theory, the degree of a vertex in a graph refers to the number of edges
incident to that vertex. A related measure, degree centrality, is commonly used
as a means of assessing importance in social network analysis [22]. The rationale
behind this measure is that the greater the degree of a vertex, the more potential
influence it will exert in a network. For a weighted graph, we can compute a
centrality score for a given vertex based on the sum of the edge weights on the
edges incident to that vertex. For the co-citation graph with adjacency matrix
C, this will represent the sum of the number of co-citations for each paper.

Since our focus was on the identification of influential papers within each
subgroup, we consider a measure of local degree centrality based on co-citation
counts. Firstly, for each cluster node in the soft hierarchy, we assign papers to
the cluster if their previous membership weight for that cluster exceeds a given
threshold. We found experimentally that a threshold of 0.1 proved suitable in
this context. Subsequently, for each paper deemed to belong to a given cluster,
we calculate the number of co-citations between the paper and all other papers
deemed to be in that cluster. To make scores comparable across different clusters,
these values can be normalised with respect to the total number of unique pairs
of articles in a given cluster. This yields new membership weights in the range
[0, 1], where a higher score indicates that a paper is more influential in the area
of research covered by a specific cluster.

3.3 Back-Fitting Recent Papers

One drawback of citation analysis is that we must wait for a sufficient amount
of time to pass for citations to accrue in order to identify the associations
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between a paper and previously published work. As a result, most recent pa-
pers in the CBR conferences series (from 2005 onwards) did not feature strongly
in the clusters generated on co-citation data. To address this issue, we propose
a simple approach to “back-fit” these papers to the clusters generated with En-
semble NMF. Using the disjoint cluster memberships derived in Section B2 we
associate each unassigned recent paper to a cluster if that paper cites three or
more of the papers within the cluster. This stringent threshold led to relatively
few assignments, which is desirable as we only wished to identify new papers that
were strongly related to the groups discovered during the clustering process.

3.4 Labelling Clusters

The text representation described in Section [ proved valuable as a means of
summarising the content of the clusters in the soft hierarchy prior to human
inspection. Cluster keywords were automatically identified by ranking the terms
for each cluster based on their Information Gain [23]. Given a cluster of papers,
the ranking of terms for the cluster is performed as follows: firstly the centroid
vector of the cluster is computed; subsequently, we compute the Information
Gain between the cluster centroid vector and the centroid vector for the entire
set of papers. Terms that are more indicative of a cluster will receive a higher
score, thereby achieving a higher ranking in the list of keywords for the cluster.

4 Analysis

In this section, we discuss the analysis of the CBR dataset described in Section 2]
based on the application of the Ensemble NMF algorithm. As noted previously,
a variety of different measures can be used to identify groupings in a collection of
publications. In our initial experiments, we applied the algorithm to four different
representations of the CBR network: the raw author-author co-citation matrix,
the raw paper-paper co-citation matrix, the paper-paper CoCit-score matrix,
and the Cosine similarity matrix constructed from the text data. Note that co-
citation links from the supplementary papers retrieved from Google Scholar (as
described in Section [2)) was used in the construction of the co-citation matrices.

For each data representation, 1000 ensemble members were generated using
symmetric NMF, with a range k& € [15,20] used for the number of basis vec-
tors in each factorisation. This range was chosen by inspecting the gaps between
the ordered set of eigenvalues in the eigenvalue decomposition of the individual
similarity matrices, as frequently applied in spectral analysis [24]. These evalua-
tions showed that clusterings generated on the CoCit-score matrix yielded clus-
ters that were far more informative in terms of producing meaningful thematic
groupings, without containing an undue bias toward the geographical co-location
of authors. Consequently, in the remainder of this paper we focus on the output
of the Ensemble NMF algorithm on this particular representation.

To examine these results in detail, we developed the “NMF Tree Browser”
tool, a cross-platform Java application for visually inspecting a soft hierarchy
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Fig. 2. Screenshot of the NMF Tree Browser application displaying the output of the
Ensemble NMF procedure when applied to the CBR network dataset

as produced by the Ensemble NMF algorithm. The clustering is graphically
arranged in a tree view, where the user can click on any node to reveal its
contents, in terms of relevant papers, authors and descriptive terms. A screenshot
of the main window of the application is shown in Figure 2l The application is
freely available onlineﬁ, together with the data files used in our experiments.

4.1 Global Picture

In this section we look at the salient global statistics for the complete set of
papers presented at the conference series since 1993. Some statistics on citations
are provided in Table[Il It is interesting to note that ICCBR papers are no more
significant (in terms of citations) than ECCBR papers. In fact the mean and
median number of citations per paper is marginally higher for ECCBR than for
ICCBR. We feel this validates our strategy of treating these as a homogenous
set of papers.

Given that the main findings in this paper entail a clustering of the papers
based on co-citation links, it is interesting to see which papers are most ‘central’
to the overall collection based on these co-citation links. Following the literature
on centrality in social network analysis, we selected eigenvector centrality and
degree centrality as appropriate measures for this exercise [22]. Table2lshows the
top 10 papers ranked by eigenvector centrality. This table also shows a count of
co-citations for these papers — this corresponds to degree centrality and correlates

3 The browser tool and data files can be downloaded from http://mlg.ucd.ie/cbr
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Table 1. A comparison of overall citation statistics between ECCBR and ICCBR

Conference  No. Papers Maximum Mean Median
ECCBR 305 92 11.01 6
ICCBR 367 137 10.14 5

well with eigenvector centrality. A further ranked list with papers ranked by raw
citation count is shown in Table Bl The evidence from these tables is that the
most important paper in the collection is “Weighting Features” by Wettschereck
& Aha [25]. These two lists of prominent papers are useful in that they do appear
to encapsulate the main themes in CBR research over the last 15 years.

An obvious shortcoming of the analysis reported here is that it is restricted to
papers presented at the international conferences since 1993 only. This excludes
a number of important publications that have greatly influenced the field and
are strongly linked to the papers that have been covered. Perhaps the most
prominent example of this is the paper by Aamodt & Plaza [I4] — this is the
definitive citation for the CBR cycle which shapes the way we think about the
CBR process. Another important influence on CBR research has been Richter’s
“knowledge containers” idea that he introduced in an invited talk at ICCBR’95.
Unfortunately this work is not included in the CBR conference proceedings, but
is described elsewhere [26].

4.2 Analysis of Subgroups

As a result of this analysis we have been able to identify a number of important
research themes within the CBR literature, corresponding to cohesive clusters in
the soft hierarchy produced by Ensemble NMF. We refer to these as the modern
CBR themes, since they reflect how research focus has shifted over the past
fifteen years, and they clearly differ from more traditional CBR themes such
as representation and indexing, retrieval and similarity, adaptation, learning,
analogy, planning and design etc. In this section we briefly review and discuss
these modern CBR themes.

In addition, Figures Bl and @ provide timelines which profile each theme in
terms of its core papers, and their relative centrality and impact for the duration
of the conference series. Each timeline shows the papers in a selected cluster
(i.e. modern research theme) in three dimensions: the year of the conference
(x-axis), the centrality of the paper in the cluster (y-axis), and the number of
citations for that paper (depicted by the size of the disc representing the paper).
For reasons of scale, papers with more than 50 citations are represented by a disc
of size 50 — this only happens for 3% of papers. Since eigenvector centrality can be
unreliable for small clusters, paper importance is measured by [0-1]-normalised
local degree centrality, as previously defined in Section 3.2} It can be seen from
the figures that different clusters have different importance profiles. This can
be interpreted to mean than clusters such as Case-Base Maintenance are more
compact and cohesive than clusters such as Case Retrieval. The timelines also
show papers that have been back-fitted to the clusters as described in Section[3.3l
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Table 2. A ranked list of the top 10 papers in the overall collection based on eigenvector
centrality. The total number of citations and the number of co-citations for these papers
is also shown.

# Paper Year Citations Co-cites

1 Weighting features 1995 137 522
Wettschereck & Aha

2 Modelling the competence of case-bases 1998 92 525
Smyth & McKenna

3 Refining conversational case libraries 1997 117 518
Aha & Breslow

4 Maintaining unstructured case bases 1997 72 469
Racine & Yang

5 Using introspective learning to improve retrieval in 1997 74 473

CBR: A case study in air traffic control
Bonzano et al.

6 Similarity vs. diversity 2001 72 452
Smyth & McClave

7 Building compact competent case-bases 1999 64 399
Smyth & McKenna

8 Clategorizing case-base maintenance: dimensions and 1998 82 322
directions
Leake & Wilson

9 Diversity-conscious retrieval 2002 44 362
McSherry

10 Similarity measures for object-oriented case represen- 1998 66 403
tations

Bergmann & Stahl

These papers are represented by blue discs. Note that all papers mentioned in
this section are labelled with their corresponding reference number.

Recommender Systems and Diversity: Recent research interest in recommender
systems has provided the impetus for a new take on one of the long-held as-
sumptions that has underpinned case-based reasoners, namely the similarity
assumption. The similarity assumption states that the similarity between the
target specification (query) and cases in the case base is the primary retrieval
constraint in CBR systems; in other words, that cases should be selected and
ranked for retrieval in terms of their similarity to the target specification. The
idea that this assumption does not always hold is an important theme within the
area of recommender systems (both single-shot and conversational). The work
of [15] argued that an exclusive focus on similar cases can lead to the retrieval of
a homogeneous set of case that fail to offer the user a diverse set of alternatives,
which is often an important consideration in many recommendation scenarios.
In addition [I5] first introduced the notion of a diversity conscious approach
to case retrieval, with a view to producing more diverse retrieval-sets that pro-
vide a better set of alternatives to a user. This work captured the interest on a
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Table 3. A ranked list of the top 10 papers in the overall collection based on total
citation count

# Paper Year Citations

1 Weighting features 1995 137
Aha & Wettschereck

2 Refining conversational case libraries 1997 117
Aha & Breslow

3 Modelling the competence of case-bases 1998 92
Smyth & McKenna

4 Categorizing case-base maintenance: dimensions and directions 1998 82
Leake & Wilson

5 Using k-d trees to improve the retrieval step in case-based rea- 1993 76
soning
Althoff et al.

6 Using introspective learning to improve retrieval in CBR: a case 1997 74

study in air traffic control
Bonzano et al.

7 Explanation-driven case-based reasoning 1993 72
Aamodt

8 Maintaining unstructured case bases 1997 72
Racine & Yang

9 Similarity vs. diversity 2001 72
Smyth & McClave

10 Cases as terms: A feature term approach to the structured repre- 1995 70
sentation of cases
Plaza

number of CBR researchers with the work of [TTII827/28] providing a number
of extensions to this original diversity work.

This particular theme is notable because of the relatively large number of
highly cited, very central papers over a short and recent time period as shown
in Figure Bl The first two papers in this cluster [29/30] are early papers on
recommender systems that are also prominent in the Conversional CBR, cluster
described later. This shows the benefit of a clustering strategy that allows objects
to belong to more than one cluster.

Case-Base Maintenance: One cluster of research that stands out particularly
well in our co-citation analysis concerns the area of case base maintenance. In
fact, this line of research has had a lasting impact on the landscape of case-based
reasoning, with maintenance now viewed an a standard component of modern
CBR systems. At the heart of case-base maintenance is the idea that the quality
of the case base as a whole needs to be actively managed, to ensure that erroneous
cases can be identified, if not removed, and so that redundancy may be reduced
as a way to stave of the impact of the utility problem. A key publication in this
area of research is the work of Leake & Wilson [10] which attempted, for the
first time, to categorise the various factors that influence case base maintenance
as well as laying out the challenges and opportunities for future research.
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Fig. 3. Timeline plots for selected leaf node clusters. The size of the disc for each paper
indicates its number of citations, and the position on the y-axis indicates its centrality.



30 D. Greene et al.

Subsequently, many researchers have focused on developing specific mainte-
nance techniques, some looking at different ways to measure case quality (e.g.
[I1I3TU32]), while others propose novel techniques for pruning or editing or oth-
erwise optimising the case base (e.g. [T12BI33I34I35/36]). It is worth noting that
this research area has evolved from a number of papers that have been pub-
lished outside of the ICCBR/ECCBR and, as such, are beyond the scope of this
analysis. These papers include early work on understanding the wutility problem
[37] in a CBR context [38I39/40], especially the idea that traditional ML-style
strategies for coping with the utility problem, namely the outright deletion of
learned knowledge, might not be appropriate in a CBR setting [I3]. Once again
this cluster is characterised by a relatively large number of papers over a rela-
tively short period of time. It is also interesting to note that a small number of
these papers attract the lion’s share of citations (see Table [2)), with other works
playing a much less central role by exploring different aspects of the case base
maintenance. It is also notable that there has not been much new research in this
area in recent years. Perhaps this is an indication that this line of research has
now become common practice in CBR, with effective solutions already available.

Case Retrieval: From the beginning, case-based reasoning research has been
heavily influenced by the so-called similarity assumption — that the best case
to retrieve is that which is most similar to the target problem — and the early
years of CBR research were guided by cognitively-plausable similarity assessment
techniques. Contemporary CBR research has adopted a much more flexible posi-
tion when it comes to case retrieval and similarity assessment. Many researchers
have argued that similarity alone is rarely enough to guide retrieval, for exam-
ple, while others have pointed out that cases can be retrieved for purposes other
than problem solving (e.g., explanation). This body of research is evident within
our analysis as a cluster that covers a broad spectrum of contributions over an
extended period of time. These include early work on the foundations of case
retrieval and similarity [41I42], and the proposal of novel retrieval methods that
go beyond a pure similarity-based approach [A3I[44I45/46], to more recent work
on case explanation [7l§], where the job of retrieval is not to select a case that
will help to justify or explain a conclusion, a case which might not be the most
similar to a given problem [6].

Learning Similarity Measures: The importance of retrieval and similarity in CBR,
research is evidenced by the emergence of two clusters of research that speak to
these topics. Above we have discussed research related to the role of similarity
in retrieval and in this section we briefly highlight the second cluster which is
dominated by work on the learning of similarity measures for case retrieval. The
work of Armin Stahl is particularly prominent in this cluster, with a number
of important papers covering the learning of feature weights [47], the role of
background knowledge in similarity learning [46], as well as a proposal for a for-
mal framework for learning similarity measures based on a generalised model of
CBR [48]. Tt is also worth highlighting some of the related research that appears
in this cluster, which focuses on the role of user preferences in similarity with
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research by [A950/51], for example, looking at different approaches to harnessing
user profiles and user preferences in similarity-based retrieval.

Adaptation: One of the smaller clusters of research activity that has emerged
from our analysis is in the area of case adaptation. Despite a strong showing in
the early years of CBR, work in the area of adaptation is now far less prominent,
at least within the ECCBR/ICCBR series. And while the level of activity on this
topic has promoted some to proclaim the death of case adaptation there are clear
signs that researchers have not given up on this most challenging of CBR tasks.
This cluster, for example, reflects recent work in the area of case adaptation and
includes practical work on domain specific adaptation techniques [52] and more
general approaches to case adaptation such as the work of [53I54I55/56)

Image Analysis: CBR researchers will not be surprised to see that image analy-
sis (particularly medical image analysis) has been identified as a distinct research
theme in the CBR literature. The earliest paper in the cluster that has been iden-
tified is from ICCBR’95 by Macura & Macura [57], which describes the applica-
tion of CBR in the area of radiology imaging. Two other central papers in this
cluster are the paper on using CBR for image segmentation by Perner [58] and a
paper describing a CBR architecture for medical image understanding by Grimes
& Aamodt [59]. This cluster also includes two papers on geospatial image anal-
ysis, although the dominant theme in this area of CBR has been medical image
analysis. Given that significant research challenges still exist in image analysis it is
interesting that the clustering has attached few very recent papers to this theme.
The process of back-fitting recent papers as described in Section B3] has added
only one paper. Part of the explanation for this is that some of the research activ-
ity in this area is reported outside the CBR conferences. Surely this is an area of
research that warrants more attention from the CBR community.

Textual CBR: Ensemble NMF co-citation clustering identifies a theme that is
characterised by terms such as textual, CCBR, text, question and tazonomy. An
examination of the papers in this cluster shows that it covers Textual CBR.
While the earliest paper in this theme is from Briininghaus & Ashley in 1997
[60] most of the material is from recent years. So this is a new but still well
established theme in CBR research. Some key papers in this cluster are the 2002
paper by Gupta et al. [61] and the 2004 paper by Wiratunga et al. [62]. It is
interesting that if the clustering is allowed to further divide the corpus then
this cluster splits into two distinct sub-groups: one pertaining to textual CBR

[60U63I64I62], and another pertaining to conversational CBR. [6GI1GH].

Conversational CBR: The cluster analysis reveals some interesting insights into
research on conversational CBR (CCBR). In fact CCBR papers are divided
into two sub-groups: one is associated with textual CBR in the overall cluster
hierarchy and the other is linked to learning and induction. The key papers
in the textual side of conversational CBR have been described already in the
previous section. Some central papers from the learning side of CCBR are the
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2000 paper by Doyle & Cunningham [29], the 2000 paper by Goker & Thompson
[30] and the 1998 paper by Aha et al. [66]. This is a significant cluster that
contains seventeen papers, most of which have attracted an impressive number
of citations. In addition to this link to conversational CBR, this cluster also links
to the Recommender Systems and Diversity theme where the papers [29/30] are
also prominent. The back-fitting process has attached another three papers to
this cluster. It is clear from the timelines in Figure @] that this research area is
in rude good health with considerable activity in the area.

Feature Weighting and Similarity: In fact, the clustering further divides this clus-
ter into two sub-groups, one on fault diagnosis and another on feature weight
learning. The former is unusual in that it contains no recent papers; there is
one paper from 2000 [67], and before that the most recent papers are from 1997
[68/69U70]. There have continued to be papers on diagnosis in the research liter-
ature but it does not seem to connect with this literature through co-citation.
Instead the clustering process has connected more recent papers on diagnosis
with research on textual CBR or with work on similarity for structured repre-
sentations. Two representative papers that describe the work on fault diagnosis
in this cluster are the work of Netten & Vingerhoeds [71], and Jarmulak et al. [69].

The other part of this cluster comprises papers on feature weight learning.
The seminal paper in this collection is the paper by Wettschereck & Aha from
1995 on “Weighting Features” [25]. This is also the most central and significant
paper is the whole 15 year collection (see Section [L]). Other central papers in
this cluster are the paper on using introspective learning to learn feature weights
by Bonzano et al. [(2] and the work by Stahl on learning feature weights from
case order feedback [73]. While activity in this area may be slowing down, there
appears to be ongoing work as the process of back-fitting papers has linked two
papers from 2004 and 2005 to this cluster [48/74].

Creativity € Knowledge-Intensive CBR: One of the more remarkable group-
ings revealed by the clustering process is the one we have called “Creativity &
Knowledge Intensive CBR”. The keywords associated with this cluster are cre-
ative, reason, design, rule, interpolation, tune, represent, model, integrate and
adapt and the influential papers include [THI76IT7ITRITIIR0]. This cluster is un-
usual in that the most recent papers are from 1997. Thus, it represents a body
of research that has either waned or been taken up in other areas. An analysis
of the prominent papers in this cluster supports the impression created by the
list of terms above that this cluster covers research on knowledge intensive CBR
and links with earlier work on analogy and model-based reasoning. This cluster
includes papers on CBR as a creative problem solving process; the first paper
in this sequence is the invited paper from the 1993 conference by Kolodner on
“Understanding Creativity: A Case-Based Approach” []]].

It would be wrong to think of this as a strand of CBR research that did not
‘work out’. Rather, some of the papers in this cluster have proved influential
in other areas within CBR. For instance, the paper by Bunke and Messmer, on
“Similarity Measures for Structured Representations” [77] is a very influential
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paper in work on similarity and is still cited today. Furthermore the connection
between CBR and induction that went on to be a major theme in CBR in the
late 1990s is a prominent theme in some of the papers in this cluster [TGI82].
The paper by Smyth and Keane on retrieving adaptable cases [78] marked the
beginning of a strand of research that offered a new perspective on case retrieval.
On the other hand, the view of CBR as a model of creativity does seem to have
waned. Perhaps this is no surprise as, to a large extent, the modern view of CBR
is one the emphasises retrieval rather than adaptation and, arguably, creativity
demands a significant measure of adaptation by definition. The early work of
creativity [81] stems from a time when there was a more optimistic view of the
potential for automated adaptation, and the lack of significant research activity
in the area of adaptation (as discussed above) suggests that this view is no longer
held.

5 Conclusion

In this work, we have set out to review the last fifteen years of CBR research
with a view to understanding how major research themes have developed and
evolved over this extended period of time. Unlike many more traditional research
reviews, which tend to adopt a top-down style of analysis based on long-accepted
thematic norms, we have instead opted for a bottom-up style of analysis. Our
intuition has always been that CBR research tends to be dynamic, with new
research themes emerging on a reasonably regular basis, and as such a pre-
canned top-down analysis would run the risk of missing important developments
that fall outside of the traditional themes.

Our bottom-up analysis has focused on mining the relationships between pa-
pers and authors from the fifteen years of international CBR conferences. The
results confirm that modern CBR research is characterised by a set of research
themes that are significantly different from those that would have characterised
the early years of the field. We have identified strong clusters of activity in ar-
eas such as Recommender Systems & Diversity, Textual CBR, Case-Base Mainte-
nance and Conversational CBR, which we believe to be characteristic of modern
CBR research. Interestingly, many of the more traditional research themes do not
feature prominantly in the clusters of research that have emerged from our anal-
ysis. For example, the traditional themes of representation and indexing, analogy,
architectures, and design and planning are conspicuous by their absence and even
critical areas of research such as adaptation or similarity and retrieval have either
become less active or have fundamentally changed their emphasis.

It is also pleasing to note from Figures 3] and @] that new themes can emerge
(e.g. Recommender Systems & Diversity), and that research activity in an area
can come to a close (e.g. Case-Base Maintenance), as it matures to deliver ef-
fective solutions to the community. This can be considered a sign of a healthy
research area.

The choice of a clustering algorithm that produces a “soft” hierarchical or-
ganisation, allowing the identification of localised groupings where papers may
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belong to more than one cluster, has proved effective. This has revealed some
interesting links and overlaps between areas. For instance, overlaps between the
areas of Textual CBR and Conversational CBR, and between Conversational
CBR and Recommender Systems. It has also revealed the two aspects of Con-
versational CBR, the textual side and the learning side.

In this paper we have limited our discussion to the ten most prominent re-
search themes, largely based on the size of the cluster (in terms of papers pub-
lished). Tt is worth highlighting that a number of more minor clusters have also
been identified, including:

— CBR on temporal problems: time, temporal, prediction, series.
— Games and chess: game, chess, automatic, sequential.

— Scheduling and agents: schedule, agent, exploration.

— Structural cases: structural, case, induction, logic.

Clearly these clusters also represent important and interesting lines of research.
Work in the area of games and chess, while something of a niche area, has been
part of CBR research since 1995 [83], and continues to attract research interest.
Others clusters such as CBR on temporal problems cover a broad spectrum of
work dealing with a range of issues, such as using CBR to predict time-series
[84] and the representation of temporal knowledge in case-based prediction [85]
to more recent work on so-called historical case-based reasoning [8G]. There is
no doubt that these themes are worthy of additional research, and a further
exploration of the papers in these clusters will no doubt lead to further fruitful
insights into the ever-changing landscape of CBR research.
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Appendix A: Ensemble NMF Algorithm

This appendix describes the operation of the Ensemble NMF clustering algo-
rithm that was used in the analysis described in Section @l The approach is
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suitable for the identification of localised structures in sparse data, represented
in the form of a non-negative pairwise similarity matrix, such as the co-citation
matrix of the CBR network defined by Eqn. [l The algorithm consists of two
distinct phases: a generation phase in which a collection of NMF factorisations
is produced (i.e. the members of the ensemble), and an integration phase where
these factorisations are aggregated to produce a final soft hierarchical clustering
of the data.

A.1 Ensemble Generation Phase

Given a dataset consisting of n data objects (e.g. research papers), the generation
phase of the ensemble process involves the production of a collection of 7 “base”
clusterings. These clusterings represent the individual members of the ensemble.
Since we are interested in combining the output of multiple matrix factorisations,
each member will take the form of a non-negative n x k; matrix factor Vj,
such that k; is the number of basis vectors (i.e. clusters) specified for the i-th
factorisation procedure.

To generate the collection of base clusterings, we employ the symmetric NMF
algorithm proposed by Ding et al. [87]. This algorithm decomposes a non-negative
pairwise similarity matrix S € IR™*" to produce a factor V by minimising the
objective function given by the Frobenius norm:

T2
min HS—VV H 2)
V>0 F

The optimal factor can be approximated by starting with an initial randomly-
generated factor and repeatedly applying a single update rule until convergence:

(VV'V),;

where 0 < # < 1 is a user-defined parameter which controls the rate of conver-
gence. We have observed that, not only is the algorithm efficient in comparison
to other NMF algorithms, but it also has a tendency to produce relatively sparse
factors representing localised clusters.

It has been demonstrated that supervised ensembles are most successful when
constructed from a set of accurate classifiers whose errors lie in different parts of
the data space [88]. Similarly, unsupervised ensemble procedures typically seek
to encourage diversity with a view to improving the quality of the information
available in the integration phase. A simple but effective strategy is to rely on the
inherent instability of randomly-initialised factorisation algorithms. By employ-
ing a stochastic initialisation scheme, symmetric NMF will generally converge
to a variety of different local solutions when applied multiple times to the same
matrix S. The level of diversity among the ensemble members can be increased
by varying the number of clusters in each base clustering, such as by randomly
selecting a value k; from a predefined range [kmin, kmaz]. An important benefit
of this strategy is that it ameliorates a model selection problem with NMF which
is highly sensitive to the choice of the number of basis vectors k;.

Vej — Vi (l—ﬂ‘Fﬂ
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Further improvements in performance and accuracy can be achieved by seed-
ing each NMF factorisation using the output of the less computationally expen-
sive kernel k-means algorithm [89]. Specifically, to seed the i-th base clustering,
we randomly assign data objects to k; clusters and apply kernel k-means to
the matrix S. The resulting disjoint clustering can be represented as an n x k;
partition matrix, where the j-th column is a binary membership indicator for
the j-th cluster. This partition matrix is subsequently used as the initial factor
for symmetric NMF. The use of random cluster assignment and the tendency of
kernel k-means to converge to a local solution ensures that sufficient diversity in
the ensemble is maintained.

A.2 Ensemble Integration Phase

We now propose an approach for combining the factors produced during the
generation phase to construct a soft hierarchical clustering of the original dataset.

Graph Construction. From the generation phase, we have a collection of 7
factors, giving a total of [ = (k1 + k2 + - - - + k) individual basis vectors across
all factors. We denote these vectors as the set V.= {vy,...,v;}. This set can be
modelled as a complete weighted graph consisting of [ vertices, where each vertex
represents a basis vector v;. The weight on each edge indicates the similarity
between the pair of vectors associated with the two vertices. The value of the
edge weight is computed as the [0, 1]-normalised Pearson correlation between a
pair of vectors (v;,v;):

L (=) (05— )

ncor(v;,v;) = _ _ +1 (4)
T2 (I(vi = )] - [[(v; = 95)ll

The entire graph can be represented by its adjacency matrix L, where L;; =

neor(v;, vj).

Meta-Clustering. Following the lead of the MCLA approach described by
Strehl & Ghosh [21], we produce a “meta-clustering” (i.e.a clustering of clus-
ters) of the graph formed from the basis vectors in V. This is achieved by applying
an agglomerative clustering algorithm to L, resulting in a disjoint hierarchy of
“meta-clusters” (i.e.tree nodes containing basis vectors from V). Rather than
using a traditional linkage function such as average linkage during the agglom-
eration process, we compute the similarity between pairs of meta-clusters based
on the min-max graph partitioning objective [90]. This linkage function has a
tendency to produce clusters which are relatively balanced in size. Formally,
given the matrix L, the min-max inter-cluster similarity between a pair of meta-
clusters (M, M) is defined as:

S(Mm Mb)
S<Ma7Ma) S(Mlan) (5)

s(Ma, M) = > > Ly

vi€Mg vjEMy

sim(Mg, My) =

such that
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Soft Hierarchy Construction. The output of the meta-clustering procedure
is a clustering of the basis vectors in V, in the form of a traditional disjoint
hierarchical tree. We wish to transform this into a soft hierarchical clustering
of the original dataset. That is, a binary tree structure, where each node M,
in the hierarchy is associated with an n-dimensional vector y, containing non-
negative real values indicating the degree of membership for all n data objects.
In practice, these node membership vectors will become increasingly sparse as
we proceed further down the tree, representing more localised sub-structures.

To transform the meta-clustering into a soft hierarchy, we process each node
M, in the meta-clustering tree, computing the membership vector y, as the
mean of all the basis vectors contained in M,:

1
yﬂ: ‘Ma‘ Z Ui (6)

vy €M,

We associate the vector y, with the position held by the node M, in the original
meta-clustering tree. By preserving the parent-child relations from that tree,
these vectors can be linked together to form a soft hierarchy as defined above.

Final Model Selection. A hierarchical meta-clustering of the [ basis vectors
in V will yield a corresponding soft hierarchy containing [ leaf nodes. However,
a certain proportion of these nodes will be redundant, where the membership
vectors of a pair of sibling nodes may be nearly identical to the membership
vector of their parent node. This situation will arise when a tree node in the
meta-clustering of V contains basis vectors that are highly similar to one another.
Ideally we would like to prune the soft hierarchy to remove all redundant leaf
and internal nodes, thereby facilitating visualisation and human interpretation.

The concept of ensemble stability has previously been considered as a means
of identifying an appropriate cut-off point in a disjoint hierarchy [91]. Here we
propose a stability-based approach to identifying an appropriate cut-off level,
which is applicable to a soft hierarchy. Specifically, we consider a tree node
to be stable if the basis vectors in the corresponding meta-cluster are highly
similar, while an unstable node has a corresponding meta-cluster consisting of
basis vector that are dissimilar to one another. To numerically assess stability,
we measure the extent to which an internal node can be split into diverse sub-
nodes. Given a node M, with child nodes (M}, M.), this can be quantified in
terms of the weighted similarity between the membership vector y, and the pair
of vectors (yp, y.) associated with the child nodes:

| M|

. M,
split(M,) (V| M|

= neor (Yas Ye) (7)
| Ml

ncor(Ya, yp) +
From this, we define the splitting factor of an internal node M, as the minimum
value for Eqn. [ among M, and all child nodes below M, in the hierarchy. A
lower value indicates a lower degree of stability for the branch beginning at M.
Using this criterion, we can prune a soft hierarchy by processing each internal
node M, in the tree, starting at the root node. The child nodes of M, (together
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Inputs:

- S: Non-negative pairwise similarity matrix.

- 7: Number of factorisations to generate.

- [kmin, kmaz]: Range for selecting number of clusters in each factorisation.

Generation Phase:

1. Fori=1tor
- Randomly select ki € [kmin, kmaz)-
- Apply kernel k-means to S to initialise V; € R™**:.
- Apply symmetric NMF to S and V;.
- Add each column vector of V; to the set V.

Integration Phase:

1. Construct the adjacency matrix L from the set V according to Eqn. El

2. Apply min-max hierarchical clustering to L to produce a meta-clustering of
the basis vectors.

3. Build a soft hierarchy by computing the mean vector for each tree node in
the meta-clustering.

4. If required, recursively remove redundant tree nodes based on the splitting
factor criterion.

Fig. 5. Summary of Ensemble NMF clustering algorithm

with all the nodes below them) are removed from the tree if the splitting factor
of M, is greater than or equal to a user-defined threshold A. In practice we have
observed that a threshold value of A = 0.9 frequently leads to the elimination of
redundant nodes without removing those containing informative structures.
The pruning procedure outlined above allows us to construct a tree with k
leaf nodes, where the value k& does not need to be specified a priori. As with
cut-off techniques used to convert a disjoint hierarchy to a flat partition, we can
produce a flat soft clustering from the leaf nodes in the tree. Specifically, we
construct a n x k matrix whose columns correspond to the vectors of the k non-
redundant leaf nodes in the soft hierarchy. Unlike spectral dimension reduction
procedures such as PCA, standard NMF techniques do not produce an ordering
of the new dimensions in terms of importance. To produce an ordering of the
columns in the flat soft clustering, the related k leaf nodes may be ranked based
on their splitting factor, with the first column corresponding to the most stable
node. The complete Ensemble NMF algorithm is summarised in Figure B
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Abstract. The Web is a vibrant environment for innovation in com-
puter science, Al, and social interaction; these innovations come in such
great number and speed that it is unlikely to follow them. This paper
will focus on some emerging aspects on the web that are an opportunity
and challenge for Case-based Reasoning, specifically the large amount of
ezxperiences that individual people share in the Web. The talk will try to
characterize this experiences, these bits of practical knowledge that go
from simple but practical facts to complex problem solving descriptions.
Then, I'll focus on how CBR ideas could be brought to bear in sharing
and reusing this experiential knowledge, and finally on the challenging
issues that have to be addressed for that purpose.

1 Introduction

The Web is a vibrant environment for innovation in computer science, Al, and
social interaction; these innovations come in such great number and speed that
it is unlikely to follow them. This paper will focus on some emerging aspects
on the web that are an opportunity and challenge for Case-based Reasoning,
specifically the large amount of experiences that individual people share in the
Web. These experiences, ranging from client reports on hotels they have visited
to small explanations on how to do certain things, are searched for and reused
by thousands of people. These experiences can be found in forums and blogs, in
normal web pages and in specialized services like Question-Answer websites.

However, they are treated documents, not as experiences. That is to say, they
are represented, organized, analyzed, and retrieved as any other document. The
main purpose of this paper is to argue that there is a special kind of content,
namely experiences, that provides a specific form of knowledge, experiential
knowledge, and they should be represented, organized, analyzed, and retrieved
in accordance to this nature. Moreover, the paper will provide some food for
thought by proposing some ideas on the conditions required and the techniques
suitable to build systems capable of reusing experiential knowledge provided by
other people in specific domains.

The structure of this paper is as follows. Sections 2] and [ discuss two of the
most noteworthy components of current debate on the web, namely adding a
semantic substrate to the web (e.g. the semantic web, folksonomies) and the
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phenomenon of social networking. Then Section H] discusses the nature of expe-
riential knowledge, while Section [ elaborates the conditions for reusing other
people’s experiences.Next Section [0l discusses the relationship of semantics and
experience, Section [0 presents several forms of experience and discusses their
properties, and Section [§ proposes a process model for systems reusing experi-
ential knowledge on the web.

2 Semantics, Up and Down

In this section, I want to examine two approaches to imbue semantics in the web
content: the top-down approach of the semantic web and the bottom-up approach
of social networks. The Semantic Web (SW) [I] was proposed with the purpose
of allowing the human-produced web content to be understood by automatic
systems: ontologies define the terminology that “agents” use while roaming the
web pages entered by humans using SW-enabled tools. This proposal is a top-
down approach to semantics, in the sense that someone designs and maintains
the definition of an ontology for a given domain. In a new paper revisiting the
SW [2] this vision is refined: ontologies “must be developed, managed aged,
and endorsed by committed practice communities.” I think the conditions are
even more restrictive: an ontology only makes sense for a domain if used by a
community of practice — not just any community that endorses a particular
ontology specification. A community of practice (CoP) is developed by a process
of social learning of a group of people with common goals, while they interact
with the purpose of achieving those same goals. Knowledge Management (KM),
initially focused on explicit knowledge, has used the concept of CoP to address
tacit knowledge which cannot easily be captured, codified and stored. From this
perspective on semantics, SW and KM share a great deal of challenging issues.

Folksonomies, the bottom-up approach to web semantics, originates from the
tagging processes in software platforms for social networks, sometimes called
“Web 2.0”. Folksonomies are lightweight shallow ontologies that emerge in spe-
cific community of practice where users “tag” some content objects (like photos
in Flickr.com) with whatever keyword they deem more appropriate. Folksonomies
are interesting in that they emerge from the social learning process of a commu-
nity of practice: people learn to use other people’s tags and introduce their own
that, if found useful, will be used by the community at large. For this reason,
folksonomies are a way to capture part of the elusive tacit knowledge in a net-
work of practice (the name given to a community of practice in a social network
software platform).

Some people would object considering a bag of keywords or tags an ontology,
insisting it is merely a type of meta-data, but so are ontologies. The argument
usually focus on the fact that ontologies are structured and folksonomies un-
structured, but the main difference is in the way semantics are assigned: while
ontologies are based on explicit specification of terms, folksonomies rely on a
statistical analysis of the usage of terms in the context of a network of practice.
From the standpoint of the philosophy of language, ontologies purport a logicist
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approach to the meaning of terms: a term is an instance of a concept if and
only if it satisfies the concept’s definition. On the other hand, folksonomies seem
closer to Wittgenstein’s notion of language-game: a term has a specific meaning
by the way it is used in a particular context [3].

Some researchers will inevitably try an hybrid approach combining a top-down
ontological approach with a bottom-up user-driven open-ended folksonomy: an
ontology may define the explicit preexisting knowledge in a domain while the
folksonomy captures part of the explicit and tacit knowledge of a network of
practice. Although bridging the gap between both approaches is an interesting
research issue, this is beyond the scope of this paper. For the purposes of this
paper, the important point is that ontologies, the SW, and web semantics in
general, are a enabling technologies: a substrate that provides some service re-
quired by more complex tasks — not a way to do more complex tasks. Specially
the SW seems now to be a platform to develop a specific type of applications
called ontology-based systems [4]. At the end of the day, the developers of a
new web-based system will have to decide what kind of semantic model is suited
for the specific web content they have to work with. The suitability of semantic
models to different application domains and type of content is an empirical one,
and the future web-based systems will explore and ascertain their advantages
and shortcomings.

Let us now examine the existing, most burgeoning new systems in the web:
social networking software.

3 The Network Is the Content (or Vice Versa)

“The network is the computer” claimed J. B. Gage of Sun Microsystems to em-
phasize the importance of network access for modern computing systems; nev-
ertheless, Oracle’s “network computer” (a diskless desktop computer promoted
by Sun and Oracle) was not a successful answer to that claim. The myriad new
software platforms for social networking seem to make a similar claim: the social
network is the most important part of the so called Web 2.0. Indeed, the network
effect in the web has impressing performance, from Google’s page ranking based
on hyperlink connectivity to Facebook or MySpace social networking websites.
However, social networking is part of the picture but it is not the whole picture:
some systems like LinkedlIn focus the network of social relationships, while others
like Flickr the (photographic) content is the most important part and the social
network (as such) plays a lesser role.

From my point of view, what is most relevant is the user-contributed content,
be it photographs or links to other people: the personal relationships that con-
stitute social networks are part of the content contributed by users. This does
not deny that the social networking plays an important role in facilitating the
contribution of content by the users, quite the contrary: social networks create
wealth and can originate a “social production mode” (see for instance Yochai
Benkler’s The Wealth of Networks [5], that presents a comprehensive social the-
ory of the Internet and the networked information economy). Thus, networking
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facilitates the creation/contribution of content, and it is indispensable; but as a
social mode of productiorEl is a means to an end, namely what is produced: the
user-contributed content.

Be that as it may, the bootstrapping of social networks and social production
of content is outstanding. In this paper I want to focus on a particular kind of
content that can easily be contributed by people: their own experience in some
domain or other.

4 The Case for Experience

Before proceeding on to discuss user-contributed experiential knowledge on the
web we need first to elucidate what the term ezperience means. Case-based rea-
soning (CBR) may be understood, first and foremost, as learning to solve problems
(or take decisions) from past experience. More specifically, past experience is rep-
resented in the form of a collection of cases, where a case (situationl, outcomel) is
to be understood as knowing that in the past, when what is described in situation!
held, then the outcomel! (that may be a consequence or a decision) also happened.
Thus, a case is a statement (at some level of description) of a fact observed or ex-
perienced in the world. Additionally, CBR systems use case-based inference (also
called analogy and similarity-based inference) based on the assumption that when
a new situation? is similar to an old situationl then we can plausibly predict an
outcome?2 similar to outcomel is correct.

The representation of cases, situations and outcomes may be very different
across domains (from k-NN classification to case-based planning); but they have
in common that they present the knowledge of an observed factual situation:
e.g. “this is a good hotel because my stay was very agreeable”, or “I did this
sequence of actions (this plan), in this situation, and I achieved that goal”.
Although there are no “cases” as such on the web there is a huge amount of
this kind of practical knowledge present today in the web. This kind of practical
knowledge coming from the direct observation or experiences of people is what
we will call experience.

In all likelihood, experiential content in the web is one of the most valuable web
resources: people constantly use these resources to decide issues (e.g. booking
a hotel, visiting or not some tourist spot) or solving problems (e.g. browsing
through a forum on digital photography to learn how to solve some issue they
encountered in a photo they made). In economic terms, experiential content
is one of the most added-value resources on the web today, and if properly
marshaled could provide attractive added-value services.

The technological challenge is how to represent, organize, and reuse experien-
tial content. I surmise that the first step to address this challenge is to recognize
that there is such a thing as “experiential content,” and not merely hyperlinked
texts. The way content is organized nowadays is a network of documents, and

! Social Production is production of information, knowledge and culture that is not
based on price signals or on command structures [5]. Computers are the main means
of production and networks those of distribution.
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possibly in the next future, annotated documents (using ontology-defined con-
cepts or folksonomy-based tags).

Moreover, the way users work with web content is what I'll call Search &
Browse (S&B). The web users typically need to first use a search engine to find
a “resource,” this may be an external search engine (e.g. Google or Yahoo to
find a website or a page) or an internal search engine (e.g. search inside a forum
for the posts that may talk about the topic of interest). Next, the users need to
browse a (sometimes disturbingly) large collection of “found items,” perform a
cursory read of them to filter out those blatantly irrelevant, then read carefully
the rest (while eliminating those subtly irrelevant) to isolate the relevant content.
Finally, the users have to reuse the relevant content, that may be dispersed in
a dozens of pages in different websites; notice that there is no support for the
users’ task and they simply use “copy & paste” to aggregate the information
found or print all those pages and then aggregate that information.

4.1 Found and Lost

A specific example may be useful to illustrate this scenario. Let us consider the
task of deciding which hotel to book and consider the existing experiential content
of previous hotel clients that describe their good and bad experiences in those ho-
tels. Let us say there are H hotels in the intended destination, W websites with
hotel-related experiential content, and each hotel in each websites has on aver-
age C client reports: a user to be well informed would need to search & browse
H x W x C user-contributed experience items. This is a huge amount of valuable
information but ineffective if it is to be manually processed, as is the case now in
the S&B paradigm where there is no support for the task the users want to carry
out, and for which reason they have performed a search in the first place.

Certainly, the users are capable of cutting down the work by filtering out infor-
mation: by selecting a few websites (equivalent to performing a sampling opera-
tion w = sample(W)), the reducing the eligible hotels by some hard constraints
like “3- or 4-star hotels only” (a filtering operation h = filter(H)), and finally
accessing a subset of all client reports (a sampling operation ¢ = sample(C)),
the workload is reduced to examining h X w X ¢ client reports. Notice that there
is no computer support to perform a good sampling of websites or client reports:
the users have no way to know if the acquire a good sample of the population —
simply having this kind of support automated would improve both user workload
and output quality.

Moreover, the real task for the users starts now and is also unsupported: they
have to aggregate for each hotel in A a number of around w X ¢ client reports,
e.g. determining pros and cons for each hotel according to the majority opinion
of those reports, and finally deciding on the hotel that better fit their interests.
Clearly, the S&B paradigm does not support this process and the users end up
making a less informed decision. However, Al techniques could be used to support
this decision, and I'm not referring to data mining or recommender systems, but to
a reinterpretation of Case-based Reasoning that would allow us to support users
in using experiential knowledge provided by a community of practice.
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5 Reusing Other People’s Experiences

Considering again the hotel selection example, we can easily substitute the
Search € Browse process by Retrieve & Reuse processes of CBR:

1. the Retrieve process searches for client reports of hotels close to the declared
interests of a user and selects a subset of them; then

2. the Reuse process analyzes the retrieved client reports in order to aggregate
the information about pros and cons of each hotel and finally produces a
ranking of hotels taking into account both the user’s interests and the pros
and cons of each hotel.

This mapping is sound, in the sense that both Retrieve and Reuse processes
follow the ideas in [6]:

1. given a problem (a specific task to be achieved) the Retrieve process selects
the subset of cases (experiential knowledge) most similar (or relevant) to
that problem, while

2. the Reuse process combines, in some specific way, the (experiential) content
of those retrieved cases (and possibly using some domain-specific knowledge
as well) in order to achieve a solution for that problem (that specific task to
be achieved).

This rather abstract mapping allows us to determine in what a CBR approach
to support experiential reuse in the web add to the S&B paradigm: the definition
of a user-defined task to be achieved. Indeed, only when a problem (a specific
task to be achieved) is posited then a Retrieve € Reuse approach can be used.
Let us return to the hotel selection example again. Clearly the kind of hotel the
user is interested in depends on the type of travel. For instance, whether it’s in
a one-night business trip or a week of leisure, the pro and con factors that are
important may vary for one kind of travel to another. For instance, the factor
of whether the hotel staff is categorized as friendly (in pros) or unfriendly (in
cons) depends on the trip: a friendly/unfriendly staff is not important in a a
one-night business trip while is quite important on a leisure week travel. This
correspondence between the hotel client reports and the user interests would
be performed inside the Reuse process, e.g. preferring those hotels with a clear
majority of client reports stating a friendly stuff and the other factors important
for the user. Notice that this is precisely the work the human user has to do,
without any support, while examining h X w X ¢ client reports.

Nevertheless, there are differences from the traditional CBR approach with
respect to a Retrieve & Reuse approach to use the experiential knowledge of
other people. These differences stem from tacit hypotheses used in CBR or im-
plicit assumptions built from practice in building CBR systems. A first implicit
assumption is that the Retrieve process will select one case (or a small number of
cases) on which the Reuse process will work upon. As the hotel scenario shows,
this is not the best option when dealing with experiential knowledge coming from
a (potentially large) number of people. In the hotel scenario the role of the Reuse
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process is to select, among a huge number of client reports, a sufficient number
of reports about hotels that are relevant for the specific request of a user (here
seems more appropriate to call a user-defined query a task or a request than a
problem).

Since the Reuse process needs to aggregate information from disparate sources
in order to avoid noisy data, the sample of data has to be large enough so
that aggregation methods like averages or weighted averages are meaningful.
That is to say, in the hotel scenario the role of the Retrieve process may be
to select the hotels relevant for the task at hand within some given ranges,
for instance, of price and location, and then gathering all their relevant client
reports. Additionally, the Retrieve process could perform an additional filtering
or client reports based on their age, client reputation, etc. Then, given this
sizeable sample of people’s reports on their experiences, the Reuse process may
be able to aggregate, from the evidence of disparate sources, the likelihood that
one or a few hotels are the most adequate for the particular interests of a user
travel.

The robustness of using experiential knowledge originating from multiple
sources has been studied in several scientific fields. In Machine Learning, the “en-
semble effect” states that using an ensemble of learning systems reduces always
the error when compared to any single learning system. The only requirements
for the “ensemble effect” to take place is that the prediction of individual learning
systems is better than random and that their errors are not correlated with one
another [7]. Similar properties have been characterized in Social Choice Theory,
where the Condorcet Jury Theorem provides a similar property for taking aver-
age measures like voting in a jury [8]. Communities of practice on the web have
been known to show a similar effect, a fact popularized in James Surowiecki’s
book The Wisdom of the Crowds — where similar conditions are prescribed in
order to insure the emerging effect of wise decision or prediction by aggregating
information from a crowd of people.

Therefore, a challenge for applying an approach like the Retrieve & Reuse one
sketched here is to enlarge the core ideas of CBR, namely reasoning and learning
from past experience, to a scenario where experiential knowledge originates from
multiple individual sources; this multiplicity would require that we incorporate
aggregation measures that obtain the desired “ensemble effect” into the Retrieve
& Reuse processes. There are other CBR assumptions that need to be challenged
to develop systems that reuse experiential knowledge on the web, and we will
summarily address them in the next sections.

6 Semantics and Experience

In this section I will address to more challenging issues that need to be ad-
dressed in order to reuse experiential knowledge on the web, namely the se-
mantics and structure of experiential knowledge. Concerning semantics, we have
already discussed in section [2] the top-down approach of the semantic web and
the bottom-up approach of folksonomies. Both approaches are suitable to be



Semantics and Experience in the Future Web 51

used in a CBR-like approach to reasoning from experiential knowledge on the
web:

1. the semantic web uses ontologies expressed in description logics (specifi-
cally the OWL languageﬁ), which is compatible with the research line on
knowledge-intensive CBR systems development using description logics;

2. Textual CBR [J] has been working on a bottom-up and hybrid approaches
to semantics in cases expressed as text, which is compatible with the cur-
rent research goals of folksonomies and web text mining — I think that the
natural extension of Textual CBR is to address the challenges of textual
experiential knowledge on the web.

Since both semantic approaches, or a combination of top-down and bottom-
up approaches, are suitable for a CBR-like approach to reuse web experiential
knowledge, the challenges are simply the same of any other web-based system
developed using Artificial Intelligence techniques. Moreover, since the applica-
bility and utility of either semantic approach may vary for different application
domains, it is an empirical issue to determine when and how these semantic
approaches will be useful. In this sense, the approach to reuse web experiential
knowledge I'm sketching here would be neutral on these semantic debates, trying
to find a suitable trade-off for a particular application domain and to keep up
with the new developments in web semantics.

Nevertheless, the focus on user-contributed experiential knowledge poses some
practical constraints. The first one is that the form in which experiential knowl-
edge is expressed has to be an easy and natural form to the people integrating
a community of practice; otherwise, very few content will be contributed, in
practice, by this people. This constraint seems to bias experience representation
towards text-based content, but this again depends on the specific community of
practice we are dealing with in a particular application domain. Ontology-based
approaches require a highly structured representation of content, but technical
communities of practice (e.g. medicine, engineering) may accept this approach
if they find provided services useful.

For other users in general a text-based approach seems more suitable, but it
need not be completely free text, we should be able to provide semi-structured
cases where the users can textually enter their experiences. This idea leads us
to the second challenging issue I'd like to discuss: the structure of experiential
knowledge.

7 Forms of Experience

An important issue about experiential knowledge on the web, as mentioned
before in section Ml is that cases as such are not already present on the web.
Recalling the hotel selection example we can see there is no collection of cases of
the form (situation, outcome); instead we had records of individual experiences

2 An overview of OWL is available at http://www.w3.org/TR/owl-features.
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in the form of client reports. That is to say, we have a collection of situations
without the outcome. For the task at hand, selecting a hotel, it is tempting
to conceive of the outcome as the selected hotel: this is true for the system
outputting a recommended hotel but it is not applicable to the client reports.
A case in the standard sense would be a pair where a situation would describe
the interests, preferences and constraints of a user and an outcome would be
a hotel satisfying (most of) them. However, the client reports do not directly
specify the persons interests, preferences and constraints; it is an account of an
experience that may have been positive or negative (or something in between).
Nevertheless, as I tried to show in the hotel scenario, some of this information
is implicit and can be extracted: the analysis of the client records in terms of
pro and con factors is a way to uncover the tacit interests and preferences of the
users giving an account of their experiences.

There may be other ways to uncover the important factors in experiential
accounts, since this pro and cons analysis is just an example. This leads us to
the core issue in this approach: How many different forms of experience are
there? Do we need to develop a new form or structure of experience for every
new application domain? This circumstance could make impractical to apply this
approach on the web at large. If not, are there a small collections of forms of
experience that could be characterized and reused? Which are they and how to
find them? I really have no answer in advance, since it is essentially an empirical
matter to be settled only after trying to develop systems that reuse experiential
knowledge on the web. I have some suggestions, though, as to how to proceed
for developing systems that reuse experiential knowledge on the web.

The first one is trying to characterize a form of experience for each class of
task commonly known in CBR systems: e.g. classification, regression, planning
and conﬁguratiorﬁ. These tasks are classically differentiated by the form of the
solution:

— Classification is a task that selects one solution from an enumerated collec-
tion of known solutions; the hotel selection scenario is thus a classification
task. Variations of classification included here are: multilevel hierarchical
classification and ranking of alternatives numerically or by partial ordering.

— Regression is a task where the numerical value of an attribute is predicted;
case-base interpolation is the method of choice.

— Planning is a task that builds a solution composed by a sequence of actions
or a partially ordered collection of actions; case-based planning has been
extensively researched to deal with this kind of tasks.

— Configuration is a task that builds a solution composed by a network of in-
terconnected solution elements; case-based configuration and design systems
have developed techniques for this kind of task.

It seems reasonable to assume that the differences on the solution structures
of these tasks imply that the corresponding experiential knowledge would also be

3 This list does not intend to be closed or exhaustive, other tasks like scheduling etc.,
could be included and should be taken in to account in the long run.
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Assumptions Photoshop, color image
1 Step description 1 Use PluginX
2 Step description 2 Download it from URL
3 Step description 3 Install it

4 Setitto Beginners mode

N Step description

Effect B/W image, high quality

Fig. 1. Semi-structured form of experience for How-To tasks

structurally different. However, each class of task may have a sufficient degree of
internal coherence to allow the development of experience-reuse systems applica-
ble inside a class of tasks. For instance, the method of analyzing pros and cons
in hotel client reports could be used, in principle, to other application domains
whose task is a form of classification: e.g. selecting a digital camera, or selecting a
B/W plugin for Photoshop. Moreover, other different techniques to reuse experi-
ential knowledge for classification tasks could be developed. Again, only empirical
evidence will determine whether the hypothesis suggested here is correct or not.

As a further example, let us consider planning in the context of experiential
knowledge on the web. Since a plan is just a way to achieve some effect or
goal performing a series of steps, it is easy to see that they are pervasive on
the web, although they are not called “plans”: sometimes they are called How-
Tos, but most times they are just descriptions of how to do something in few
steps. Forums are websites where a large number of How-Tos can be found. For
instance, forums store numerous records of “question and answer” pairs that
may be interpreted as problems and their solution-plan. A specific forum like
one devoted to digital photography has both a community of practice and a
shared vocabulary of terms (e.g. B/W image), verbs (actions) and proper nouns
(e.g. “Photoshop”). A typical scenario is when a user asks how to perform some
effect on an image and the answer is a plan of the form “assuming you have
Photoshop, you should download this PluginX from this URL, install it and then
set it up in the beginner mode, you’ll already have a good quality B/W image.”
Forums organize this content in a structure based on questions and answers, and
thus we are expected to use Search & Browse to find and reuse this experience.
Capturing this experiential knowledge from free text using NLP techniques is
certainly an option, but a computationally costly one.

Another option is to design some semi-structured representation for this form
of experience that, if stored on a website (substituting the questions and
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[ color image

1 Use Photoshop
2 Go to this URL
3 Pay Photoshop licence

4 Download it from the website

5 Install it
color image ]
image processing, Photoshop \
1 Use PluginX
PS-Plugin downloaded ] 2 Download it from URL

3,| Install it |

! Find PS Plugin folder 4 Setitto Beginners mode

2 Run Plugin installer | .~
3 Select Plugin folder as destination B/W Image, hlgh quahty ]
4 Start again Photoshop

PS-Plugin installed

Fig. 2. Reusing experiential knowledge by combining How-Tos

answers structure), would facilitate the analysis, retrieval and reuse of How-
To knowledge. As a further elaboration of this scenario, consider a possible
semi-structured template for How-To experiential knowledge as that show in
Figure[ll The semi-structured template clearly separates plan preconditions (As-
sumptions), plan goals (Effects) and each one of the Steps or actions of the plan.
Albeit text processing is still necessary, the previous example on PluginX shown
at the right hand side of Fig. [1l is now more easily analyzed for the purposes
of its reuse. Recall that the final user will be able to understand and perform
this How-To, we need only enough structure to (1) allow a user to express the
problem she wants to solve, e.g. “I have Photoshop and I want to transform a
color image into B/W image a high quality,” and (2) recognize that the How-To
in Fig. [[lis a way to solve that problem.

Moreover, accessing a large repository of How-Tos would also enable forms
of case-based plan adaptation. Consider the situation where the user has the
same goal but she does not have Photoshop. Figure[2 shows how a new plan can
be generated by concatenating two How-Tos: the first plan is one for acquiring
Photoshop, while then second plan is that of Fig.[Il that uses a Plugin to achieve
B/W image. Since the effect of the first How-To is having Photoshop, now the
second plan can be safely used since the Photoshop assumption is now satisfied.
Another form of adaptation is expanding a step, that is in fact a sup-plan, into its
component sub-steps. Fig. [2 shows that Step 3 “Install Plugin” is not an atomic
action, but can expanded into 4 steps because there is a How-To in the repository
whose goal is to install Photoshop plugins. This form of plan adaptation should
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be feasible whenever we have a large repository of plan-like How-Tos, and it is
in fact very akin to the currently fashionable idea of “mash—ups”E on the web.

Planning by reusing, adapting and combining user-contributed plans can be
applied to a large number domains, from How-Tos and methods to itineraries
and route sheets, as long as a large repository of “action sequences” is available.
The fact that these plans have been already tried by someone and were suc-
cessful gives us a further advantage. The ensemble effect can be used on a large
repository: when several methods or plans are found to achieve the same result
then aggregation techniques like voting can be used to determine the one that
is considered more reliable (at least inside a community of practice).

Therefore, the hypothesis put forward in this section is that several forms of
experience could be defined with sufficient internal coherence so that is possi-
ble and practical to build systems for reusing experiential knowledge. The next
section discusses the overall organization of such systems.

8 The EDIR Cycle

These ideas can be integrated into a process model called the EDIR cycle, shown
in Fig. B} the EDIR cycle consists of four processes: Express, Discover, Interpret,
and Reuse. They should be understood as interrelated processes, not as sequen-
tial or causally dependent steps: the state of the reuse process may require
changes of bias or revisions of state in the interpret or discover processes as well
as the other way around.

Express. This process addresses the different ways in which experience can be
expressed by a contributing user inside a community of practice. Free, semi-
structured and ontology-based templates for specific forms of experience and
application domains need to be developed and tested; the research goal is
finding a trade-off that (a) allows sufficient structuring of the expressed
experiences for automated analysis and (b) feels as a natural and unobtrusive
way to express experiences for the users in a community of practice.

Discovery. This process addresses the different ways in which specific expe-
riential content is recognised and retrieved as possibly relevant to a given
query posed by a system user. The research goal is determining how to ex-
tend CBR retrieval techniques to work on experiential content integrating
semantic web and/or bottom-up semantic analysis. The conditions under
which the Discovery process has to work requires a fast and possibly shallow
analysis of large quantities of experiential reports; the expected output is a
moderately-sized collection of experiences that are (likely) relevant to the
current query.

Interpret. This process addresses the different ways to build semantic inter-
pretations of the discovered experiences. The semantics are only assumed to
hold inside a community of practice. These interpretations can be understood

4 A mash-up refers to a web application that combines data from more than one source
into a new integrated service.
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/\

Express Discover

Reuse Interpret

—

Fig. 3. The EDIR cycle for systems reusing experiential knowledge on the web

as a more in-depth analysis of the experiences selected by the Discovery pro-
cess using the semantic model of the community of practice and the available
domain knowledge. Several transformations are envisioned in the Interpret
process: (a) eliminating a subset of discovered experiences as non-relevant;
(b) transforming discovered experiences into a new canonical representation;
(c) translating discovered experiences into a canonical vocabulary coherent
with the one used to build the final users queries. One or several of these
transformations will be used in a particular system, but the final outcome
is a collection of canonical experience descriptions to be used by the Reuse
process.

Reuse. This process addresses the different ways in which the experiential con-
tent provided by the Interpret process is used to achieve the goals of a user
as described in a particular query. Reuse techniques from CBR may need to
be revised or extended in order to be applicable in this context (e.g. case-
based adaptation) but also new methods that rely on the nature of large
repositories of human experience should be developed (e.g. methods based
on the ensemble effect). Moreover there may be different modalities of ex-
perience reuse: from automated experience reuse (yielding to the user the
complete solution provided by reusing experiential knowledge) to the oppo-
site extreme where the user receives directly a small selection of relevant and
reliable experiences. Intermediate modalities may perform part of the reuse
process automatically while supporting the user in reuse finalization.

The EDIR cycle is a process model, so the relationship of the four processes is
not sequential in an implementation of the model. Clearly, during an interaction
with the final user to elucidate the requirements of her enquiry several discovery
and interpretation processes may be launched and their results used to help the
user narrow her options or change her preferences.

Finally, let’s compare this EDIR approach with the current Search & Browse
approach. The main difference is that the EDIR approach requires a query: a
description of the kind of result needed by the system —a definition of the
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problem to be solved. Only with a query it is possible to reuse experiences, since
the Reuse process employs methods that try to satisfy the requirements of the
current query using a collection of selected experiences. A second but important
difference concerns the form and organization of content. The Search & Browse
approach assumes the existence of just hyperlinked documents: even when some
structure is present (e.g. question-answer structures in forums), this structure is
not exploited to improve the results. The EDIR approach intends to characterize
a particular kind of content, experiential knowledge, and it is thus concerned on
how to adequately express, represent, organize, analyze, and retrieve this content.

9 Discussion

This paper is about current and future challenges on reasoning from experience.
As such, I've dispensed with some formalities of the typical structure and content
of scientific papers. There is not proper state of the art section, albeit sections 2]
and [3] deal with the main issues on the state of the art for the purposes of this
paper. There is no state of the art on natural language processing and text mining
applied to the web, but this is because they are orthogonal to the purposes of
this paper: they can be applied, and they mostly are applied inside the S&B
approach; but they could also be used in an EDIR approach to experiential
knowledge reuse.

The purpose of the paper is not presenting a specific contribution but a series
of ideas that open a discussion on how to apply Al techniques, in general, and
CBR techniques in particular, to the ever-growing World-Wide Web. The main
idea to be opened to debate is whether there is, or is useful to conceive of, expe-
riential knowledge on the web. I’ve not given a formal definition of experience,
but my use of the term is close to the common sense meaning, and the exam-
ples presented, should be enough for a Wittgenstein-like grasp of its meaning.
I found worthy of attention that trying to apply CBR ideas like reuse of past
experience to the web, I've had had to abandon a straightforward notion of case.
CBR cannot be directly applied to the web, since there are no ready-made cases
preexisting on the web. However, if we understand CBR as ways of reusing past
experience, we can generalize these core ideas in CBR and investigate how could
we possibly reuse the experiences that people are already providing on the web.

The EDIR cycle is simply a way to organize the different issues and challenges
to be addressed in developing systems for reusing experiential knowledge on the
web. As such, is a tool for helping to start thinking and debating about how
to build systems that reuse experience, and should be left aside when enough
progress is made that shows how to proceed. I cannot claim that I can show
some example system that follows the EDIR cycle, and nevertheless I can point
you to the Poolcasting system, developed by Claudio Baccigalupo under my
supervision as part of his Ph. D. Indeed, the Poolcasting system does not follow
the EDIR cycle, since it was being developed in parallel with this proposal, and
yet it shows an example of how extending some core CBR ideas we can develop
a system that reuse experiential knowledge from a web community of practice.
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Poolcasting generates a stream of songs that is customized for a group of
listeners [I0]. We needed to perform data mining processes over web communities
of practice to acquire the semantics of the vocabulary of terms the systems uses.
Several web-enabled information resources on the web needed to be accessed
and integrated with Poolcasting to acquire a domain model. The experiential
knowledge we used did not have the form of cases, but it is nevertheless a form
of content that expresses the listening experience of the users as recorded by
the music player devices. Because of this, Poolcasting is able to build, from the
listening experience of a user, a model of user’s musical interests that is exploited
by a Reuse process.

Thus, while I cannot claim that Poolcasting is a result of the EDIR approach,
it stems from the same core ideas, and as such worthy of being considered a proof
of concept. The bottom-line is that I think experience reuse can be brought to
the web, and the core ideas of CBR may be very useful in this endeavor.
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Abstract. This paper presents CBRetaliate, an agent that combines
Case-Based Reasoning (CBR) and Reinforcement Learning (RL) algo-
rithms. Unlike most previous work where RL is used to improve accu-
racy in the action selection process, CBRetaliate uses CBR to allow RL
to respond more quickly to changing conditions. CBRetaliate combines
two key features: it uses a time window to compute similarity and stores
and reuses complete Q-tables for continuous problem solving. We demon-
strate CBRetaliate on a team-based first-person shooter game, where our
combined CBR+RL approach adapts quicker to changing tactics by an
opponent than standalone RL.

1 Introduction

Reinforcement Learning (RL) has been successfully applied to a variety of do-
mains including game theoretic decision processes [I] and RoboCup soccer [2]. It
has also been applied successfully for a number of computer gaming applications
including real-time strategy games [3], backgammon [4], and more recently for
first-person shooter (FPS) games [5].

Despite these successes, it may take a while before an agent using RL adapts
to changes in the environment. This is the result of the exploration process, in
which the agent must try new actions with unknown utility to develop a pol-
icy maximizing its expected future rewards. This can be problematic in some
applications. For example, we observed this when applying RL techniques to
team-based first-person shooters (TFPS). TFPS is a very popular game genre
where teams of two or more players compete to achieve some winning conditions.
In TFPS games, individual players must have good reflexes to ensure short-term
survival by shooting the enemy and avoiding enemy fire while working together
to achieve the winning conditions of the game. In recent work we constructed an
agent, Retaliate, which uses an online RL algorithm for developing winning poli-
cies in TFPS games [5]. Specifically, Retaliate uses the Q-learning variant of RL,
in which a policy is encoded in a table of expected rewards for each state-action
pair, called a Q-table. Retaliate demonstrated that it was capable of developing
a winning policy very quickly within the first game against an opponent that

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 59-[3] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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used a fixed strategy. We also observed that it took Retaliate a number of itera-
tions before it adapted when the opponent changed its strategy. Thus, we began
considering techniques that would allow us to speed up the adaptation process
in such situations where the strategy employed by an opponent changes.

In this paper we present CBRetaliate, an agent that uses Case-Based Reason-
ing (CBR) techniques to enhance the Retaliate RL agent. Unlike most previous
work where RL is used to improve accuracy in the case selection process, CBRe-
taliate uses CBR to jump quickly to previously stored policies rather than slowly
adapting to changing conditions. Cases in CBRetaliate contain features indicat-
ing sensory readings from the game world when the case was created. They also
store the complete Q-table that is maintained by CBRetaliate when the case was
created. CBRetaliate stores a case when it has been accumulating points at a
faster rate than its opponent during a time window. When it is accumulating
points more slowly than its opponent, it attempts to retrieve a similar case.
CBRetaliate uses an aggregated similarity metric that combines local similarity
metrics for each feature. This similarity metric is computed by matching sen-
sory readings from the current gaming world and those of the case over the time
window. When a case is retrieved, its associated Q-table is adapted by Retaliate
by using standard RL punishment/reward action selection.

Our working hypothesis is as follows. The use of CBR will allow CBRetaliate
to recognize strategies similar to ones it has faced previously but different from
the one it has most recently fought, and thus to outperform Retaliate when such
a strategy change occurs. We tested our hypothesis with an ablation study com-
paring the performance of Retaliate and CBRetaliate in games against a number
of opponents each using a different strategy. Each of these tests consisted of a
tournament of several consecutive games with the Q-table saved between games.
Within a tournament, CBRetaliate was able to more soundly beat an opponent
similar to one it had previously faced by loading a case learned from the previ-
ous opponent. The nature of its opponent was not defined for CBRetaliate, but
needed to be inferred from sensory readings describing the behavior it observed
over time.

The paper continues as follows: the next section describes the TFPS game and
the Retaliate algorithm. Next, in Section Bl we describe CBRetaliate by discussing
how it uses the phases of the CBR problem-solving cycle. The next section
describes the empirical evaluation. Section [B] presents related work. We conclude
this paper with some final remarks.

2 Background

The CBRetaliate agent is an extension of an existing Reinforcement Learning
agent, Retaliate, to use techniques from Case-Based Reasoning. As a testbed
for this agent, we use a configuration of a first-person shooter game in which
individual computer-controlled players (bots) act independently but follow a
team-level strategy to achieve their objectives.
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2.1 Domination Game Domain

Unreal Tournament (UT) is a first-person shooter game in which the usual ob-
jective is to shoot and kill opposing players. Players track their health and their
weapon’s ammunition, as well as attempt to pick up various items strewn about
the map while amassing kills and preserving their own life. Opponents may be
other human players via online multiplayer action or computer-controlled bots.
An interesting feature of UT is the ability to play several different game vari-
ants. One of these variants is a domination game, a feature offered by many
team-based multiplayer game.

In a domination game, the player’s objective is not to earn Kkills, although
this is usually necessary. Rather, the goal is to accumulate points for a player’s
team by controlling certain locations in the game world known as domination
locations. A domination point is controlled by the team of the player who was
last in the location, and lost when a player from the opposing team reaches it.
Each domination point produces points over time for the team that controls it,
and the game ends when one team’s score reaches some threshold.

Domination games are ideal test domains for cooperative artificial intelligence
agents because they require both tactics to succeed in individual firefights and
strategy to decide how and where individual bots should be deployed. We have
chosen to focus exclusively on strategy, using an abstract model described in
Section 241

2.2 HTNbots

One of the first successful agents developed for controlling teams of bots in UT
domination games was HTNbots [6]. HTNbots uses Hierarchical Task Network
(HTN) planning to generate plans during the game. The preconditions of HTN
methods used by HTNbots map to state information about the game world,
and the operators correspond to commands telling each individual bot where
it should attack or patrol. We now use HTNbots as a known difficult opponent
against which Retaliate and CBRetaliate can be compared.

2.3 Retaliate

Retaliate is an online RL algorithm for developing winning policies in team-based
first-person shooter games. Retaliate has three crucial characteristics: (1) indi-
vidual bot behavior is fixed although not known in advance, therefore individual
bots work as plugins, (2) Retaliate models the problem of learning team tac-
tics through a simple state formulation, (3) discount rates commonly used in
Q-learning are not used. As a result of these characteristics, the application of
the Q-learning algorithm results in the rapid exploration towards a winning pol-
icy against an opponent team. In our empirical evaluation we demonstrate that
Retaliate adapts well when the environment changes.

Retaliate is controlled by two parameters: ¢, which is known as the “epsilon-
greedy” parameter and controls the trade-off between exploration and exploita-
tion by setting the rate at which the algorithm selects a random action rather
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Algorithm 1. RetaliateTick(Q;)

1: Input: Q-Table Q.

2: Output: updated Q-table

3: € is .10, and Statepre, is maintained internally

4: if rand(0,1) > e then {epsilon greedy selection}
5. Act «+ applicable action with max value in Q-table
6: else

7:  Act «— random applicable action from Q-table
8: Statenow «— Execute(Act)

9: Reward « Utility(Statenow) — Utility(Stateprev)
10: Q¢ < update Q-table

11: Statepres < Statenow

12: return Q:

than the one that is expected to perform best, and «, which is referred to as the
“step-size” parameter and influences the rate of learning. For our case study, we
found that setting € to 0.1 and a to 0.2 worked well.

The following computations are iterated through until the game is over. First,
the next team action to execute, Act, is selected using the epsilon-greedy pa-
rameter. The selected action Act is then executed.

On the next domination ownership update from the server, which occurs
rougly every four seconds, the current state State,o, is observed and the Q
values for the previous state Statep., and previously selected actions are up-
dated based on whether or not State,q. is more favorable than Statep,e,. New
actions are selected from the new current state, and the process continues.

The reward for the new state State, o, is computed as the difference between
the utilities in the new state, and the previous state Statep,.,. Specifically, the
utility of a state s is defined by the function U(s) = F(s) — E(s), where F(s)
is the number of friendly domination locations and E(s) is the number that are
controlled by the enemy. This has the effect that, relative to team A, a state
in which team A owns two domination locations and team B owns one has a
higher utility than a state in which team A owns only one domination location
and team B owns two. The reward function, which determines the scale of the
reward, is computed as R = U(Statenow) — U(Stateprey).

The calculated reward R is used to perform an update on the Q-table entry
Q(s,a) for the previous state s in which the last set of actions a were ordered.
This calculation is performed according to the following formula, which is stan-
dard for computing Q-table entries in temporal difference learning [7]:

Q(s,a) — Q(s,a) + a(R+ v X mazy Q(s',a’) — Q(s,a))

In this computation, the entry in the Q-table for the action a that was just
taken in state s,Q(s, a), is updated. The function max, returns the value from
the Q-table of the best team action that can be performed in the new state s’
which is simply the highest value associated with s’ in the table for any a’. The
value of 7 (7 = 1 in Retaliate), the ‘discount rate parameter’, adjusts the relative
influences of current and future rewards in the decision making process.
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2.4 Game Model

The Q-learning algorithm on which Retaliate is based stores the expected future
reward of each potential action in each state. There are many potential features
that could be used to define the state of the game and numerous actions a bot
may take at various levels of granularity. In Retaliate, we chose to use a very
simple, abstract model of the game world. Specifically, each state is defined by
the current ownership of each domination point. For a game containing three
domination points and two teams, as in our experiments, each state is a 3-tuple
where each value is either “Friendly”, “Enemy” or “Unowned” (the default before
any bot has entered the location). Thus, such a game has 27 possible states.

Because we are focusing on grand team strategy rather than tactics, our action
model is similarly simple. Each action consists of the assignments of each bot on
the team to one of the domination points. Thus, a game with three domination
points and teams of three bots will similarly have 27 possible actions.

This model of the world is quite simple, but surprisingly effective. Enough
information is provided to allow the representation of a robust strategy and the
Q-table is small enough that the algorithm is able to converge to a reasonably
complete table within the space of only a few games.

3 Algorithm

When the situation changes so dramatically that the policy encoded by Retaliate
is no longer valid, such as by changing the opponent, the Q-learning algorithm
must slowly explore the policy space again, trying actions and updating the
rewards until it finds a new good policy. We developed CBRetaliate to solve this
problem by storing winning policies and retrieving them later based on other
types of features from the game state. In this section we present the contents of
cases, how similarity is computed, and finally the psuedocode for CBRetaliate.

3.1 Case Features and Similarity Functions

As stated previously, CBRetaliate uses an aggregated similarity metric that com-
bines the local similarity metrics for each case feature. Local similarities are
valued between zero and one, and are computed by matching sensory readings
from a time window within the current game world with those stored in the
case. The value of the aggregate is simply the sum of the local similarity for
each feature, divided by the number of features. We found CBRetaliate to be
effective with this naive aggregate function and feature weights, but expect that
much better performance would be possible if these parameters were carefully
tuned.

Each case contains a Q-table along with a set of features that are summarized
in Table [[I The first two categories of features, Team Size and Team Score are
notable because they do not involve the navigation task. Whereas our RL prob-
lem model is limited to domination location ownership in order to reduce the
state space, the CBR component does not share this restriction. Consequently,
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Table 1. Description of feature categories and their local similarity function name

Category Description Local Sim. Function
Team Size The number of bots on a team. Simrsize
Team Score The score of each team Simrscore
Bot/Dom Dist. Distance of each bot to each dom. loc. Simpist
Dom Ownership Which team owns each of the dom. locs Stmown

the name of each team as well as the map name could have been used as fea-
tures, however, we wished to demonstrate the ability of CBRetaliate to recognize
strategies and situations based on behavior and observations.

The Team Size category is currently a single feature that records the number of
bots on a team. Teams are assumed to be of equal size, however this assumption
could be easily dropped by adding a feature for each team. If x is the size of the
team in the current game and y is the team size from a case, Simrgie(x,y) is
equal to one when x = y and zero otherwise.

The Team Score category consists of two features, namely the score of each
team. So, if = is the score of team A in the current game and y is the score
of team B from a case, then the similarity is computed by Simrpscore(T,y) =
1—(Jz —y|/SCORE LIMIT). The constant SCORE LIMIT is the score to
which games are played and is 100 in our experiments. In our case-base, team
A is always CBRetaliate and team B is the opponent.

The next category of features, Bot/Dom Dist., uses the Euclidian distance
of each bot to each domination location to compute similarity. That is, each
case contains, for each opponent bot b and for each domination location [, the
absolute value of the Fuclidian distance from b to [. Specifically, if x is the
Euclidian distance of b to [ in the current game and y the analogous distance
from the case, then Simp;s(v,y) =1 — (Jx — y|/MAX DIST). The constant
MAX DIST is the maximum Euclidian distance any two points can be in an
Unreal Tournament map. With an opposing teams of size 3 and a map with 3
domination locations, this category has a total of 3 x 3 = 9 features.

The final category of features, Dom Ownership, uses the fraction of time
each team ¢ has owned each domination location [ during the time window ¢
(elaborated upon in the next subsection) to compute similarity. So, if z is the
fraction of time t has controlled [ in the current game and y is the analogous
fraction from the case, then Simown(z,y) = 1 — |z —y|. Intuitively, with 2 teams
and 3 domination locations, this category has a total of 6 features.

3.2 The CBRetaliate Algorithm

Algorithm[2lshows at a high-level how CBRetaliate operates during a single game.
However, before explaining the algorithm, we must first define four constants
that control its behavior.

The first constant, U', defines the minimum number of game cycles that must
occur, since the last case was retrieved or retained, before the load of a case
is considered. During retrieval the best case is returned and is used only if its
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similarity is above the second constant, TH RESH. The third constant, U®, has
the same meaning as U' except controls when saving can occur. For our empirical
evaluation we used U' = 22, U* = 30, and 0.75 for THRESH.

The fourth and final constant, 6, is used in two important ways. On the one
hand, ¢ is used to determine whether or not CBRetaliate is accumulating points
faster than its opponent by computing the current difference in score at game
cycle t and subtracting from that the score difference at cycle ¢t —§. On the other
hand, ¢ is also used to compute the so-called “sliding average” of domination
location ownership. This average tracks, for each domination location [, the
fraction of time that each team has owned [ within the window defined between
the current game cycle ¢ and ¢ — 6 (this value is used in Simoun). For our
empirical evaluation, we set ¢ to 15.

Algorithm 2. CBRetaliate(C'B, Q;)

1: Input: case-base C'B, Q-table Q

2: Output: The updated CB, and the Q-table last loaded Q:

3: num updates < 0

4: while game is not over do

5. num updates+—+

6: Q¢ < RetaliateTick(Q:) {Revise}

7: Spow < GetCurrentState

8: if num updates >= 6 then {wait for window}

9: if (ScoreDif frnow — ScoreDif fnow—s) >0 then
10: if num updates >= U® then {enough Q-table updates}
11: CB « SaveCase(Q:t, CB, Show) {Retain}
12: num updates «— 0
13: else
14: if num updates >= U' then {enough Q-table updates}
15: SimCase < OnePassRetreive(Snow) {find most sim case}
16: if similarity(Show,S9mCase) > THRESH then {similar enough}
17: Q+ — getQTable( SimCase ) {Reuse}
18: num updates < 0

19: return (C'B, Q+)

Algorithm Bl works as follows. When started for the first time, the case-base
CB is empty, and every entry in the Q-table is initialized to the same default
value. During a game, the number of game cycles that have passed since the last
case load or save is tracked with the variable num updates. In line 6, algorithm
[Mis used to update the Q-table on every game cycle, as explained in Section 2.3
Line 8 ensures that there have been at least 6 game cycles since the last case
was loaded or saved before allowing the algorithm to proceed. As a consequence
of waiting at least 6 game cycles, the Retaliate algorithm is able to perform at
least a few Q-table updates before an alternate table is considered. This helps
avoid reloading tables when losing, and also gives Retaliate a chance to learn a
better strategy.

If enough cycles have occurred, line 9 computes whether or not CBRetaliate
has increased its winning margin in the last 6 updates. If the winning margin
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has increased, and there have been a sufficient number of game cycles (U*®), the
current Q-table is added to the case-base, along with all features describing the
current game state (Spow), and num updates is reset. A save when the winning
margin has increase is sensible because the Q-table in use is clearly working well
against the opponent. Otherwise, if the winning margin has decreased and there
have been a sufficient number of game cycles (U!), the case in the case base
most similar to the current game features is retrieved. If the similarity of the
retrieved case is above TH RESH, the Q-table from that case is used to replace
the Q-table currently-in-use and num updates is reset.

4 Evaluation

To evaluate the effectiveness of combining Case-Based Reasoning with Rein-
forcement Learning in this way, we have performed several experiments using
the technique to control teams of bots in domination games. It should be noted
that we found a bug that gives the learning teams an advantage over non-learning
teams. However, this glitch does not effect our claims of using CBR with RL,
because both CBRetaliate and Retaliate are learning teams.

4.1 Evaluation against CompositeBot

In order to easily test our hypothesis about an opponent that changes strategies,
we developed a simple configurable agent called CompositeBot. CompositeBot
does not use any information about the game state, but simply provides static
assignments of each team member to a domination point. Rather than changing
strategies within a single game, we ran a series of seven games consecutively,
changing the configuration of CompositeBot (its static assignments) between each
game. The map on which these games were played contains three domination
points that we will call “A”, “J”, and “R”.

In the first three games, we configured CompositeBot to use a strategy of
stationing two bots at one of the domination points and one at another, changing
the points selected between games. The next three games are repeats of the first
three. In the last game, the opponent sends one bot to each domination point.
The specific strategies used in each game are shown in Table

We ran 15 trials each of both Retaliate and CBRetaliate against this series of
opponents. Each trial begins with an empty Q-table and (for CBRetaliate) an
empty case base. Both the Q-table and case base are updated and enhanced
throughout the course of the 7 games.

The results of this experiment are summarized in Table Bl Each game ends
when one of the team reaches 100 points. All results are an average over the 15
trials. The values in this table are the difference in score between the algorithm
being tested and its opponent when the game is 25% finished and when it is
complete. Differences that are statistically significant with a 90% confidence
level are bolded.

One of the motivations for this work was an expectation that CBRetaliate
would have much better early performance than Retaliate when facing an
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Table 2. CompositeBot configurations

Game 1 2 3 4 5 6 7
Strategy AAJ RRA JJA AAJ RRA JJA AJR

Table 3. CompositeBot results

Difference At 25% Different At 100%

Game 1 Retaliate 7.72 53.57
CBRetaliate 8.10 52.93
Game 2 Retaliate 9.7 48.35
CBRetaliate 6.01 46.49
Game 3 Retaliate 6.96 47.75
CBRetaliate 11.18 68.49
Game 4 Retaliate 6.02 57.8
CBRetaliate 10.05 65.84
Game 5 Retaliate 8.37 37.54
CBRetaliate 7.5 49.11
Game 6 Retaliate 6.53 58.66
CBRetaliate 7.92 62.98
Game 7 Retaliate 3.40 53.01
CBRetaliate 10.1 58.35

opponent from which it had already stored cases, because it would be able to
immediately jump to a Q-table that had been effective against the opponent in
the past. Thus, we would expect CBRetaliate to perform significantly better than
Retaliate in the first 25% of games 4, 5, and 6. Although this is the case in games
3,4, and 7, it is not true of 5 or 6. Furthermore, Retaliate has an early advantage
in the second game. There are two reasons why we have not consistently seen
this expectation met. First, the features used for case retrieval require trend
information about the game. Thus, it is difficult to reliably select a good case
until enough of the game has been played to recognize the opponent’s strategy.
The other contributing factor is that the locations of the domination points are
not known at the beginning of the game, and strategies cannot be used until
the bots have discovered them by exploring the map. We do not explicitly count
the exploration phase as a team action, but rather treat it as an initialization
phase because all teams use the same search algorithm for the same length of
time. Work is underway to remove the need for finding locations. All domination
points are found, on average, when 13% of the game is finished, but in rare cases
there have been games that end before all have been found.

In game 1, Retaliate and CBRetaliate perform nearly identically by the end
of the game. This is expected, because when CBRetaliate has no cases stored it
works exactly like Retaliate (except that it stores new cases). Figure[Il shows the
comparative performance of Retaliate and CBRetaliate in the first game. This
and all future graphs show the difference between the scores of each algorithm
and its opponent over time, which is scaled to the percentage of game finished
to facilitate averaging over several trials.
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Fig. 1. Averaged score differential in game 1

Retaliate gains a small advantage in the second game, but is beaten soundly
in the third. At the start of game 3, Retaliate will have a mature Q-table built
to counter a strategy that heavily defends domination point “R”, lightly defends
point “A”  and ignores “J”. Such a Q-table will be poorly suited to fighting
an opponent who heavily defends “J”, lightly defends “A”, and ignores “R”.
Retaliate is able to win in spite of its poor initial strategy by adapting and
favoring those decisions that have positive outcomes. CBRetaliate, however, loads
a Q-table from the end of the first game. The strategies of the opponents in
the first and third games are not identical, but they are similar enough that a
strategy effective against one will be somewhat effective against the other.

CBRetaliate wins by a smaller but still significant margin in game 4, where it
faces an opponent identical to the one from game 1. The score differentials from
this game are shown in Figure[2l In this case Retaliate should have a reasonable
strategy from the previous game, but CBRetaliate is able to load an excellent strat-
egy from the first game. On average, CBRetaliate wins by a similar margin in games
5 and 6, but these results are not statistically significant due to higher variance.
CBRetaliate also does well against the balanced strategy of game 7, even though it
has not previously faced that strategy. This is because it returns to a less mature
Q-table from the early parts of a previous game that is more suited to combating
a balanced strategy than the specialized Q-table that Retaliate starts with.

4.2 Evaluation against HTNbots

We also performed a second experiment in which CBRetaliate and Retaliate were
matched against HTNbots. For this experiment, we used a sequence of 10 games.
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Fig. 2. Averaged score differential in game 4

We did not alter HTNbots between games, but expected that its natural ability
to choose different strategies would allow it to perform better against Retaliate
than against CBRetaliate.

Surprisingly, this was not the case. The only stastically significant difference
between the performance of Retaliate and CBRetaliate against HTNbots was in
game 8, where Retaliate won by a higher margin. Across all 10 games, Retaliate
beat HTNbots by an average of 22.73 points while CBRetaliate’s margin of victory
was 23.86 points, a nearly indistinguishable difference.

The reason for these results is a design flaw with the knowledge base encoded
in HTNbots that was only revealed through these experiments. HTNbots has
one strategy used when not all domination points have been found and one
strategy for each number of domination points it controls when the locations of
all are known. Ownership of domination points can change quite rapidly during
a competitive game, causing HTNbots to quickly oscillate between strategies as
it loses and retakes domination points. CBRetaliate is designed to respond to
significant, long-lasting changes in strategy. Thus, it retrieves cases based on
observed behavior over a time interval. If the opponent is frequently changing
strategies such that throughout most of the game it is using its control-one
strategy 60% of the time and its control-two strategy 40% of the time, then this
combination is effectively a single static strategy, and CBRetaliate will have no
significant advantage over Retaliate.

5 Related Work

There are a number of works combining Case-Based Reasoning and Reinforce-
ment Learning. In his ICCBR-05 invited talk, Derek Bridge pointed out that one
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of the possible uses of such a combination is for continuous problem solving tasks
[8]. Winning domination maps in an FPS game is precisely an example of such a
task. Our approach fits in Bridge’s 11-step CBR problem solving cycle; policies
are retrieved based on continuous sensory input. These policies are reused and
refined with RL updates while affecting the environment. These policies are then
retained, together with current sensory measurements, as new cases.

The CAT system [J] stores and reuses cases having sequences of scripting
commands in a real-time strategy game. For retrieval purposes, these cases are
annotated with the conditions observed when the case was stored. These con-
ditions include the current research level in the game (which influences which
buildings and units can be constructed) and several conditions that compute the
difference between CAT’s controlled player and the opponent’s controlled player
(e.g., the number of enemy buildings destroyed minus the number of friendly
buildings destroyed by the enemy). When a case it retrieved, its sequence of
scripting commands is executed. There are three key differences between CBRe-
taliate and CAT. First, retrieval in CBRetaliate is performed based on sensory
readings from a é-time window [t — 6, ] rather than readings at a time ¢ as in
CAT. Second, CBRetaliate stores a Q-table, which contains the strategy to be
followed and alternative strategies, rather than a sequence of scripted actions. A
policy can be seen as representing multiple sequences of scripted actions. Third,
in CAT, the case’s scripted actions are not adapted. In CBRetaliate, the retrieved
Q-table is adapted with the standard reward and punishment operations of RL.

In [I0], a CBR system capable of playing real-time strategy games is presented.
The system learns cases by observing users’ actions. It reuses cases by combining
them into strategies that consists of the combination of individual cases. In
contrast, CBRetaliate stores Q-tables as cases, which contain the winning strategy
together with alternative strategies.

The CARL architecture combines CBR, and RL to create agents capable of
playing real-time strategy games [I1]. CARL is a multi-level architecture similar
in spirit to hierarchical task network representations [I2] where the higher levels
of the hierarchy represents strategies and the low level concrete actions. At the
highest level a hand-coded planner is used. At the intermediate level, CBR and
RL are used to select the specific tactic (e.g., to attack, to defend), and at the
concrete level a plan executor module controls the actions being executed. As a
comparison, CBRetaliate can be seen as a two-level architecture. At the top level
CBR and RL are used to learn and reuse the strategy to follow. At the bottom
level, bots follow these strategies using hard-coded programs. This difference
is not arbitrary but almost certainly a design decision that reflects the differ-
ence between the two game genres that each system is targeting. In first-person
shooters, targeted by CBRetaliate, fast reflexes are needed from individual bots,
as players need to respond in fractions of a second to attacks from an opponent
or make quick decisions to grab a nearby weapon or follow an opponent. There-
fore, in CBRetaliate individual bot behavior is hard-coded. In real-time strategy
games, players have more time (seconds at least) to decide if they are going to
attack or defend. Like in CBRetaliate, cases in CARL stored what amounts to a
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Q-table, annotated with the applicability conditions. But unlike CBRtaliate but
as with CAT, case retrieval in CARL is based on mapping of current readings
at time ¢ rather than in a time window [t — §,¢] as in CBRetaliate.

CBRetaliate is closely related to Continuous Case-Based Reasoning, which
was implemented in the SINS system for robot navigation tasks [I3]. Continu-
ous CBR advocates that in domains involving real time execution, a time win-
dow or time-history, as originally called, should be considered during retrieval.
All features in SINS are numerical, reflecting the navigation domain targeted.
Thus, the difference in trajectories is reflected in the computation of similarity.
CBRetaliate also uses features that reflect geometrical relations in the map (e.g.,
distance between a bot and a domination location). However, CBRetaliate also
uses features that are not geometrical relations (e.g., the current score in the
game). As a result, we needed to use an aggregate similarity metric to combine
these distinctive local similarity metrics. Another difference is that SINS did not
use RL for adapting the navigation path. This is possibly due to the fact that a
direct application of RL would have resulted in a large search space. More recent
work on robotics have found ways to work around that problem (e.g., [14]).

Researchers have proposed to use domain knowledge encoded as HTNs or sim-
ilar representations in the context of RL and more generally MDPs [I5/I6]. One
of the results of combining HTN-like knowledge and RL/MDPs is a significant
reduction in the search space compared to standalone RL/MDPs. The reason
for this is that knowledge encoded in the HTN eliminates unneccesary parts of
the search space, parts which pure RL/MDPs approaches would otherwise need
to explore. In CBRetaliate we do not provide such knowledge in advance, so it
is conceivable that CBRetaliate could also benefit from search reduction, albeit
with the tradeoff of extra effort required to encode the domain knowledge.

6 Conclusions

It is possible to enhance the states as defined currently in Retaliate by adding
the 18 features currently used in CBRetaliate to compute case similarity to the 3
features already used by Retaliate. This would require discretizing the real-valued
attributes and vastly increasing the number of states in the Q-table. Rather than
using such an expanded table, which would pose technical challenges and require
far more time to become mature, CBRetaliate can be seen as partitioning the
space of possibilities into regions, each with a suitable Q-table associated with
it, and using CBR to “jump” to the appropriate region of the space by selecting
a suitable 27-cell table for that region. In our experiments, this capability of
CBRetaliate to jump between regions demonstrated speed-up in the elicitation
of a winning policy when the opponent was changed.

Another point to be made is that we applied in our experiments a naive ap-
proach when computing the local similarities. For each feature, local similarity
is basically defined as a linear interpolation between the lowest and the high-
est possible distance between pairs of values for that feature. Furthermore, no
weights were used when aggregating these local similarities to compute a global
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similarity metric. Significant gains in accuracy of the retrieval process can be
made if we use feature weighting, which could be computed by using statistical
sampling. The same can be said with the retrieval threshold. It was set to 75%
in our experiments and this value was selected arbitrarily. Retrieval accuracy
could be improved by tuning the threshold. The reason for not doing any of
these possible improvements is that we wanted to test our working hypothesis
without tweaking these parameters, so that we could confidently attribute the
results to the CBR approach rather than to some tweaking of these parameters.

In this paper we presented CBRetaliate, a CBR + RL system that is intended
to enhance RL capabilities for situations in which the environment suddenly
changes. CBRetaliate uses time windows during case retrieval and retention.
It stores and retrieves Q-tables to allow the RL algorithm to rapidly react to
changes in the environment. We demonstrated our approach in a TFPS game,
which is characterized by the speed in the decision making by individual bots
and in the overall strategy. Our results demonstrate that CBR can effectively
speed-up the RL adaptation process in dynamic environments.

As future work, we want to study case-base maintenance issues in the context
of CBRetaliate. In the experiments reported in this paper, we reset the case base
at the beginning of each tournament. As a result, the retrieval times were very
low and did not have any effect on the overall performance of the agent. Clearly
this will change in situations when the case base becomes permanent, and a
mechanism to refine the case base will be necessary. This poses some interesting
research questions: (1) Because cases contain Q-tables, how can we tell if a case
is covered by another case? (2) As the Q-table of a retrieved case is updated
with RL, can we identify situations where the updated Q-table should replace
one of the retrieved cases instead of being stored as a new case as currently done
by CBRetaliate? We intend to address these and other questions in the future.
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Abstract. In previous work, Bogaerts and Leake introduced the rank qual-
ity measure for the evaluation of conversational case-based reasoning (CCBR)
systems. Rank quality assesses how well a system copes with the limited problem
information available in an ongoing dialog, giving useful evaluation information
not readily available from standard precision and efficiency measures. However,
that work also revealed surprising challenges for developing rank quality mea-
sures, restricting the proposed measures’ applicability. This paper explores two
open questions from that work: 1) how to define a rank quality measure immune
to the previous pitfalls, and 2) how to assess the meaningfulness of any proposed
rank quality measure. The paper establishes formal requirements for a rank qual-
ity measure, presents a new formulation of the measure, and provides a formal
proof and empirical evidence to support that the new measure avoids previous
pitfalls and meets the formal requirements.

1 Introduction

Influential work by Aha and Breslow [3]] proposed evaluating conversational case-based
reasoning (CCBR) systems by two criteria: precision, which measures whether the so-
lution of the selected case solves the target problem, and efficiency, which measures
the number of questions that are asked before a candidate case is selected. These mea-
sured] focus on judging the system at the close of the conversation, when a case has
been selected. In practice, automated system evaluations based on these measures typi-
cally depend on a simulated user to perform case selection. The simulated user proceeds
through the conversation and eventually selects a case according to given criteria, com-
monly when the top case or cases exceed a pre-set similarity threshold.

Evaluations of precision and efficiency can provide valuable information, especially
in the concrete context of a fielded system, for which a holistic evaluation may be
appropriate. However, it may be difficult to use their results to assess specific core
system capabilities (e.g., the quality of similarity assessment), because the results of
such measures depend on multiple factors whose effects may interact, making more
difficult the task of credit/blame assignment for system performance [112]:

! We use “measure” informally, rather than referring to “measure” in the mathematical sense.

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 7488l 2008.
(© Springer-Verlag Berlin Heidelberg 2008
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— Precision and efficiency measures depend on case selection by the simulated user.
If the experiment is aimed at systematically studying the CCBR system’s perfor-
mance for given user populations, and can reliably model those populations, then
this dependence may be desirable. In many experiments, however, user populations
are not a focus. In these cases, it is preferable to use evaluation criteria which focus
entirely on system characteristics.

— Precision depends on solution applicability—the likelihood that a similar case will
have a similar solution—which depends on the contents of the case base. Although
this is appropriate for judging a system as a whole, this dependence can cause dif-
ficulties in interpretation of results when it is desirable to separate the performance
of similarity assessment from the coverage of the case base (e.g., when developing
similarity criteria before the case base is fully populated).

In addition, precision and efficiency measurements do not directly address another im-
portant question for user satisfaction and acceptance: the quality of the entire set of
cases and rankings presented incrementally at each step of the conversation. The ob-
vious way to try to address this for precision is to apply precision measures to each
case at each step in the conversation, but this still falls prey to the dependence on solu-
tion applicability. An analogous approach to incremental efficiency is a mere count of
questions answered at each step, which would provide minimal information.

Rank quality was devised for CCBR system evaluation, addressing precision and ef-
ficiency’s dependence on case selection and solution applicability, and providing infor-
mation about the entire set of cases retrieved throughout the conversation. Rank quality
compares two retrieval lists: The candidate list L; is the list of cases retrieved given the
incomplete target problem  available at any given point in a dialog. The ideal list L,
is the list of cases that would be retrieved if the complete target problem ¢ were avail-
abldd. Both lists are of length k, containing the k cases considered most similar to the
target problem. Rank quality describes the “similarity” between the candidate and ideal
lists with a value in [0, 1], with 1 indicating maximum similarity. That is, rank quality
measures how well the system is retrieving cases using only # instead of t.

Rank quality has been compared to precision, efficiency, and several other related
measures [[1]. It may also be compared to the “rank measure” in [4]], in which candidate
lists from different retrieval techniques are compared by ranking of the known best case;
rank quality contrasts in considering the entire contents of the list.

Rank quality does not depend on solution applicability or case selection, and thus
does not need to be assessed based on a simulated user. Furthermore, rank quality can
naturally provide data about the entire candidate list throughout the dialog. We have
presented empirical illustrations that a richer view of CCBR system performance can
be gained with a suite of system evaluation metrics that includes rank quality [112]].

However, previous work on rank quality also revealed that defining a rank quality
measure involves surprisingly subtle issues, with the measure proposed there providing
counter-intuitive results for certain domains. That work developed strategies for judging

% Rank quality as presented here is a measure for use in experimental settings, for which perfect
information about the complete target problem is available in advance, and the experimenter
reveals target problem attributes one-by-one. Alternatively, the so-called “ideal” list could ac-
tually be a hand-ordering of cases by an expert, or an ordering by some alternative system.
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the suitability of that measure for a given domain, but left two open questions: 1) how to
define a rank quality measure immune to the observed pitfalls of previous formulations,
and 2) how to systematically assess whether a given rank quality measure provides
meaningful information. This paper explores those questions.

This paper first summarizes previous work on rank quality and potential pitfalls for
the previous rank quality measure when cases’ similarity values appear tied. Second, it
formalizes the desired properties of a rank quality measure. Third, it defines a new rank
quality measure, and proves that it has the desired properties and is not susceptible to
the previous pitfalls. Fourth, it presents an empirical demonstration illustrating that the
defined rank quality measure’s performance captures two important desiderata for rank
quality: that rank quality values decrease as the noise in system distance measurements
increases and as the probability of spurious ties increases.

2 Previous Rank Quality Formulations and Their Problems

An early form of the rank quality measure was presented in [3]], and a stronger version
in [1]]. Informally, these measures compare the candidate and ideal lists. A weighted
sum of distances between ¢ and each case in the candidate list is computed. A sum is
computed for the ideal list in the same way. The ideal list sum is the lowest possible
weighted sum for ¢ and the current case base. If the candidate list has a sum as small
as the ideal list sum, then the rank quality is 1. The larger the candidate list’s sum
compared to the sum for the ideal list, the closer the rank quality is to 0.

In some domains, for some incomplete target problems , there may be many cases
that are estimated to be equidistant from the actual target problem ¢. This is particularly
common in domains with ordinal and nominal attributes. Such cases are tied in L;, and
form a tied sequence of cases, which a system may order arbitrarilyﬁ. The historical
approach for handling ties [67] involves averaging weights across the tied sequence so
that order does not matter. However, it must be stressed that weight averaging is insuf-
ficient for the rank quality measure. Specifically, a tied sequence may extend beyond
the end of L;, where cases cannot be trivially included in a weight-averaging scheme.
We refer to this as splitting the k-boundary. In some k-boundary splitting situations,
the rank quality measure of [1]] degenerates to a zero value.

Assigning a zero rank quality value in such situations holds some intuitive appeal,
because a candidate list with so many ties may be failing to properly distinguish the
cases (e.g., if the system did not yet have enough information about the target problem
to determine which cases were most relevant). Nevertheless, assigning zero rank quality
here may also fail to distinguish candidate lists which can reasonably be distinguished.
For example, for a system that presents 10 cases to the user, a zero would be given to
candidate lists for calling the top 30 or the top 500 cases tied. However, everything else
being equal, the list with a smaller set of tied top cases is likely superior. Thus, by using
the zero score for candidate lists with many ties (generally, very poor candidate lists),
some granularity is lost. Some domains are particularly susceptible to this problem of

3 There may also be ties in Ly, but since rank quality computes a weighted sum of true (not esti-
mated) distances, a reordering of cases with tied true distances does not affect the summation.
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the zero score. This can be predicted based on relationships of their cases [I]]. The
previous rank quality formulation is not applicable to such domains.

In response, Bogaerts [2] examines several other possible rank quality formulations,
using strategies such as a threshold to determine which cases to present to a user (rather
than always presenting a fixed number), an overlap count, measures developed for as-
sessing the ordering of Web search results, and approaches based on statistical measures
of rank correlation. That analysis reveals that ultimately these approaches all fail at least
in the same circumstances as the measure of [1], and sometimes in more serious ways.

2.1 The Target Behavior for Rank Quality

Amidst these challenges it is important to define more carefully what is needed in a
rank quality measure. So, we define a highly intuitive, yet prohibitively expensive, rank
quality formulation, which we will designate r¢s;o.. This is used only as a tool for
analysis of rank quality. The definition of ¢, requires the following notions:

— Given a candidate list L; with any number of tied sequences, each with some ar-
bitrary ordering of constituent cases, define a consistent refinement of L; as any
list identical to L; except that one or more of the tied sequences has some alterna-
tive arbitrary ordering of their constituent cases. (The general notion of consistent
refinements exists in other work in AT as well; for example, see [8]].)

— Define the untied rank quality, rq' (L, L;), as a simple rank quality calculation that
makes no consideration of ties. That is, arbitrary orderings within sequences of ties
are treated as non-arbitrary:

2w - dist(t, Lli]) — 32, wi - dist(t, L[i])
2o Wi

e w,; : Weight of a case of rank ¢ in the corresponding list. These weights could
come from expert input or could be learned from user feedback.

e L[i] : Case at rank ¢ in the given list.

e dist(t,c) : Distance in [0, 1] between ¢ and c.

rq' (Ly, L) =1

The intuition of r¢’ is as follows: if L; is identical to L,, then corresponding sum-
mations will be the same, resulting in an ¢’ value of 1. L; leads to the lowest possible
value for the corresponding summation, thus an L; that is different from L; must have
a higher sum. The worse L; is, the higher the corresponding summation will be, thus
rq’ approaches 0. An rq’ of 0 is rare, and occurs only when L, consists entirely of cases
with distance 0 from ¢, while L; consists entirely of cases with distance 1 from ¢.

Given this, we can define ¢4, as a rank quality formulation that handles ties in L;
by calculating the average untied rank quality over all consistent refinements. This is
a very intuitive approach: arbitrary outcomes are averaged for every possible result of
the arbitrary process, thus the process has no net effect on the rqsio, result.

Unfortunately, rqs;0 1S Only appropriate as a target for behavior of the rank quality
measure, rather than as a definitive formulation. This is due to its high time complexity
when ties are present. In our analysis, let the distance calculation be the basic operation
to be counted. For each computation of r¢’, each summation in the numerator takes
O(k) time, for k the length of each list, so r¢’ takes O(k) time.
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Given G tied sequences in a candidate list and assuming for simplicity that none split
the k-boundaryﬁ, with sequence g in [1, G] of length s, there are [ s,! consistent re-
finements. Each refinement requires computing rq’, S0 7¢sj0., operates in O(k | g sq!)
time. So this formulation could be acceptable for systems that retrieve small numbers of
cases and/or are guaranteed to have few ties, but would be prohibitively expensive for
some domains. Consequently, 70, 18 NOt a satisfactory formulation, and only serves
as a target for desired behavior of a rank quality formulation.

3 New Rank Quality Definition
To resolve the above issues, rank quality is defined:

S w; - dist(t, Lili]) — 32, wi - dist(t, Ly[i])

Fiai(t, Liji]) = {dist(t, Lifi])  Lili)is notinvolved in a te
Pm,n otherwise
S dist(t, Lylj)
= )

— mand n : A tied sequence is said to start with the case at rank m and end with the
case at rank n. (Note that there may be multiple tied sequences, each with its own
m and n.)

- L; : The expansion of L; to length maz(n, k). That is, L; is the expanded list such
that any tied sequence extending beyond rank % in L; is fully included. If there is
no such tied sequence extending beyond rank &, then ﬁg is simply L;.

Rationale for the Measure: Replacing Weight-Averaging with Distance-Averaging The
key insight underlying this formulation is to use a distance-averaging approach rather
than the historical weight-averaging approach [67], in which the weight across the tied
sequence is averaged. For any tied sequence, the average distance 1, , between ¢ and
each case in the sequence is used as the distance d/i;t(t, L;[i]) for each case in the
sequence. This is subtly yet crucially different from the weight averaging approach (see
[2] for a detailed discussion).

The weight-averaging approach requires that either all or none of the cases in the
sequence be included in the list, making sequences that split the k-boundary problem-
atic. To see why either all or none must be included, first recall that only the estimated
distances must necessarily be tied in a tied sequence, not the actual distances. That is,
for each case index 7 and j in the tied sequence, dist(t, L;[i]) = dist(t, L;[j]), but it is
not necessarily true that dist (¢, L;[i]) = dist(t, L;[j]). Also recall that the rank quality
calculation directly uses dist(t, L;[i]), not dist(t, L;[i]). Thus, if the tied sequence ex-
tended beyond the k-boundary and only some of the tied cases (chosen arbitrarily) were

* If a tied sequence does split the k-boundary, then this will be of little consequence in the time
complexity, but would complicate notation.
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included in the rank quality calculation, then the result would depend on which were
included, because not all dist(t, L;[4]) in the sequence are equal. This arbitrariness is
unacceptable in a measure for evaluating rank quality, forcing a policy of including
either all or none of the tied cases in order to assure a consistent result.

As proved in the following section, this problem is avoided in the new distance-
averaging approach of Equation[Il Suppose as above that the tied sequence splits the
k-boundary. With distance-averaging, the rank quality calculation is not affected by
which cases in the tied sequence are included in L;, because the same c@(t, L;[i]) is
used for each case in the sequence. A different arbitrary ordering would result in exactly
the same rank quality, making the new rank quality formulation acceptable even for tied
sequences splitting the k-boundary.

Time Complexity for the Measure: Consider the time complexity of computing rq,
again with distance calculation the basic operation. The dist(t, L4[i]) summation is
computed in ©(k), for k the length of the candidate list. For the dist(t, L;[i]) sum-
mation, note that for any case not in a tie, its distance is computed once. For any case
that is in a tie, its distance is also computed once, in the fi,, , computation. Thus, the
dist(t, L;[i]) summation is also in ©(k), and so the computation of rq is a O (k) opera-
tion — it is linear in the size of the candidate list, assuming a basic operation of distance
calculation.

The remaining sections will give evidence for the appropriateness of this formulation.

4 Proof of the Effectiveness of the New Measure’s Handling of Ties

We now prove the effectiveness of the tie-handling strategy of rq. Note that rq is sig-
nificantly more efficient than r¢s;,,,. Thus if we can show that in all possible scenarios,
rq = Trqsiow, then we may use the more efficient rg, while still achieving the desired
target behavior. In the proof, three scenarios must be considered:

1. Single Tied Sequence in L;, not splitting the k-boundary

2. Multiple Tied Sequences in L;, none splitting the k-boundary

3. Splitting the k-Boundary with one sequence in L;, with possibly other tied se-
quences also present.

The following subsections discuss these related scenarios in turn. For more complete
discussion, see [2]]. For simplicity of notation, 1-based indexing will be used.

4.1 Single Tied Sequence

Suppose that there is a single tied sequence in L;, of length s, that does not split the
k-boundary. Thus there are s! consistent refinements of L;. Label these orderings L;
for each integer j in [1, s!]. In this scenario, we can define:

Zj rq/(Ltv Ltz)

Tqslow (Lt, L{) = 5!
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Claim: In the Single Tied Sequence scenario, 7q(Ly, L;) = rqsiow (Lt, L;).

Proof: For convenience, define:

S0 w; - dist(t, Lifi]) — Sob_ w; - dist(t, Ly[i])

i=a

k
D1 Wi

That s, r(Ly, L;, [a, b]) is the portion of rank quality calculated for interval [a, b] where
1 < a,b < k, assuming no tied sequences overlapping the interval.

Suppose that the sequence extends from index m to n (inclusive) in the candidate
list. Then for ¢ in [1,m — 1] and [n + 1, k], d/z';f(t, L;[i]) = dist(t, L;[i]) because there
are no ties within those ranges. For i in [m, n], c%;t(t, Li[i]) = pomon- S0 rdlis:

T(Lta Lfa [a7 b]) =

rq(Ly, L;) =1 —r(Ly, Ly, [1,m — 1]) 2)
Z?:m wi - lum’n - Z?:m Wi - dZSt(tv Lt[ZD
Z?:l Wi
—r(Ly, Ly, [n+ 1, K])

Similarly for r¢siow, within the ¢ ranges [1,m — 1] and [n + 1, k], Lg [i] = L;[i] by
definition of Li After some minor algebraic manipulations we have:

1 :
o E rq (L, Lj) =1 = r(Ly, Ly, [1,m — 1]) (3)
J

w; - dist(t, Lg [i]) = SO0 w; - dist(t, Ly[i])

i=m

!

e Xitm
E : k
j=1 s1D iy wi

—r(Ly, Ly, [n+ 1, K])

The right hand sides of equations @) and @) are identical except for the i in [m,n]
terms. Labeling these terms A, ,, and By, »:

a = S Wi o — e w; - dist(t, Ly[i])
m,n = k

Do Wi

S S wi - dist(t, L[i]) = YO, wi - dist(t, L[i])

i=m i=m
Bpmon = E R
s1D iy wi

j=1
It remains only to prove that A,, ,, is equivalentto B,, ,,. Algebraic simplification gives:
A o Wi M B o, wi - dist(t, Ly[i])
Dim1 Wi D im1 Wi

> Note that one or both of the intervals [1,m — 1] and [n + 1, k] may be degenerate (if m = 1
or n = k.) In these scenarios, the r-term is considered 0.
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S S wi e dist(t L) ST w - dist(t, Leli))

i=m

Bm,n k k
81> i wi Diey Wi

So to prove that A,, ,, and B, ,, are equivalent, after cancelling like terms it now re-
mains only to prove that:

> i = TS - dist(e, 1) 4)

j=1i=m
For convenience, name the right hand side of the above equation 3. To show that equa-
tion (@) is true, we must consider the meaning of Lg. Note that in the construction of a

consistent refinement L'ti, after placing some case L;[h] in position 7 there remain s — 1
cases to place throughout the tied sequence. Thus there are (s — 1)! consistent refine-
ments of L; where case L;[h] is in position 4. So the term w; - dist(t, L;[h]) appears
(s — 1)! times in the summations of 3. Summing these up for each i, we get the sum of
all terms involving L;[h] at any position ¢ in [m, n]:

n

Z(s — V- w; - dist(t, L;[h])

i=m

To get the sum of all terms in /3, we must sum the above for all & in [m, n]:

>3 (s = 1)t w; - dist(t, Lyfh))

h=mi=m

and so:

g 31! SN (s — 1))y - dist(t, Ly[h)

h=mi=m
_ 3y o dist(t Llh)
i=m s

Recall that s is the tied sequence length, so s = n —m + 1:

N, e dist(t, Lilh])
A= 2:27;1 i n—m-+1
Finally, note that:
> h—m dist(t, Li[])
n—m-+1
when the tied sequence in [m, n] does not split the k-boundary, and so:

n
ﬂ - Z Wi * Um,n

i=m

Hm,n =

That is, 3, the right hand side of (@), is equivalent to the left hand side. So Apn =
Byy.n- Sorq(Ly, L) = rqsi0w (L1, L;) in the Single Tied Sequence scenario. O
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4.2 Multiple Tied Sequences

Suppose there are multiple tied sequences in L;, none splitting the k-boundary. Enu-
merate them [1, G], and let each sequence length be denoted by s, for some integer g
in [1, G]. Thus there are [ ], s,! consistent refinements of L;. Label these orderings LZ
for each integer j in [1, ][, s4!]. So in this scenario, using the new range for j:

S, rd(Li, L)

Tqslow (Lt7 Lf) = s

Claim: In the Multiple Tied Sequences scenario, rq(L¢, L;) = 7qsiow (Lt, L;).

Proof: This proof is a trivial extension of the proof in the Single Tied Sequences sce-
nario of Section &1} In that scenario, summations are split into the ranges [1,m — 1],
[m,n], and [n + 1, k|. In the Multiple Tied Sequences scenario, denote m, and n, as
the starting and ending indices (inclusive) of tie sequence g. Then the summations are
splitinto the intervals [1, m1 — 1], [m1, n1], [n1 + 1, ma — 1], [ma, na], [ne +1, ms — 1],
s [P, k} Each of these intervals leads to a summation of terms comprised either en-
tirely of ties or entirely of non-ties. The summations of non-ties in rq and r¢s;,,, break
down and are equivalent in the same manner as in the Single Tied Sequences scenario.
The summations of ties are also shown to be equivalent by the same process. (]

4.3 Splitting the k-Boundary

Note that tied sequences that do not split the k-boundary will be equivalent for rg
and r¢si0 by the argument in the Multiple Tied Sequences scenario above. Thus it is
sufficient to consider only the single tied sequence that splits the k-boundary. Therefore,
suppose that there is a tied sequence that splits the k-boundary in L;. Let the sequence
be in the range [m, n] inclusive, for sequence length s = n —m + 1, withm < k < n.
Recall in the original presentation of ¢ above that the computation of /i, ,, uses
the candidate list [Azf, which is L; expanded to include the entire sequence of ties. So
L; is of length n, while the original candidate list L; used in all other calculations is
of length £ < n. So in this scenario, only part of the sequence is within k: the cases
in positions [m, k. For convenience, define the length of the sequence within the k-
boundary ¢ = k — m + 1. There are s cases to be distributed to those ¢ spots, so
there are (‘2 ) - ¢! distinct consistent refinements of L;. (That is, of the s possible cases,
choose any £ of them, and then order them in any of /! permutations.) Label the distinct

consistent refinements L for j in [1, () - £!]. So in this scenario, we define:

/ J
Tqslow (Lt7 Lf) - ZJ TZ (Lt’ Lt)
¢

( ) i
Claim: In the Splitting the k-Boundary scenario, 7¢(Ly, L;) = rqsiow (Lt, L;).

® Note that some of these intervals may be degenerate. For example, if n, = 41, then the
interval [ng + 1, mgq1 — 1] is equivalent to [ng + 1,n4], a degenerate interval. As in the
Single Tied Sequences scenario, these degenerate intervals lead to corresponding summations
of 0 and can therefore be ignored.
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Proof: Similar to Section .1l we can split 7q(L;, L;) and rqsiow (L, L;):

rq(Ly, L;) =1 —r(Ly, Ly, [1,m — 1]) 5)
Zf:m Wy * fmn — Zf:m w; - dist(t, L¢[i])
- k
D i Wi
() zt qu L, L) =1 — r(Ly, Ly, [1,m — 1)) (6)
i

) ( %@1 SO wi - dist(t, L[i]) — kzj;m w; - dist(t, Ly[i])
j=1 (Z) Y g w

With simplifications as Section[4.]] it remains only to prove that:

k (2)2 &
Zwi'ﬂm,n: S Z Z - dist(t, LJH) (7

Define (3 to be the right hand side of the above equation. To prove equation (7)), we
must consider the meaning of L%. In the construction of a consistent refinement L'tl,

first place some case L;[h] in position 4, where m < i < k. After this placement,
there are s — 1 cases that can be placed in the remaining £ — 1 positions 1n the portion
of the tied sequence that is within the & boundary{l. Thus there are ($71) - (£ — 1)!

distinct consistent refinements of L; where case L;[h] is in position 7. So the term
w; - dist(t, L;[h]) appears (§_}) - (¢ — 1)! times in the summations of 3. Summing
these for each 7, we get the sum of all terms involving ﬁf[h} at any position in [m, k]:

k

> (; - i) (€ = 1) - w; - dist(t, L;[h])

i=m

To get the sum of all terms in 3, we must sum the above for all / in [m, n| (that is, over
all cases in the tied sequence at the end of L;):

ZZQ_J (0= 1)1 w; - dist(t, L;[h])

h=mi=m

and so:

= ¥ ZZ<Z—1> (0 —1)! - w; - dist(t, Li[h))

s
Z h=mi=m

_i zhmdzsﬂ Li[h])

7 Recall that s is the length of the tied sequence, while £ is the length of the sequence that is
within the k-boundary.
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Recall that s is the tied sequence length, so s =n —m + 1:

k

B S, dist(t, L;[h))
A= Z:Zm i n—m+1
Finally, note that:
o i dist( Lilh])

n—m-+1

and so:
k
/6 = § Wi * Um,n
i=m

That s, 3, the right hand side of (@), is equivalent to the left hand side. So A,,, . = By, k-
So rq(Lt, L;) = 7qsiow(Lt, L;) in the Splitting the k-Boundary scenario. O

5 Experimental Demonstrations of Rank Quality

Given the mathematical equivalence of rq and rqs;.,, proven above, we now consider
further empirical evidence that rq exhibits the following two central properties:

1. As noise in distance measurements increases, rank quality decreases.
2. As the probability of spurious ties increases, rank quality decreases.

The reader may find it obvious that this behavior should be observed. However, the ex-
periments are needed to show whether, despite the non-trivial computations described
above, the performance is reasonable. For example, similar experiments revealed
counter-intuitive behavior associated with the k-boundary splitting problem of [[]].

To assess how well the new rank quality measure conforms to these, we conducted
experiments using the Indiana University Case-Based Reasoning Framework (IUCBRF)
[9]. TUCBREF is a freely-available Java framework for the rapid and modular develop-
ment of CBR systems.

5.1 Experimental Examination of Principle 1

Principle 1: As noise in the distance measurements increases, rank quality decreases.

Recall that rank quality is a measure of how well a candidate list matches an ideal list.
If the candidate list is ever unequal to the ideal list for any target, then the estimated
distance measure (based on # rather than t) is less effective in some way, leading to an
incorrect ordering of cases. Typically this is due to missing case information that has
not been obtained from the dialog yet. The extent to which an estimated distance is
different from the actual distance should be reflected directly in the rank quality results.

An effective way to precisely control the difference between the estimated and actual
distances is by adding noise to the estimated distance:

estDist(t, Li[i]) = dist(t, L;[i]) + N (0, 0)
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for o = 0.00 to 2.00 step 0.02 do

for each target ¢t in C'B do
Temporarily remove ¢ from C'B (leave-one-out)
for each cin C'B do

estDist(t,c) < dist(t,c) + N(0,0)

Ly < k min ¢ € C'B according to dist(t, c)
L; <+ k min ¢ € C'B according to estDist(t, c)
Compute rq(Ly, L)
Add t back into CB

Compute average rq(L¢, L;) for current o

Fig. 1. An experiment to examine the effect of distance noise on rank quality, ignoring ties. Re-
trievals are done with £ = 10.

where N (0, o) denotes normally-distributed noisel with mean 0 and standard deviation
o. Thus if rank quality follows principle 1 above, then there should be a steady decrease
in rank quality given increasing o. Note that given the infinite number of distances that
can result from this addition of noise, the probability of a tie is effectively 0.

The evaluation procedure is shown in Figure[Il For each o, a leave-one-out process is
followed in which rank quality is computed with the noisy estimated distance as defined
above, for £ = 10. Average rank quality is computed for each o.

This experiment was run on four domains from [[10]: Car, Hayes-Roth, Monks, and
Zoo. The results of the Car domain are provided in Figure Iﬂaﬁ; other domains had
nearly identical results. As expected, when there is no noise (¢ = 0), the estimated
distance is equivalent to the actual distance, and rank quality is 1.0. When there is just a
small amount of noise (low o), average rank quality remains fairly high. However, rank
quality drops quickly as noise increases. Given that distance measures are in [0, 1], a
standard deviation of even 0.4 is quite high, capable of greatly distorting the ordering
in a candidate list. After this point, the effect of increasing standard deviation on av-
erage rank quality is lessened. This is because after a time, ordering has become quite
randomized in the candidate list already, and so further noise simply changes one very
random ordering into another.

Thus, the results support Principle 1 for 7g: As noise in the distance measurements
increases, rank quality decreases.

5.2 Experimental Examination of Principle 2
Principle 2: As the probability of spurious ties increases, rank quality decreases.

8 This addition of noise may push distances outside the [0,1] range. However, because we are
using the distances for case ordering only, this differing magnitude is irrelevant to the results.

? Regarding the scale of the measure, note that rank quality is designed to be an absolute
measure—measurements for one system are directly comparable to measurements for any
other. Thus a rank quality of O indicates the worst retrieval conceivable, in which every re-
trieved case is maximally distant from the target. In practice this is very rare, if not impossible,
for most case bases. So a rank quality of 0.5 or 0.6 is a “poor” retrieval on this scale.
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Fig. 2. (a) Principle 1: Average rank quality given standard deviation of noise, for the car domain.
(b) Principle 2: Selected results of test for average rank quality given standard deviation of noise,
for the Hayes-Roth domain, with & = 10 and various tie probabilities p. From top to bottom:
[J:0.00. A :0.66. + :0.94. ¢ :0.98. vV : 0.99. X : 1.00 (bottom horizontal line). Note that the
vertical axis in (b) is cropped, from 0.4 to 1.0.

This experiment is designed to test the adherence of rq to the above principle. The
probability of spurious ties can be controlled using the process of Figure[3l

It may appear by the experimental setup that the chosen p values are inappropriately
skewed towards higher values. To see why the chosen values are appropriate, the effect
of p on the average tied sequence length must be examined. For example, given a can-
didate list containing four cases in order, [A, B, C, D], p = 0.66 means that it would be
expected for, say, A, B, and C to be tied (thus two pairs tied) but not C' and D (one pair
not tied). That is, for this example, two ties for every one untied case, making an average
sequence length of 3. In general, p = 1 — 1/s where s is the average sequence length.
So p = 0.9 leads to an average tied sequence of length 10. p = .967 leads to an average
tied sequence length of 30. Thus, most of the substantial differences in sequence length
come from high p values, and so these values are examined most closely.

This experiment was run on four domains from [10]]: Car, Hayes-Roth, Monks, and
Zoo. Results for each domain were very similar. Hayes-Roth results are shown in Fig-
ure[2(b). The trends discussed here are reflected in all results.

First consider the vertical slice at 0 = 0. It is clear that as the probability of spurious
ties increases, the average rank quality decreases. Spurious ties are an error in the for-
mation of the candidate list. In fact, they are the only errors in a list with ¢ = 0. This
corresponds to a list in perfect order, except for the sequences of ties. When more ties
are present in this otherwise perfect candidate list, rank quality decreases, as expected.

Consider p = 1 (for any o). This means that every case is thought to be tied to every
other in the candidate list, so a random retrieval has been made. Rank quality accounts



Formal and Experimental Foundations of a New Rank Quality Measure 87

Estimated Distance Noise, With Ties
for each p in {0.00, 0.33, 0.66, 0.7,0.8,0.9, 0.92,0.94, 0.96, 0.98,0.99, 1.0} do
for o = 0.00 to 2.00 step 0.02 do
for each target ¢ in CB do
Temporarily remove ¢ from C'B (leave-one-out)
for each cin C'B do
estDist(t,c) « dist(t,c) + N(0,0)
Order L according to dist(t,c) forall cin CB
Order L; according to estDist(t,c) for all cin CB
makeTies(L;, p)
Compute rq(L¢, L;)
Add t back into CB
Compute average rq(L¢, L;) for current o and p

makeTies(L;, p)
re1
for each case cin L; do
if U(0,1) > p then
r«—r-+1 //Don’t make this case tied to the previous one
setRank(c,r)  // Setrank of c to r, and set est Dist(c) to first case of rank r

Fig. 3. An experiment to examine how distance noise affects rank quality, while controlling tie
probability. makeTies( Ly, p) is a procedure that makes cases tied with probability p. U(0, 1) is a
random number from a uniform distribution over [0, 1]. Retrievals are done with k = 10.

for this by assigning a value equal to the average rank quality of all possible random
retrievals for a given target. (This was a key result proved in Section[4l) This average
can then be averaged again over all targets, giving, in the case of Hayes-Roth, 0.525.
This average is the same for all o, because p = 1 means all cases are tied regardless of
how much noise the estimated distances contain.

Now consider the progression of vertical slices as ¢ increases. This signifies the
addition of more distance noise. As expected from the discussion in Section 3.1l rq
decreases as o increases. Interestingly, as o increases, it can also be seen that the dif-
ferences between lines for various p values decrease. This can be explained as follows.
When o is low, the addition of many ties is a serious deficiency in the candidate list.
When ¢ is high, the candidate list is already quite poor, and so the addition of ties as
well is of less consequence. That is, as the actual distances become increasingly noisy,
the order is random enough that taking averages (in tie-handling) is no worse that using
the untied estimated distances.

It appears that the lines for various p are asymptotically approaching the p = 1.00
line. That is, as 0 — oo, there is no difference in average rank quality for various p
values. This is because both o and p decrease the quality of the candidate list as they
increase. Ultimately, a candidate list cannot get any worse, at which point an increase
of 0 — oo or p — 1.0 has no effect.

Thus, it is clear that Principle 2 holds for rq: As the probability of spurious ties
increases, rank quality decreases. Furthermore, as noise increases, the detrimental effect
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of ties is reduced, because the candidate list is already poor on account of the noise. That
is, there is an important difference between finding averages and using the properly
ordered distances, but there is not an important difference between finding averages
and using improperly ordered differences.

6 Conclusion

Rank quality is an appealing measure for assessing conversational case-based reason-
ing systems, but previous formulations sometimes exhibited anomalous behaviors for
tied cases [3U1]]. This paper has presented a new definition of rank quality that addresses
problems in those formulations. The measure provides an important complement to pre-
cision and efficiency as a measure of CCBR system evaluation. A formal proof of the
match of its tie-handling to the behavior of an intuitive (but computationally infeasible)
approach established that its behavior captures desired properties for consistency, and
further experimental demonstrations provide support that its behavior meets expecta-
tions for adhering to two fundamental principles for a rank quality measure. Thus the
new rank quality measure overcomes prior problems to provide a principled foundation
for forming conclusions about CCBR systems.
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Abstract. Despite the success of modern Web search engines, challenges
remain when it comes to providing people with access to the right infor-
mation at the right time. In this paper, we describe how a novel combina-
tion of case-based reasoning, Web search, and peer-to-peer networking
can be used to develop a platform for personalized Web search. This
novel approach benefits from better result quality and improved robust-
ness against search spam, while offering an increased level of privacy to
the individual user.

1 Introduction

Web search is one of the most important technologies in regular use, providing
literally billions of users with access to online content every day; search activ-
ity reached more than 60 billion searches per month in 2007 [I]. However, Web
search is far from perfect, and recent studies have highlighted the extent to
which leading search engines struggle to provide users with relevant results. For
example, Smyth et al. [2] describe how as many as 56% of Google Web searches
fail to attract any result selections. Over the past few years, as “the business
of search” has matured in to a major market sector, researchers have contin-
ued to look for new ways to enhance existing search engine technology. In this
regard the idea of “social search” — that result-lists might usefully be influ-
enced by the interests, preferences, or activities of other searchers — has gained
some considerable attention as a way to improve search quality by personalizing
result-lists.

Harnessing the search activities of users to improve result quality is a chal-
lenging task, but one that has benefited from a case-based perspective. The
collaborative Web search (CWS) work of Balfe & Smyth [3] demonstrates how
the search experiences (queries and result selections) of communities of like-
minded users can be stored as search case bases and used as a source of result
recommendations (promotions during future searches); in short, for a new tar-
get query, results that have been frequently selected by community members for
similar queries in the past are promoted during the new search.

* This research was supported by Science Foundation Ireland Grant No. 03/IN.3/1361.

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 89-{I03] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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There are limitations to this standard approach to collaborative Web search.
First, it relies on some explicit representation of a search community, with in-
dividual users expected to register and search within specific communities. The
reality, of course, is that users simply want to search, and may not find it con-
venient to select a community context beforehand. Another limitation is that
individual community members cannot be identified. In fact this is often cited
as a privacy benefit, but in truth it has a downside when it comes to auditing
the source of a promoted result. As the seminal work of Leake & Whitehead
highlights, the origin, or provenance, of a case can be an important quality indi-
cator [4]. This is especially true in CWS because it is possible for malicious users
to influence result promotions [5]. By recording the source of a promotion (the
searcher who originally selected the result), it is possible to present provenance
information alongside the promoted result as a form of explanation. But, this is
only possible if individual users can be distinguished within a community.

In this paper we present an alternative model of collaborative Web search; one
that avoids the need for explicit communities, and which facilitates the identi-
fication of individual searchers to determine the provenance of promotions. We
demonstrate how provenance information can be used to enhance the conven-
tional CWS interface, and show how it can help to improve the quality of results
in two important ways. Firstly, such information can be used as the basis for a
computational model of user-trust, which we can apply to filter result promo-
tions. Secondly, we argue that exposing the provenance of promotions through
the search interface encourages the formation of social relationships between
searchers, helping them to avoid making spurious result selections. Furthermore,
we explain how the advantages of this trust-based approach can be achieved while
preserving the privacy of individual searchers by implementing a distributed
peer-to-peer search network. In this network, the search histories of individuals
are maintained by their own local search-agent and only shared on the basis
of trusted relationships between search peers. As an added benefit, we explain
how this peer-to-peer architecture facilitates a more flexible approach to CWS
by doing away with the need for explicit communities; essentially, an individ-
ual’s search community evolves as they develop implicit relationships with other
online searchers via the sharing and promotion of search experiences.

2 Background

This paper focuses on the personalization of search results, and, to this end,
there is a growing body of literature covering the many ways in which individual
and community preferences can be used to influence search. For example, the
SOAP system [6] builds user profiles from bookmark collections and employs a
collaborative filtering approach to result recommendation. Alternatively, Glance
[7] describes a community search assistant which recommends similar (based on
result overlap) queries from the previous searches of other community members.

In this paper we adopt an experience-based approach to personalization by
harnessing the previous search sessions of searchers. This technique is naturally
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inspired by case-based reasoning, which of course emphasises the power of experi-
ence reuse in problem solving. Interestingly, work by [8] adopts a complementary
perspective. In brief, searchers on the University of Oregon’s library website are
encouraged to supplement their queries with natural language questions that
describe their information needs. New target queries are matched against any
past questions that have led to result selections, and the matching questions are
submitted alongside the user’s actual query to identify additional results that
may be of value to the user; see also the work of [2] for a similar approach.

If experience-reuse is an important feature of this work, then the idea of
experience sharing is equally vital. It is interesting to reflect on recent Web de-
velopments that have emphasised the value of cooperation and sharing between
users. The so-called Web 2.0 movement is based on a more flexible model of user
cooperation and information sharing, and these ideas have helped to inspire and
inform our own approach to Web search which, in this paper, is based very much
on the free exchange of search experiences between searchers. Our experience-
based approach relies on the idea that each user is associated with a case base
that reflects their own past search experiences (queries submitted and results
selected). As searches unfold, result recommendations are also harvested from
the case bases of other, potentially numerous, users who are similar to the target
user. This too echoes recent work by the CBR community on the use of multiple
case bases during problem solving, where the benefits of such multiple sources
of problem solving experiences have been convincingly demonstrated [9).

Other recent work in case-based reasoning has begun to explore how under-
standing the origins of cases is important when it comes to guiding their future
reuse. In particular, the work of [4] argues for the storage and reuse of provenance
information — information about where a case has come from or who provided
the case, for example — in CBR systems as a way to improve problem solving
performance and solution quality, especially where case learning is actively em-
ployed. This research has helped to clarify the importance of provenance-type
information in our own work: given that search recommendations can come from
the search experiences of other users, it is important to understand who these
users are and how reliable their recommendations are likely to be. To this end,
we use provenance information during search to advise the searcher about the
source of a recommendation, but also as the basis for a computational model of
trust that is used to filter out recommendations from unreliable searchers.

Finally, it is worth commenting briefly on research related to our use of a peer-
to-peer search network. Peer-to-peer networks are not uncommon in Web search
(see, for example, [TO/TT]), but in the main they have been used to distribute the
computational load associated with search, with individual peer nodes storing
and indexing a sub-set of the document collection. In our work, the core search
functionality is provided by a traditional search engine, such as Google, and the
peer-to-peer network is used as an experience overlay for the purpose of adapting
traditional search results according to the past experiences of like-minded users.



92 P. Briggs and B. Smyth

3 Peer-to-Peer Collaborative Web Search

A peer-to-peer approach to collaborative Web search (P2P-CWS) envisages an
overlay network of search agents, each capturing the search experiences of a user,
U. This so-called search network facilitates the sharing of search experiences
between agents. When a given user performs a search, their query (¢r) is used
to access their local search experiences to identify relevant results that may be
promoted. In addition, however, this query is also propagated along the search
network links in order to probe the search expertise of trusted searchers with
similar interests and identify further candidates for promotion (Figure [ll). Any
such promotions are then highlighted within, or added to, the result-list returned
by the searcher’s primary search engine, for example Google or Yahoo.

Fig. 1. The search network is made up of a set of individual user search agents each
with a local store of search experiences. Queries propagate throughout the network,
allowing the searcher to benefit from the recommendations of others.

The basic search agent architecture is shown in Figure 2l and in the follow-
ing sections we will describe this novel approach to collaborative Web search in
detail, focusing on how local search expertise is represented, shared, and reused
throughout a search network. We will describe how local search results can be
ranked and combined with the results from similar agents by using a compu-
tational model of trust that reflects the reliability of users within the search
network. In turn, we will explain how this trust model is fine-tuned by the
search interactions of pairs of users, and how the overall search network adapts
to these evolving search relationships.

3.1 Experiences and Cases

Each search agent maintains a local case base of search experiences (CY) such
that each individual search case reflects the result selections of the user, U, for
a particular query — accepting that these result selections may have been made
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Fig. 2. The basic search agent architecture

over multiple search sessions. Thus each search case, ¢V, is represented as a n+1-

tuple made up of a query component and a result component; see Equation [
The query component, ¢;, is simply the set of terms that were used in the search
query. The result component is made up of n result-pairs, with each comprised
of a result-page id, 7;, and a hit-count, h;, that reflects the number of times that
U has selected r; in response to g;.

CZU = (qia(’rlahl)a“'a(rnahn)) (]-)

It is important to note that, compared to the previous community-oriented
versions of CWS [2], this peer-to-peer approach shifts the focus away from a
community of searchers and on to the individual user. Instead of the case base
corresponding to the community’s search history, in this instance it corresponds
to the search history of an individual. From a privacy viewpoint, however, it is
worth highlighting that unlike the community-oriented version of CWS, where
community case bases are stored centrally on a third-party server, this peer-to-
peer approach facilitates a local, client-side store of search history information
and thus provides the searcher with a further degree of security, privacy, and
control over the use of their search data.

3.2 Retrieval and Ranking

The basic case retrieval implemented by each search agent is similar to that
employed by community-based CWS [3]. In short, the target query, gr, is com-
pared to the search cases in the agent’s local case base, and those cases that are
deemed to be similar are retrieved (Ry;,). Case similarity is based on a simple
term-overlap metric (see Equation [), although more sophisticated approaches
can be applied and have been evaluated elsewhere [12].

_ |QT m%’l (2)

S ) = g g
K2
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Each retrieved case contributes a set of results that have previously been
selected by the user for a query that is similar to the target query. The local
relevance of a result is calculated based on how frequently it has been selected
for a case, as shown in Equation 3]

Rel(rj,c;) = hi (3)

S

k=1

An overall relevance score for a result r;, with respect to ¢r, is calculated as
the weighted sum of these local relevance and query similarity scores (see Equa-
tion M); once again, this overall relevance metric is borrowed from community-
based CWS. Results that have been frequently selected for very similar queries
should be considered more important than those that have been less frequently
selected for less similar queries, and so the list of local search results, Ry,, is
ranked according to these overall relevance scores.

Z Rel(rj,c;) - Sim(gr, ¢;)
W Rel(rj,qr,c1, ..., Cm) = =1 (4)

Z Ezxists(rj,c;) - Sim(qr, ¢;)
i=1

3.3 Propagation and Collaboration

So far, we have described how a given agent retrieves and ranks a local set of
search results based on its user’s prior search experiences. Each agent is also
connected to a number of peer nodes (search agents belonging to other users)
in the search network. The agent propagates ¢r to each of these peers in order
to receive their local search recommendations, with each peer producing their
recommendations using the same basic process. These agents will in turn prop-
agate gr on to their peers, and so on. As a practical matter, query propagation
is limited to a fixed number of propagation steps according to a time-to-live
counter that is decremented and passed on with each propagated query.
Ultimately, agents will be connected because there is some history of collab-
oration when it comes to prior search sessions. One agent may have suggested
a search result which came to be selected by the receiving agent, for example.
These positive examples of search collaboration serve to strengthen the trust be-
tween connected agents, which we shall discuss in the next section. Before we do,
however, it is worth highlighting another way that the search network can adapt
to search collaboration. As queries are propagated through the network, the tar-
get agent (the agent that is the original source of the target query) may receive
recommendations from distant agents through a chain of network connections.
If the target agent’s user comes to select one of these distant recommendations,
then it speaks to the potential for further positive search collaborations between
these search agents in the future. This provides the basis for a simple approach
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to network adaptation: by connecting agents that collaborate. In Figure [Il we
can see that the searcher corresponding to agent A selects a recommendation
that has come from agent C, resulting in the creation of a direct link between A
and C. For simplicity, in this work we create a connection at the first sign of such
collaboration, but in reality there is significant scope for further research on this
particular topic to look for a more robust mechanism for adaptation that is not
mislead by what could be spurious collaborations. Similarly, if two connected
agents fail to collaborate, then there is scope to sever their connections.

Of course, when a user joins the search network for the first time, a set of
seed connections is needed to initialise their search network. There are a number
of ways that such connections might be identified in practice. For example, the
user might be asked to provide a list of friends, or connections might be selected
automatically from a centralised list of reputable searchers. In our evaluation in
Section @l we simply choose a set of initial connections at random and let each
user’s local search network evolve from there.

3.4 Trust, Promotion and Provenance

Each agent is responsible for generating a set of result promotions based on the
combination of its own local recommendations and the remote recommendations
that have been returned by its neighbours as a result of query propagation.
Remember that each of these recommendations is accompanied by a relevance
score (as per Equation ), and they must now be combined to produce a ranked
promotion list. To do this, there is one further vital source of information that
needs to be described: the trust model.

The previous section referred to the notion of collaboration between searchers
via their search agents — in the sense that a result suggested by one user (or,
more correctly, their agent) might be subsequently selected by another user —
and how frequent collaboration could be used as the basis for a computational
model of trust between users. Simply put then, we can model the trust between a
pair of directly connected users, U; and Uj, as the percentage of recommendations
that U; has made to U; which have come to be selected by U; (as shown in
Equation[]). Obviously trust, as we have defined it, is an asymmetric relationship
because U; may be a better source of search recommendations to U; than Uj is
to Uj;. This simple trust model is straightforward to implement, with each agent
maintaining trust scores for its peers and updating them after each search session.

Trust(Us, U;) = SelectedRec(U;,U;) 5)
TotalRecs(Uj, U;)

The key point is that we can use an agent’s trust score as a way to weight
its recommendations, so that the relevance score that accompanies a remote
recommendation is modified by the trust score of its contributory agent as shown
in Equation[6f where W Rel(ry) is the weighted relevance score of result r which
has been recommended by U; to U;.

TRel(U;,Uj, WRel(ry)) = Trust(U;, U;) - WRel(ry,) (6)
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But, via query propagation, users can also receive recommendations from
agents that they are not directly connected to and that they have no trust score
for. To accommodate this, the trust-weighted relevance score of the recommen-
dation is updated at each step as it is propagated back to the agent that issued
the query. In this way, the relevance score is scaled according to the trust scores
that exist between connected agents. Thus, the provenance of a recommendation
has a concrete influence on its final relevance score; see [4] for related work. If
a remote recommendation propagates through a short chain of highly trusted
peers, then its relevance score will be largely preserved. Alternatively, if a remote
recommendation propagates through a long chain of less trustworthy peers, then
its relevance score will be greatly discounted. Ultimately, the target agent will
assemble a combined list of local and remote recommendations ranked accord-
ing to their appropriate relevance scores. If a given recommendation has arrived
from multiple sources, then its relevance scores can be combined additively.

The final step for the target agent is to promote the final set of recommenda-
tions within the result-list that is returned for the target query by the baseline
search engine (e.g. Google, Yahoo etc.). In practice, this means highlighting
those results in the result-list that also appear in the recommendation-list. Ad-
ditionally, the top-k (with k = 3 usually) most relevant recommendations are
promoted to the top of the result-list.

3.5 An Example Session

Figure [B] presents a simple example of this peer-to-peer approach to Web search
in operation. In this case the query used, ‘cbr’, is ambiguous (at least to Google),
and produces a result-list where none of the first page of results refer to case-
based reasoning. In this example, the query has been propagated through a
search network of peers, many of whom have an interest in various aspects of
case-based reasoning and related Al research. Consequently, the top ranking
recommendations that are returned provide a more relevant set of results for the
searcher than the default Google list. In this case the top-3 most relevant results
have been promoted, and each refers to an important CBR site.

It is worth highlighting how each result recommendation is annotated with
icons that provide the searcher with hints as to the origins of the recommenda-
tion. For example, the icon that depicts a lone individual (see Figure[3)) indicates
that the result in question is a local recommendation that, by definition, has been
previously selected by the current searcher for a similar query. In contrast, the
icon that depicts a group of individuals indicates that the result is a remote rec-
ommendation from the searcher’s peers. In the example shown, the top-ranking
result is both a local and a remote recommendation. The screenshot also shows
that “mousing-over” the group icon reveals further information about the origins
of the recommendation, including the “names” of the contributing searchers and
the queries that they have selected this result for in the past. In the example,
we see that the searcher has chosen to view more information about the user
‘mabes25’, and is shown that this user has selected this particular result for two
other queries: ‘research cbr’ and ‘cbr publications’.
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Fig. 3. A search result-list from Google enhanced by CWS recommendations

3.6 Discussion

Identifying the individuals responsible for a result promotion is an important
departure from the traditional (community-based) model of CWS [2]. It is not
without its challenges, but it does bring significant potential benefits when it
comes to the facilitation of high quality search collaborations between users.
First and foremost, this new P2P collaborative Web search (P2P-CWS) ap-
proach is proposed as an effective strategy for coping with recommendation spam:
previous versions of CWS were found to be somewhat susceptible to the actions
of malicious users promoting irrelevant results [5]. The trust model used in this
peer-to-peer approach provides for a very practical coping strategy in the face of
such attacks, because promotions can only be made by a remote user if there is
already a path of trust connections to the target searcher. Of course, this does not
preclude more sophisticated forms of attack. For example, a particularly devi-
ous user might ‘groom’ the searcher by baiting them with good recommendations
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early on, in an attempt to gain their trust, before inserting irrelevant results
into the recommendation stream. However, the searcher is likely to recognise
and ignore such spurious promotions, which will quickly erode the false-trust
that had been built up. Furthermore, the malicious user does not receive any
direct feedback on the effectiveness of their efforts.

Ultimately, of course, trust is not simply a computational measure of col-
laboration between searchers. It is a social construct that develops as a re-
sult of social interactions. And the anonymous promotions of community-based
CWS effectively limit the type of social relationships that can develop between
searchers. It is clear from trial data that some searchers are better promotion
sources than others, but this information is lost in community-based CWS. P2P-
CWS is different. It provides information about the provenance of promotions
by labeling recommendations with the names of the searchers who contributed
to their recommendation. And this affords the searcher an opportunity to de-
velop an implicit social connection with other searchers. If a searcher finds that
they frequently benefit from the recommendations of a particular user then they
will be naturally drawn to this user’s recommendations in the future as they
come to trust in their search experiences. Equally, if a searcher is seldom inter-
ested in the recommendations of another user then they will quickly learn to
avoid recommendations from this user. All of this is independent of the com-
putational model of trust that co-develops as such collaborations persist and
mature.

Where community-based CWS neatly side-stepped the privacy issue by ob-
scuring any personal search histories within community case bases, the new
model’s requirement of individual search histories clearly raises some significant
privacy demons. The peer-to-peer architecture is a direct response to this. It pro-
vides for an increased level of privacy and security by eliminating the need for a
central store of search histories. Instead, each user’s searches are stored locally
on their client and accessed by their personal search agent. This provides the in-
dividual user with a significant level of control over the sharing of their valuable
search data. For example, it is feasible to allow the user to control their local
search network and to influence which other search agents they are connected to.
In this way, only other trusted users are permitted to contribute to, or benefit
from, a given user’s search experiences. When it comes to the propagation of
queries, privacy is aided by the fact that when an agent receives a query request
it knows only of the forwarding agent, and nothing of the agent that initiated
the search. However, although agents handle such query requests automatically,
it is possible for a motivated user to intercept them. Consequently, as is the case
with search logs, personal information in the query could pose a privacy risk.

Finally, it has been noted that, with our current trust model, a peer who makes
useful recommendations on one topic may have their trust score reduced unfairly
if their recommendations for an entirely different topic are rarely selected. Future
work may address this issue by adjusting the trust model so that scores are not
reduced in such cases, or by maintaining topic-specific trust scores.
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4 Evaluation

We have described an alternative approach to CWS which provides a searcher
with personalized search recommendations that are drawn from the related
search experiences of a set of trusted searchers. In this section we test this ap-
proach by evaluating the recommendations that are generated within an evolv-
ing search network. In addition to the traditional precision-recall study, we also
examine the evolution of the search network as collaboration and cooperation
between search agents unfold, with a view to better understanding how the trust
model adapts during the course of an extended period of time.

4.1 Data

Ideally we would have liked to test P2P-CWS in a live-user setting, but this
was not feasible. We considered a small-scale laboratory trial, but our previous
experience tells us that such limited studies are rarely very revealing. At the same
time, the alternative strategy of using simulated users is equally problematic even
though it offers greater scope for large-scale evaluation. In this work we have
chosen to adopt a middle-ground by using the search profiles of 50 real users as
the basis for our search network, and then applying a leave-one-out methodology
to evaluate various performance metrics such as precision and recall.

As a source of search data, we used the profiles of 50 users from the Del.icio.ud]
online social bookmarking service. In doing so, we follow the work of [T3|T4] by
treating each bookmarked page as a result selection with the user’s tags acting as
query terms. Thus, each tag and its bookmarks acted as a proxy for a search case
with its query and associated result selections. Obviously, the core assumption
behind P2P-CWS is that there will be some opportunity for collaboration be-
tween the various searchers in the network, and this can only come about if there
is overlap between their various search interests. Thus we focused on the first 50
users that Del.ico.us listed as having tagged the http://www.foaf-project.org
URL (the home page of the Friend of a Friend project), on the grounds that
there would be a reasonable opportunity for naturally overlapping search inter-
ests from this group without actually biasing the results by forcing overlap. For
each user, we retrieved all their bookmarked URLs and their associated tags.
This produced an average of 406 bookmarks (pages and queries) per user, with
the typical profile containing an average of 242 unique tags (query terms).

The search network corresponding to these 50 users is initialised by randomly
connecting each user to 10 other users, and all trust scores are set to the de-
fault of 0.5. An alternative would have been to connect each individual user to
a set of other users based on some assessment of their similarity (for example,
query or page overlap), but we chose this more challenging initialisation strat-
egy in part because it provides a tougher test of network adaptation and trust
evolution.

! http://www.del.icio.us
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4.2 Methodology

To evaluate the performance of P2P-CWS, we adopt a leave-one-out method-
ology in which each user in turn is designated as the target user to whom rec-
ommendations will be made. We re-run each of the target user’s search queries
through the search network and examine whether the recommendations pro-
duced contain any pages bookmarked by the target user for that current query.
During each search we remove the corresponding search case from the target
user’s local search case base so that they cannot receive recommendations based
on their own result selections. Obviously this is a fairly strict notion of result
relevance. Many recommendations may actually be relevant to the query, but
will not be judged as such unless the user had deemed to bookmark them in the
past. Nevertheless, this approach at least provides a lower-bound on relevance
and has the advantage that it can be fully automated.

The above methodology is repeated for a number of iterations or, epochs, to
allow for the trust models to evolve as a result of sharing and collaboration
between search agents. This also allows us to explore how search performance
changes as the network adapts to search collaborations. After each search session,
the trust model of the searcher is updated to reflect any selections — according
to the above strict notion of relevance, we assume that the searcher will select
any relevant recommendations that have been made.

4.3 The Evolution of Trust

Before we come to look at the precision-recall performance of P2P-CWS; it
is interesting to examine how the search network and the trust models evolve
during the experiment. In Figure H(a), we present a graph of the number of
network connections within the network. The experiment begins (epoch 0) with
500 connections (since each user is randomly connected to 10 other users), but
as the experiment progresses we see new connections being formed as searchers
collaborate successful. Interestingly, we see that the majority of new connections
are forged during the first 4 epochs as the network structure quickly converges.
As a matter for future work, it would be interesting to validate this convergence
behaviour over different and larger-scale networks.

Just as the structure of the search network evolves over time, so too do the
trust models employed by the individual search agents. The results in Figure
HA(b) show a series of trust-score histograms that highlight the distribution of
searcher-pairs with different trust scores; each histogram was generated at the
end of a full epoch by counting the number of searcher-pairs with a trust score
that fell within a given range of values. At the end of the first epoch, the majority
of the trust relationships remain close to their default strength of 0.5; there are
579 trust relationships in our search network, and over 90% of these (529) have
a score of between 0.5 and 0.75 at the end of epoch 1. However, the trust scores
gradually settle as a result of search activity and, by the end of epoch 20, just
under 30% of the relationships have a trust score in this range. Overall, we see a
gradual flattening of the trust distribution curve, indicating that a broad range
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of trust scores are distributed throughout the network as searchers collaborate
with varying degrees of success. Since, by design, the interests of this network
of searchers are likely to overlap to some degree (they share a common interest
in FOAF research), it is perhaps not surprising to see that, on the basis of the
trust values presented, there is a considerable degree of productive collaboration
within the network. For example, after 10 epochs we see that approximately
60% of trust scores fall in the 0.5-1 range, indicating a strong history of search
collaboration between at least half of the search relationships encoded by the
search network. Indeed, less that 10% of the relationships are weak, in the sense
that they have trust scores below the 0.25 threshold.

4.4 Recommendation Quality

The traditional metrics of information retrieval success are precision and re-
call. The former measures the percentage of results (recommendations) that are
relevant, while the latter measures the percentage of relevant results that are
recommended. In Figure [ (a), we present a precision-recall graph in which each
plot represents the precision-recall characteristics for recommendation lists of
various sizes (k = 1,...,10) during each epoch. For example, in Figure [{ (a)
the points that represent epoch 1 are labeled with their respective values of k
so that the point corresponding to k£ = 1 indicates that during the first epoch,
when only the top recommendation was presented to the searcher, we found an
average precision score of 0.03 and a recall score of 0.015.

There are a number of points to be made about these results. First, the preci-
sion and recall scores are unusually low, more because of the strict nature of our
relevance judgement than any underlying shortcoming of the recommendations
themselves. As is usually the case in this type of experiment, precision tends
to decrease with increasing k, while recall tends to increase; as k increases it
becomes less likely that additional recommendations will be relevant, but it is
more likely that a greater number of relevant recommendations will be produced.
Perhaps most importantly, we see a sustained improvement in precision-recall
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during later epochs. This means that as the search network evolves, and as trust
models adapt, better recommendations are being made. For example, by epoch
20 the precision and recall characteristics of the recommendations at the top of
the list have effectively doubled.

In Figure[H (b), we present an alternative performance graph which computes
the average percentage of sessions that include a relevant result within the top &
recommendations in sessions where recommendations are actually made. Once
again, we see a steady increase in the percentage of successful recommendations
as the trust network evolves. For example, during epoch 1, successful results are
found in the top result-list position about 3% of the time, rising to just over
9% of the time if we consider the top 10 result-list positions. By epoch 20, this
success rate has more than doubled for k = 1, with a success rate of over 6% at
this position, and reaching nearly 11% for the top 10 results.

5 Conclusion

This work has been inspired by recent approaches to CWS [3] in which CBR tech-
niques are used to harness the search experiences of communities of searchers.
The research presented here is novel in that it provides for a more flexible CWS
architecture; one that avoids the need for explicit search communities while de-
livering similar benefits in terms of search quality. Moreover, the peer-to-peer
architecture provides a level of privacy and security that is sufficient to merit the
use of individual user search profiles in place of community-based profiles, re-
sulting in significant benefits when it comes to regulating the exchange of search
experiences within the network. By profiling individual users, for example, it is
possible to evaluate the reliability of searchers when it comes to recommend-
ing relevant results to others, and this can be used as an effective way to cope
with search spam that may be introduced by malicious searchers within the
network.
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Abstract. This paper deals with two relatively less well studied problems in
Textual CBR, namely visualizing and evaluating complexity of textual case
bases. The first is useful in case base maintenance, the second in making in-
formed choices regarding case base representation and tuning of parameters for
the TCBR system, and also for explaining the behaviour of different re-
trieval/classification techniques over diverse case bases. We present an ap-
proach to visualize textual case bases by “stacking” similar cases and features
close to each other in an image derived from the case-feature matrix. We pro-
pose a complexity measure called GAME that exploits regularities in stacked
images to evaluate the alignment between problem and solution components of
cases. GAME, .., a counterpart of GAME in classification domains, shows a
strong correspondence with accuracies reported by standard classifiers over
classification tasks of varying complexity.

1 Introduction

This paper presents a novel approach to visualizing textual case bases, and evaluating
their complexity. Visualization is useful in the Textual CBR (TCBR) context for the
following reasons:

1. easing knowledge acquisition from human experts

2. visually evaluating goodness of the underlying representation,

3. aiding case base maintenance, by revealing redundant features or noisy
cases

4. presenting and explaining retrieved results to end users.

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 104-119, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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The first three are concerned with building and maintaining textual case bases, and
are “off-line” activities in that they do not directly concern retrieval. In contrast, the
fourth is an “on-line” activity, and is outside the scope of the current paper. Also, it
may be noted that throughout this paper, we will focus on visualizing the case base in
its entirety, and not individual cases.

Our second goal is to evaluate case base complexity. Complexity has different
connotations in different contexts. In supervised classification tasks, a domain is
complex if the classes are not easily separable, whereas in unsupervised tasks where
we have a set of cases without any class labels, a complex domain is one which shows
no neat clustering tendencies between the cases. Most TCBR domains are character-
ized by cases each having a problem and a solution component, both textual. Later in
this paper, we will present an interpretation of complexity that estimates the compe-
tence of the system in solving a new problem by retrieving solutions to similar prob-
lems encountered in the past. It may be noted that complexity measures for supervised
classification domains can be treated as a special case of this formulation, where the
solution components map onto class labels. Complexity evaluation is important in
facilitating the three off-line tasks mentioned above, particularly tasks 2 and 3. In case
of task 2, a complexity measure would provide a quantitative basis for assessing the
suitability of a representation, while visualizations aid qualitative judgements by hu-
mans. While visualization and complexity evaluation have often been treated in isola-
tion, our current understanding is that they often share similar goals, and may exploit
similar mechanisms to realize these goals as well.

Visualization is a well studied sub-field of text mining (TM) [5], and it is not surpris-
ing that most approaches investigated till date can be extrapolated to TCBR tasks. How-
ever, some differences are worth noting. Firstly, most visualization approaches in TM
focus either on visualizing clusters of documents, or of words, but not both. In TCBR
maintenance tasks, we often want to highlight the nature of interrelationships between
words (alternately higher level TCBR features) and documents (cases) that give rise to
the clustering patterns, and serve as an explanation for the underlying complexity. This
helps in case base maintenance, as we can identify noisy cases or redundant features [7].
A second distinction, and one that has a strong bearing on complexity evaluation as men-
tioned above, is the TCBR emphasis on the split between problem and solution compo-
nents of a textual case. We choose a representation that maximizes the “alignment” [4]
between problem and solution components of texts. This issue has not been explored by
researchers in TM visualization. Thirdly, TCBR representations are often more knowl-
edge rich in comparison to those used in TM or Information Retrieval (IR). In contrast to
shallow Bag Of Words (BOW) representations used in TM/IR, TCBR often uses
“knowledge entities” ranging from domain specific terms, phrases or syntactic patterns
from Information Extraction, as features [14]. However, this distinction is not critical
here since our approaches are agnostic to the kind of features, though both visualization
and complexity measures can take into account sophisticated domain-specific similarity
measures associated with knowledge rich features.

Our first contribution in this paper is the idea of visualizing a textual case base as
an image displaying a matrix of cases and features such that interesting associations
and clusters within the case base are revealed. We present a simple algorithm that
generates this image by exploiting regularities across cases and features. The resulting
image has more than just a visual appeal; the compressibility of the image is used to
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arrive at a novel measure of complexity called GAME (for Global Alignment MEas-
ure) that estimates alignment between problem and solution components of cases. We
present experimental studies to show that GAME correlates well with classifier accu-
racies in classification problems of varying complexity.

2 The “Case Base as Image” Metaphor

Let us consider a set of textual cases, each case consisting of a set of features. For
simplicity, we treat words in the text as features; the ideas presented can easily be
extended to deal with more complex features. Also, we will restrict our attention to
the problem side of cases, for the moment. To illustrate our ideas, we model the
documents in the toy Deerwester collection [6] as cases. This is shown in Figure 1(a).
An alternate representation is in the form of case-feature matrix shown in Figure 1(b);
elements are 1 when a feature is present in a case, 0 otherwise. It is straightforward to
map this matrix onto an equivalent image, shown in Figure 2(a), where the values O
and 1 are mapped to distinct colours, a lighter shade denoting 1. We obtained this
image, and for that matter all other images in this paper, using Matlab. Very simply
put, this is the “case base as image” metaphor. However the image as it stands, is not
very useful. Firstly, it conveys very little information about underlying patterns in
terms of word or document clusters. Secondly, the image is highly sensitive to how
the words and documents are arranged in the matrix; this is clearly undesirable.
Thirdly, and we shall explore this in more detail in Section 3, the image tells us very
little about the complexity of the underlying case base.

To address these limitations, we propose an algorithm that does a twofold trans-
formation on the case-feature matrix to yield a matrix where similar cases (and similar
features) are stacked close to each other. The output is a matrix, which when visual-
ized as an image, captures the underlying regularities in the case base. Figure 3
shows a sketch of the algorithm. The broad idea is as follows. The first case row in
the original matrix is retained as it is. Next, we compute the similarity of all other
cases to the first case, and the case most similar to the first case is stacked next to it,
by swapping positions with the existing second row. If more than one case is found to
be equally similar, one of them is chosen randomly. In the next step, all cases except-
ing the two stacked ones are assessed with respect to their similarity to the second
case. The case that maximizes a weighted combination of similarities to the first and
second case (with higher weight assigned to the second case) is chosen as the third
case, and stacked next to the second row. The process is repeated till all rows are
stacked. In Step 2 of the algorithm, the same process is repeated, this time over the
columns of the matrix generated by Step 1.

The weighted similarity evaluation is critical to the working of this algorithm and
merits a closer look. The general rule for selecting the (k+1) row (case) is to choose
the one that maximizes

k
sz‘ Sim(ci,c) such that forall 1 <i<k, w

i=l

>w, (1)

i+1

where k is the number of already stacked rows, c; is the ith stacked case, c is a case whose
eligibility for (k+1)th position is being evaluated, sim(c, c) is the cosine similarity
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Fig. 1. Documents in the Deerwester Collection

between cases ¢; and ¢, and w; is the weight attached to the similarity of ¢ with the ith
stacked case. In our implementations, we used

w, =1/(k—i+1) 2)

The basic intuition behind this approach is that we want to ensure a gradual change
in the way cases are grouped. This has implications for facilitating a meaningful dis-
play of clusters, and also for the complexity evaluation discussed in Section 3. If only
sim(c;, ¢) were considered for the stacking process (which is equivalent to assigning 0
to all w;, i = 1 to k-1) we may have abrupt changes resulting in an image that fails to
reveal natural clusters. We note that for efficiency reasons, our implementation uses
an approximation of (2), where we take into account only the previous 10 stacked
cases and no more, since the weights associated with very distant cases are negligible
and have no significant effect on the ordering. Choosing the starting case for ordering
cases is an important issue, that we examine in the Section 4.

Figure 2(a) shows the image corresponding to an arbitrary arrangement of the
documents in the Deerwester matrix. Figure 2(b) shows the image after the rows are
stacked. Figure 2(c) is the final image after column stacking. It is interesting to see
that the two broad topics within the collection, namely Human Computer Interaction
(HCI) and graphs are clearly visible in Figure 2(c) as two “chunks” of contiguous
light shades. Also, there is a gradual transition in shades from HCI to graphs. This is
useful in identifying “bridge words” that can serve to connect two topics; an example
is word 9 (“survey”) in Figure 2(c) which is common to HCI and graphs. We can also
visually identify cases that are in the topic boundaries and deal strongly with more
than one topic. This has implications in case base maintenance tasks in terms of
identification of noisy cases, and redundant cases and features [7]. We have designed
a simple interface that allows users to “navigate” the image, and visualize the “topic
chunks”, and words that describe those chunks.
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Fig. 2. Images from Deerwester collection (a) arbitrarily stacked (b) after row stacking (c) after
column stacking

Step 1 (Stack Rows)
Input : Case-Feature Matrix M
Output : Case-Feature Matrix My which is M stacked by rows
Method:
Instantiate first row of Mg to first row M
for k = 1 to (noOfRows-1) /*the index of the last case (row) stacked*/
for j = (k+1) to noOfRows /* check through all candidate cases*/
wsim; = 0; /* wsim; weighted similarity of ith case */
fori=1 to k /* already stacked rows*/
wsim; = wsim; + wsim;*(1/(k-i+1))*sim(c;,c;) ;
end
end
choose j that maximizes wsim; and interchange rows (k+1) and j
end

Step 2 (Stack Columns)
Input : Case-Feature Matrix My generated by step 1
Output : Case-Feature Matrix M¢ which is My stacked by columns
Method: same as in Step 1 except that columns are interchanged (based on feature
similarity computed as cosine similarity between columns) instead of rows.

Fig. 3. The Stacking Algorithm

3 Complexity Evaluation Using Compression

In this section, we explore how the image metaphor can be exploited to obtain a measure
of the case base complexity. There are two reasons why complexity evaluation is useful.
Firstly, we can predict difficulty of domains (datasets) for a given choice of representa-
tion (feature selection/extraction and similarity measures). Secondly, we can compare
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across different choices of representation over a fixed domain and choose the representa-
tion that minimizes complexity. We observe that complexity over a case base can be de-
fined in two ways, namely Alignment Complexity (AC) and Collection Complexity
(CC). The former, which is our main concern in this paper, measures the degree of
“alignment” [4] between problem and solution components of textual cases. Measuring
this helps us in answering the question “Do similar problems have similar solutions?”’
and thereby assessing the suitability of CBR (or alternatively the choice of representa-
tion) to that task. A special case of this problem is seen in classification domains, where
the solution is replaced by class label. In measuring CC, the distinction between the prob-
lem and solution components of cases is ignored, and the complexity measure provides a
measure of clustering tendencies exhibited by the case base. Thus a case base with cases
uniformly distributed over the feature space has a high complexity; whereas, one with
more well-defined clusters has a lower complexity [12]. Intuitively, since the stacked
image captures regularities arising from topic chunks in the case base, we would expect
that, all else being equal, stacked images from simpler domains will be more compressi-
ble, and thus have higher compression ratios, compared to ones from complex domains.
This is because image compression algorithms typically exploit regularities to minimize
redundancy in storage. Alternatively, a simple domain is one where case clustering serves
as an explanation for feature clustering, and vice versa. We carry forth this intuition into
our discussions of AC, since AC can be thought of as an extension of CC.

Alignment can be interpreted in two different ways. The first interpretation is a lo-
cal one; an example is the case cohesion metric formulated by Lamontagne[4]. Here
we look at a case, say C, in isolation, and determine two sets: set S;, which comprises
cases whose problem components are closest to the problem component of C (based
on a threshold), and a set S,, comprising cases whose solution components are closest
to the solution of C. The overlap between S; and S, is used as a measure of alignment
of C. This is a local metric, in that each case is evaluated on its own, and assigned a
measure. The second interpretation is a global one based on how well the clusters
derived from problem components of cases correspond to clusters derived from solu-
tion components. In this paper we adopt this second interpretation of alignment.

For measuring alignment, we construct two case-feature matrices: one based on
problem components of cases, the other based on solution components. These two
matrices are stacked as described in Section 2, to yield two images Ip and Ig respec-
tively. Ip and Igare now independently compressed to obtain compression ratios CRp
and CRg respectively. For measuring alignment, it is interesting to compare the order-
ing of cases in Ip and Is. One way of doing this is to create a fresh solution side image
Isp by stacking solution components of cases using the problem side ordering of cases
as read out from Ip. We would intuitively expect Isp to be less compressible than Ig,
unless the case base is perfectly aligned. Compressing Isp yields a new compression
ratio CRgp. Let CRgyy denote the minimum compression ratio that can be obtained
by reordering the solution components independent of the problem components;
CRgmin corresponds to the worst possible stacking of the solution side, where dissimi-
lar cases are stacked next to each other, leading to an image having very few regulari-
ties and hence very poor compression ratio. The Global Alignment MEasure (GAME)
is given by (CRg — CRsyn)/(CRg — CRgp). A higher value of GAME indicates a bet-
ter alignment. An alternate measure can be obtained by considering Ips, the problem
side image with solution ordering imposed on it, instead of Isp. However, our choice
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of Isp over Ips was governed by the observation that while we are keen on ensuring
that similar problems have similar solutions, it is not of primal importance that similar
solutions necessarily originate from similar problems. Using Igp takes care of this
asymmetry.

GAME can be extended to classification domains where the class label is treated as
a solution. In this case, our interest is in determining whether near-neighbours in the
problem side ordering (as obtained from Ip) belong to the same class. We obtain a
string of class labels corresponding to the problems as they appear in the problem side
ordering. This allows us to do away with the image compression and resort to a sim-
pler string based compression instead. As an illustration, let us consider a two class
problem of 10 cases in the email domain, where cases C; through Csbelong to class S
(for SPAM) and Cg through Co belong to L (for LEGITIMATE). Let us assume that
the problem side ordering of the cases after stacking is C;C,CqCyC5C7C3CoCoCs. Re-
placing each case identifier with its class label, we obtain the class string
SSLSSLSLLL. The most easily classifiable case base would have a string
SSSSSLLLLL, and the most complex would have SLSLSLSLSL. A compression
algorithm that exploits contiguous blocks (but not compound repeating patterns like
SL) would thus be ideal; Run Length Encoding is one such scheme. Using this, the
complexity is a direct function of the number of the flips (changes from one class la-
bel to another, L to S or S to L in the above example). We define GAME complexity
measure for classification as

GAMEclass = log [ﬂipsmax _ ﬂipsmin \J — log[(n - 1) - (k - 1) j (3)
ﬂips_ ﬂipsmin ﬂips— (k—])

where k is the number of classes, n is the number of cases (n > k), flips is the number
of transitions from one class to another in the class string, flips,, is the value of flips
for the simplest possible case base having n cases and k classes, and flipsy. is the
value of flips for the most complex case base. We note the most complex case-base
presupposes a uniform class distribution; we then have flips,x = (n-1). A higher value
of GAME, corresponds to a simpler domain; the most complex domain has GAME-
ass = 0. Thus we expect positive correlation of GAME, to accuracy results derived
from classifiers. The logarithm has a dampening effect on the large values that could
result when n >> k, flips. As a further detail, a small constant (say 0.01) should be
added to the denominator to avoid division by zero when flips = flipsy;,. Considering
the inverse relation that exists between flips and compression ratio (flipsy,, corre-
sponds to CRg, and flips.x to CRsymiv), and ignoring scaling due to logarithms, it is
clear that GAME,, can be viewed as an extension of GAME.

4 Experimental Results

Evaluating the general formulation of GAME involves a study of its correlation with
an effectiveness measure (like precision/recall/F-measure) derived from subjective
relevance judgments from experts over diverse case bases. Because of the difficulty in
obtaining such TCBR datasets with relevance rankings, we evaluated the adapted ver-
sion of GAME (GAME_,) over six different classification tasks.
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For evaluating classification effectiveness in routing, we created datasets from the 20
Newsgroups [1] corpus. One thousand messages from each of the 20 newsgroups were
chosen at random and partitioned by the newsgroup name [1]. We form the following
four sub corpora: SCIENCE which has 4 science related groups, REC which has 4 rec-
reation related groups, HARDWARE which has 2 problem discussion groups on PC and
Mac, RELPOL which has 2 groups on religion and politics. We also used two datasets
for evaluation on spam filtering: USREMAIL [11] which contains 1000 personal emails
of which 50% are spam and LINGSPAM [8] which contains 2893 email messages, of
which 83% are non-spam messages related to linguistics, the rest are spam. Equal sized
stratified disjoint training and test sets were created, where each set contains 20 % of the
dataset of documents randomly selected from the original corpus. For repeated trials, 15
such train test splits were formed. Documents were pre-processed by removing stop
words and some special characters. We use an Information Gain based feature selection.

Figure 5 shows snapshots of stacked images obtained from the six datasets de-
scribed above. The rows of each image correspond to cases, and the columns to fea-
tures. The case rows are shaded to show the classes to which they belong. It is seen
that USREMAIL has very neat separability between the classes with cases belonging
to the same class packed closely to each other. LINGSPAM and RELPOL also dis-
play regularities with respect to ways cases belonging to the same class are packed. In
contrast, HARDWARE is clearly a complex domain, with very little separability be-
tween classes, and very few pronounced topic chunks. This is perhaps explained by
the presence of large number of features which are shared by classes PC and Mac. To
increase effectiveness of classification in HARDWARE, one approach is to combine
features to extract new features which are more discriminative of the two classes. We
note that in the colour shading as in Figure 5 is only applicable to classification do-
main. In non-classification domains (where the solution is textual) one approach is to
map the solution side similarities of cases having similar problem descriptions (and
hence stacked next to each other) to different colour shades (lighter shades for rela-
tively dissimilar solution components, say) and show the resulting “colour band”
alongside the stacked image. This helps in identifying complex regions of the case-
base, where similar problems do not have similar solutions.

Figure 4 shows the GAME_,; values obtained over the 15 trials in each of the six
datasets. Of the two class problems, LINGSPAM and USREMAIL have high GAME-
cass Values indicating that they are simpler compared to HARDWARE which has a
low GAME_, value. Table 1 suggests that GAME,, predictions are supported by
accuracy figures recorded by seven classifiers. The first of these is the standard 3-
nearest-neighbours classifier using a cosine similarity measure. The second and third
are 3-NN classifiers based on Latent Semantic Indexing (LSI) [6] and its class-aware
version sprinkled LSI (LSISPR in the table) [3] which are interesting in the TCBR
context, since they lend themselves to instance based retrieval, and incremental learn-
ing. The fourth is a neural network classifier embedded in an architecture called the
Extended Case Retrieval Network, presented in [15]. The Support Vector Machine
(SVM) [2] has been shown to be very successful with textual data [5]; we have ex-
perimented with SVM with a linear kernel (which has been shown in [18] to work
best for textual data) as our fifth classifier. The sixth is LogitBoost, which is a
boosting approach grounded on weak learners in the form of decision stumps [5]. Fi-
nally, we also used a classifier based on Propositional Semantic Indexing (PSI) which
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Comparing GAME across different datasets over 15 trals
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Fig. 4. GAME,,,, values across different datasets
Table 1. GAME_,s and Accuracies obtained by different classifiers
HARDWARE | RELPOL | USREMAIL | LINGSPAM REC | SCIENCE
GAME measure 1.0028 2.0358 2.3728 3.2222 1.1629 1.0492
kNN-3 59.51 70.51 59.23 85.09 62.79 54.89
LSI + kNN-3 66.30 91.17 94.67 97.37 79.32 72.55
LSISPR + kNN-3 80.42 93.89 96.13 98.34 86.99 80.60
ECRN(Neural 80.12 93.26 96.50 98.17 69.91 | 80.18
Network)
SVM 78.82 91.86 95.83 95.63 -- -
LogitBoost 77.99 79.67 92.67 95.80 87.15 73.77
PSI 80.1 91.2 94.83 95.8 76.2 59.9

Table 2. Correlation of GAME,,;; with classifier accuracies over 4 binary classification
problems

kNN-3
LSI + kNN-3
LSISPR +
kNN-3
ECRN (NN)
SVM
LogitBoost
PSI

p 0.7685 | 0.9176 | 0.9365 | 0.9360 | 0.9023 | 0.8820 | 0.9330
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has been presented in the TCBR context [16]. Like LSI, PSI performs feature extrac-
tion; however the extracted features are more easily interpretable compared to LSIL
The current formulation of GAME,,,s allows for more meaningful comparisons be-
tween problems when they have the same number of classes. So we compared the
binary and four-class problems separately. The correlation coefficient of the GAME-
class Score against classification accuracies over the four binary problems are shown in
Table 2. We note a strong positive linear correlation of GAME,, to accuracies re-
ported by all seven classifiers. It is also interesting to note a stronger correlation of
GAME,,; to LSISPR as compared to LSI, hinting at the importance of class knowl-
edge. It is pointless to do correlation over the four-class datasets since we have just
two of them; however we observe that GAME,,,; declares SCIENCE to be more
complex than REC, and this is confirmed by all classifiers, excepting ECRN, where
the neural network training failed to converge in the REC dataset. SVM being inher-
ently a binary classifier was not tried on the 4-class datasets, though we plan to ex-
periment with multi-class SVM in future. The GAME,,,; results closely relate to the
visualizations; for instance, comparing the stacked images in Figure 5 from RELPOL
and USREMAIL reveal that RELPOL is sparser with less conspicuous chunks, thus
partially explaining its lower GAME,,, value.

Figure 6 shows the result of stacking on a representation generated by LSI. LSI re-
covers from word choice variability, by inferring similarity between words that co-
occur in similar contexts. This has the effect of reducing sparseness of the original
representation. It is interesting to observe that the LSI image is a blurred version of
the original; also the compressed LSI image is approximately 73% the size of the
original compressed image. We note that both LSI and LSISPR results were at a di-
mensionality setting where they yielded best performances [3].

An important issue that merits closer attention is the choice of the starting case in
the stacking process, and its influence on the visualization and complexity measure.
Our experiments have shown that visualizations are not widely affected by the choice
of starting cases, except for the shuffling in the order in which clusters are displayed.
We carried out experiments to study the effect of choice of starting case on the
GAME,,;, complexity measure. 50 different starting cases were chosen for each data-
set. Figure 7 shows histogram plots for variation in flips over these choices; each ver-
tical bar in the graphs shows the number of choices (out of 50) that result in a certain
range of flips values, which are plotted along the horizontal axis. The range indicators
flipsmax and flips,,;, are shown along with mean flips and standard deviations. It is ob-
served that all graphs are either densely packed or have sharp peaking behaviour; in
other words, they have low standard deviations in comparison to the range (flipsyax --
flipsmin). This shows that the GAME,, scores are statistically robust to choice of
starting cases, when it comes to comparing complexity between casebases. From a
purist standpoint, however, one would choose a starting case that that produces the
maximum GAME_, score. An obvious brute force approach, which is impractical for
any case base of non-trivial size, is to exhaustively try each case as a starting case.
More research needs to go into finding efficient ways of pruning the search space to
make the process less computationally expensive. A graph theoretic perspective to
this problem is briefly outlined in Section 6.
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Fig. 5. Stacked Images
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Fig. 6. Stacked images from USREMAIL before and after LSI
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Fig. 8. A snapshot of hierarchical visualization (courtesy HCI Maryland website [10])
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5 Related Work

Visualization techniques in Text Mining have typically attempted to display one of
word associations or document clusters, but seldom both. Techniques to display word
associations include word association graphs and circle graphs [5]. For visualizing
document clusters, a common approach is multidimensional scaling which projects
documents in a high dimensional space to a two dimensional one, under the constraint
of preserving the similarity relationships between documents, as closely as possible.

An approach that comes close to our idea of stacking in terms of the generated lay-
out is the Hierarchical Clustering Explorer [10] which dynamically generates clusters
based on user-defined thresholds, and displays the mined document clusters. In addi-
tion to the fact that word clusters are not displayed, one other limitation of this ap-
proach is that there is no clear way of choosing the right ordering between several
sub-trees under a given node. This may lead to discontinuities in the image (some of
which are marked by D in Figure 8) and sudden change in concepts. Thus it would
fail to expose patterns exposed by the weighted stacking approach. An approach that
comes close to showing both words and documents in the same space is WEBSOM
[5]. WEBSOM fails to preserve the structure of cases as a set of feature values, and is
unwieldy for case base maintenance. Furthermore, our approach has the relative ad-
vantage of being free from convergence problems faced by WEBSOM.

It would be interesting to explore parallels between “topic chunks” revealed by the
stacked image, and concepts as mined by Formal Concept Analysis (FCA) [13].
While FCA has been applied to TCBR tasks, the inherent sparseness of textual data
leads to generation of a large number of concepts that are brittle and unintuitive. Re-
laxing the strict closure requirements of FCA could possibly lead to “approximate
concepts”. Our intuition is that a topic chunk, when interpreted as a blurred rectangu-
lar version of the actual light shades in close proximity, may be a close analog to such
an approximate concept. It is worth noting that this blurring operation can be viewed
as smoothing of cases based on the neighbourhood of each cell, thus achieving feature
generalization. Blurring makes sense only on the stacked image since we are assured
that neighbouring cells are likely to correspond to similar cases and features; it is
meaningless on the original image where the arrangement is arbitrary. In our earlier
work on LSI-based classification [3], we presented examples to show that lower rank
approximations to case feature matrices generated by LSI can be regarded as blurred
versions of the original. This parallel opens up avenues for exploring alternatives to
LSI that tailor the blurring to cater to specific TCBR goals.

6 Future Work

On the visualization front, several enhancements to our simple implementation are
desirable. Firstly, the visualization should facilitate interaction with the user, that al-
lows him to view and annotate concepts that act as descriptors of topic chunks, make
changes to the case-base, like add or remove cases and features, and generate revised
stacking on the fly using different parameter settings, and obtain qualitative judge-
ments for determining settings that work best. When case bases are large, the user
should be able to zoom in on interesting regions of the image. Another interesting
extension to our current interface would be a facility to show feature associations in
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each topic chunk in the style of association graphs [5] rather than displaying just a list
of features. This may enhance its usability for the knowledge engineer.

As part of future work on global complexity measures, we would like to carry out an
evaluation of the original GAME measure on unsupervised case bases over which rele-
vance judgements are available, or can be inferred implicitly [17]. We are also investigat-
ing the problem of complexity evaluation from a graph theoretic perspective, where each
case is a vertex, and each edge carries a weight equal to the similarity between the two
cases it connects. Theoretically, the process of finding the best stacking arrangement
maps onto finding an optimal tour that connects all cases in the graph, while minimizing
a cost, which in our case is simply the sum of similarities (we could incorporate a weight-
ing as in equations (1) and (2) above) across all edges involved in the tour. This is the
classic Travelling Salesman Problem (TSP) [20] which is known to be NP-complete. We
can obtain approximate solutions based on branch-and bound heuristics and distance
measures that satisfy triangle inequality. An interesting alternative that leads to an exact
solution is to find the minimum spanning tree (MST) instead. The greedy algorithm for
the MST is the following: at each stage, build the cheapest (least cost) edge (in our case,
an edge corresponding to highest similarity) that, when added to the already constructed
graph, does not result in a cycle. It can be shown that this greedy algorithm results in a
minimal cost spanning tree, and several efficient variants of the above algorithm have
been proposed [20]. There are two ways in which the MST idea can be exploited. Firstly,
it can help us in a more principled and efficient choice of the starting case. Secondly, the
idea can be extended to devise a complexity measure based on forming MSTs independ-
ently of problem and solution components, and comparing these MSTs using one of sev-
eral tree edit measures [19].

As a final point, we note that case bases are seldom static, so the importance of ef-
ficient update strategies that can handle additions, deletions or updates of cases (or
features) cannot be over-emphasized. Though we have not experimented with dy-
namic collections, our current prescription is a lazy strategy that makes quick incre-
mental but approximate updates whenever a change happens, and relegates the job of
making accurate changes at a later “bulk update” stage. This saves the overhead
of performing stacking each time a change is encountered. The basic idea is to trade
off accuracy for efficiency, and is similar in sprit to the idea of folding-in [21] which
is a popular method for updating LSI based representations.

7 Conclusions

We presented a simple approach to visualize textual case bases. The stacked image dis-
play can help knowledge engineers in getting a bird’s eye view of the domain, thus facili-
tating knowledge acquisition. The visualization has three main advantages over other
approaches. Firstly, it shows case and feature clusters in relation to each other, thus al-
lowing case clusters to be explained in terms of feature clusters, and vice versa. Sec-
ondly, since stacking does not rely on any abstraction, it preserves the structure of cases
and displays case and feature vectors as they are. This helps case base maintenance since
noisy cases, redundant features or “bridge” features are revealed. Finally, stacking is fast
and simple to implement, has no convergence problems, and is parameter-free for all
practical purposes. We have also introduced a complexity measure founded on the idea
of stacking. We showed that in classification tasks, an adapted version of this measure
corresponds closely to accuracies reported by standard classifiers.
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Abstract. The performance of a case-based reasoning system often de-
pends on the suitability of an underlying similarity (distance) measure,
and specifying such a measure by hand can be very difficult. In this paper,
we therefore develop a machine learning approach to similarity assess-
ment. More precisely, we propose a method that learns how to combine
given local similarity measures into a global one. As training information,
the method merely assumes qualitative feedback in the form of similarity
comparisons, revealing which of two candidate cases is more similar to
a reference case. Experimental results, focusing on the ranking perfor-
mance of this approach, are very promising and show that good models
can be obtained with a reasonable amount of training information.

1 Introduction

The concept of similarity lies at the heart of case based reasoning (CBR), and
the success of a CBR system often strongly depends on the specification of
a suitable similarity measure. Unfortunately, domain knowledge provided by
human experts is often not sufficient to define an optimal measure by hand.
This problem remains despite the existence of “divide-and-conquer” techniques
such as the “local-global principle”, stating that the (global) similarity between
two cases can be obtained as an aggregation of various local measures pertaining
to different dimensions or features of a case [I].

In fact, even though it is true that local similarity measures can sometimes
be defined in a relatively straightforward way, the proper combination of these
local measures often remains a challenging problem. The reason is that, usually,
the definition of a local measure only requires the comparison of properties or
attribute values that are measured on the same scale and, therefore, are indeed
comparable. However, to aggregate different local measures into a global one,
one has to combine properties that may not be easily comparable, and whose
importance may be highly subjective or context-dependent.

In this paper, we address the above problem by using machine learning meth-
ods to elicit global similarity measures on the basis of feedback in the form of
examples. In this regard, the type of feedback expected as input by a learn-
ing method is of special importance. Roughly, two types of feedback can be
distinguished, namely absolute and relative. Typically, the former corresponds
to quantitative information about the degree of similarity between two cases,

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 120-[I34] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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whereas the latter only provides qualitative information about the (order) rela-
tion between similarities. Even though absolute feedback is convenient from a
learning point of view, it is of course demanding and hence hard to acquire from
human experts. In this paper, we therefore proceed from qualitative feedback
which is much less difficult to obtain: Given a reference case and two cases to
compare with, we only expect information about which of these two cases is
more similar. Essentially, this is what Stahl in [2] refers to as relative case utility
feedback

The paper is organized as follows: In Section 2l we detail the formal setting
underlying our learning method. The method itself is then introduced in its basic
form in Section [3 and evaluated empirically in Section @l We discuss possible
extensions of the basic model in Section Bl and related work in Section Bl The
paper ends with concluding remarks in Section[7l Before proceeding, we mention
that, formally, our approach will not be developed in terms of similarity functions
but instead resort to the dual concept of a distance function.

2 Problem Setting

A case base is a subset CB C C with |CB| < co, where C # () denotes the set
of all conceivable cases. We assume the existence of d local distance measures

§:CxC—Ry (i=1...d). 1)

For each pair of cases a,b € C, §;(a,b) € Ry is a measure of the distance
between these cases with respect to a certain aspect. For example, suppose cases
to be represented as graphs, i.e., C is a set of graphs. A local distance 6;(a,b)
may then be defined by |n(a) — n(b)|, where n(a) is the number of nodes in a,
or by max(n(a),n(b)) — s, where s is the size of the maximal common subgraph.

According to the local-global principle, the (global) distance between two cases
can be obtained as an aggregation of the local distance measures ({I):

Ala,b) = AGG (61(a,b),62(a,b)...64(a,b)), (2)

where AGG is a suitable aggregation operator. As a special case, consider a
representation of cases in terms of d-dimensional feature vectors

(1,2(611,612...(ld)€A1><A2><...><Ad7 (3)

where A; is the domain of the i-th attribute A;. C is then given by the Cartesian
product of these domains, A; x As x ... x Ay, and the local distances are of the
form

6i : Ai X Az — R+’ (4)

ie., 6;(a;,b;) assigns a distance to each pair of attributes (a;,b;) € A; x Ay;
obviously, (@) is a special case of ([Il). Even though a feature-based representation

! In a different context though quite similar way, relative feedback of that kind is also
used in information retrieval [3].
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is of course not always optimal (in terms of performance), it is often the most
feasible approach and still predominant in practice [4]. In our experiments in
Section M, we shall use data sets with numerical attributes and local distances
6i(a,»7bi) = \ai — bz‘

2.1 Linear Combination of Local Measures

For the time being, we shall focus on a special type of aggregation operator (2]
which is simple and often used in practice, namely a linear combination:

d
Ala,b) = Z w; - §;(a, b). (5)

Note that it makes sense to require
w=(wy...wg) >0 (6)

in order to guarantee the monotonicity of the distance measure (2)). That is, if
a local distance increases, the global distance cannot decrease.

Despite its simplicity, the linear model (B) has a number of merits. For exam-
ple, it is easily interpretable, as a weight w; is in direct correspondence with the
importance of a local measure. In principle, it thus also allows one to incorporate
additional background knowledge in a convenient way, e.g., that attribute A; is
at least as important as attribute A; (w; > w;). Finally, the linear model is
attractive from a machine learning point of view, as it is amenable to efficient
learning algorithms and, moreover, to non-linear extensions via “kernelization”
[5]. We shall come back to this point in Section [

2.2 Learning Distance Measures and Learning to Rank

The problem we shall consider in the next section is to learn the weights w;
in (@) from user feedback. The kind of training information we assume to be
given as input to a learner is qualitative feedback of the following form: case a is
more similar to b than to ¢. Information of this type will be denoted by a triplet
(a,b,c) € C3. Note that qualitative feedback of the above kind is typically much
easier to acquire than absolute feedback, that is, the degree of distance A(a,b)
between two cases a and b.

A global distance function induces for any query a total order on the case
base: Given a query ¢ = (q1...qq4) € C and two cases a,b € CB,

arqab <5 Alga) < Alg.b).

Indeed, it is often only the ordering of cases that really matters, not the dis-
tance degrees themselves. For example, to retrieve the k nearest neighbors in
NN retrieval, a correct ordering of the case base is sufficient. Seen from this
point of view, it is actually not important to approximate the true distance (2))
accurately in the sense of minimizing a norm |A — A®*| (such as the £2 norm)
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on C x C — R, mappings. Instead, it is more important to find an estimation
A" that induces (almost) the same rankings, i.e., an estimation for which

ZgqAct R ZqA - (7)

In our experiments in Section @ we shall therefore evaluate a distance function
At by comparing the ranking induced by this function with the actually true
ranking (in terms of standard distance measures for rankings).

3 The Learning Algorithm

Suppose to be given a set of training data T, which consists of a finite number
of exemplary similarity constraints (a, b, ¢), where a,b,c € CB. As mentioned
previously, the basic learning problem is to find a distance function (&) which
is as much as possible in agreement with these constraints and also satisfies the
monotonicity property (B)). Besides, this function should of course generalize as
well as possible beyond these examples in the sense of ().

3.1 Distance Learning as a Classification Problem

A key idea in our approach is to reduce the above learning problem to a binary
classification problem. Due to the assumption of a linear distance model, this
is indeed possible: The inequality A(a,b) < A(a,c) required by a constraint
(a, b, c) is equivalent to

d
<wvw> = Zwi STy > 07
i=1

where z; & b;(a, c) —é;(a,b). From a classification point of view, & = T'(a, b, ¢)
= (x1...24) is hence a positive example and —x a negative one. That is, a
similarity constraint (a, b, ¢) can be transformed into two examples (x,+1) and
(—x, —1) for binary classification learning; see Fig. [l for a schematic illustration.
Moreover, the vector w = (wj ...w,) that defines the distance function ({) in a
unique way also defines the model (hyperplane) of the associated classification
problem.

3.2 Ensemble Learning

Binary classification is a well-studied problem in machine learning, and a large
repertoire of corresponding learning algorithms is available. In principle, all these
methods can be applied in our context. Here, we make use of an ensemble learn-
ing technique, mainly for two reasons. First, ensembles typically produce more
accurate predictions than individual learners. Secondly, as will be detailed in Sec-
tion [34] the ensemble technique is also useful in connection with the selection
of informative queries to be given to the user.
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CASE BASE 1 °

Fig. 1. Transformation of the distance learning problem to a classification problem:
Each similarity constraint referring to a case triplet gives rise to a classification example

More specifically, we train an ensemble of m linear perceptrons, using the
noise-tolerant learning algorithm proposed in [6], on permutations of the original
training data; the j-th perceptron is represented by a weight vector w'/) =
(ng ) ...ng )). The output produced by this ensemble for an input x € R? is
given by the average of the individual outputs:

m d
M) = Sl = > ui (®)

The w} can be taken as estimates of the w; in the distance function (&l).

In [7], it was shown that (8]) approximates the center of mass of the version
space and, hence, that this learning algorithm yields an approximation to a Bayes
point machine. The latter seeks to find the midpoint of the region of intersection
of all hyperplanes bisecting the version space into two halves of equal volume.
This midpoint, the Bayes point, is known to be approximated by the center of
mass of the version space.

3.3 Monotonicity

The monotonicity constraint (6] constitutes an interesting challenge from a ma-
chine learning point of view. In fact, this relatively simple property is not guar-
anteed by many standard machine learning algorithms. That is, a model that
implements a distance function A(-) may easily violate the monotonicity prop-
erty, even if this condition is satisfied by all examples used as training data.

Fortunately, our learning algorithm allows us to incorporate the monotonicity
constraint in a relatively simple way. The well-known perceptron algorithm is an
error-driven on-line algorithm that adapts the weight vector w in an incremental
way. To guarantee monotonicity, we simply modify this algorithm as follows:
Each time an adaptation of w produces a negative component w; < 0, this
component is set to 0. Roughly speaking, the original adaptation is replaced by
a “thresholded” adaptation.

In its basic form, the perceptron algorithm provably converges after a finite
number of iterations, provided the data is linearly separable. We note that this
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property is preserved by our modification (proof omitted due to space restric-
tions). Obviously, monotonicity of the single perceptrons implies monotonicity
of their average (&).

3.4 Active Learning

So far, we did not address the question of where the training data T actually
comes from. The simplest assumption is that T is just a random sample, even
though this assumption is of course not always justified in practice. In this sec-
tion, we consider the interesting scenario in which additional training examples
can be gathered by asking for feedback from the user of a CBR system. Thus,
feedback is derived by selecting two cases b, ¢ and a reference case a, and asking
the user whether b or ¢ is more similar to a.

Again, the simplest way to generate such a query is to choose it at random
from CB. However, realizing that different queries can have different information
content, the goal of this step should be the selection of a maximally informative
query, i.e., an example that helps to improve the current distance function A®
as much as possible. This idea of generating maximally useful examples in a
targeted way is the core of active learning strategies [8].

In the literature, numerous techniques for active learning have been proposed,
most of them being heuristic approximations to theoretically justified (though
computationally or practically infeasible) methods. Here, we resort to the Query
by Committee approach [§]. Given an ensemble of models, the idea is to find
a query for which the disagreement between the predictions of these models
is maximal. Intuitively, a query of that kind corresponds to a “critical” and,
therefore, potentially informative example. In our case, the models are given by
the ensemble of perceptrons (cf. Section B.2). Moreover, given a reference case
a and two other cases b and ¢, two models Ay, Ay disagree with each other if
Aq(a,b) < Ai(a,c) while Az(a,b) > As(a,c).

Various strategies are conceivable for finding a maximally critical query, i.e.,
a query for which there is a high disagreement among the ensemble. Our current
implementation uses the following approach: Let W = {w® .. .w(™} be the
set of weight vectors of the perceptrons that constitute the current ensemble.
In a first step, the two maximally conflicting models are identified, that is, two
weight vectors {w®, w} € W such that [|w® — w®| is maximal. Then,
using these two weight vectors, two rankings m; and 7; of the cases in CB are
generated, respectively, taking a randomly selected reference case a as a query.
Starting from the top of these rankings, the first conflict pair (b, ¢) is found, i.e.,
the first position £ such that b and ¢ are put on position k, respectively, by m;
and 7;, and b # ¢l This conflict pair then gives rise to a query for the user.
Depending on the answer, either (a, b, c) or (a,c,b) is added as an example to
the training data T (and the learner is retrained on the expanded data set).

2 In principle, an additional strategy is needed for the case where the two orderings
are identical. However, even though this problem is theoretically possible, it never
occurred in our experiments. Therefore, we omit further details here.
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4 Experimental Results

This section presents the results of experimental studies that we conducted to
investigate the efficacy of our approach. The aim of the experiments was twofold.
A first goal was to show that the performance is convincing in absolute terms,
which means that good predictions can be achieved with a reasonable amount of
training information. Second, we wanted to provide evidence for the effectiveness
of the special features of our learning algorithm, namely the incorporation of
the monotonicity constraint, the use of an ensemble of models, and the active
learning strategy.

4.1 Quality Measures

Let 7t denote the ranking of the case base induced by a learned distance
function A®*. That is, when ordering all cases according to their estimated
distance to the query, 7¢*(a) is the position of case a. To evaluate A®! we
compare 7¢*! with the ranking 7 induced by the true distance function A. To
this end, we use three different quality measures: Kendall’s tau, recall, and the
position error.

Kendall’s tau is a well-known and widely used rank correlation measure [9]. It
calculates the number of pairwise rank inversions, i.e., the number of discordant
pairs (a, b):

# {(a,b) | 7(a) < w(b), 7% (a) > WeSt(b)}.

More specifically, the Kendall tau coefficient normalizes this number to the in-
terval [—1,+1] such that +1 is obtained for identical rankings and —1 in the
case of reversed rankings.

To complement the rank correlation, which takes the whole ranking into
account, we employed a second measure that puts more emphasis on the top-
ranks and is closely related to the recall measure commonly used in informa-
tion retrieval. Let K be the set of top-k elements of the ranking m, that is,
K ={a € CB | n(a) < k}, where k is an integer that is usually small in
comparison with the size of the case base (as a default value, we use k = 10);
likewise, let K¢t denote the top-k elements of 7'. We then define

at #(K 0K

. )

recall(r, 7°)
This measure corresponds to the percentage of top-k cases of the ranking 7 that
are also among the predicted top-k cases. It is motivated by the assumption
that, typically, the top-k cases of a ranking are more important than the cases
at lower ranks.

Focusing even more on the top and looking only at the case which is most
similar to the query, we define the position error by the position of this case in
the predicted ranking (minus 1): pos(mw®st) & ppest (7=1(1)) — 1, where 7! is
the inverse of , i.e., 7~ 1(1) is the topmost case in 7.
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4.2 Data

To analyze our algorithm under different conditions, we used data sets of vary-
ing size in terms of the number of features and the size of the case base: UNI
(6/200), Iris (4/150), Wine (13/178), Yeast (24/2465), NBA (15,3924). The UNI
data set is a ranking of the top-200 universities world-wide in 2006, provided by
[10], where the universities are evaluated in terms of six numerical features (peer
review score, recruiter review score, international faculty score, international
students score, staff-to-student ratio, citation-to-staff ratio). Iris and Wine are
widely used benchmark data sets that are publicly available from the UC Irvine
machine learning repository [11]. Yeast is a genetic data set of phylogenetic pro-
files for the Yeast genome [12]. The genome consists of 2465 genes, and each gene
is represented by an associated phylogenetic profile of length 24. The NBA data
set records career statistics for regular seasons by NBA players. Each player is
characterized by a set of 15 match statistics, e.g., scoring, rebound, turnover,
steal, etc. This data set is part of the basketball player data set, which is pub-
lished and maintained by databasebasketball.com.

4.3 Experiments

To answer the questions raised at the beginning of this section, we conducted
three comparative studies:

— The first experiment investigates the advantage of using a modified percep-
tron learning algorithm that ensures monotonicity. We compare results for
the standard perceptron algorithm (standard) with those for the modified
one (monotone). For both variants, we use an ensemble of size m = 10 and
non-active learning.

— The second experiment investigates the advantage of using an ensemble of
models instead of a single model. Here, we compare the results obtained by
training a single perceptron (single) with those of an ensemble of size m = 10
(ensemble). For both variants, we use monotone, non-active learning.

— Finally, we investigate the improvements due to our active learning strategy.
To this end, we compare the active-learning strategyﬁ (active) as described
in Section Bl with the random strategy (random) that simply selects triplets
(a,b,c) € CB at random.

In all experiments, we derived quality measures for different numbers of train-
ing data, ranging from 10 to 100. In a single experiment, we randomly generated
a weight vector w (uniformly in [0, 1]¢) as the ground truth. A fixed number
of training examples was then generated according to this vector, either by se-
lecting triplets (a,b,c) at random or by using the active learning strategy. A
model is then learned on this data. To evaluate its quality, a query is generated
at random, and the ranking predicted for this query is compared to the true
ranking; this is done repeatedly and results are averaged.

3 Initialized with 10 randomly chosen triplets.
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Fig. 2. Monotone vs. non-monotone learning: Experimental results in terms of rank
correlation, recall, and position error as a function of the number of training examples
(x-axis). Data sets from top to bottom: Iris, NBA, UNI, Wine, Yeast.
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Fig. 3. Single vs. ensemble learning: Experimental results in terms of rank correlation,
recall, and position error as a function of the number of training examples (x-axis).
Data sets from top to bottom: Iris, NBA, UNI, Wine, Yeast.
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Fig. 4. Active vs. non-active learning: Experimental results in terms of rank correlation,
recall, and position error as a function of the number of training examples (x-axis).
Data sets from top to bottom: Iris, NBA, UNI, Wine, Yeast.
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Figures @ [Bl and @ show the results in terms of mean values and standard
deviations obtained from 100 repetitions. As can clearly be seen from the learning
curves in these figures, our approach to learning distance functions is indeed quite
effective, and all its extensions do obviously pay off. This is especially true for
the incorporation of the monotonicity constraint and the active learning strategy,
where the learning curves show a visible improvement. The ensemble effect, on
the other hand, yields only a slight improvement (the learning curves are often
very close) which is, nevertheless, still statistically significant.

5 Extensions

The linearity assumption underlying model () is of course not always justified
in practice. Instead, the aggregation () may be a nonlinear operator, and the
classification examples & = T'(a, b, ¢) created by triplets of cases (cf. Fig. ) will
no longer be linearly separable. As our idea of transforming the distance learning
problem into a classification problem, as outlined in Section Bl strongly exploits
the linearity of (B]), one may wonder whether this approach can be extended to
the nonlinear case. Indeed, there are different options for such an extension, two
of which will be sketched in this section.

5.1 Kernel-Based Learning

First, it is important to note that our transformation only exploits the linearity
in the coefficients w;, not the linearity in the local distances. Therefore, the
approach can easily be extended to linear combinations of arbitrary functions of
the local distances. An especially important example is a model which is, in a
similar form, often used in fields like statistics and economics:

sz (a,b) —|—ZZUJ” 8;(a,b). (10)

=1 j=1

The terms 6;(a, b)é;(a,b), which are called interaction terms, enable the mod-
eling of interdependencies between different local distances.

It is noticeable that (I0) is closely related to the transformation induced by a
quadratic kernel (z, ') — (z,2’)? in kernel-based learning. More generally, ()
is actually equivalent to (B) when looking at the local distances ¢; as features.
Indeed, both models are special cases of the representation

A(a,b) = v-¢(d Zve ¢e(d(a,b)), (11)

where d(a,b) = (61(a,b)...04(a,b)), and the ¢, are properties of this vector of
local distances. This provides the basis for “kernelizing” our approach. Without
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going into technical detail, we just mention that finding a model with maximal
(soft) margin then comes down to solving a quadratic program defined as follows:

. v-(¢(d(a,c)) — ¢(d(a,b))) =1 - &
1315?2||v||+0 Z & st {5120 ,
(ai,bi,c;)
where the (a;, b;, ¢;) are the training examples and C' is a regularization param-
eter. Eventually, this leads to learning a model that can be represented as

Aa,b) = Zai (K(d(a,b),d(a;,c;)) — K(d(a,b),d(a;,b;))),

where K (+) is the kernel associated with the feature map ¢(-).

5.2 Nonlinear Classification and Sorting

Our original model as well as the extension (I0]) establish a one-to-one corre-
spondence between the distance function A(-) and the model for the induced
classification problem. In fact, there is even a one-to-one correspondence be-
tween the parameters of A(-) and the parameters of the corresponding (linear)
classifier. A second extension is based on the observation that such a one-to-one
correspondence, even if desirable, is in principle not needed.

Suppose we train a possibly nonlinear classifier C'(-) that separates the classi-
fication examples induced by the similarity constraints given. From this model,
it is perhaps not possible to recover the distance function A(-) in explicit form.
Still, given a query case g and any pair of cases a,b € CB, the classifier C(-)
can answer the question whether a or b is more similar to q: In the first case
C(x) = +1, while in the second case C(x) = —1, where = T(q,a,b). As
this information is a sufficient prerequisite for applying a sorting algorithm, it
is, in principle, again possible to order the case base for the query g. Such an
algorithm cannot be applied directly, however, as a non-perfect classifier may
produce non-transitive preferences. Yet, there are “noise-tolerant” ranking algo-
rithms that can handle non-transitive preferences and yield good approximations
to a true ranking [13].

6 Related Work

The learning and adaptation of similarity or distance measures has received
considerable attention is CBR and related fields. In particular, the work of Stahl
[T4UT52IT6] shares a number of commonalities with ours. In fact, the problem
considered in [I4] is basically the same, namely to learn the weights in a linear
combination of local similarity functions. However, the setting of the learning
problem is quite different, just like the learning method itself. Stahl [14] applies
a conventional gradient descent algorithm to minimize an “average similarity
error”. To obtain this error, he assumes the availability of a “similarity teacher”
who, given a query case, is able to provide feedback in the form of a ranking of a
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subset of cases of the case base. In [1I7], Stahl and Gabel also address the problem
of learning local similarity measures. They propose evolutationary optimization
techniques as an approach to adaptation.

Methods for feature weighing and selection have also been studied by many
other authors, especially in the context of k-NN classification [TSTOR2012T122].
In an early work, Wettschereck and Aha have proposed a general framework
for comparing feature weighting methods [23]. They distinguish such methods
along five dimensions, namely feedback, weight space, representation, generality,
and knowledge. More recent methods for feature weighing can also be found in
machine learning research [241/25].

Finally, problems related to feature weighing, selection, and aggregation are of
course also studied outside CBR and machine learning research, for example in
fields like decision making and information fusion (e.g. [26]). A complete review
of the literature, however, is beyond the scope of this paper.

7 Summary and Conclusions

To support the specification of similarity (distance) measures in CBR, we have
proposed a machine learning algorithm that proceeds from predefined local dis-
tance functions and learns how to combine these functions into a global measure.
The algorithm is quite user-friendly in the sense that it only assumes qualitative
feedback in the form of similarity comparisons: Case a is more similar to b than
to c. First experiments have yielded promising results, showing that the algo-
rithm is effective and, moreover, that its special features (monotonicity, ensemble
learning, active selection of examples) lead to increased performance.

Apart from technical aspects, we consider the general idea of the approach as
especially interesting, as it allows one to reduce the problem of distance learn-
ing to a conventional classification problem. Thus, distance learning becomes
amenable to a large repertoire of existing and well-understood algorithms. In this
regard, we are currently elaborating on several extensions of our basic model,
such as those outlined in Section
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Abstract. Conservative adaptation consists in a minimal change on a
source case to be consistent with the target case, given the domain knowl-
edge. It has been formalised in a previous work thanks to the AGM theory
of belief revision applied to propositional logic. However, this formalism
is rarely used in case-based reasoning systems. In this paper, conserva-
tive adaptation is extended to a more general representation framework,
that includes also attribute-value formalisms. In this framework, a case
is a class of case instances, which are elements of a metric space. Con-
servative adaptation is formalised in this framework and is extended
to a-conservative adaptation, that relaxes the conservativeness. These
approaches to adaptation in a metric space transform adaptation prob-
lems to well-formulated optimization problems. A running example in
the cooking domain is used to illustrate the notions that are introduced.

Keywords: adaptation, belief revision, conservative adaptation, case
representation, metric spaces.

1 Introduction

Adaptation is an issue of CBR (case-based reasoning [I]) that still deserves a
big amount of research. Conservative adaptation is an approach to adaptation
that consists in a minimal change on a source case to be consistent with the
target case, given the domain knowledge. It has been formalised in a previous
work thanks to the AGM theory of belief revision applied to propositionnal logic
(PL).

However, PL is rarely used in CBR systems. In this paper, conservative adap-
tation is extended to the general representation framework of “metric space
formalisms”, that includes PL and also attribute-value formalisms (which are
widely used in CBR [2]).

Section @is a reminder about adaptation in CBR and introduces the running
example in the cooking domain used throughout the paper. Section [3] presents
the metric space formalisms. Section Hl formalises conservative adaptation in
these formalisms. This approach to adaptation can be extended by relaxing the
conservativeness: this is the a-conservative adaptation, presented and studied in
section [0l Finally, section [0l concludes the paper and draws some future work.

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 135-[I49] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Adaptation in Case-Based Reasoning

2.1 Principles of CBR and of Adaptation in CBR

Case-Based Reasoning (CBR) is a reasoning paradigm using cases, where a case
encodes a particular piece of experience. The aim of a CBR system is to complete
a target case Target for which some information is missing. To do so, a case base
is assumed to be available. A case base is a finite set of cases, called the source
cases. The application of CBR on a target case Target consists in two main
steps:

— Retrieval of a source case Source from the case base, similar to Target.
— Adaptation, that consists in completing Target into Target-completed from
Source.

Target-completed might still have to be completed. If so, it is used as a new tar-
get case for a new CBR session. Therefore several source cases may be involved
in the final completion of Target.

Much work has been done on retrieval, but adaptation still needs investiga-
tion work. In most CBR implementations, adaptation is either basic or domain
specific. The purpose of this paper is to present a general method for adaptation
based on the principle of minimal change.

2.2 An Adaptation Example

Cooking provides many case-based reasoning examples, a recipe book is indeed
a kind of case base. For simplicity, the focus is put on ingredients rather than
on preparation, a problem consists in requirements on ingredients and portions,
a solution is a recipe satisfying these requirements, i.e. an ingredient list and a
text of instructions.

Léon wants to cook a fruit pie for six persons but he only has pears at disposal
(and thus, no apple). He finds an apple pie recipe for four servings but no pear
pie recipe. This can be formulated as a CBR adaptation problem:

Target = a requested recipe for a 6 portion pie with pears and no other fruit.
Source = a 4 portion apple pie recipe with 2 apples, 40 grams of sugar, and
120 grams of pastry as ingredients.

It is quite natural for Léon to think of the following adaptation which can
be split into two steps: a substitution of apples by pears and an increase by
half of the amount of each ingredient. These two adaptation steps involve dif-
ferent pieces of knowledge. The first one involves similarity between apples and
pears. The second one is the following principle: the amount of ingredients is
proportional to the number of portions.

In addition to this adaptation knowledge, some more knowledge is needed.
The amount of apples and pears is expressed in number of fruits, however the
relevant quantity here is their mass, thus the average mass per apple and pear
is needed, say 120 grams for an apple and 100 grams for a pear. Moreover, to
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preserve the pie sweet, the amount of added sugar should be adjusted so as to
compensate the different sweet amount contained in apples and pears —say 13
grams per pear and 14 grams per apple.

Knowing all this, from the source recipe Léon should infer he needs the fol-
lowing ingredients for his fruit pie:

— 3 or 4 pears as these values make the variation of fruit mass per person
| 120%% — 199%% | minimal (for x: a natural integer).

— 50 grams of sugar (resp., 63 grams ) if 4 pears (resp., 3 pears) were used , as
it makes the variation of sweet mass per person ‘40+3X14 — ””+46X 13’ (resp.,
| 40214 _ @ +3x33|) minimal (for 2: a real number).

— 180 grams of pastry as it makes the variation of pastry mass per person
|20 — 7| minimal (for 2: a real number).

3 Metric Space Formalism for Case and Domain
Knowledge Representation

3.1 Background

Definition 1. A similarity measure on a set U is a mapping S from U x U to
[0,1] such that:

for all z,y e U S(z,y)=1 iff z=y
The notation S is extended on y € U and A,B CU:

S(A,y) =sup S(z,y)  S(A,B)= sup S(z,9) (1)
T€EA z€A,yeB

with the following convention: S(0,y) = S(A,0) = S(, B) = 0.

A similarity measure S can be defined from a mapping d : U x U — Ry
satisfying the separation postulate of metrics —for all z,y € U d(z,y) = 0 iff
x = y— by the relation{l

for all z,y € U S(xz,y) = e~ @) (2)

3.2 Case Representation

Cases are assumed to be represented by concepts of a concept language Lc
where a concept C' is interpreted by a subset Ext(C') of a set U (the “universe

! Any mapping f : Ry — [0, 1] continuous, strictly decreasing and such that f(0) = 1

and limy— 1o f(z) = 0 can be used instead of x — e~ *. For instance, f(x) = Hl_z is
often chosen in CBR. This choice was made for simplifications (see further). And,
as the values do not have any relevance but through comparisons by <, this choice

has no other effect than simplicity.
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of discourse”). L¢ is supposed to be closed under negation, conjunction and the
unary operators G° for o € [0, 1]:

ifC,D e Le then -C, CAD, G°(C) € Lc
CV D isdefined by —(—=C A-D)

Moreover L¢ is assumed to contain T and L. The semantics is given by the
mapping Ext from Lo to 24 (the subsets of U) satisfying:

Ext(T)=U Ext(C' A D) = Ext(C) NExt(D)
Ext(L)=10 Ext(C VvV D) = Ext(C) UExt(D)
Ext(-C) =U \ Ext(C) Ext(G(C)) ={z e U | S(Ext(C),x) > o}

Definition 2. A model of C € L¢ is, by definition, an element of Ext(C). The
consequence £ and equivalence = relations on Lo are defined by:

CED if Ezt(C)C Ezt(D)
C=D if Ezt(C)=Ezt(D)

A concept C € L¢ is satisfiable if Ezt(C) # 0, i.e. C ¥ L. For A € 2°¢ and
C e Lo, AEC means that if v € U is a model of each D € A, then it is a model
of C. If C,C1,Cy € Lo, Cr=c Co if CNCL = C NCo: =¢ is the equivalence
modulo C.

In this paper, F (and thus, =) are supposed to be computable: there is a program
taking as inputs two concepts C' and D and giving in finite time a boolean value
that is equal to True iff C'E D.

The following notations are introduced for the sake of simplicity:

S(C,z) = S(Ext(C),z)  S(C,D) = S(Ext(C),Ext(D)) (3)
£ ={Ext(C) | C € Lc} (Thus, £ C24) (4)

3.3 Domain Knowledge Representation

Domain knowledge is about properties that can be inferred on cases. By contrast
with adaptation knowledge that is about comparisons between cases, it is static,
i.e. it applies to cases by their own. In the cooking example, the amount of
fruit is inferred from the amount of apples and pears in the recipe. From the
interpretation point of view, the domain knowledge comes to the restriction of
the extension space, some interpretations are not licit. So, like cases, it can be
represented by a concept DK provided that the language L¢ is expressive enough,
which is assumed. Thus, DK € L¢.

3.4 Attribute-Value Representation

Many CBR systems rely on attribute-values representation of cases. The formal-
ism presented below is a general attribute-value representation formalism that
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specialises the (very) general framework presented above. In this formalism I/ is
assumed to be a Cartesian product:

U=V xVax...xV,

where V; are “simple values” spaces, i.e. either R (the real numbers), R, (the pos-
itive or null real numbers), Z (the integers), N (the natural integers), B = {True,
False}, or another enumerated set given in extension (“enumerated type”).

For i € {1,...,n}, the attribute a; is the projection along the i*" coordinate:

;i (T1, T,y o Tiy ooy Tp) = T4 (5)

The language L is made of expressions with boolean values on the formal
parameters ay, az, . . ., a,: C = P(ay,as,...,a,). The extension of such a concept

C is:

Ext(C) ={z €U | P(ai(x),az(x),...,an(x)) = True}
= {(z1,22,...,2,) €U | P(x1,22,...,2,) = True}

L is still considered as closed for negation and conjunction.

3.5 Propositional Logic as a Kind of Attribute-Value Representation

The set of formulas on propositional variables p1,...,p, (n € N) can be put
under the attribute-value representation with ¢4/ = B™. Indeed, to a propositional
logic formula f on p1,...,ps, can be associated the mapping Py : B® — B such
that, for an interpretation I of the variables pi,...,p,, I is a model of f iff
Pi(I(p1),I(p2),...,I(pn)) = True. Reciprocally, to a mapping P : B — B
it can be associated a formula f unique modulo logical equivalence such that
P = Py.

For example, to f = a A —(bV —c¢) is associated Py : (z,y,z) € B® —
P(z,y,z) = and(z,not(or(y,not(z)))).

For I e U, i € {1,...,n} and f a propositional formula on py,...,p,, let
a;(I) = I(p;) and Ext(f) = {x € U | Pr(a1(z),a2(z),...,an(x)) = True}. The
following equivalence identifies the obtained semantics with the propositional
logic semantics: I is a model of f iff I € Ext(f). This justifies the use of sec-
tion [3] formalism in section Ml to generalise conservative adaptation defined on
propositional logic in [3].

3.6 Formalisation of the Cooking Example Adaptation Problem

The section example can be formalised as follows. The following attributes
are introduced:

— a1 = servings for the number of servings the recipe is meant to, V3 =

N\ {0}
— as = sweet for the total amount of sweet (in equivalent saccharose grams),
‘/2 = R+.
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— ag = sugar for the amount of saccharose, in grams, V3 =R.

— a4 = pastry-mass for the amount of pastry, in grams, V4 = R.
— as = fruit-mass for the amount of fruits, in grams, V5 = R,..
— ag = apples-nb for the number of apples, V5 = N.

— a7 = pears-nb for the number of pears, V7 = N.

The space is then & = (N\ {0}) x Ry x Ry x Ry x Ry x N x N. The attributes
sugar, pastry-mass, apples-nb, and pears-nb correspond to the possible in-
gredients that can be used in the recipes. The values corresponding to the at-
tributes sweet and fruit-mass are deduced from the values of the “ingredient”
attributes and from the domain knowledge DK: the amount of fruits is the sum of
apple and pear masses, similarly, the sweet is equal to the sugar plus the sweet
contained in apples and pears:

DK = (sweet = sugar + 14 X apples-nb + 13 X pears-nb)
A (fruit-mass = 120 x apples-nb+ 100 X pears-nb)

The source case, an apple pie for four servings, is represented by the concept

Source stating the number of servings and the amount of each ingredient:
Source =(servings = 4) A (pastry-mass = 120) A (sugar = 40)
A (apples-nb = 2) A (pears-nb = 0)

The target case, a pie for six servings, is represented by the concept
Target stating the number of servings, the fact that no apple is available, and

the fact that some fruit is required:

Target = (servings = 6) A (apples-nb = 0) A (fruit-mass > 0).

4 Conservative Adaptation in Metric Space Formalisms

4.1 Belief Revision

The belief revision theory aims at establishing how to incorporate new informa-
tion into previous beliefs that can be inconsistent with this new information, i.e.
to define an operator o on beliefs such that if D is the new information to be
added to prior beliefs C, then the resulting beliefs should be C' o D. Require-
ments for a revision operator have been formalised in the AGM postulates [4].
In [5], Katsuno and Mendelzon give the following postulates which are equivalent
to AGM postulates —they prove the equivalence in propositional logic but their
demonstration is still valid in the formalism of section [3.1}

(R1) CoDED
R2) if C A D issatisfiable then CoD=CAD
3) if D issatisfiable then C o D too

Basic postulates (R3)
(R4) if C=C"and D=D" then CoD=C"oD'
(R5)
(R6)

;U/—\

R5) (CoD)AFECo(DAF)
R6) if (C o D) A F is satisfiable
then Co(DAF)E(CoD)AF

Minimality postulates
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The postulate (R1) means that the new knowledge D must be kept, (R2) means
that if C' and D are compatible, then both should be kept. (R3) means that
C' o D must be consistent whenever D is, (R4) states the irrelevance of syntax
principle. (R5) and (R6) are less intuitive, according to [5], they express the
minimality of change.

These postulates are not constructive and do not prove the existence nor the
unicity of such a revision operator. However, provided a similarity measure S is
given on U, a candidate o for being a revision operator is defined by C' o D
where C' and D are concepts and X' = S(C, D):

Co®D=G¥(C)AND (6)
In terms of interpretations, this means that:
Ext(C o® D) = {z € Ext(D)|S(C,z) > S(C, D)} (7)
The models of C' 0¥ D are the models of D which are the most similar to C.

Proposition 1. (i) o° satisfies postulates (R1), (R4), (R5), and (R6).
(ii) The postulate C A D E C o D, weaker than (R2), is satisfied by o®.
(i4i) oS satisfies (R2) iff for all A€ & and x €U:

S(A,x) =1 implies v € A (8)
(iv) o satisfies (R3) iff for all A, B € € with B # 0):
if S(A,B) = X then there is x € B such that S(A,z) = X (9)

The proof of this proposition is given in appendix [Bl

4.2 Conservative Adaptation

Conservative adaptation consists in completing Target by a minimal change on
Source.

In [3], conservative adaptation is defined for CBR systems where each case
is assumed to be decomposable in a fixed manner in a problem part and a solu-
tion part, both expressed in propositional logic. Below, conservative adaptation
is formalised in the more general framework of this paper. Given a target case
Target, a source case Source, and domain knowledge DK, conservative adapta-
tion returns Target-completed such that:

(DK A Source) o (DK A Target) =px Target-completed (10)

Therefore, conservative adaptation depends on the chosen revision operator
o. Consider Katsuno and Mendelzon postulates meaning from the conservative
adaptation point of view:

(R1) means that, modulo DK, Target-completed specialises Target, and thus,
conservative adaptation realises a completion.
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(R2) means that if Source is not incompatible with Target modulo DK, then it
completes Target correctly and Target-completed =px Source A Target.
(R3) is a success guarantee, if Source is consistent modulo DK, then conservative
adaptation returns Target-completed which is consistent with DK too
(R4) means that conservative adaptation satisfies the irrelevance of syntax prin-

ciple.
(R5) and (R6) mean that the adaptation from Source should be minimal, it
consists in a minimal change on Source to be consistent with Target.

Proposition[Ilstates that postulates (R2) and (R3) are only satisfied if some con-
ditions on d are satisfied. The non satisfaction of (R2) is not really a problem,
interpretations with a similarity of 1 to the original belief can arguably be in-
cluded in the extension of the revision. The non satisfaction of postulate (R3) is
more problematic, no solution can be found, not because Source is too different
to Target —(R3) can even be contradicted with S(Source, Target) = 1— but
because the similarity condition is too restrictive, the inferior boundary in the
definition of S on subsets () may not be reached. This concern leads to the
study of a-conservative adaptation in section

4.3 Conservative Adaptation in the Cooking Example

In the cooking example formalisation (section B.0]) the source and target cases
and the domain knowledge have been formalised. However, conservative adap-
tation also depends on a revision operator which is chosen here to be of the (@)
kind where the similarity measure S is defined from a mapping d as in [@)). d is
taken under the form:

7

i=1
where w; > 0 are weights and d; : U x U — R, are defined as follows, for
x=(x1,...,27) and y = (y1,...,y7):

Yi T

d1($7y):|y1_x1‘7 foriE{Q,...,7}, dl($7y):
Yy 21

The choice of dy to d7 expresses proportionality knowledge: the quantity of each
product is to be considered relatively to the number of servings —2 apples for
4 servings and 3 apples for 6 servings correspond to the same amount of apples
per serving.

The conservative adaptation built upon S gives a concept Target-completed
from the source case Source and a target case Target satisfying:

(DK A Source) o° (DK A Target) =p Target-completed

2 Note that the condition “Source is consistent with DK” should always be true: when
adding a case Source to the case base, the consistency test DK A Source ¥ L should
be done. Indeed, since we adhere to the irrelevance of syntax principle, a source case
that is inconsistent with domain knowledge is useless.
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According to (), its extension is equal to:
Ext(Target-completed)
= {x € Ext(DK A Target) | S(DK A Source, ) is maximal}
= {x € Ext(DK A Target) | d(DK A Source, ) is minimal}
Therefore, at this point, conservative adaptation is reduced to an optimisation
problem. The way this specific optimisation problem is solved is presented in
appendix [Al However, the choice of w; values could not be completely justified,
in particular two sets of weights are proposed for which conservative adaptation
results are respectively Target-completed and Target-completed’:
Target-completed=pk(servings = 6)A(pastry-mass = 180) A (sugar = 50)
A (apples-nb = 0) A (pears-nb = 4)
Target-completed’ =pk(servings = 6)A(pastry-mass = 180) A (sugar = 63)
A (apples-nb = 0) A (pears-nb = 3)
In the following, the values set corresponding to Target-completed is chosen.
However, the distance difference with DK A Source is small:

1
d(DK A Source, Target-completed) = 20 + 6(10 +40+10x3+10x4) =40

1
6

It may be interesting to include both in the result. Indeed, the adaptation process
presented in section is exactly Target-completed V Target-completed’.
This can be done thanks to a-conservative adaptation.

d(DK A Source, Target-completed’)=20+ (3 +60+ 10 x 3+ 10 x 3) =40.5

5 «a-Conservative Adaptation: A Less Conservative
Adaptation

Keeping only the models of Target closest to those of Source can be too re-
strictive, in particular when (R3) is not satisfied, the conservative adaptation
result is not satisfiable. Some flexibility in what is meant by “closest to Source”
is needed. For instance as the similarity difference between four and five pears is
small, both possibilities could be proposed to Léon letting him choose whether
he would rather have more or less fruits on his pie. To do so, a flexibility is intro-
duced in the revision operator conservative adaptation stands on, a stretchable
margin is added in the extension delimitation. This has also the merit to reduce
the sensitivity of the adaptation on some parameters of the similarity measure
(such as the weights w;).

5.1 «-Revision

Definition 3. Given a similarity measure S, a € [0,1], and C,D € L¢, the
a-revision of C' by D is C oS D defined as follows where X = S(C, D):

C oS D=G**(C)AND
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which entails that
Ext(C of D) = {x € Ext(D)|S(C,z) > ¥ x a}
Proposition 2. Of:os, and for all1>a > (3> 0:
Co®D=Cof DECOS DECOi DECof D=D
Moreover, for o < 1, oS satisfies postulates (R1), (R3), (R4), and (R5).

A proof of this proposition is given in appendix [Bl

However, if 0¥ does not satisfy (R2), then for any a € [0, 1], 05 neither does.
The fact that, for a < 1, o5 may not satisfy postulate (R6) is not surprising as
the minimality criteria is loosened in a-revision.

5.2 «a-Conservative Adaptation

The a-conservative adaptation is defined from a-revision as conservative adap-
tation has been from revision. Given a target case Target, a source case Source,
and domain knowledge DK, the a-conservative adaptation returns
Target-completed, such that:

(DK A Source) oS (DK A Target) =p Target-completed, (11)
From proposition [2 it comes that, for all 1 > a > 8> 0:

Target-completed = Target-completed, F Target-completed,
= Target-completedy F Target-completed, = Target.

5.3 «a-Conservative Adaptation in the Cooking Example

In example 3] given DK and apples-nb = 0, three parameters fully deter-
mine a model of Target: pears-nb, sugar, pastry-mass. In Target-completed,
these parameters are fixed to precise values (pastry-mass = 180, sugar = 50,
and pears-nb = 4). For @ < 1, Target-completed, is less restrictive than
Target-completed, and leaves some freedom in the parameter values. The rep-
resentation of Target-completed, needs 3D. Figure [Il represents cuts of its
extension by the plane corresponding to the pair (sugar,pastry-mass), for
pears-nb = 4 and pears-nb = 3. A point (z,y) of the graph pears-nb = k
is in the zone corresponding to « iff (servings = 6) A (pastry-mass = y) A
(sugar = ) A (apples-nb = 0) A (pears-mb = k) is a model of
Target-completed,.

For instance, with a = e~%®, the possible values for pears-nb, sugar, and
pastry-mass are: pears-nb = 3, sugar = 63, and pastry-mass = 180; or
pears-nb = 4 and any values for sugar and pastry-mass in the corresponding
zone of the left graph. In particular Target-completed’ F Target-completed,.
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pears—-nb=4 pears—-nb=3

a =1 zone is empty

Sugar

Fig. 1. Possible values for sugar and pastry-mass with pears-nb = 4 (left) and
pears-nb = 3 (right). The graphs were made with Scilab [6].

6 Conclusion

The adaptation phase in CBR still lacks some formal definition. Conservative
adaptation and its extensions can be considered as attempts of defining, at a se-
mantic level, some approaches of adaptation based on revision operators. These
latters may satisfy or not some of the AGM postulates, which has consequences
on the properties of the adaptation function. A general question can be raised:
What are the adaptation approaches that can be covered by (more or less) con-
servative adaptation? In [3], an answer is given in propositional logic. In the
current paper, conservative adaptation is considered in the general framework
of metric spaces.

Given a revision operator defined from a similarity measure .S, conservative
adaptation reduces the problem of adaptation to a problem of optimisation —
determine the z € U which maximise the function y — S(DK A Source, y) with
the constraint = € Ext(DK A Target). The associated a-conservative adaptation
is a relaxation of this optimisation problem —determine the = € U such that
S(DK A Source, ) > a X SUDycpyprarger S (DK A Source,y)— and is reduced to
constraint programming problem. Powerful optimisation and constraint solvers
as [7] could be used to solve large adaptation problems.

A prospect is to define fuzzy conservative adaptation that from a Source con-
cept and Target concept would return a fuzzy concept Target-completed (an
expression to be interpreted as a fuzzy subset Ext(Target-completed) of U).
The a-conservative adaptation is a first step towards it: from the parametered
answer Target-completed, can be built a fuzzy concept since a fuzzy set can be
built from a-cuts [§]. However, in section [5] Source and Target are assumed to
be classical concepts which prevents Target-completed to be further completed
or retained as a new source case of the case base. The extension of fuzzy conser-
vative adaptation to fuzzy concepts Source and Target is therefore a necessity
for its coherence.

Another investigation direction is the construction of similarity measures
so as to express adaptation rules, i.e. such that rule-based adaptation gives a
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result equivalent with conservative adaptation based on a similarity measure S.
The obtained adaptation operators should be then compared to other formally
defined adaptation approaches as, for example, the one presented in [9].

The implementation of a case-based reasoner based on conservative adaptation
is a third objective. The previous concern is intended to make this reasoner
as general as possible, applying the different adaptation rules that could be
expressed under a similarity measure form. The claim is that such a reasoner
could substitute many others as generalising them. This CBR reasoner should
be applicable to a complex application, such as the one raised by the computer
cooking contest (which explains, a posteriori, the choice of an example in the
cooking domain).
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A Fruit Pie Adaptation Example Resolution

The minima of = + d(DK A Source,z) have to be found upon
Ext(DK A Target). However, some d; are constant here, which simplifies the
minima search, for all x € Ext(DK A Target), with the “(x)” dropped from the
attributes:

dy (DK A Source, z) = |servings — 4| = 2
pastry-mass 120
6 4
apples-nb 2 1
6 4‘ -

d4(DK A Source, x) =

-

ds(DK A Source, x) =
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Indeed, servings = 6, apples—nb = 0, and pastry-mass has no constraint and
can be taken equal to 180. What remains to be minimised is:

1
w
6 2

+w5|100 x pears-nb — 360| + wy X pears—nb)

6
sugar + 13 X pears-nb — 4 X 68‘ + ws|sugar — 60|

which is a sum of affine per parts functions with two parameters. Minima can be
searched one parameter at a time. First, let us focus on sugar, pears-nb being
taken as constant. The value of sugar should be a minimum of the function
x +— wa|z — (102 — 13 X pears-nb)| + ws|z — 60|, i.e.:

— If wy > w3 then sugar = 102 —13 X pears-nb and the sweet mass per person
is preserved.

— If wy < ws then sugar = 60 the sugar mass per person is preserved.

— If wy = ws, any value between 60 and 102 — 13 X pears-nb can be given to
sugar.

It is assumed that the preservation of sweet is to be preferred to the preservation
of sugar —sugar is used in cooking to adjust the sweet taste. Therefore wy > ws.
What remains to be minimised is then:

w3 |(42 — 13 x pears-nb)| + ws |100 x pears-nb — 360| + w7 X pears-nb

As previously, some relative importance relation between term considerations
reduce the set of alternatives to explore. fruit-mass preservation is more impor-
tant than pears-nb’s, thus 100 x ws > wr, 100 being the average pear mass: this
coefficient is used in the inequality for normalisation. 2 — w;|100x — 360| + wrx

decreases for z < 5238 = 3.6, and increases for z > 3.6. x — w3|42 — 13z also
decreases for z < 15 ~3.23 and then increases. As both decrease before 3 and

increase after 4, the minima is then reached for pears-nb = 3 or 4:

— For pears-nb = 4, the term value is w3 X 10 + w5 x 40 + w7 X 4.
— For pears-nb = 3, the term value is w3 X 3 + w5 x 60 + wy x 3.

Which one is minimal depends on the sign of 20 X ws — 7 X w3 — wy. The previous
considerations cannot help to determine it, consider the following two sets of w;:

—wy =10, we =5, w3 =1, wy =1, ws = 1, wg = wy = 10, the constraints
wo > ws and 100 X ws > wy are satisfied and 20 X ws — 7 X w3z — w7 > 0.
The minima of x — d(DK A Source, x) with 2 € Ext(Target) is then reduced
to the single tuple z = (6,102, 50, 180,400, 0, 4).

—wy = 10, we =5, wz3 = 2, wy = 1, wy = 1, wg = wy = 10, as before
wo > ws and 100 X ws > w7 but now 20 X ws — 7 X wyz — wy < 0. And
x +— d(DK A Source, z) with « € Ext(Target) minima is reduced to a single
tuple too: y = (6, 102,63, 180, 300, 0, 3).
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Unlike for the constraint wy > w3 any choice of values for the w; will not guar-
antee that sugar preservation will be given priority over pears-nb preservation
as in the first case or the opposite as in the second case, it depends on the case
attributes values. In this paper, the first set of weights is chosen and conservative
adaptation will return the concept Target-completed:

Target-completed =pk(servings = 6) A (pastry-mass = 180) A (sugar = 50)
A (apples-nb = 0) A (pears-nb = 4).

B Proofs
Proposition [
(i) (R1) is satisfied by construction of o®: C' 0¥ D = G¥(C) A D E D.
(R4): If ¢ = C" and D = D', then G¥(C) = G¥(C') so

CoD=G¥(C)AND=G*(C')AND' =C"° D'.

For (R5) and (R6), two cases are to be considered:
First case: (C'o® D) A F E L, (R5) and (R6) are automatically satisfied.
Second case: (C' o° D) A F ¥ L, then Ext((C o D)AF) # (). Let x €
Ext((C o D)AF). According to o° definition, since z € Ext(C o D):

S(C,z) =S(C,D)= sup S(C,u)> sup S(C,u)
u€Ext(D) uw€Ext(D)NExt(F)

> S(C,DAF)

However, according to (R1), Ext(C o® D) C Ext(D), so z € Ext(D A
F) and S(C,D A F) = supycpee(par) S(Cyu) > S(C,x), therefore
S(C,D) = S(C,D A F). And finally:

(CS DYNF =G CDCYANDANF =GSCPANYCYADAF
=C o (DAF) thus, (R5) and (R6) are satisfied.

(i) Satisfaction of CAD & C o D: the case CAD E L is trivial. Consider now
the case C A D ¥ L, let x be in Ext(C A D), x € Ext(C) thus S(C,z) =1
and so z € Ext(G'(C)AD) = Ext(C o D). This shows that Ext(C AD) C
Ext(C o® D) and thus C A D C o D.
(i) (B) implies (R2): Assume (S(4,z) = = € A), then for C € Lc,
G'(C) = C, indeed Ext(G'(C)) = {z € U | S(Ext(C),z) = 1} = C.
(R2) follows from this property: if C' A D is satisfiable, then Ext(C A
D) # @ and S(C,D) =1 (¥ =1), thus

Co"D=GYC)AND=CAD

(R2) implies (8]): Assume (R2) is satisfied, let A be in £, x in U, and
C in L such that Ext(C) = A. Assume S(A,z) = 1 > 0, from the
convention established in definition [ it follows that A # @), so A =
Ext(C) = Ext(C) NU = Ext(C) NExt(T) = Ext(C A T) # 0. (R2)
implies that C o T =C AT = C, thus z € Ext(C o° T) = Ext(C) =
A.and x € A.
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(iv) (@) implies (R3): Assume that (@) is satisfied, if D is satisfiable and
Y = S(C, D), then (@) implies that there is an z in Ext(D) such that
S(C,x) = X. Thus Ext(C o® D) # () and C o° D is satisfiable.

(R3) implies ([@)): Assume that (R3) is satisfied, let A and B be in &

with B # ), ¥ = S(A, B), and C and D in L¢ such that Ext(C) = A
and Ext(D) = B. D is satisfiable so, according to (R3), C' 0% D is
satisfiable too. However Ext(C o° D) = {z € B|S(A,z) = A}, it
follows that there is an x in B such that S(4,z) = X.

Proposition

— of=0%, indeed, for C and D in L with ¥ = S(C, D):

Co?! D=G""(C)ND=G"AND=Co"D

— Similarly, for C and D in Lo C of D = D, indeed Ext(G°(C)) = {z €
U|S(C,x) >0} =U, thus G°(C) = T. Let X = S(C, D),

Cof D=G*">*"ND=G(C)ND=TAD=D
— For @ and 8 such that 1 > a > >0, and C,D in Lo with ¥ = S(C, D):

Ext(G**(0)) ={zx clUU | S(C,z) > ¥ x a}
Cl{zeld|S(Cz)> X x [} =Ext(GZ*A(C))

Thus G¥**(C) E G¥*#(C) and

Cos D=G"**(C)NDEG"P(C)ND = C o} D.
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Abstract. A case-based reasoning system relies on different knowledge
containers, including cases and adaptation knowledge. The knowledge
acquisition that aims at enriching these containers for the purpose of
improving the accuracy of the CBR inference may take place during de-
sign, maintenance, and also on-line, during the use of the system. This
paper describes IAKA, an approach to on-line acquisition of cases and
adaptation knowledge based on interactions with an oracle (a kind of
“ideal expert”). TAKA exploits failures of the CBR inference: when such
a failure occurs, the system interacts with the oracle to repair the knowl-
edge base. IAKA-NF is a prototype for testing IAKA in the domain of
numerical functions with an automatic oracle. Two experiments show
how IAKA opportunistic knowledge acquisition improves the accuracy of
the CBR system inferences. The paper also discusses the possible links
between IAKA and other knowledge acquisition approaches.

1 Introduction

Case-based reasoning exploits knowledge, such as domain knowledge and adapta-
tion knowledge, to perform inferences on cases. The more complete and accurate
the knowledge is, the better the inferences are. Hence, building efficient knowl-
edge bases is of particular importance. The building of the knowledge base for
a CBR system is often done beforehand, during the design phase. However, in
order to make systems capable of evolving, the knowledge base has to evolve as
well, thus additional knowledge acquisition has to be possible during the system
use. In systems offering such a possibility, the acquired knowledge is reused in
further reasoning sessions to improve the solutions produced.

Several ways of performing knowledge acquisition have been explored in CBR
related research. Knowledge engineers and domain experts can collaborate to
model knowledge of the domain. This manual approach is efficient because it

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 150-[I64] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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allows the acquisition of relevant knowledge coming from the expert but it is
rather constrained by the availability of the expert and of the knowledge engi-
neer. Other approaches rely on the knowledge already available in the system
(often in the cases) to infer new knowledge, like adaptation rules. These ap-
proaches are efficient in the sense that they automate the acquisition process
but they produce a large amount of knowledge that has to be validated by an
expert. Moreover, this validation phase is performed off-line, out of a specific
context, thus it may be felt by an expert as an irksome task. Hybrid approaches,
such as TAKA, combine the reasoning capabilities of the system with interactions
with the expert to acquire missing knowledge in context.

Usually, knowledge acquisition approaches assume that the knowledge of the
system is organized in separate knowledge containers and that the reasoning
process is split into several distinct steps. These assumptions are helpful better
to understand CBR, but they do not reflect the reality. Actually, knowledge con-
tainers are closely interconnected (not to say identical) and the steps of the CBR
process contribute to the achievement of the same objective: problem solving.
The adaptation-guided retrieval principle [I] is a good illustration of this point:
adaptation knowledge is used to support retrieval, and retrieval and adaptation
steps contribute to the problem solving. This paper advocates a unified view of
CBR steps and knowledge containers. In IAKA, the CBR process is considered
as a whole and the knowledge acquisition process focuses on the knowledge of
the system: cases and adaptation knowledge are acquired at the same time.

This paper presents TAKA, an interactive and opportunistic approach for
knowledge acquisition in CBR. IAKA is interactive in so far as it exploits interac-
tions between the expert and the system during CBR sessions. Its opportunistic
aspect is due to the fact that reasoning failures trigger the acquisition process:
the system seizes this opportunity to identify missing knowledge and to acquire
it. One of the main advantages of this approach is that it focuses on knowledge
known to be needed, which constitutes a strong guidance for the knowledge ac-
quisition process and alleviates the effort required by the expert. In IAKA, cases
are adapted using adaptation knowledge. When a failure occurs, the applicability
of the adaptation knowledge for this case has to be questioned. The expert plays
two important roles: identifying the failure and correcting the faulty adaptation
knowledge. As the adaptation knowledge is corrected in the context of the case
being solved, it stays linked with the case. The case and its related adaptation
knowledge are then added to the knowledge base.

The remainder of this paper is organized as follows. Section[2lcompares several
approaches of knowledge acquisition in CBR. Then, section[3describes IAKA, a
set of principles for interactive knowledge acquisition in CBR systems which per-
form approximate reasoning (i.e when the aim is to find an approximate solution
for a problem). The modelling of the expert by an oracle is discussed. Formaliz-
ing the adaptation knowledge acquisition process is described and the classical
assumption of CBR—similar problems have similar solutions— is questioned.
Section Ml is dedicated to IAKA-NF, a prototypical CBR application implement-
ing the principles of IAKA in the numerical functions domain and describes two
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experiments. Section Bldiscusses the complementarity of the TAKA approach with
other knowledge approaches introduced in section 2l Finally, section [f] concludes
the paper and outlines some prospects for future work.

2 Knowledge Acquisition in CBR

It has long been argued that CBR was a solution to the knowledge acquisition
bottleneck in knowledge-based systems because it is easier to collect cases than
other pieces of knowledge. However, CBR only partly overcomes this problem
because it also requires substantial effort to acquire the knowledge involved in the
reasoning process. As with other knowledge-based systems, the implementation
of knowledge-intensive CBR systems has to cope with the knowledge acquisition
problem, and this issue has motivated significant research.

Adaptation-guided retrieval [II] aims at retrieving a prior case that is the
easiest to adapt, given the available adaptation knowledge. Thus the adaptation
step is central and adaptation knowledge plays a major role in CBR. For this
reason, several studies focus on adaptation knowledge acquisition to improve the
global quality of the system [9I2].

Knowledge acquisition takes place at different stages of the life cycle of a CBR
system. Initial knowledge acquisition can be done with experts who manually
model the domain knowledge, or with the assistance of automated learning meth-
ods. Such approaches are off-line in that they take place outside a CBR reasoning
cycle. Among off-line methods, machine-learning techniques have been used for
instance in [7]. In these methods, the case base is exploited to learn adapta-
tion rules. Adaptation rules are generated by examining the differences between
problems related to the differences between solutions. In the same vein, Craw et
al. experiment further with this method by applying learning algorithms, such
as C4.5, in the tablet formulation domain [3]. The CABAMAKA system uses a
knowledge discovery process to acquire adaptation knowledge [4]. Data mining
algorithms are applied to detect regularities which are candidates to become
adaptation rules. Adaptation rules are then validated by a domain expert. Off-
line methods have been successfully applied, nevertheless these methods do not
make it possible to acquire knowledge that is not yet in the cases.

On-line methods take advantage of a reasoning cycle to learn from a problem-
solving session. One of the first CBR systems, CHEF, a case-based planner in the
cooking domain, experimented learning from failures [6]. CHEF learns by storing
successfully adapted plans or repaired plans. When an adapted plan fails, CHEF
builds a causal explanation of the failure in order to anticipate a future simi-
lar problem. Hammond qualifies his approach as an incremental repair process
after a test or an execution: for a given problem, a first error-prone solution is
produced and further tested and repaired incrementally using a causal model.
CHEF differs in that it takes advantage of a failure to anticipate it in further
reasoning cycles. DIAL is a disaster response planning system that retrieves and
adapts prior similar past plans [I0]. Adaptation is performed with help either of
general adaptation rules, or of prior successful adaptation cases, or of the user.
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Adaptation is a combination of transformations combined with memory search
processes of knowledge required by the transformation. The adaptation effort is
stored and reused for an adaptation-guided retrieval approach. FRAKAS [I] is a
system for enriching domain knowledge when failures due to the incompleteness
of the knowledge base occur. When such a failure occurs, a knowledge acquisition
process involving the domain expert is triggered. Interactions with the expert
allow the system to add new knowledge to its knowledge base and to collect an
explanation of the failure. This knowledge is stored and reused to avoid the fail-
ure reoccurring in further reasoning. FRAKAS is an example of the opportunistic
knowledge acquisition approach in which new knowledge is acquired from outside
the system. Next section presents IAKA, a complementary approach to FRAKAS.

3 TIAKA: InterActive Knowledge Acquisition

TAKA is an approach to interactive knowledge acquisition in CBR systems that
produce approximate solutions. The main idea of the approach is to exploit
reasoning failures and their repairs to acquire cases and adaptation knowledge.
Indeed, the occurrence of a failure highlights the fact that knowledge is missing.
When correcting a failure, the required knowledge is added to the knowledge
base and is reused in the following reasoning sessions to improve the solutions.
The acquisition process is made possible thanks to an oracle that is capable of
correcting solutions and providing the necessary adaptation knowledge.

3.1 Definitions and Hypotheses

In this work, the notions of problem and solution are assumed to be well defined.
If pb is a problem (resp., sol is a solution), then pb (resp., sol) is an expression in
a knowledge representation formalism representing a problem (resp., a solution).
Ly, denotes the problem space and Lgo1 denotes the solution space. Moreover,
a binary relation on L, X L1 is assumed to exist with the semantics “has for
solution”. This relation is generally not completely known by the system, but
some of its instances are: they are the pairs (srce,Sol(srce)) € Lpp X Lgo1,
called source cases. The aim of the CBR process is to find a solution for the
target problem denoted tgt. ﬁ(tgt) is a candidate solution of tgt, i.e. the
solution produced by the CBR system.

In order to adapt the solution of a case, IAKA relies on adaptation knowledge
mainly composed of adaptation operators.

Definition 1 (Adaptation operator —AQ, = (r, A;))

An adaptation operator 40, is a pair (7, A,) where v is a binary relation between
problems (1 C Ly, X Lpy). Ay is an adaptation function:

if (srce, Sol(srce), tgt) € Loy X Loy X Ly and srce r tgt

then A.(srce, Sol(srce), tgt) is a candidate solution of srce.

Adaptation operators are organized in adaptation methods. An adaptation method
is linked to a source case.
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Definition 2 (Adaptation method —AM(srce))

The adaptation method AM(srce) associated with the case (srce, Sol(srce)) is a
finite set of adaptation operators A0, = (r, A,). An adaptation method may also
contain strategic knowledge for managing the adaptation operators.

The notions of adaptation operators and adaptation methods can be likened
respectively to adaptation specialists and adaptation strategies defined in [12].
The adaptation method is used to build a similarity path and an associated
adaptation path.

Definition 3 (Similarity path —SP)
A similarity path from a problem srce to a problem tgt is a set of q triples
(pb;_y, mi, pb;) with :

— pb, : ¢+ 1 problems;

— pby = srce and pb, = tgt;

— pb_y i pb; (fori € {1,...,q});

— 7 4s such that (7, Ay,) is an available adaptation operator.

P(srce, tgt) denotes the set of similarity paths that can be built from srce
to tgt.
The adaptation path is built after the similarity path.

Definition 4 (Adaptation path —AP)

The adaptation path AP associated to a similarity path SP is a set of q triples
(Sol(pb;_1), Ar,, Sol(pd;)) with :

— Sol(pby) = Sol(srce) and g\o/l(pbq) = Sol(tgt);

— Sol(pd;) = A, (pb;_y, Sol(pb;_y), pb;).

srce 1 pb, T2 pb, I3 tgt
Sol(srce) Sol(pb,) Sol(pb,) Sol(tgt)
Ty Arz r3

Fig. 1. A similarity path and the associated adaptation path

Figure[llshows an example of a similarity path and its adaptation path. In order
to choose between several similarity paths relating the same srce and tgt, the
notion of length of a similarity path is introduced. This notion relies on the
notion of estimated adaptation error.

Definition 5 (Adaptation error —e, and its estimation —¢,)

Each adaptation operator A0, introduces a numerical error e,., function of the
problems srce and tgt related by r: e.(srce, tgt) € Ry. This error is known
by the oracle but the system only knows an estimated value e.(srce, tgt) of it.
Moreover, e, is assumed to have the following property: e.(srce, tgt) = 0 if
srce = tgt.
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Definition 6 (Length of a similarity path —/(SP))

((8P) = Z e (pb;_y,pb;)

i=1

Finally, the distance from a problem to another one is defined as the length of
the shortest similarity path

Definition 7 (Distance between problems —dist(srce, tgt))
dist(srce, tgt) = min{l(SP) | SP € P(srce, tgt)}

Given these definitions, the retrieval process consists in building a similarity path,
and consequently an adaptation path, from srce to tgt that minimizes the length
£(SP) and the adaptation process consists in following the adaptation path.

Illustration of the Definitions. This example is given in a fictive domain
where problems consist of ordered pairs of shapes and solutions consist of single
shapes. Shapes have two properties: number of edges and color. It must be
remarked that there is no available rule allowing the computation of the solution
knowing the problem. Figure [ illustrates the concept of adaptation operator.
The candidate solution for the target problem (on the right) is obtained by
adaptation of the source case (on the left). The relation r between srce and tgt
means: to go from srce to tgt, a edge has to be added to the first shape of the
pair. Except this difference, all the relevant attributes of the shapes are identical.
To r is associated the adaptation function A, which meaning is: If there is one
more edge on the first shape of the target problem, then the source solution must
be adapted by adding one edge to it. Hence, ﬁ(tgt) is obtained by application
of A, on Sol(srce).

3.2 Mechanisms of the IAKA Approach

The key idea of TAKA is to exploit failures to acquire cases and adaptation
knowledge. In systems that produce approximate solutions, a failure occurs when
the distance between the solution of the system and the “ideal solution” is too
large. IAKA relies on the availability of an oracle which is able to say if a solution
is satisfactory or not, to correct a non-satisfactory solution and to give adaptation
operators for a case. Hence, the oracle is able to compute a distance between
solutions and to compare it to a tolerance threshold denoted by e (¢ > 0): if the
distance is larger than e, the solution is not satisfactory.

In CBR, the occurrence of a failure means that a piece of knowledge that was
used during adaptation has to be corrected or made precise. In the framework
of TAKA, adaptation methods, adaptation operators and adaptation errors may
be questioned.

! Technically, an inf should be used instead of a min: it is possible to find a series
of similarity paths (SPy), such that ¢(SP,,) > 0 and lim #(SP,) = 0. To avoid this

theoretical problem, it is assumed that the number ¢ of steps in a similarity path is
bounded by a constant (e.g., ¢ < 10'%°).
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srce r tgt
* — o

Sol(srce)  Ar Sol(tgt)

Fig. 2. An example of adaptation operator

A main advantage of the IAKA approach is that the different pieces of knowl-
edge (in particular, the adaptation operators) are separated and tested indepen-
dently thus enabling the faulty knowledge to be identified more easily. Indeed,
when a solution is not satisfactory, the adaptation operators involved are tested
by the oracle one after the other. If the oracle identifies a faulty adaptation
operator, it corrects it. The new piece of knowledge is added to the knowledge
base of the system and a new CBR cycle is performed in order to find a better
solution for the current problem. Adaptation operators are corrected and a new
CBR cycle is performed until a satisfactory solution is found.

Justification of the IAKA Approach. The CBR inference is based on the
following principle (see, e.g., [5]):

Similar problems have similar solutions. (CBR principle)

The similarity between problems is the knowledge of the retrieval step, often in
the form of a similarity measure or a distance between problems. The similarity
between solutions is linked with the adaptation: the higher the error caused by
adaptation is, the less the solutions are similar.

This principle can be replaced by its contraposition:

Dissimilar solutions solve dissimilar problems.

Therefore, a failure of the CBR inference indicates:

(a) Either that srce and tgt are not (enough) similar;
(b) Or a failure in the CBR principle.

The failure (a) can also be split into two sub-situations:

(al) There is no source case similar to the target problem;
(a2) There is at least a source case (srce’, Sol(srce’)) # (srce, Sol(srce)) that
is similar to tgt but it has not been retrieved.

Each of the failures of type (al), (a2), and (b) leads to a knowledge acquisition
from the oracle.

When a failure of type (al) occurs, the oracle may provide a new source case
(with its associated adaptation method), that is similar to the target problem
(for instance a case (tgt,Sol(tgt)) and an adaptation method AM(tgt)).
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When a failure of type (a2) occurs, this questions the similarity between prob-
lems that constitute the retrieval knowledge: (srce,Sol(srce)) is closer to tgt
than (srce’,Sol(srce’)) and it should be the contrary. With a similarity based
on the estimated adaptation errors, the interactions with the oracle should lead
to a modification of these estimated errors.

When a failure of type (b) occurs, the similar problems srce and tgt have
no similar solution. In other words, in a neighborhood of srce, the solution
varies in an irregular manner. This situation can be interpreted with the notion
of (dis)continuity of numerical functions f : R” — R. Indeed, if £, = R",
Lso1 = R, and Sol(pb) solves pb if f(pb) = Sol(pb), then the continuity of f is
defined intuitively with the CBR principle: if 27 is close to z then f(x1) is close
to f(x2). A type (b) failure means that there is a discontinuity close to srce.
The interactions with the oracle may be useful to better locate the discontinuity
points. It may occur that these discontinuity points involve a partition of the
problem space in several points. For example, if Ly, = R and 4 is a discontinuity
point highlighted by the oracle, then Ly, is partitioned in {]—o0, 4], {4}, |4, +o0[}.
This implies that two problems of two different parts of this partition should
never be considered as similar. With the previous example, 3.99 is dissimilar to
4.01. Therefore, the knowledge of this discontinuity point can be used as pieces
of retrieval knowledge.

This justification of the ITAKA approach based on the CBR principle and the
proximity of this principle to the notion of continuity suggest that it should
be tested in domains where continuity is well-defined. The numerical functions
constitute such domains. IAKA-NF', described in the following section, is a pro-
totype implementing TAKA with numerical functions.

4 IAKA-NF: A Prototype Implementing the IAKA
Approach

4.1 The IAKA-NF System

TAKA-NF is a prototypical CBR engine implementing the principles of TAKA
in the application domain of the numerical functions (f : R — R). The aim
of this prototype is to solve problems by approximation, i.e., given n variables
(z1,...,zn), the goal is to find an approximate value of f(z1,...,z,) by CBR.

In TAKA-NF, a problem is a n-tuple of real numbers and a solution is an
approximation of the value of the function f for these values. fcg denotes the
approximation of the function f obtained from the CBR system using the case
base CB (and the adaptation methods). To each case is associated an adaptation
method containing n adaptation operators. In the numerical functions domain,
an intuitive way to define adaptation operators is to use the notion of partial
derivatives. Indeed, the influence of the variation of a problem variable on the
solution can be expressed by the partial derivative of this variable.

The retrieval is performed according to the distance defined in definition [7
The adaptation consists in applying the different adaptation operators of the re-
trieved adaptation method. The solution is obtained by adding to the solution of
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srce the variations involved by the different variables of the problem (calculated
using the partial derivatives).

The knowledge acquisition process is performed according to the principle
introduced before: a candidate solution produced by the system is always tested
by the oracle. If the solution is not satisfactory, the involved adaptation operators
are tested and corrected if needed, until a satisfactory solution is found. Then,
the newly solved case (tgt,Sol(tgt)) is added to the case base together with its
adaptation method, given by the oracle.

The oracle is simulated by the function f and by a tolerance threshold € > 0
(the maximal tolerated error). The oracle is capable of computing the distance
between two solutions, to give the correct solution for a case and to give the
adaptation methods.

The following example illustrates the mechanism of IAKA-NF with a function
fa : R — R. The first part of the example describes the notations used and the
knowledge available in the system:

Example: Oracle knowledge, source case and target problem are defined as follows:

) B 1+ arctan(3z) if x > 0
fa:R—=R fa(z) = {—l—l—arctan(Sm) ifx<0

srce = z° tgt = zt

Sol(srce) = y° Sol(tgt) = yt

Moreover, there is only one adaptation operator AQ,- in the adaptation method
AM(srce). It is defined by z° r @' holds for any z° and z', and y* = A:(2°,y°, z")
_ ys + %yz (ZBt _ xs).

4.2 Experiments

Several experiments have been conducted with TAKA-NF. Two of them are pre-
sented below.

Influence of the Tolerance Threshold of the Oracle. The aim of this
experiment is to analyze the impact of € (the tolerance threshold of the oracle)
on the quality of the results produced by the system. The hypothesis is that the
smaller € is, the better the results are (for a constant number of solved problems).

In order to conduct this experiment, an initial knowledge base is built; it
consists 20 cases randomly generated (and solved by the oracle Oy, ) and their
associated adaptation methods (also given by the oracle Oy, ).

Ofm:<fm’5) fmiR—ﬂR
fm(x) =z + 10sin(5z) + 7 cos(4x)

Moreover, 70 target problems are randomly generated. The same initial knowl-
edge base and set of problems are used for all the tests in this experiment.
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Fig. 3. Representation of the oracle knowledge f, and of the system knowledge fcs for
an initial case base of 20 cases (circles represent cases)

Two systems are run in parallel: the control system and the IAKA system. The
goal is to solve the 70 problems of the set of problems. In both systems, problems
are solved according to the TAKA approach (test and repair of the knowledge of
the system). The difference is that solved cases are not added to the case base
in the control system whereas they are in the IAKA system.

The purpose of the experiment is to make € vary, thus the experimental pro-
tocol described above is made 10 times with 10 different values for . For each
experiment, we compare, for each case, the difference between the error made
by the control system and by the IAKA system.

Two statistical tests are performed on the gathered data: the Z-test [8] and
the Wilcoxon test [I3] to measure the efficiency of the knowledge acquisition
process. The value p, determined in each test, is the probability of obtaining
the same results in a system performing knowledge acquisition as in a system
without knowledge acquisition. For a TAKA system, the smaller p is, the lower
the chances of obtaining such results with the control system are. Therefore, the
smaller p is, the better the IAKA system is. The Z-test is a parametric test for
two paired samples. As there is no guarantee that the initial distribution of cases
and problems follows a normal law, the Wilcoxon test, a non-parametric test for
two paired samples, is used to confirm the results of the first test. Figure @ shows
a graphical interpretation of the results of the Wilcoxon test (the results of the
Z-test are similar).

On the charts, we observe that the smaller € is, the smaller p is, i.e., the more
effective the system is. A significant difference (p < 0.01 i.e. 1%) in terms of
reduction of the size of the error is achieved when ¢ = 10 (which is a high value
in this domain). The conclusion is that the higher the tolerance threshold of the
oracle is, the bigger the probability for the system to make a mistake is, which
confirms the hypothesis of this experiment. Similar tests have been performed
with problems of two and three variables, giving similar results.
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Fig. 4. Evolution of the value of p in function of € for the Wilcoxon test

Impact of a Discontinuity on the CBR Process. The aim of this experi-
ment is to analyze the behavior of a CBR system solving problems by approxi-
mation when there is a discontinuity in the domain. This experiment is motivated
by the observation (b) discussed in section Bl The hypothesis is that more inter-
actions with the oracle are needed when a problem is in the neighborhood of a
discontinuity.

As for the previous experiment, an initial knowledge base of 20 cases ran-
domly generated is built by the oracle Oy,, and 70 target problems are also
randomly generated. The oracle is defined as Oy, = (fq,€) with f, as defined
in section LIl The experiment consists in solving the 70 target problems with
IAKA-NF. The results are processed to count the number of problem-solving
episodes that have required a correction from the oracle. As an example, figure [0l

3

solution space

-2 F N 4
L fa
R o Corrected cases +
Cumulated number of interactions
-3 I I I . .
—4 -2 0 2 1

problem space

Fig. 5. Distribution of the corrected cases around a discontinuity (with ¢ = 0.2).
The dotted line represents the function to approximate, the crosses are the solved
cases that have required a correction from the oracle and the plain line represents the
accumulation of the number of interactions with the oracle.
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Table 1. Number of corrected cases and number of corrected cases around the discon-
tinuity in function of the tolerance of the oracle

Value of e 0.050.10.20.51.01.52.05.010
Number of corrected cases 20 13 6 5 3 3 2 0 O
Number of corrected cases around the discon- 16 13 5 4 3 3 2 0 0
tinuit,

¢ The interval “around discontinuity points” is determined manually before the exper-
iment.

shows a graphical interpretation of the result of an experiment conducted with
a tolerance threshold ¢ = 0.2.

This experiment has been conducted several times with different values for
e (but still with the same initial knowledge base and the same series of prob-
lems). Table [ gives the results of these experiments. Empirical results show
that the number of cases learned around a discontinuity grows while the oracle
tolerance threshold decreases. This tends to confirm the initial hypothesis of this
experiment. The same experiment was also conducted with another function f;
involving two problems variables.

th,t = (fhtvg) fht :RQ_)R
=3 —g(z,y)if 2? +y* <4
fut(@,y) = { —g(z,y) if 22 + 9% > 4
. x
g(x,y) = sin /a? + 2 + -
For two-dimensional problems, the results and the conclusions are similar.
Figure [@ illustrates the conclusion. In this example, the oracle is Oy,,, ¢ = 1.0

and 20.000 problems are solved. Only 149 cases had to be corrected by the oracle,
113 of which during the first 1000 solved problems.

o
e

<
«

bbdalo
)
Lhdbl

Fig. 6. Acquisition of cases around a discontinuity. The figure on the left represents the
oracle knowledge. The figure on the right shows the cases learned by the system (after
correction by the oracle): a high proportion of cases are acquired near discontinuity
points. It must be remarked that there is a discontinuity around the top of the curve.
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5 Discussion

TAKA is different from off-line approaches in that the knowledge, coming from
the external world, is acquired incrementally. Off-line approaches generate a
large amount of knowledge at once, leading to a significant work for the domain
expert to interpret the results. In TAKA, the gradual acquisition alleviates the
effort required by the oracle. IAKA may be used as a complement of a first
acquisition phase: it offers an easy way to acquire additional knowledge.

Among on-line methods, CHEF learns from failures but differs from TAKA in
that it exploits its own knowledge to explain failures and to avoid them in further
reasoning. In DIAL, an adaptation case base is used to support an incomplete
adaptation rule base but it does not evolve over time. By contrast, IAKA updates
its existing adaptation methods whenever a failure occurs.

On-line learning in CBR is usually limited to the accumulation of cases and to
their indexing. A failure due to system knowledge may reoccur several times if the
involved knowledge is not corrected. In IAKA, the role of the oracle is to correct
such knowledge. The effort required from the oracle might seem quite important
but it is limited compared to the one required in off-line methods. Moreover, this
effort cannot be avoided when focusing on knowledge that usually resists other
knowledge acquisition approaches.

6 Conclusion

This paper has described IAKA, an approach for on-line acquisition of cases
and adaptation knowledge based on interactions with an oracle (which can be
considered as an “ideal expert”). IAKA has been designed using the idea of a
unified view of the knowledge involved in the CBR process. The failures of the
CBR inference are used to repair the knowledge base (adaptation knowledge
within cases). The decomposition of the adaptation process into several steps
makes the identification of the knowledge involved in the failure easier. IAKA-
NF is a prototype for testing IAKA in the domain of numerical functions with an
automatic oracle. The tests show that IAKA opportunistic knowledge acquisition
improves the accuracy of the CBR system in the vicinity of the place where
failures have occurred. They also show that this acquisition ceases to be efficient
around discontinuity points, where the CBR principle is violated.

Although it has been tested, the TAKA approach remains to be compared with
a real-world application, using an expert instead of an oracle (where an expert
can be seen as “a noisy oracle whose availability is usually quite low”).

Three kinds of failure have been described in this paper. Failures of type
(b) were the subject of experiments. However, additional work can be done to
improve the efficiency of the knowledge acquisition. For instance, when several
failures occur in the same part of the space, the system could point it out to
the expert. The interaction, that takes place off-line, may lead to the explicit
modelling of additional knowledge in this part of the space (e.g. “there is a
discontinuity in 4”). This knowledge could then be added to the system, thus
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avoiding the consideration that 3.99 and 4.01 are similar in further reasoning.
Failures of types (al) and (a2) may also lead to knowledge acquisition. With
regard to type (al) failures, experiments are currently conducted to measure the
impact of the addition of intermediate cases (by the oracle) when there is no
similar source case. The study of failures of type (a2) is possible future work.

The TAKA approach and its justification rely on the viewpoint of CBR as
system producing approximate solutions. Another viewpoint is that of uncertain
reasoning. A future work direction aims at generalizing the IAKA approach and
its justification so that it considers both viewpoints.

As discussed in section Bl IAKA should inter-operate with other knowledge
acquisition/extraction/learning approaches. Most of the time, these approaches
are supposed to be applicable to different phases of CBR, with different goals
and with different knowledge sources. However, IAKA adopts a unified view
of the CBR process and its knowledge. Therefore, more work must be done
to connect the various approaches in a more general framework. For instance, a
future work is to elaborate a strategy that focuses on the type of faulty knowledge
(adaptation knowledge, strategic knowledge, domain knowledge, etc.) to trigger
an appropriate acquisition method. Although this is a long-term future work,
the authors’ opinion is that this is an important issue in the field.

References

1. Cordier, A., Fuchs, B., Lieber, J., Mille, A.: Failure Analysis for Domain Knowledge
Acquisition in a Knowledge-Intensive CBR System. In: Weber, R.O., Richter, M.M.
(eds.) ICCBR 2007. LNCS (LNAI), vol. 4626. Springer, Heidelberg (2007)

2. Cordier, A., Fuchs, B., Mille, A.: Engineering and Learning of Adaptation Knowl-
edge in Case-Based Reasoning. In: Staab, S., Svatek, V. (eds.) EKAW 2006. LNCS
(LNAI), vol. 4248, pp. 303-317. Springer, Heidelberg (2006)

3. Craw, S., Wiratunga, N., Rowe, R.: Learning adaptation knowledge to improve
case-based reasoning. Artificial Intelligence 170(16-17), 1175-1192 (2006)

4. d’Aquin, M., Badra, F., Lafrogne, S., Lieber, J., Napoli, A., Szathmary, L.: Case
Base Mining for Adaptation Knowledge Acquisition. In: Proceedings of the 20th
International Joint Conference on Arti cial Intelligence (IJCAI 2007), pp. 750-755.
Morgan Kaufmann, Inc., San Francisco (2007)

5. Dubois, D., Esteva, F., Garcia, P., Godo, L., de Mantaras, R.L., Prade, H.: Fuzzy
Modelling of Case-Based Reasoning and Decision. In: Leake, D.B., Plaza, E. (eds.)
ICCBR 1997. LNCS, vol. 1266, pp. 599-610. Springer, Heidelberg (1997)

6. Hammond, K.J.: Explaining and Repairing Plans That Fail. Artificial Intelli-
gence 45(1-2), 173-228 (1990)

7. Hanney, K.: Learning Adaptation Rules from Cases. MSc Thesis, Trinity College
Dublin, Ireland (1996)

8. Kendall, M.G., Stuart, A.: The advanced theory of statistics: Tome 1 distribution
theory. Hafner, New York (1969)

9. Leake, D., Kinley, A., Wilson, D.: Learning to integrate multiple knowledge sources
for case-based reasoning. In: Proceedings of the 15th International Joint Conference
on Artificial Intelligence. Morgan Kaufmann, San Francisco (1997)



164 A. Cordier et al.

10. Leake, D.B., Kinley, A., Wilson, D.: Learning to Improve Case Adaptation by
Introspective Reasoning and CBR. In: Aamodt, A., Veloso, M.M. (eds.) ICCBR
1995. LNCS, vol. 1010, pp. 229-240. Springer, Heidelberg (1995)

11. Smyth, B., Keane, M.T.: Retrieving Adaptable Cases: The Role of Adaptation
Knowledge in Case Retrieval. In: Wess, S., Richter, M., Althoff, K.-D. (eds.)
EWCBR 1993. LNCS, vol. 837, pp. 209-220. Springer, Heidelberg (1994)

12. Smyth, B., Keane, M.T.: Adaptation-Guided Retrieval: Questioning the Similar-
ityAssumption in Reasoning. Artificial Intelligence 102(2), 249-293 (1998)

13. Wilcoxon, F.: Individual comparisons by ranking methods. Biometrics 1, 80-83
(1945)



Noticeably New: Case Reuse in
Originality-Driven Tasks*

Belén Diaz-Agudo', Enric Plaza?,
Juan A. Recio-Garcfal®, and Josep-Llufs Arcos?

! Department of Software Engineering and Artificial Intelligence,
Universidad Complutense de Madrid, Spain
belend@sip.ucm.es, jareciog@fdi.ucm.es

2 TIIA, Artificial Intelligence Research Institute,
CSIC, Spanish Council for Scientific Research,
Campus UAB, Bellaterra, Catalonia, Spain
{enric,arcos}@iiia.csic.es

Abstract. “Similar problems have similar solutions” is a basic tenet of
case-based inference. However this is not satisfied for CBR systems where
the task is to achieve original solutions — i.e. solutions that, even for
“old problems,” are required to be noticeably different from previously
known solutions. This paper analyzes the role of reuse in CBR systems
in originality driven tasks (ODT), where a new solution has not only
to be correct but noticeably different from the ones known in the case
base. We perform an empirical study of transformational and generative
reuse applied to an originality driven task, namely tale generation, and
we analyze how search in the solution space and consistency maintenance
are pivotal for ODT during the reuse process.

1 Introduction

A basic tenet of case-based inference is that similar problems have similar solu-
tions. This is not only a useful way to explain Case Based Reasoning to laypeo-
ple but is the central core of so-called similarity-based inference in fuzzy logic.
Based on this assumption developing a good CBR system basically has two re-
quirements: (1) acquiring a good sample of cases, and (2) designing a predictive
similarity measure (i.e. one that predicts a good solution when the cases are
similar). Nevertheless, there are domains where the task is to achieve not only
solutions but new solutions — i.e. solutions that, even for “old problems,” are
required to be noticeably different from previously known solutions. Domains
like music composition and performance, story plotting and writing, or archi-
tecture design, require the solutions to be noticeably dissimilar from previously
produced solutions, or at least from previous solutions from other authors. We
will call these kind of tasks originality-driven tasks.

Moreover, several CBR approaches have dealt with originality-driven tasks for
innovative design or for “creative” problem solving (as we discuss in Section [@]).

* Supported by the MID-CBR project (TIN2006-15140-C03-02).

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 165-[I'79] 2008.
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Focusing on the role of the Reuse process, this paper aims to analyze the issues
relevant for CBR systems when dealing with originality-driven tasks in general.
We will study how different Reuse techniques effect different search processes
in order to elucidate the main issues relevant for the construction of a notewor-
thy new solution. Specifically, we will consider two existing reuse techniques (a
transformational reuse technique and a generative reuse technique), and we will
apply them to the domain of folk tale generation to analyze these issues and
provide some guidelines for future originality-driven reuse techniques.

The structure of this paper is as follows. In Section 2l we present a search
based framework to study Reuse processes and we define novelty (or originality)
from the notions of solution space similarity and plagiarism. Section B character-
izes the two reuse techniques and analyzes them with respect to originality driven
tasks. Section @l describes tale generation as an originality driven task. Section [H]
presents the results of some experiments with different reuse approaches. Fol-
lowing a review of the related work in Section [, Section [7] summarizes the main
conclusions and the lines of future work.

2 Search, Reuse and Plagiarism

First, we find it useful to distinguish between analytic and synthetic tasks. In
analytical tasks finding a solution is selecting one element from a known and
enumerable collection of solutions; examples are classification, identification or
single diagnosis. Synthetic tasks, on the other hand, do not not provide in ad-
vance with a collection of solutions; synthetic tasks define a collection of solution
elements, and a solution is constructed by a certain combination of some solution
elements. In general, a solution can be seen as a graph, where solution elements
are nodes and edges are the relationships holding among the solution elements.
In some synthetic tasks, like planning, a solution is a special kind of graph, like a
sequence or a partial order among actions (the solution elements of the planning
task). Clearly, originality-driven tasks are synthetic tasks, and novel solutions
can be found by new combinations of the solution elements.

Let us now consider the main differences between the “similar problems have
similar solutions” scenario (SPSS, see Figure [[) and the “originality-driven
tasks” scenario (ODT, see Figure l). In the SPSS scenario of Figure [I] a new
problem z( is compared in the problem space using a similarity measure with
other problems in the case base. Moreover, let us view the case base as a repos-
itory of the mappings from problem space to solution space given by the known
cases CB = {(x;,s;)}. Assuming x; is the most similar problem to zg, case
based inference yields s; as the solution of case (z1, s1). Now, the “similar prob-
lems have similar solutions” hypothesis basically states that we expect to find
so (the solution for xp) in the neighborhood of s; (depicted as a circle around
s1). The Reuse process, in abstract terms, is the one that moves from solution
s1 to solution sy in the solution space; depending on the reuse technique, this
“trajectory” can be seen in different ways, but we will consider that in general
(as argued in [I]) it is some form of search process. However, the bottom line
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Fig. 1. Scenario 1: Similar problems have similar solutions in CBR

is that CBR systems have been designed with the underlying idea that a short
length trajectory is desirable or even mandatory.

This assumption can not be satisfied, in general, for ODT using CBR. Figure
Bl exemplifies this scenario where a solution to the new problem xy cannot be too
close to the solutions of similar cases. Consider, for instance, that new problem
xo is similar to case C1 = (x1, s1); an original solution to problem z( cannot be
too close to s; — they have to be outside the grey circle in Figure [2 centered
around s;. Additionally, an original solution for xp must also not be too close
to any other existing solutions. The Reuse process in ODT CBR systems has to
build a trajectory such as that shown in Figure2lfrom s; to sg — i.e. a trajectory
that cannot be ensured to be short and that finds a consistent solution for x¢ in
a relatively unpopulated region of the solution space. Therefore, we formulate
the following hypothesis:

Hypothesis 1. ODT CBR Reuse needs a similarity (or a distance) measure on
the solution space S.

Most CBR systems do not require a definition of a similarity measure on the
space of solutions. There are exceptions, but we are not claiming any innovation
here. We simply state that for the ODT scenario, it makes sense to consider as
indispensable the definition of similarity measures on the space of solutions.

There is no problem, in principle, to find solutions in relatively unpopulated
region of the solution space: domains where ODT are applicable have large solu-
tion spaces since the combination of their solution elements into complex struc-
tures is huge. However, there are technical requirements that should addressed
by Reuse techniques when abandoning the “short length trajectory” assumption:
(1) the Reuse technique needs to search the solution space in a systematic (or
even exhaustive) way, and (2) the Reuse technique should ensure the validity
and consistency of the solutions

Assumption (1) is necessary to be able to reach unpopulated regions of the
solution space in large Reuse trajectories. Assumption (2) is needed because in
the SPSS scenario often the validity and coherence of solutions are not ensured or
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explicitly tested: the “short length trajectory” assumption implies that, since few
changes are made, if the solution of the retrieved case is valid and consistent then
the Reuse process most likely will produce a valid and consistent solution. If not,
the Revise process is designed to check and/or repair the solution (usually with a
human in the loop). Validity and coherence of solutions play a different role in the
Reuse process for originality-driven tasks. Since Reuse will perform a large search
process it cannot simply present thousands of configurations to be Revised by
a human. Moreover, since the solution space to explore is huge, a Reuse process
that is able to prune most or all invalid or inconsistent partial solutions will be
more efficient in the exploration of the solution space. Therefore, we formulate
the following hypothesis for CBR systems in originality-driven tasks:

Hypothesis 2. ODT CBR Reuse needs knowledge to assess the internal coher-
ence of solutions and partial solutions meaning that (a) either the Reuse process
18 able to ensure that it will only deal with consistent solutions and partial solu-
tions, or (b) partial solutions (intermediate points in the Reuse trajectory) may
have some inconsistencies but they are temporary, detectable, and remediable.

Later, in Section Bl we will see how generative reuse and transformational reuse
employ respectively approaches (a) and (b) to address validity and consistency
of solutions for “long length trajectory” reuse.

Indeed, ensuring validity and consistency of solutions requires additional do-
main knowledge, but it is an empirical question whether “more knowledge” is
a large or modest amount. Anyway, domains where originality-driven tasks are
usually applied to already have a rather rich ontology, and the solution elements
and their possible relationships have to be represented in some formalism. Al-
though we do not intend to address this issue in general, we address later in the
paper the role of domain knowledge for the domain of folk tale generation, and
how it differs in the specific generative and transformational reuse techniques
we use.

Finally, we will address the notion of plagiarism in the context of originality-
driven tasks. Plagiarism is an argument made against the quality of something
being original on the grounds that it is (very) similar to some preexisting body of
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work. Although definitions of plagiarism in music, literature or architecture may
vary in how to measure or assess similarity, or which similarity threshold may
legally sustain a plagiarism lawsuit, the core idea of “plagiarism” seems quite
stable and transversal. This core idea allows us to define originality or novelty
for ODT case-based reasoning:

Definition 1 (Originality). Given a case base CB = {(z;,s;)}, a distance
measure A over the solutions space S, and a plagiarism threshold v, a solution
so is original iff ¥V(x;, s;) € CB : A(so, $i) > 7.

This approach based on the plagiarism/originality dualism offers a pragmatic
framework to deal with the issues of novelty and innovation. Instead of propos-
ing some debatable definitions of what is or not “original” (or “novel” or “inno-
vative”), we propose to consider a solution original as long as no argument of
plagiarism attacks that solution; similarly, if there are plausible plagiarism argu-
ments against some solution, then that solution may be considered of “debatable
originality.” Another reason for this approach is that we wanted to avoid having
“degrees of innovation”, i.e. we do not intend to distinguish between something
being “very novel” (or “very creative”) vs. being not very novel. We think this
kind of phrasing mixes together an assessment of quality and an assessment of
dissimilarity from an existing body of work. Discussion in this paper of original-
ity refers to the definition above and does not imply any assessment about the
quality of solutions; for instance, in the domain of folk tale generation presented
later we deal with their originality but not with the “tale quality”, although a
certain consistency of solutions is guaranteed.

3 Reuse Techniques

The purpose of this paper is not to design new Reuse techniques for originality-
driven tasks (ODT) in CBR, but rather to analyze existing CBR Reuse tech-
niques inside a ODT framework in order to determine how well adapted they
are for these tasks and which possible shortcomings should be addressed to im-
prove CBR in originality-driven tasks. For this purpose we selected two broadly
different Reuse techniques, one based on transforming an existing solution into
a new solution (Figure Bh) and another based on generating or constructing a
new solution (Figure Bb).

Transformational Reuse —or Transformational Adaptation (TA)- is the most
widely used approach to case reuse; Figure Bh shows a schema of this approach
(where DK means domain knowledge and CK means case knowledge). Although
this schema is not intended to cover all existing techniques, it is useful to pinpoint
their main features. Typically, a new case is solved by retrieving the most sim-
ilar case in memory and copying the solution (although some techniques may
use solutions from multiple cases); then a transformational process using do-
main knowledge (DK) and/or case-derived knowledge (CK) modifies that copy
(which we consider a form of search) until a final solution adequate for the cur-
rent problem is found. In the experiments described in Section Bl we used a local
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Fig. 3. Schemas of reuse processes based on (a) transforming an existing solution into
a new solution, and (b) generating or constructing a new solution

search transformational reuse technique; basically, a node in the “working case”
is substituted by finding another related node in a taxonomic hierarchy — e.g.
a sword is a type of weapon in the folk tale generation domain, and may be sub-
stituted by another weapon like a crossbow. Moreover, Transformational Reuse
is able to modify more than a single node: deep substitution allows to modify
a whole subgraph in the solution — e.g. when substituting a character like the
evil wolf by an evil wizard then the constituent aspects of the characters (role,
sex, dwelling, physical appearance) are also substituted. Finally, consistency is
maintained by the use of explicit dependencies; dependencies are used to detect
nodes that need to be transformed after some nodes are substituted — e.g. the
folk tales domain uses dependencies among actions to assure consistency, like
Release-from-captivity depends-on Kidnapping (see Figure [).

Generative or Constructive Reuse builds a new solution for the new case
while using the case base as a resource for guiding the constructive process.
Figure Bh shows the schema of Constructive Adaptation [I], a family of methods
based on a heuristic search-based process —where the heuristic function guiding
search is derived from a similarity measure between the query and the case base.
Constructive Adaptation (CA) takes a problem case and translates it into an
initial state in the state space (Figure Bb); i.e. transform a case representation
into a state representation. Then a heuristic search process expands a search
tree where each node represents a partial solution, until a final state (with a
complete and valid solution) is found. Notice that final but non-valid states can
be reached, but this simply means the search process will backtrack to expand
other pending states.

This process is guided by a heuristic based on comparing the similarity from
states (represented in the state space) to cases (represented in the space of cases);
the nodes with higher similarity are expanded first during the search process. The
result is that CA adds one node to a partial solution as it moves from one state
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to the next; that is to say, it builds a solution by piecemeal copies of nodes from
similar cases. Notice that there is neither retrieval nor “single case adaptation”
here since the component nodes are incrementally copied from multiple cases in
the case base, depending only on the similarity measure that works on the whole
case base. To ensure consistency, however, CA requires that each component is
described with Before-formulae and After-formulae [1]. Before-formulae specify
what properties are required to be true in order for the component to be validly
added to a solution, while After-formulae state what properties are true by the
incorporation of this component in the solution. A consistent solution is one that
satisfies all the Before-formulae required by its components, and a valid solution
is one that satisfies the current problem.

Thus, the main difference between these techniques is that TA works in the
space of cases while CA works both in the state space and the space of cases.
Additionally, we are able now to characterize both Reuse techniques in our frame-
work of Reuse as a search process.

Concerning TA, we characterize it as follows: (1) eager reuse (copies an old
solution as the first step, and later discards parts of it by substituting them); (2)
based on case space search; and (3) single-focus reuse (since all transformations
are effected upon a single case solution; this is true even when using substitutes
from multiple cases, since parts of these cases are always substituted against the
structure of a single “working case” being transformed).

Concerning CA, we characterize it as follows: (1) lazy reuse (adds one com-
ponent at a time to the solution); (2) based on an interplay between state space
search and similarity on case space; (3) multi-focus reuse (since components
added to a solution come in principle from multiple cases); and (4) an ezhaus-
tive search approach that can provide solutions even when no similar cases (or
no cases at all) are provided.

Finally, consistency is also approached in a different way in both reuse tech-
niques. Transformational Reuse uses explicit dependencies in the space of cases,
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while Constructive Adaptation uses Before-formulae and After-formulae that
are used in the state space. Both techniques make sense for knowledge-intensive
CBR, and as we show in the next sections for folk tale generation, they both
use a domain-specific ontology about folk tales. The knowledge required by both
techniques for maintaining consistency is not large, and can be derived from an
analysis of that ontology.

4 Tale Generation

Automatic construction of tales has always been a longed-for utopian dream in
the entertainment industry [23l4]. The automatic generation of stories requires
some formal representation of the story line (plot), a reasoning process to gen-
erate a tale from a given query, and the choices of some (textual) format for
presenting the resulting plots. As a case study for the experiments, in this paper
we present a CBR approach to the problem of obtaining a structured description
of a tale plot from a given query. The problem of transforming the resulting plot
into a textual rendition is out of the scope of this paper.

Previous work by the UCM group has shown that Ontologies and Description
Logics are a very powerful combination as a resource for generating linguistically
correct texts [B6]. The UCM group has formalized an ontology including the
primitives to represent a plot structure based on Vladimir Propp’s theory [7].
Propp’s original goal was to derive a morphological method of classifying tales
about magic, based on the arrangements of 31 primitive actions or “functions”,
resulting in the description of folk tales according to their constituent parts,
the relationships between those parts, and the relations of those parts with the
whole. Propp’s work has been used as a basis for a good number of attempts to
model computationally the construction of stories [S/9].

The UCM group approach relies on Propp’s main idea that folk tales are made
up of components that change from one tale to another, and actions or functions
that act as constants in the morphology of folk tales. What changes are the
names and certain attributes of the characters, whereas their actions remain the
same. For example, some Propp functions are: Villainy, Departure, Acquisition
of a Magical Agent, Guidance, Testing of the hero, etc. The ontology (explained
in [6]) includes various concepts that are relevant to tale generation and give
semantic coherence and structure to the tales. Based on this formalization we
previously proposed a CBR approach for storyline representation and adaptation
[5]. That work described a process to retrieve one plot based on a user query
specifying an initial setting for the story. Then a transformational reuse process
modifies the retrieved plot according to the query.

The goal of this paper is studying the role of reuse in CBR systems in Orig-
inality driven tasks, like tale generation, where the underlying goal is creating
a tale that is new and useful at the same time as maintaining narrative coher-
ence. Although in the literature there are different definitions for concepts like
creativity, novelty and originality, in this paper we characterize them using an
edit distance measure[10)].
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Each case is a story plot that, according to Propp’s structure, is formalized by
its actions, and each action by its properties, like the participant characters and
their roles (Donor, Hero, FalseHero, Prisoner, Villain), the place where the action
takes place (City, Country, Dwelling), the involved objects, attributive elements
or accessories (a ring, a horse). Each case is composed of a great number of
interrelated individuals, i.e instances of concepts, from the ontology.

The basic components are the Propp’s character functions that act as high
level elements that coordinate the structure of discourse. There are some restric-
tions on the choice of functions that one can use in a given folk tale, given by
implicit dependencies between functions: for instance, to be able to apply the
Interdiction Violated function, the hero must have received an order (Interdic-
tion function). There are many other examples, like the dependency between
Release-from-Captivity and Kidnapping, or Resurrection and Dead functions.

Background domain knowledge required by the system is related with the re-
spective information about characters, places and objects of our world. Domain
knowledge is used to measure the semantical distance between similar cases or
situations, and for maintaining an independent story plot structure from the
simulated world. The domain knowledge of our application is the classic fairy
tale world with magicians, witches, princesses, etc. The ontology is formalized
in OWL and it includes about 230 concepts, 626 distinct individuals (246 ap-
pearing in the initial case base), and 94 properties. Each case representing a
complete tale is typically composed of several interrelated actions. Each action
refers to a Propp function, and gives answers to the who (character), where
(place) and what (object) questions. We distinguish between temporal relations
(before, after, during, starts-before, ends-before, etc.) and actions with depen-
dencies (in which a change in one of them strongly affects the others). There
are different types of dependencies like place-dependency,character-dependency,
object-dependency and propagation-dependency. Dependencies are explicitly rep-
resented as relations that link the dependent elements in the ontology.

The initial case base in our system has 6 cases representing story plots for
traditional fairy tales like “Fortune Teller”, “Little Red Riding Hood”, “Cin-
derella” and “Yakky Doodle”. Each one of these cases is a complex structure
where many individuals are interrelated. See Figure [l (right) for a summary of
the complexity and number of instances for each tale. The simpler one is “Cin-
derella” with 36 individuals including actions, characters, places and objects.
The more complex is “Goldfish” with 77 individuals. Figure [ (left) depicts the
action structure of the “Little Red Riding Hood” story plot.

5 Experiments

The purpose of our experiments is to take a technique representative of transfor-
mational adaptation (TA) and another representative of constructive adaptation
(CA) and study how they behave in our ODT framework. We have used jCOL-
IBRI [T1] to develop the Tales application and to perform the experiments. We
will analyze the results for two specific implementations of TA and CA for case
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reuse in the tale generation domain. First we describe the query structure and
some other decisions taken during the implementation of both approaches, TA
and CA. Then, for the same sets of queries we compare the distances between
the generated solutions and the solutions in the case base, and the distribution
of the generated solutions with respect to those preexisting in the case base.

Queries: The queries use the same vocabulary used to describe the cases in
the case base, i.e., the domain ontology. As a query the user provides a set of
actions, characters, places, and objects that (s)he would like to include in the
tale. Actions in the query are neither ordered nor linked to specific characters,
objects or places. For the experimentation we defined four collections of queries
named Q1, @3, @5, Q7. Each collection was populated, respectively, with queries
involving 1,3,5, and 7 instances of each first level concept (i.e. actions, characters,
places, and objects); 20 queries were randomly generated for each collection.

Originality Measure: In order to assess the novelty of solutions we will measure
an edit distance from a new solution to each solution in the case base. The
distance between two tale structures will assess the dissimilarity between those
solutions. We use the Zhang & Shasha’s algorithm [I2], where the cost of adding,
deleting, or substituting a node in the tree depends on the distances of the
elements in the domain ontology. Moreover, the distance between two tales is
normalized by the size of the smaller one. We will analyze (1) the distances on
the preexisting tales in the case base, and (2) the distances of the generated tales
with respect to the case base for each query in both TA and CA.

We first analyze the distances among the tales preexisting in the case base.
Since they are assumed to be original (in the sense that there is no plagiarism
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among them), the distances among them will give us a qualitative measure of
what is desirable for the generated tales to be considered original. The average
edit distance over all pairs of the case base solutions is C'B,, = 0.54. Moreover,
the two solutions that are more similar have a distance CB,,;, = 0.3; thus we
can consider this a lower threshold for originality since we assume that the tales
in the case base are original. Therefore, if the distance of a generated solution to
every solution in the case base is higher than C'B,,;, = 0.3, we will consider it
to be original. According to definition of originality in Section [ the plagiarism
threshold in the example domain would be v = 0, 3.

Figure [6 shows the average distances of the solutions for query collections Q1,
Q3, Q5, Q7 generated by TA and CA with respect to the case base. Both T'A,,, and
C'A,, have on average distances higher than the threshold distance C' By = 0.3,
so they can be considered, on average, to be original with respect to the cases
they are built from. Moreover, their average distances T'A,,, and C A, are around
CBgy, = 0.54, the average distance among the case base solutions. Therefore, the
solutions generated by CBR are as original, on average, as the cases provided by
the initial case base.

Another way to visualize this fact is shown in Figure [ where solutions in
the case base and solutions generated by TA and CA are mapped in a two-
dimensional space. The original data is a matrix of pairwise distance values
among all solutions, while the visualization is built using a force-directed graph-
drawing algorithm where the repulsive force between two cases is proportional
to their distance. In order to provide original solutions, a CBR system has to
look for solutions that are situated in a sparse area of the solution space. We can
see in Figure [ that all solutions (initial and generated) are evenly distributed,
without clumps or clusters.

Comparing TA and CA, in general CA tends to find solutions in the unpopu-
lated region of the solution space while TA keeps closer to the previously existing
cases. This effect was expected by hindsight: since TA works by transforming an
existing solution, it seems reasonable to expect that it will change what needs to
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be changed (following a parsimony principle) while CA builds the solution and
opportunistically reuses parts of existing solutions in different cases.

This difference can also be seen in Fig. [l where CA solutions are more distant
on average from the case base than TA solutions. In relation to query complex-
ity, both TA and CA techniques follow the same pattern of decreasing average
distance to the case base as the query constraints increase from Q1 to Q7. Our
explanation for this effect is that Q7 constrains much more the set of admissi-
ble solutions than Q1; e.g. Q7 specifies 7 actions, 7 characters, 7 places, and 7
objects (and they are generated randomly in our experiments). Nevertheless, Q7
solutions are around the average C'B,, = 0.54 for the case base, which is good.
These results indicate however that very specific queries may cause problems by
being over-constraining and reducing admissible solutions to a rather small set;
in this circumstance an originality driven task would basically require a lot of
search and the usefulness of cases may be reduced. As future work, we suggest
later that a conversational CBR approach could be useful in this scenario.

Finally, we have so far analyzed average distance, so we turn to the worst case
scenario. Figure [l also shows the minimal distances T'A,,;,, and C A,y from a
solution to the case base for each query collection Q1, ..., Q7. Since both T'A,,,;n
and C'A,,;n are above or around CB,,;, = 0.3, we can safely say that even the
generated solutions with lower distances can be safely considered original (with
respect to the originality in the content of the case base). As before, CA provides
solutions that are more distant from the case base than TA; the explanation is
again the parsimony principle of TA, while CA reuses opportunistically parts of
different cases in its constructive process.

Since both TA and CA produce solutions without knowing any threshold
of “minimal distance” that need be surpassed, it may seem unexpected that all
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solutions end up being sufficiently original in our experiments. We think the
reason is the ontology used in the task of folk tale generation and the handling
of solution consistency in both TA and CA (albeit using different mechanisms).
Essentially, reuse in TA and CA explore the solution space searching for solutions
that satisfy the elements required in the query; this already put further the new
solution from the case base. Moreover, the reuse process by either adding a new
element (in CA) or transforming an element (in TA) triggers further constraints
to be satisfied, which in turn require further additions/transformations. Thus,
originality in folk tale generation is obtained by the consistency enforcement
during the reuse process in the presence of a large solution space. Clearly, this
need not be true for any originality-driven task using CBR; Section [1 we suggest
future work where solution space distance is estimated as part of the reuse
process for originality-driven tasks.

6 State of the Art

Related to our work are several CBR approaches for the task of innovative de-
sign. The FAMING system [I3] is an example of the use of case adaptation for
supporting innovative design of kinematic pairs; reuse in FAMING combines a
structural model with constraint-based techniques for generating solutions differ-
ent from the ones in the case base. The structural model is akin to our ontology
in providing domain knowledge and constraint-based search provides a mecha-
nism for preserving consistency in solutions. The FAMING system thus fits in
our ODT framework of CBR systems, in that the originality of the solution is
not pursued as such, but is a result of the domain knowledge and the consis-
tency maintenance during reuse. However, the paper [13] is interested in showing
that “different solutions” can be found by a CBR system in this way, but it is
not intent on developing a framework for originality-driven CBR tasks. Another
CBR approach is the IDEAL system [I4], that produces innovative solutions by
adapting solutions of design cases from one domain to another distant domain
by using structure-behavior-function models. A survey of CBR approaches to
design and innovation can be found in [I5].

Regarding tale generation, there have been various attempts in the literature
to create a computational model. Many existing systems are somehow related
with the CBR paradigm, even if they do not explicitly mention it, because they
are based on re-using a collection of plots with the structure of coherent tales
[T6/3I9IT7I6]). Basically, these story creation systems retrieve a complete plot
structure and reuse it by changing secondary elements of the story world, like
places or characters. A related approach, that is also based on the Proppian
morphology, is that of Fairclough and Cunningham [9]. They implement an in-
teractive multiplayer story engine that operates over a way of describing stories
based on Propp’s work, and applies case-based planning and constraint satisfac-
tion to control the characters following a coherent plot.
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7 Conclusions and Future Work

The purpose of this paper was to analyze CBR in the context of a class of tasks we
called originality-driven tasks (ODT). We characterized the originality of a CBR,
solution using the pragmatic notion of plagiarism: a solution is original if it cannot
be accused of plagiarism with respect to previous solutions (i.e. to the solutions
in the case base). Since plagiarism is defined as a measure of similarity between
objects, originality of CBR solutions can easily be understood and measured by
defining a distance measure (or equivalently a similarity measure) on the space of
solutions. We then modeled the reuse process in ODTs as a search process that
builds solutions that are not only new and valid with respect to the query but also
distant enough in the space of solutions from preexisting solutions.

After establishing this conceptual framework, we examined how two differ-
ent reuse techniques (one transformational and the other constructive) address
the issues of originality-driven tasks in CBR; moreover, we designed and per-
formed some experiments in the domain of folk tale generation where originality
of solutions could be assessed and analyzed. We saw that the two reuse tech-
niques indeed produced original solutions, even if transformational reuse seemed
a priori more likely to produce solutions more similar to preexisting cases. Since
existing reuse techniques do not internally use a distance measure in the space
of solutions to enforce the originality of the new solution, we had to conclude
that this “originality” was a kind of side effect. Solutions are original because
of the interplay of two factors: the large solution space and the maintenance of
solution consistency that forces the reuse process to search for solutions even
more distant in order to build a consistent solutions.

The difference between transformational and constructive reuse was less than
a priori expected. We assumed that transformational reuse would find solutions
less distant than constructive reuse, as indeed can be observed in Fig. [0l The
differences however are not large, and transformational reuse always found solu-
tions that are original. One difference between transformational and constructive
reuse is the way in which they maintain solution consistency while searching in
the solution space, but this difference is minor compared with the fact that it is
this consistency maintenance mechanism that forces changes in the solution and
ends up building a solution far away from the initial case base.

Concerning future work we think that both TA and CA reuse for ODT should
include a way to measure distances in the solution space to be able to ensure
that solutions are original with respect to some appropriate domain threshold.
Most CBR systems focus on exploiting similarity on the problem space, but few
use similarity on the solution space; we think ODT is a class of problems where
new CBR techniques that use similarity on the solution space can be developed.
Moreover, the notion of plagiarism can be refined; we were using here a global
measure among solutions, but plagiarism accusations can focus on specific parts
of solutions (e.g. in music a few notes too similar to another song are grounds
for plagiarism claims). This refined notion of plagiarism would require more
introspective reuse techniques that estimate and maintain both consistency and
originality over partial solutions during the reuse process.
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Finally, the effect of over-constrained queries suggests that a conversational

CBR approach would be best suited for folk tale generation, and maybe for
ODTs in general. A conversational CBR approach could start with a smaller
query, allowing the user to augment the query requirements incrementally while
the CBR system would assess whether new requirements can be incorporated or
compromise the originality of the solution.
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Abstract. Artificial intelligence in games is usually used for creating
player’s opponents. Manual edition of intelligent behaviors for Non-Player
Characters (NPC) of games is a cumbersome task that needs experienced
designers. Amongst other activities, they design new behaviors in terms
of perception and actuation over the environment. Behaviors typically use
recurring patterns, so that experience and reuse are crucial aspects for
behavior design. In this paper we present a behavior editor (eCo) using
Case Based Reasoning to retrieve and reuse stored behaviors represented
as hierarchical state machines. In this paper we focus on the application
of different types of similarity assessment to retrieve the best behavior to
reuse. eCo is configurable for different domains. We present our experi-
ence within a soccer simulation environment (SoccerBots) to design the
behaviors of the automatic soccer players.

1 Introduction

Artificial Intelligence for interactive computer games is an emerging application
area where there are increasingly complex and realistic worlds and increasingly
complex and intelligent computer-controlled characters. Interactive computer
games provide a rich environment for incremental research on human-level Al
behaviors. These artificial behaviors should provide more interesting and novel
gameplay experiences for the player creating enemies, partners, and support
characters that act just like human players [T].

The edition of intelligent behaviors in videogames (or simulation environ-
ments) is a cumbersome and difficult task where experience has shown to be a
crucial asset. Amongst other activities, it implies identifying the entities which
must behave intelligently, the kind of behaviors they must show (e.g. helping,
aggressive, elusive), designing, implementing, integrating and testing these be-
haviors in the virtual environment.

Designing new behaviors could be greatly benefited from two features that are
common in most of everyday videogames. First of all, modularity in behaviors.
That means complex behaviors can be decomposed into simpler behaviors that
are somehow combined. Second, simpler behaviors tend to recur within com-
plex behaviors of the same game, or even in different games of the same genre.
For instance, in a soccer game “defend” could be a complex behavior that is

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 180-[I34] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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composed of two simpler behaviors like “go to the ball” and “clear”; meanwhile
“attack” could be composed of “go to the ball”, “dribbling” and “shoot”. Both
features are useful to build new complex behaviors based on simple behaviors as
the building blocks that are reused.

We are developing a graphical behavior editor that is able to store and reuse
previously designed behaviors. Our editor (eCo) [2] is generic and applicable to
different games, as long as it is configured by a game model file. The underly-
ing technologies are Hierarchical Finite State Machines (HFSMs) [3] and Case
Based Reasoning (CBR). In this paper we focus on the similarity assessment
and retrieval processes and give some ideas about our future work on reuse.

HFSMs are appropriate and useful tools to graphically represent behaviors
in games[4]. HFSMs facilitate the modular decomposition of complex behaviors
into simpler ones, and the reuse of simple behaviors. The eCo behavior editor
provides with a graphical interface which allows the user to manually create
or modify behaviors just by “drawing” them. Using a CBR-based module, the
user can make approximate searches against a case base of previously edited
behaviors. Both technologies work tightly integrated. Initially, the case base is
empty, so all the editing has to be done via the manual editing (graphic) tools.
Once there are enough cases in the case base, new behaviors can be constructed
by retrieving and reusing the stored ones.

First, in Section[Z we introduce some general ideas on behavior representation
and present the approach followed by the eCo behavior editor. In Section B] we
show a small example of application of the editor to a simulation environment:
SoccerBots. SectionH]describes the CBR module integrated in the editor focusing
in the different ways of computing similarity. Finally, in Section Bl and [ we
present related work, future goals and conclusions.

2 Modeling Reusable Behaviors

In general terms, the execution of a computer video game can be viewed as the
continuous execution of a loop of perceiving, deciding the behavior, acting and
rendering tasks. The behavior for each NPC basically decides the set of actions
or reactions performed by the controlled entity, usually in relation with its en-
vironment. In a computer game or simulation, each entity gathers information
about its environment using a set of sensors, which could be compared to the
senses of the living beings. Depending on this information, the entity performs
certain actions, using a set of actuators. In general, the set of sensors and ac-
tuators is unique for all the entities of a game and is different for each game or
simulation environment, although there will be similarities between games of the
same genre. For example, sensors in a first-person-shooter (FPS) game will give
access to the position, the steering, the health, the visibility of other entities or
the remaining fuel of a vehicle. Regarding the actuators, the entity can shoot,
look at or go to a place, talk to other entities, among others.

Several suitable techniques exist for the representation of behaviors. Due to its
expressive power and simplicity, Finite State Machines (FSMs) is one of the most
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Fig. 1. Example of a HFSM

popular techniques. FSMs have been used successfully in several commercial
games, like Quake [5], and in game editing tools, like Simbionic [6]. A FSM is
a computation model composed of a finite set of states, actions and transitions
between states. Simple states are described by the actions or activities which
will take place in a state and the transitions point out changes in the state, and
are described by conditions formulated over the sensors. One of the drawbacks
of the FSMs is that they can be very complex when the number of states grows.
To prevent this situation, we used Hierarchical Finite State Machines (HFSMs),
which are an extension to the classic FSMs. In a HFSM | besides a set of actions,
the states can contain a complete HFSM, reducing the overall complexity and
favoring its legibility [3].

We have developed eCo, a game designer oriented tool that represents be-
haviors using HFSMs. The main module offers a graphical editor to manually
“draw” the state machine representing a certain behavior. It includes tools for
loading, saving and importing the behaviors from disk, drawing and erasing the
nodes and edges, and specifying their content (actions or subordinate state ma-
chines, and conditions respectively). Once the behavior is complete, it is possible
to use the code generation tool to generate the source code corresponding to the
behavior. This tool uses the structure of the state machine together with the in-
formation in the game model to generate the source file. As the game model and
the source file required are usually different for each game, the code generator
will also be unique for each game.

The game model is a configuration file that describes some details of a game
or a simulation environment. Each game model is an XML file, which includes
the information about sensors and actuators, and a set of descriptors. The sensors
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and actuators are obtained from the game API. Descriptors are the attributes
used by the CBR module to describe the behaviors and retrieve them from the
case base. The descriptors are obtained through the observation of the charac-
teristics of the different behaviors that exist in the domain of the game.

Every manually designed behavior is stored and indexed and, as behaviors
tend to recur, there is a CBR module that allows retrieving and reusing behaviors
previously stored. We use XML files to store the cases. Each case in the case base
represents a behaviour using the following components. Next section describes
an example using a Soccer simulation environment.

— Attributes: descriptors that characterize different properties of the behav-
ior. The attributes are different for each game, although similar games (e.g.
games of the same genre) will share similar attribute sets. The designer
specifies as many attributes as necessary in the game model.

— Description: textual description of the behavior used to fine tune the de-
scription given by attributes.

— Enclosed behaviors: specifies which behaviors are hierarchically subordi-
nated. This allows the user to retrieve behaviors which include a specific
set of sub-behaviors or actuators.

3 SoccerBots Example

As we have already mentioned, the behavior editor described in Section 2 and
the CBR system that we are describing in Section ] are independent of any
specific game. However, for the sake of an easier exposition we are explaining
the basic ideas using a simple game. SoccerBotd] is a simulation environment
where two teams play in a soccer match. Simulation time, behavior of robots,
colours, size of field, and many other features are configured from a text file.
Basically, rules are similar to those from Robocuﬂgm.

The first step when using eCo to generate behaviors for the SoccerBots en-
vironment is to define the game model with the information about sensors, ac-
tuators and CBR descriptors. In the SoccerBots API we can find sensors for
example to check the X, Y position of the ball, its angle and distance. Some
examples of actuators (i.e. actions that robots can take) are kicking the ball,
change the speed of the robot, or change the direction the robot is facing.

Attributes (or descriptors) are obtained through the observation of the char-
acteristics of the different possible behaviors. We used four numeric descriptors
to characterize SoccerBots behaviors, namely mobility is the ability to move all
over the playfield; attack is the ability of the robot to play as an attacker; defence
is the ability of the robot to play as a defender; and goalkeeper is the ability of
the robot to cover the goal. Next section describes how to deal with these and
others ways of describing behaviors in the CBR system.

! http://www.cs.cmu.edu/ trb/TeamBots/index.html
2 http://www.robocup.org/
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4 CBR for Experience Based Behaviour Design

Case Based Reasoning is specially well suited to deal with the modularity and
reuse properties of the behaviors; it assists the user in the reuse of behaviors by
allowing her to query a case base. Each case of the case base represents a behav-
ior. By means of these queries, the user can make an approximate retrieval of
behaviors previously edited, which will have similar characteristics. The retrieved
behaviors can be reused, modified and combined to get the required behaviors.

Initially, the case base is empty, so all the editing has to be done via the
manual editing (graphic) tools. Once there are enough cases in the case base,
new behaviors can be constructed by retrieving and adapting the stored ones.
The number of cases necessary in the case base to obtain relevant results will
vary from game to game, depending on the complexity of the descriptors and
the heterogeneity of the behaviors that can be constructed for that particular
game. In the example of the Soccerbots environment, we began with a small
case base composed of five cases, and made it grow until we obtain reasonable
results for the queries. This happened with a case base of 25 cases. There are
two kinds of queries: functionality based queries and structure based queries.
In the former, the user provides a set of attribute-value parameters to specify
the desired functionality for the retrieved behavior. In the latter, a behavior is
retrieved, whose composition of nodes and edges is similar to the one specified
by the query.

4.1 Functionality Based Retrieval

The most common usage of the CBR system is when the user wants to obtain
a behavior similar to a query in terms of its functionality. The functionality is
expressed by means of a set of parameters, which can be any (or all) of the
components of the cases described at the end of Section

The parameters describing the query behavior are closely related to the game
model. The more differences exist between two games, the more different the
associated behaviors are and, hence, the parameters used to describe them. The
eCo editor provides a query form, showed in figure 2] to enter the parameters
and texts describing the functionality based queries, and a graphical tool to draw
structural queries (see next section).

To obtain the global similarity value between the cases and the query, the
similarity of the numeric and symbolic attributes is aggregated with the simi-
larity due to the textual description of each behavior. The user can select the
most appropriate operator to combine them in the query form. Some examples
of operators could be the arithmetic and the geometric mean or the maximum.
Functionality queries are provided by mean of a form where the user selects
attributes, and gives a textual description of the required behaviour. (S)he also
selects the similarity measure used to compare the query to the cases. Descriptor
based similarity is based on standard similarity measures here, like the normal-
ized difference value for numbers. Textual similarity metrics like the vector space
model [8] are used to compare textual queries with a short textual description
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Fig. 2. Functionality based queries

included in the cases. For instance, in the previous example, the user is request-
ing a behavior that stays near the goal. This descriptor was not included in the
game model, as it is not relevant for most of the behaviors.

4.2 Structure Based Retrieval

There are cases in which the behaviour designer knows the general structure of
the state machine (i.e. the distribution of the nodes and edges and the generic
functionality of them). In these cases, it would be easier and faster for the de-
signer if he could “draw” the state machine and let the editor find a similar
state machine in the case base. Finite state machines are directed graphs, so we
can compare them using any of the existing techniques in the literature. Figure
Bl(left) shows an example of a structure based query.

Entering this data, the retrieved state machine would be similar to the query
in terms of its shape, but the behaviour it implements could be any. Hence, we
need to allow the behaviour designer to point out the desired functionality of
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Fig. 3. Query and case for structure based retrieval and similarity between nodes

the retrieved state machine and then, compare the desired functionality with the
functionality implemented in the nodes of the state machines in the case base.

The functionality of the drawn nodes is expressed linking each node to a
functionality query (see Section ) that the user must build to expresses the
desired behaviour that should be contained in the node. The linked functionality
queries are compared to the descriptors in the nodes of the behaviours in the
case base during the query process. In the aforementioned example, and for the
sake of simplicity, instead of expliciting the whole functionality query, we will use
a descriptive name to express it. Thus, for instance, the user could link node A
to a behaviour whose desired functionality is “Go to my goal”. To do this (s)he
must build a functionality query that expresses this and link it to the node. For
the examples we will consider the following linking of the nodes: A = “Go to my
goal”; B= “Defend”; C = “Dribble”; and D = “Goal shot”.

Our approach to these structure based queries is to use the drawing facilities of
the editor to “draw” the state machine (the behaviour pattern) and then assign
functionality based queries to the nodes, which will show the functionality of each
node. Figure ] shows the query editor for the structure based queries. In the left
pane the user can draw a behaviour pattern and in the right pane he can specify
the desired functionality of the retrieved behaviour by entering a functionality
query. Additionally, each node can be linked to another functionality query, as
we have already mentioned, to tune up the search.

In the next section we review different techniques to calculate labelled graph
similarity and how they can be applied to our specific problem.

Graph Similarity

The graph similarity problem is an issue that has been approached in several
different ways in the literature. Each approach has its own advantages and disad-
vantages. In the following paragraphs we review some of them and explain how
we adapted them to solve our current problem, the labelled graph similarity.

First approach

Bunke and Messmer’s approach [J] is based in the calculation of the weighted
graph edit distance, a generalization of the string edit distance [I0]. They define
a set of edit operations (namely, adding a node (A), deleting a node (D) and
editing the label of a node (E), and adding an edge (A’), deleting an edge (D’)
and editing an edge(E’)). Each operation has an associated cost (Ca, Cp, Cg,
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etc.). Using different sets of cost values will lead us to different results. The edit
distance (dist) is the minimum cost among all sequences of edit operations that
transform the source graph into the target graph. The distance can be converted
into a similarity measure by defining a function that uses the distance, like:

sim(Gy, Gy) = [1 + dist(Gy,Ga)] "
For instance, for the example in figure 3, valid sequences of edit operations are:
S1={D(A),D(C)}
Sy ={D(A), D(B), E(C)[Dribble — Defend|, A'(D, C')}
S3 ={F(A)[Go to my goal — Goal shot], D(C), D(D), A'(B, A)}

C1=2-Cp C3=2-Cp+Cg+Cysp C3=2-Cp+Cg+Ca

Intuitively, if Cr and C 4/ are greater than 0, the sequence S; has the lowest
cost, and therefore, is the edit distance.

The sequence associated to the edit distance contains the operations needed
to transform one graph into the other, and hence, it can be used to perform the
adaptation of the retrieved behaviour later.

In the worst case, the complexity of the computation of the graph edit distance
is exponential in the size of the underlying graphs, although it can be speeded
up using heuristics and bound techniques.
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This approach considers the labels in the nodes and edges of the graphs.
Continuing with the former example, in the second sequence we deleted nodes
A and B, and added an edge from D to C. After doing this edit operations, the
resulting graph is equal in shape to the case graph, but still differs from it in
the labels, so we have to use one edit operation to change the label on node C.

One of the limitations of this approach is, as we can see in the example, that
all the node editing operations have the same cost (Cg) regardless of the labels
contained in the nodes. For instance, sequence 2 and sequence 3 have the same
cost, but the behaviours in nodes C (Dribble) and 1 (Defend) are more similar
than the ones in nodes A (Go to my goal) and 2 (Goal shot). In our approach,
as we will see later, we use a cost function. This function takes into account the
similarity of nodes in edit operations.

Second approach
The approach followed by Champin and Solnon in [I1] is based on the definition
of correspondences between nodes of the source and target graph.

Each graph G is defined by a triplet (V,ry,rg) where V is the finite set of
nodes, ry is a relation that associates vertices with labels, and rg is a relation
that associates pairs of vertices (i.e. edges) with labels. 7y and rg is called the
set of features of the graph. A correspondence C' between GG; and G is a subset
of V1 x V4, that associates, to each vertex of one graph, 0, 1 or more vertices of
the other.

Given a correspondence C' between G and Gs, the similarity is defined in
terms of the intersection of the sets of features (ry and rg) of both graphs with
respect to C":

descr (G1) Ng descr (Ga) =
{(v,1) € rv1| (v,0") € CA (V1) € rya} U
{(W',1) e rvg\ (v,0v") € C A (v,1) €ryr}U
{(U vj, 1) € 1| (vi,v)) € C A (UJ, j) EC'/\( (8 J,l) ETEQ}U
{(vz,vj,l) € rpa| (vi,v)) € (Uj,’Uj) € C A (v,v5,1) € rEl}

(1)

f (deser (Gy) Ne deser (Ga)) — g(splits(C))
f (deser (Gh) Udescer (G2))
Where splits is the set of vertices from Vi U V5 which are associated with 2 or

more vertices by C. The total similarity value is the maximum similarity value
of all the possible correspondences:

sim¢ (Gl, Gz) =

sim (G1,G2) = olmax, {sim¢ (G1,G2)}

1 x Vo

The complexity of this problem is, again, exponential in the number of vertices
of the graphs being compared, but the use of heuristics and bounding functions
can accelerate the search.
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This approach is more sensible to the similarity of the labels in the edges.
On the other hand, the possible values when comparing one label with another
(whether it is a node or an edge label) can only express if they are identical or
not. We need a way to compare, not only the shape of the behaviours but also
their functionalities and, in the scenario we are dealing with, its uncommon to
find two nodes or two edges which have exactly the same labels, so we will need
some way to relax this comparison.

Third approach

The similarity measure proposed by Wang and Ishii in [T2] is also based in the

definition of correspondence relations between the nodes of the two graphs.
This method doesn’t use the intersection, but an algebraic formula to obtain

the final similarity measure. As in the previous approach, the similarity degree

of two graphs GG; and G5 is the maximum similarity of G; and G2 over all the

possible correspondences:

sim (G1,G2) = max {sim¢ (G1,G2)}

and the similarity of G; and G2 over the correspondence C

sime (G, G2) H
F, = Z Wn) + ;V(C (n)) -sim (n, C' (n))
neVy
ezz W(e)+12/V(C’( ) -sim (e, C (e))
eckEy
Mn—l-ZWe—max(ZW Sy w(C )+max<ZW Sy w(C )
nevy nevy eckE, eck

where W is the weight of a node or an edge.
For this approach, the labels in the nodes and edges are single variables or
constants, and their similarity is defined by the following functions:

— For nodes, if the value represented for the constant or variable in both nodes
is the same, then the similarity is 1, and 0 in any other case.

— For edges, if the source and target nodes of the edges are related by C' and
the labels are equal, then the similarity is 1; if the labels are different, the
similarity is 0.5 and is 0 in any other case.

In this case we can change this similarity function so we can obtain a more
descriptive value. We use a functionality based similarity function (Section [11])
to compare the descriptors of the nodes. As with the previous techniques, the
complexity of this one is also exponential and its also possible to reduce the
search space by the use of heuristics and bounding techniques.
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Our Approach
Our approach to the similarity problem in finite state machines is based in both
the structure of the state machine and the labeling in the nodes. The labels
associated to the nodes are used to express the functionality of the behaviours
contained in them.

In our implementation we allow the user to select any of the three techniques
explained before to obtain the similarity measure in the structure based retrieval.

First approach

This approach is based in the calculation of the edit distance between two graphs.
The distance is obtained as the sum of the operations needed to transform one
graph into the other.

The cost assigned to each edit operation determines the final distance. In our
approach, we are considering the costs of edit operations, not as constants, but
as functions defined over the source and target nodes or edges. This way, we
can express the intuitive idea that changing one label for another is cheaper in
cost if the labels are more similar. For instance, the cost of the edit operation
E(C)[Dribble — Defend] is:

cost(E(C)[Dribble — Defend]) = Cg - (1 — sim(Dribble, Defend))

where Dribble and Defend are the labels of the nodes (actually, the labels are
the functional descriptors of the behaviours, but we used these descriptive names
to simplify the example) and the sim function is the similarity function used in
functionality based retrieval in Section El

We also impose the following restrictions on the possible values of the cost
functions, so the results of the distance function are reasonable:

L. CE < CA+CD and CE’ < CA’ +CD’
This means that editing the label of a node is cheaper than an addition and

a deletion of the same node with different labels.
2. C4 =Cp and sim(X,Y) =sim(Y, X)
These two restrictions give symmetry to our distance measure.

For instance, to obtain the similarity between the query and the case in

Figure B if we use the costs Cy,Cp,Cg,Ca/,Cp:,Cg = 1, and the sequences:
51 ={D(A4), D(C)}
Sy ={D(A), D(B), E(C)[Dribble — Defend], A’(D, C)}
S5 ={E(A)[Go to my goal — Goal shot], D(C), D(D), A’ (B, A)}

The distances are:

dp=2-Cp=2

dy =2-Cp + Cg - (1 — sim(Dribble, Defend)) + C4» =2+ 0.5+ 1=3.5

d3 =2-Cp+Cg - (1 —sim(Go to my goal, Goal shot)) + Cyr =2+ 1+1=4

As we can see, the result of do is better than ds because the labels Dribble
and Defend are more similar than Go to my goal and Goal shot.
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Second approach
This approach is based in the definition of a correspondence between the nodes
of the query and the case graphs.

As has been seen in equation (), in page [I88] the intersection with respect
to a correspondence C' only takes into account the nodes and edges who share
identical labels. In the case of finite state machines, it is convenient to consider a
more relaxed similarity measure, so we can take into account the nodes that are
not equal but similar. To address this problem we add a value 3 to each tuple
in the intersection. This value represents the similarity between the labels of the
nodes or edges:

descr (G1) Ne descr (Gy) =
{(,",8)| (v,v") € CA(v,]) €ryi A (V1) €rya A B =sim (I,1')}U
{((vi, v3), (v}, v5), B) | (vi,v}) € C A (v5,05) € C A (v3,05,1) € rEIA
(vz,vj,l ) €rmpa AL =sim (')}

f (descr (Gy) Ne deser (Ga)) — g(splits(C))

Simc (Gl,Gz) = ba

The similarity function we use is the functionality based retrieval similarity (Sec-
tion [A.T)).

The similarity value § is used by the function f to obtain the final similarity
value, and the constant F' is an upper bound of f that maintains the result

in the interval [0, 1]. For instance, considering the example in figure Bl and the
functions:

fI) = > (fn(n)) + > (fE(e))

for cach node n in I for each edge ¢ in [
In((w v, 8)) =5
fe(((viv)), (v;,v5), B)) = B
9(5) = 5]
F =max{|rv1],|rval} + max{|rei|,|re2|} =4+ 6 =10

we can have the following similarity values:
—for € ={(4,1),(B,1),(C,2),(D,2)}:

deser (G1) Ne deser (G2) = {(A4,1,0.5),(B,1,1),(C,2,0.5), (D, 2,1),
((B,C),(1,2),1), (B, D), (1,2), 1),
((C, B), (2,1),1), (D, B), (2,1),1)}
(1,{A, BY). (2,{C. D})}
3+4)—2

10

splits(C) = {
(

sime (G, Ga) = =0.5
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— for C' = {(A,1),(B,0),(C,1),(D,2)}:

deser(Gh)Nedeser (Go)={(A4,1,0.5),(C,1,0.5), (D, 2,1), ((C,D),(1,2),1)}
splits(C) = {(1,{A,C})}

Simc(G1, GQ) = (2 + 1) B

1—02
10 o

To simplify this approach, we can consider only the nodes and edges whose (3
is greater than a certain threshold.

Third approach

The third approach is also based in defining the possible correspondences be-

tween the graphs being compared. In this case, the calculation includes the

comparison of the similarity of labels. To adapt it to our scenario we use the

functionality based retrieval similarity function, instead of the one proposed.
As a first approach we give all the nodes and edges the same weight (1). The

resulting similarity measure is:

F,+ F,
Slmc (G17G2) M —|—M
Fn+Fe:Z$mnC anneC
neNy ecEq

Mn + Me - ‘N1| + ‘E1|
For the example in figure [3] we can have the following results:
—for € ={(4,1),(B,1),(C,2),(D,2)}:

05+1+05+1)+(1+1+1+1)

Simc(Gl,Gz) = 446 =038
— for C ={(A,1),(B,2),(C,1),(D,2)}:
wime (G, Ga) = (05+0+05+ 1)+ (1 +14+1+1) _ o

446

5 Related Work

There exist several tools oriented towards the edition of finite state machines.
Most of them are general purpose state machine editors (like Qfsm or FSME),
which allow a more or less elastic definition of the inputs and outputs (the sensors
and actuators) and the generation of the source code corresponding to the state
machine in one or more common languages like C++ or Python. Most of them
don’t allow the use of HFSMs, nor facilitates the use of CBR or some other tool
to favour reusing the state machines.

Regarding game editors, most of them are only applicable to one game or,
at the most, to the games implemented by one game engine (as is the case of
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the Valve Hammer Editor). Besides, the vast majority only allow map edition.
The few that allow editing the entity behaviors are usually script based, like the
Aurora Toolset for Neverwinter Nights.

Finally, there exist some tools like BrainFrame and, its later version, Sim-
bionic, which are game oriented finite state machine editors. These editors allow
the specification of the set of sensors and actuators for the game and the edition
of HFSMs using that specification. The HFSMs generated by the editor are in-
terpreted by a runtime engine that must be integrated with the game. Currently,
there exist a C++ and a Java version of the runtime engine. There are two cru-
cial differences between our approach and the approach used in Simbionic. First
of all, the Simbionic editor doesn’t offer any assistance for reusing the behaviors,
like the CBR approximate search engine integrated into the eCo editor. And
second, to integrate a behavior edited with the Simbionic editor with a game, it
is mandatory to integrate the Simbionic runtime engine with the game. On the
other hand, eCo offers capabilities to implement code generator to automatically
generate the source for behaviors in any language.

6 Conclusions and Future Work

In this paper we have described an ongoing work using CBR to design intelligent
behaviors in videogames. We have developed a graphical editor based on HFSM
that includes a CBR module to retrieve and reuse stored behaviors.

One of the main advantages of our approach is that the editor and the CBR
module are generic and reusable for different games. We have shown the appli-
cability in a soccer simulator environment (SoccerBots) to control the behavior
of the players. As part of the testing stage and to check the editor applicability
we have proposed the integration of the eCo editor with other games with very
different nature: SoccerBots is a sports simulator, Neverwinter Nights is a role
playing computer game, JV2M [13] is an action game and AIBO is a real life
multipurpose robot) and with different integrating characteristics. For instance,
while in JV2M we define the set of sensors and actuators, it is fixed for the other
environments; while Neverwinter Nights is highly event-oriented, the rest of the
environments are basically reactive systems.

In this paper we have described the current state of the work but there are
many open lines of work. We have finished the graphical editor, defined the
structure of the cases and the game models, and we have been working on case
representation, storage and similarity based retrieval. Current lines of work are
automatic reuse of behaviors and learning.

Regarding structure based similarity, in this paper we have proposed three dif-
ferent approaches to compare finite state machines. Our next step is testing them
to determine which is the most suitable approach and for what kind of cases.

The use of HFSM offers many possibilities to reuse and combine pieces of
behaviors within other more complex behaviors. We are also working on the
definition of an ontology about different games genres to be able to reuse be-
haviors, vocabulary and sets of sensors and actuators between different games
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of the same genre. This way we can promote the reuse of behaviors, even among
different games, while making easier the use of the editor, since the user doesn’t
need to learn the characteristics of the game model for each game.

There exist numerous techniques, besides HFSMs, to represent behaviors, like
decision trees, rule based systems, GOAP or Hierarchical Task Networks, for
instance. One of the opened investigation lines is the study of the pros and cons
of each one of them and the possibility of combining some of them to create the
behaviors.
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Abstract. Case-base reasoning in a real-time context requires the sys-
tem to output the solution to a given problem in a predictable and usually
very fast time frame. As the number of cases that can be processed is
limited by the real-time constraint, we explore ways of selecting the most
important cases and ways of speeding up case comparisons by optimizing
the representation of each case. We focus on spatially-aware systems such
as mobile robotic applications and the particular challenges in represent-
ing the systems’ spatial environment. We select and combine techniques
for feature selection, clustering and prototyping that are applicable in
this particular context and report results from a case study with a simu-
lated RoboCup soccer-playing agent. Our results demonstrate that pre-
processing such case bases can significantly improve the imitative ability
of an agent.

1 Introduction

When using a case-based reasoning (CBR) system, the performance of the system
is highly dependant on the quality of the case base that is used [I]. One aspect
of case base quality is how well the cases in the case base represent the set
of possible problems that the CBR system might encounter. If the case base
contains too few cases (or cases that are highly similar to each other) then the
case base might not adequately cover the problem space leading to a decrease
in performance. One reason, which we will focus on in this paper, for a case
base being a less than ideal size is if the CBR system must operate under a
real-time constraint. Since the CBR system must search the case base in order
to determine the solution to a problem, a larger case base will likely lead to a
longer search time.

One specific area where CBR can be applied in a real-time setting is in the
imitation of spatially-aware autonomous agents. These agents are able to identify
objects that are visible to them in their environment and perform actions based
on the configuration of those objects. Unless the agent has a complete world
view, it is generally only able to see a subset of objects at any given time. In

K.-D. Althoff et al. (Eds.): ECCBR 2008, LNAI 5239, pp. 195-209] 2008.
© Springer-Verlag Berlin Heidelberg 2008
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addition to being able to only view a subset of the objects in the environment
at a given time, the agent may also not know the total number of objects that
exist in the environment.

When an agent is fully aware of each unique object in the environment and is
able to differentiate between similar objects (for example, the agent can differen-
tiate between two humans and does not just classify them both as human) then
there would exist a type for each of the unique objects. However, if the agent
is unable to differentiate between similar objects then multiple objects would
belong to a single type and the objects of a similar type could be considered
interchangeable.

The RoboCup Simulation League [2] is a realistic benchmark for examining
the type of agents we described. RoboCup agents must deal with temporal events
as well as with an environment consisting of a 2-D space (the soccer field) with
objects and other agents within that space. The agent does not know its exact
position on the field but must estimate it using the location of the objects that
are visible to it. During each time period in a game, the server provides clients
with world view and state information (subject to a noise model) using one of
see, hear, or sense body messages. Objects described in see messages may be
players, the ball, goal nets, or the numerous lines and flags located on the field.
Due to noise associated with seeing objects, a RoboCup agent often does not
possess enough information to properly differentiate similar objects (for example,
it may only be able to tell that it can see a player, though not which player it
sees). The RoboCup Simulation league provides a suitable testbed to examine
the methods described in this paper due to the real-time constraints and the
difficulty in differentiating similar objects.

In the remainder of this paper we will examine several techniques (feature
selection, clustering and prototyping) that can be used to increase the number
of cases that can be examined within a real-time limit as well as methods of
improving the diversity of cases contained in a fixed sized case base. It should be
noted that assume that the case bases do not use any method of fast-indexing,
although we feel that our techniques could be used as a complement to fast-
indexing. Initially, in Section 2] we describe the case study we will perform to
demonstrate the techniques presented in later sections of the paper. Section Bl
will look at methods for representing a case and selecting the most useful features
in a case to use will be covered in Section @l The creation of prototype cases will
be covered in Section [l Related work will be examined in Section [f followed by
conclusions in Section [

2 Case Study: RoboCup Simulation League

Our case study involves a case-based reasoning system that is used to imitate the
behaviour of a RoboCup [2] soccer player. Cases for this system are generated, in
an automated manner, by observing the RoboCup player that will be imitated
and logging the inputs to the player and the player’s outputs [3/4]. Each case
is comprised of the inputs to the player (what objects the player can see) as
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well as the outputs (actions the player performs) of the player in response to
those inputs. The imitative CBR agent then uses those cases in an attempt to
select appropriate actions based on what it can currently see (what objects are
in its field of vision). The goal of such a system is to produce behaviour that is
indistinguishable from the behaviour of the RoboCup player it is imitating.

In the RoboCup Simulation League, the environment contains objects that
belong to a fixed number of object types. Although each individual object on
the field in unique, the agent is often unable to distinguish between objects
of the same type due to noise. For example, the agent would be able to see a
teammate but might not be able to tell what specific teammate it is. For this
reason, objects of the same type are treated as interchangeable. In the RoboCup
Simulation League we define the following object types:

Type = {Ball, Goalnet, Flag, Line, Teammate, Opponent, Unknownplayer}

Each player may only perform an action once per discrete time interval, called
a cycle. If the player does not perform an action each cycle then it will be at a
disadvantage compared to other players who act more often. The entire process
(Figure [I)) of identifying what objects are currently visible to the agent, using
CBR to select the appropriate actions to perform and performing those actions
should then be completed within a cycle (of length 100ms). Also, given that the
CBR process is not the only task the agent needs to complete within each cycle,
we will set our time limit for performing CBR to half of the cycle (50ms).

Identify Visible Case-ba_sed Perform Action
Objects Reasoning
| 100ms |

Fig. 1. The activities the agent must perform in one 100ms cycle

2.1 Metrics

The effectiveness of each approach will be measured using a combination of two
criteria: how much time it takes to perform the case-based reasoning process and
how well the agent performs imitation.

The time it takes to perform the CBR process will be measured as the time
it takes from when the CBR system is given a problem (the objects an agent
can currently see) to when it provides a solution (the action to perform). As
was mentioned previously, we want this time to be as close to our imposed time
limit of 50ms as possible. If the time is lower than 50ms we could add more cases
to our case base, or if the time is greater than 50ms we would need to remove
cases from the case base. Either adding or removing cases may have an impact
of how well the imitative agent performs, so we also require a metric of agent
performance.
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If it takes an amount of time, T, to perform CBR using a case base of size N,
then we can estimate the number of cases, N,,qz, that can be used within our

real-time limit, T}, as:

Tmaz * N
Nmaz ~ 1
. M)

A simple measure of agent performance would be to measure the classification
accuracy of the CBR system when performing a validation process. Each case
in a testing set will be used as input to the CBR system and the output of the
CBR system, the predicted action, will be compared to that case’s known action.
This provides a measure of the number of test cases that are classified correctly.
However it can be misleading when the testing data contains a disproportional
number of cases of a certain class. For example, in RoboCup soccer a player
tends to dash considerably more often than it kicks or turns. A CBR system
that simply selected the dominant class (dash) could gain a high classification
accuracy while completely ignoring the other classes.

Instead, we use the f-measure. We define the f-measure, F, for a single action,
1, as:

2 xprecision; * recall;

F; =
precision; + recall;

with o
precision; = (3)
t;
and o
recall; = ' 4
= @
In the above equations, ¢; is the number of times the action was correctly
chosen, t; is the total number of times the action was chosen and n; is the number
of times the action should have been chosen. The global f-measure, combining
the f-measures for all A actions, is:

1
Fglobal = A ZFZ (5)

i=1

3 Case Representation and Comparison

As we focus on spatially-aware agents, an important issue is that of representing
the agent’s environment. Assuming a previous step in the considered system
extracts symbolic information from a robot’s sensor data, the “raw” information
is a list of recognized objects with spatial coordinates, for example in polar
coordinates with respect to the agent, as in the RoboCup context.

The standard inputs of most machine learning systems are feature vectors,
and in most CBR publications (particularly in the RoboCup context) researchers
have manually defined vectors from their input data, selecting features according
to their expertise in the application domain. For soccer simulation, the feature
vectors comprised such heterogeneous features as the distance from the ball to
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the net, the current score, counts of players in particular zones, etc. In previous
work on this project [Bl4I5] we have adopted an orthogonal approach, exploring
techniques to manipulate the raw data received from the feature extraction step,
minimizing application-specific bias and human intervention.

3.1 Raw Data Representation

The first representation that we consider here is a simple list representation of
the visible objects with their exact coordinates. The main problem with this rep-
resentation is that is does not form an ordered set of features of a fixed length.
At a given time the agent only has a partial view of the world, and cannot nec-
essarily differentiate objects of a given symbolic category. For example, a mobile
robot navigating a city could label the objects surrounding it as cars, people,
or buildings, but probably not identify each one according to some complete
reference of all possible cars, people, or buildings.

Comparing two cases represented by such “bags of objects” involves compar-
ing the sets of objects present in the scenes, matching as many objects from
one set to objects of the other set, and secondly evaluating the actual physical
distance in between matched objects. As permutations need to be considered,
the cost of object-matching algorithms is very high, as reported by Lam et al.
[4] and Karol et al.[6] in separate work. Objects of one scene which cannot be
matched to an object of the other must also be accounted for, for example by a
penalty added to the distance value.

3.2 Histogram Representation

In [5] we presented an alternative approach that creates a vector using all the
spatial data without the bias of manual feature selection. Our approach takes
inspiration from grid occupancy maps [7] used in mobile robotics, a technique
where sections of the environment are assigned probabilistic indications that
they contain obstacles. Such a representation aims to project all the available
information (e.g. from a sonar) on a feature map that represents the entire
known environment. Our representation is based on histograms of objects over a
partition of the visible space, and transforms a list of objects into an image-like
representation with customizable granularity.

As a feature vector, this representation supports practical similarity metrics
and opens the door for the application of other machine learning techniques
while avoiding the need of a priori manual feature selection. Distance and sim-
ilarity metrics that we have experimented with include Euclidean distance and
a similarity metric based on the Jaccard Coefficient, which has proved to give
better results in our experiments (see [A]).

3.3 Fuzzy Histograms

Discretizing the visible space into intervals, although efficient in our practical
experiments, has some drawbacks. Objects that are near the boundaries can be
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artificially separated into two different sections, whereas two relatively distant
objects, at opposite ends of a section, would be lumped together. In fact, since we
are removing the information of the exact coordinates of the objects, some cases
which were only slightly different can now have the exact same representation. If
these cases were associated to the same solution then it can be a way of removing
redundant cases, but if the cases were associated to different solutions then the
indistinguishability of the two cases becomes a problem.

In order to address these problems we can introduce fuzzy logic to the dis-
cretization. Fuzzy logic allows for the smooth spreading of the count of objects
over neighbouring segments according to the actual position of the objects, and
thus limits boundary effects. For fuzzy histograms, we can use the same distance
or similarity metrics as for crisp (non-fuzzy) histograms.

3.4 Empirical Comparison

The case representation schemes we have described store the case features and
calculate distance between cases in different manners. As such, we can expect
the execution time of a CBR system to be different depending on which repre-
sentation scheme we use. The goal of these experiments is to find out how large
the case base can be for each representation (while still meeting our imposed
50ms time limit) and how well the CBR system performs when using a case base
of that size.
The experiments will use the following parameters:

— The player we will attempt to imitate is Krislet [§]. Krislet uses simple
decision-tree logic to express its behaviour, namely that the agent will always
search for the ball, attempt to run towards it, and then attempt to kick
it toward the goal. Although it may seem that simply inducing decision-
trees from our data would be an obvious solution to imitate this agent, our
preliminary studies found that this required more human intervention and
performed less accurately than a case-based reasoning approach.

— All features will be given an equal weighting.

The CBR system will use a 1-nearest neighbour algorithm.

All case representations will work on identical datasets (although they will

represent the data sets differently).

The histogram approaches will discretize the data into a 5x8 grid.

The histogram approaches use the Jaccard Coefficient similarity measure.

Case bases of varying sizes were used in order to determine the maximum
number of cases that could be used within a 50ms timeframe. We can see that
the histogram approaches can utilize far more cases, nearly 5 times more, that the
raw data representation (Table[l]). Also, the histogram approaches achieve higher
f-measure scores in all categories except for kicking, with the crisp approach
slightly outperforming the fuzzy approach.
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Table 1. Comparison of case representation

Max. flgiobar  flrick flaasn fliwrn
cases
Raw 3012 0.43 0.17 0.70 0.41
Crisp histogram 14922 0.51 0.12 0.84 0.57
Fuzzy histogram 14922 0.50 0.12 0.82 0.56

4 Feature Selection

The comparison between cases, usually a similarity or dissimilarity measure,
occurs quite often in a single CBR cycle and can represent a majority of the
computational time required by the CBR system. If the comparison between
cases is a function of the features contained in the cases, such that the compu-
tation time of the comparison is proportional to the number of features, then
removing unnecessary or redundant features can reduce the computational time
required.

Wrapper algorithms [9] are a type of feature selection algorithm that search
for an optimal feature weighting by evaluating the weightings when using them
in a target algorithm (in our case, a CBR algorithm). This is in contrast to
a filter algorithm [I0] that selects features without using the target algorithm.
Wrapper algorithms are often favoured because they directly use the algorithm
that will use the feature weights, although they do have a higher computational
cost.

The downside of existing wrapper algorithms, when taking into account the
real-time concerns, is that they select the features that will optimize the per-
formance of a given algorithm when using a fixed-sized training sample. One
should note though that performing feature selection on a fixed-sized training
sample will produce an optimum feature weighting for that training sample and
will not take into account that every feature removed will result in more cases
that can be evaluated. For example, the removal of a feature might not improve
the performance of the target algorithm using a fixed-sized training set but the
performance might be increased if that feature was removed so that more cases
could be added to the training set (potentially improving the diversity of the
training set).

Given the total time to solve a problem case using a CBR system, t;,;, when
the CBR system uses a case base of size N, then the average execution time cost
per case, tegse, 1S:

Lot
tease = N (6)
And if the each case is composed of i types of features, then the average execution
time cost per feature type, tfeqt, is:

t
treat = " (7)
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It should be noted that this assumes that each type of feature has an equal
execution cost. If this is not the situation, each feature type can have a different
cost value. We can then apply the following algorithm to complement the use of
any existing wrapper feature selection algorithm:

Algorithm 1. Dynamic Training Set Feature Selection

Inputs: WrapperAlgorithm, allCases, timeLimit, CBRAlgorithm
Outputs: optimum weights

DTSFS(WrapperAlgorithm, allCases, timeLimit, CBRAlgorithm)
while (!WrapperAlgorithm.optimumWeightsFound()):
weights = WrapperAlgorithm.nextWeightsToTest ()
caseCost = 0
for(each non-zero weight in weights)
caseCost += execution time cost of the feature being weighed
end loop
estimatedSize = timeLimit/caseCost
trainingCaseBase = randomly select ’estimatedSize’cases from allCases
CBRAlgorithm.setWeights(weights)
CBRAlgorithm.setTrainingData(trainingCaseBase)
performance = CBRAlgorithm.evaluatePerformance()
WrapperAlgorithm.returnEvaluation(performance)
end loop
return WrapperAlgorithm.optimumWeights()
end

This algorithm dynamically changes the size of the training data used by a
wrapper feature selection algorithm based on the estimated computational cost
of the feature set that is currently being evaluated by the CBR system.

4.1 Experimental Results

This round of experiments looks to demonstrate the benefit of using the feature
selection algorithm discussed in the previous section (Algorithm[I]). For these ex-
periments we will use a simple wrapper feature selection algorithm, a backward
sequential selection (BSS) algorithm [11], as an input to Algorithm [Il We make
a slight variation to this algorithm in that it does not directly evaluate weights
using the CBR algorithm. Instead, it makes the current weights it wants to test
available (as in the next Weights To Test() method in Algorithm[I]) and waits to re-
ceive the performance of those weights (as in the returnEvaluation(performance)
method in Algorithm [). This wrapper algorithm requires two parameters. The
first parameter is the minimum percentage a feature set must improve over the
current best feature set in order to become the new best feature set. The second
parameter is the number of feature sets we examine, without finding a new best
feature set, before the algorithm terminates. For our experiments we will use a
0.01% minimum increase and up to 5 non-improving feature sets.
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When the BSS wrapper algorithm is used to perform feature selection, with
all three case representation schemes that were used in Section Bl (using the same
parameters as those experiments), we find that all three schemes find the same set
of features (ball and teammate) produce the largest performance improvement
(Table ). For all case representations we see noticeable increases in f-measure
values by using this subset of object types instead of using all object types. Case
base sizes were selected based on the experiments in SectionBso that when using
all of the features the CBR process would take approximately 50ms. We see that
the feature selection algorithm found a set of features that did not contain all of
the features. By removing the features that the feature selection algorithm did
not select (and removing their computational cost) the CBR system will then be
able to process more cases within the 50ms time limit. Does it then make sense
to perform feature selection using a training case base of a fixed size if that fixed
size is chosen in order to ensure the real-time constraint when using all of the
features?

In fact, each feature set will allow for a different maximum case base size
depending on the number of features that are included. If we use the same
BSS wrapper algorithm as an input to Algorithm [I] we can see that it may be
more beneficial to remove a feature, and as a byproduct allow for a larger case
base size, then to keep the feature (Table [B]). Using a fixed sized training case
base, we found ball and teammate to be the features that should be included.
However, using a dynamic sized training case base we find that only the ball
should be included. The performance using a larger case base size, by removing
the teammate feature, was larger than the performance of using a smaller case
base size and including the teammate feature. It should be noted that the same
can not be said about removing the ball feature and only keeping the teammate
feature, as that actually caused a performance decrease.

5 Case Selection through Case-Base Clustering and
Prototyping

The next method for improving case base diversity that we examine, in this
section, is prototyping. Prototyping involves replacing a set of cases with a single
case (a prototype case) that is representative of the entire set. In order for any
type of prototyping to occur, the case base can first be divided into a number
of smaller groups. Each of these clusters must contain similar cases so that the
prototyping process can successfully produce a case that represents the entire
cluster. Ideally, the cases within a specific cluster will be nearly identical to
each other, so that the prototypical case would be highly similar to all cases in
the grouping. However, if the cases in a grouping are highly dissimilar then the
prototypical case will be a less precise representation of the cluster.

Many clustering algorithms work on the assumption that the distance metric,
used to calculate the distance between two data points, follows the triangle
inequality [I2]. While we can make this assumption for the histogram distance
calculation and data representation in Section B2} the same can not be said for



204 M.W. Floyd, A. Davoust, and B. Esfandiari

Table 2. Feature Selection Using Fixed Training Case Base

Num. Features flgiobal Fliick flaash fliuwrn
cases
Raw 3012 {ball,teammate} 0.52 0.30 0.79 047
Crisp histogram 14922 {ball,teammate} 0.57 0.25 0.87 0.60
Fuzzy histogram 14922 {ball,teammate} 0.55 0.26 0.82 0.58

Table 3. Feature Selection With Dynamic-sized Training Case Base

Max. Features flgiobar  flrick [laash [lewrn
cases
Raw 21084 {Dball} 0.60 042 0.84 0.55
Crisp histogram 104454 {ball} 0.61 0.30 0.90 0.64
Fuzzy histogram 104454 {ball} 0.60 0.30 0.88 0.62

the raw data representation and associated distance calculation (Section B.TJ).
This is due to the fact that each case can contain a different number of known
values for features and features can be indistinguishable from each other. The
way in which indistinguishable features are “matched” between cases [3] can lead
to such a situation. For example, consider three cases A, B and C which contain
features a, b and c respectively. We might find a situation where a and b are
matched when comparing A and B, a and ¢ are matched when comparing A and
C' but b and ¢ are not matched when comparing B and C. This situation can
lead to the triangle inequality not holding true. One type of clustering algorithm
that could work on such data would be non-parametric clustering algorithms
[314].
For the histogram representations we use a k-means clustering algorithm [I5]
to cluster the data. However, due to the distance calculation used by the raw
data representation the k-means algorithm (along with a substantial number of
other clustering algorithms) can not directly be applied due to the fact that each
case contains a different number of known values for features. The data must first
be transformed by converting it to a distance vector [I3]. The distance vector for
a case contains the distance between that case and each case in the case base.
So if the case base contains N cases, then each case will be represented by a
distance vector of size N. After this transformation is performed we can then
apply the k-means algorithm to the distance vectors.

Assuming we can adequately cluster our case data, we will now examine two
possible methods to create prototypical cases from the clustered data.

5.1 Using a Cluster Member

The simplest method for creating a prototypical case from a cluster of cases is to
simply use a single case from the cluster, a cluster member, as the prototypical
case and discard the remaining members of the cluster. This method is useful
because it does not require creating a new case, but instead it reuses an existing



Considerations for Real-Time Spatially-Aware CBR 205

case. By avoiding the creation of a new case the case base is guaranteed to be
composed entirely of acquired cases.

For a cluster with n cases in it and containing the cases {C;,...,Cy}, we
locate the prototypical case as:

C n

Cprot = arg Crin:igl Zl d(Cza CJ) (8)
=

This will find the case that is the minimum distance (where the distance between

two cases is d(Cj, Cj)) from all other cases in the cluster. Likewise, we could

modify the equation to find the maximum value when calculation a similarity

between the cas