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Preface

The 26th International Symposium on Shock Waves was held from July 15 to July 20,
2007 in the “Deutsches Theater in Gottingen”, Germany. It was jointly organised by
the German Aerospace Center DLR and the French-German Research Institute of Saint
Louis ISL. The year 2007 marks the 50th anniversary of this symposium which was
held for the first time in 1957 in Boston - at that time named “Shock Tube Sympo-
sium”. After 1967 in Freiburg, being the first symposium which was held outside the
United States of America, and 1987 in Aachen, it was an honour for us to host the
symposium again in Germany and to celebrate this memorable anniversary. Moreover,
we were pleased to organise ISSW26 in the same year in which 100 years of institution-
alised German aerospace research is commemorated. This event refers back to the long
history of basic and applied contributions to applied mechanics, hydro-, aero-, and gas
dynamics which was started in Gottingen by Ludwig Prandtl at the beginning of the last
century. In 1907, Ludwig Prandtl founded the “Modellversuchsanstalt fiir Aerodynamik
der Motorluftschiff-Studiengesellschaft” (Institute for Testing of Aerodynamic Models
of the Powered Airship Society) in Gottingen and he is therefore considered one of the
key founding fathers of institutionalised aerospace research. Later the “Modellversuchs-
anstalt Gottingen” became the “Aerodynamische Versuchsanstalt AVA” (Institute for
Aerodynamic Testing), a precursor of the modern day German Aerospace Center DLR.

After the first and second announcement of the symposium was distributed in summer
2006, 464 expressions of interest from 29 countries were received. The call for abstract
submission resulted in a total number of 336 abstracts. Each abstract was reviewed by
two members of the ISSW26 Scientific Review Committee which consisted of 49 renowned
experts in the field of shock wave research. The final program of the symposium contained
nine plenary lectures, 161 oral and 87 poster contributions presented in 47 sessions. The
posters were presented in two dedicated sessions without overlapping oral presentations.

Two hundred and eighty two participants, of which 71 were students, from 23 countries
registered. The nations from which the participants originated were: Germany (66), Japan
(48), Russia (26), USA (25), Australia (16), France (14), Canada (11), India (10), Israel
(10), Republic of Corea (10), China (9), United Kingdom (9), Netherlands (5), South
Africa (5), Belarus (3), Switzerland (3), Taiwan (3), Brasil (2), Norway (2), Singapore
(2), Italy (1), Poland (1) and Ukraine (1). In addition, 50 partners enrolled for the
companions program of ISSW26.

Following the opening ceremony, the symposium was started with the Paul Vieille
Lecture, given by Prof. Hans Hornung, California Institute of Technology, providing an
exciting presentation on: “Relaxation Effects in Hypervelocity Flow: Selected Contribu-
tions from the T5 Lab”.

A new facet for ISSW was the initiation of the Student Award of the International
Shock Wave Institute ISWI. The mission of ISWI, which was founded two years ago, is
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to promote international and interdisciplinary collaboration in all areas of shock wave
research through the organisation of conferences, awards and honours and to facilitate
liaison with other organisations with similar interests and activities. We hope that with
the ISWI Student Award we start a tradition for all the following ISSWs which will
further strengthen the links between the ISWI and the shock wave symposia. The award
was given to the best two student presentations at ISSW26 in Gottingen. Oral- and
poster presentations given by the student participants were considered for the prize and
the jury consisted of members of the International Advisory Committee and Session
Chairpersons of ISSW26. The ISWI Student Award, which was endowed with $1000 US
each, was presented during the opening ceremony of the ISSW26 Dinner Banquet by
Prof. Kazuyoshi Takayama, President of the International Shock Wave Institute. The
winners are:

— Khadijeh Mohri, Imperial College, London, for her presentation on: “Supersonic Flow
Over Axisymmetric Cavitites” (together with R. Hillier) and

— Roger Aure, University of Arizona, for his presentation on: “Particle Image Velocime-
try Study of Shock induced Single Mode Richtmyer-Meshkov Instability” (together
with J.W. Jacobs).

Something unique was the venue of ISSW26. The international shock wave commu-
nity met in the “Deutsches Theater in Géttingen” (German Theatre) where, during the
season, works of classical and modern theatre are performed. Based on the comments we
received from many participants we can conclude that our hope that the combination of
artistic atmosphere and science will result in an inspiring symposium was fulfilled. The
theatre, which was opened in 1890 with the performance of Friedrich Schiller’s “Wilhelm
Tell”, is located right next to the remains of the mediaeval town wall which surrounds
the historic city centre of Goéttingen. Much of the urban life takes place within the old
town walls and all places of interest including hotels and restaurants could be reached
by a leisurely ten to fifteen minute walk.

The scientific program was complemented by a number of social events. The lunches
were provided in the Old Mensa (refectory) of the University of Gottingen located in the
city centre. On Monday evening Gottingen was introduced to the ISSW26 participants
during a city tour which finished with a reception of the mayor of Géttingen in the Old
Town Hall. The over 1050 years old town of G&ttingen is set amid the rolling mountain
landscape of southern Lower Saxony in the central part of Germany. The landmark of
Gottingen is the Génseliesel figure on the fountain at the market square in front of the
Old Town Hall. This art nouveau statue shows a girl herding geese. It is a tradition that
all PhD graduates from the University kiss the statue after passing their examination.
This makes her “the most kissed girl in the world”. In addition to the charm of the city
centre with its evocative relics of past centuries, Géttingen is well known in the scientific
community for its large university, numerous research institutes and 44 Nobel Prize
winners who lived or worked in Gottingen. On Wednesday, the symposium excursion led
the ISSW26 participants to the city of Wernigerode located at the northern border of the
Harz mountains. Wernigerode is a town with gorgeous half-timbered houses - the oldest
of which can be traced back to the year 1400. The Town Hall is a highlight of medieval
architecture and high above the city the Castle of Wernigerode is located, an originally
romanesque castle dating from the 12th century which was extensively altered over the
centuries. The symposium excursion ended with a barbecue at the Gottingen site of DLR.
On Thursday night, the traditional symposium dinner banquet took place in the main
foyer, the glass foyer and the “Keller” (cellar) of the Deutsches Theater. The ceremonial
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opening of the banquet in the Grofle Haus of the Deutsches Theater included addresses,
the presentation of the ISWI student award, the announcement of the ISSW27 venue and
musical entertainment by the “Trio con Brio” of the Gottingen Symphonic Orchestra.
On Friday afternoon the ISSW26 was concluded by a facility tour of the Gottingen DLR
site.

A companions program was organised during ISSW26, which led the partners and
family members of the participants to various locations in the southern Lower Saxony
and Gottingen area including the “Sleeping Beauty Castle” Sababurg, the Weser river,
Marienburg Castle near Hildesheim, the City of Einbeck, the Plesse Fort, Herzberg Castle,
the former German - German border, the Harz mountains and the city of Goslar.

During the meeting of the International Advisory Committee of ISSW26, the venue
for ISSW27 which will be held in 2009, was selected. Three excellent proposals were
presented to the IAC which shows that there is a continuing interest in ISSW. The 27th
International Symposium on Shock Waves will be held in St. Petersburg, Russia and will
be chaired by Dr. Irina Krassovskaya of Ioffe Institute, Russian Academy of Sciences. On
behalf of the Organising Committee of ISSW26, we congratulate Irina Krassovskaya and
wish ISSW27 great success.

ISSW26 could not have been realised without the support of the host institutions, the
German Aerospace Center DLR and the French-German Research Institute of Saint Louis
ISL, and this is gratefully acknowledged. Further, ISSW26 was generously sponsored by
the German Research Foundation DFG and the state of Lower Saxony. The companies
LaVision, MF Instruments, Palas, Shimadzu, Springer and VKT could be acquired who
supported ISSW26 with a stand at the conference venue.

On behalf of the Organising Committee of ISSW26, we would very much like to
thank all participants who came to Gottingen to support the symposium with their
attendance and the presentation of a poster or a talk. We would also like to express our
gratitude to the members of the International Advisory Committee and the Scientific
Review Committee for their continuous support during the preparation and running of
the conference. Further, we would like to thank those colleagues who served as session
chairperson and who guaranteed an accurate performance of the parallel sessions.

Finally, the support and enthusiasm of all the people who supported the organisation
of ISSW26 including the project management of DLR, the logistics section and the sec-
retaries of the DLR Institute of Aerodynamics and Flow Technology, the DLR canteen
staff, the ISL team, the students, the team of the Deutsches Theater, the catering team
of the Bistro DT Keller and the members of the Spacecraft Section and their families
is highly acknowledged. The team spirit of these people was the basis of the realisation
of ISSW26 and their friendly appearance was greatly appreciated by the symposium
participants.

Gottingen, July 2007 Klaus Hannemann (Chairman)
Friedrich Seiler (Co-Chairman)



The 26th International Symposium on Shock Waves

Hosted by German Aerospace Center, DLR
and French-German Research Institute of Saint-Louis, ISL
Gottingen, Germany

July 15-20, 2007

Chairman

Klaus Hannemann (German Aerospace Center)

Co-Chairman

Friedrich Seiler (French-German Research Institute of Saint-Louis)

Local Organising Committee

Klaus Hannemann
Friedrich Seiler
Sebastian Karl

Jan Martinez Schramm

Sumitra Sarma

Berthold Sauerwein

Julio Srulijes

Susanne Strempel
Alexander Pichler
Jeremy Wolfram

International Advisory Committee

Takashi Abe
Holger Babinsky
Robert Bakos
Gabi Ben-Dor
Salvatore Borrelli
Martin Brouillette
Douglas Fletcher
Nikita Fomin
Sudhir Gai

Boris Gelfand
Victor Golub
Jagadeesh Gopalan
Klaus Hannemann
Ronald Hanson

Richard Hillier
Ozer Igra
Katsuhiro Itoh
In-Seuck Jeung
Zonglin Jiang
Valeriy Kedrinskiy
Shen-Min Liang
Assa Lifshitz
Meng-Sing Liou
Frank Lu
Kazuo Maeno
Richard Morgan
Herbert Olivier
Elaine Oran

Allan Paull
K.P.J. Reddy
Graham Roberts
Akihiro Sasoh
Christof Schulz
Friedrich Seiler
Joseph Shepherd
Beric Skews
Kazuyoshi Takayama
Eleuterio Toro
David Zeitoun
Fan Zhang



X Preface

Scientific Review Committee

Takashi Abe
Holger Babinsky
Robert Bakos
Gabi Ben-Dor
Martin Brouillette
Douglas Fletcher
Sudhir Gai

Victor Golub
Jean Francois Haas
Gerald Hagemann
Klaus Hannemann
Marc Havermann
Richard Hillier
Ogzer Igra
Katsuhiro Itoh
Mikhail Ivanov
Zonglin Jiang

Mark Kendall
Harald Kleine
Doyle Knight
Wilhelm Kordulla
Assa Lifshitz
Frank Lu

Jan Martinez Schramm
Tim MclIntyre
David Mee

Brian Milton
Richard Morgan
Christian Mundt
Herbert Olivier
Allan Paull

Rolf Radespiel
K.P.J. Reddy
Graham Roberts

Event Coordination and Graphic Design

Sumitra Sarma

Website Programming and Database Support

Jeremy Wolfram

Partners Program

Monika Hannemann

Venue, Deutsches Theater in Gottingen and Deutsches Theater Bistro

Wolfgang Bertram
Carsten Hoffmann

Sponsors

Akihiro Sasoh
Christof Schulz
Richard Schwane
Friedrich Seiler
Joseph Shepherd
Beric Skews
Julio Srulijes
Johan Steelant
Hideyuki Tanno
Evgeny Timofeev
Euleterio Toro
Zbigniew Walenta
Craig Walton
David Zeitoun
Fan Zhang

Ulrich Klotzner
Claudia Schmitz

Deutsche Forschungsgemeinschaft

Land Niedersachsen

Deutsches Zentrum fiir Luft-und Raumfahrt e.V.
Deutsch-Franzosisches Forschungsinstitut Saint-Louis

Exhibitors

LaVision GmbH

MF Instruments GmbH
Palas GmbH
SHIMADZU

Springer

VKT



Contents

Volume 2

Part X Impact and Compaction

A study of particle ejection by high-speed impact
M. Anyoji, D. Numata, M. Sun, K. Takayama ........................

An experimental and numerical study of steel tower response to blast
loading
J.D. Baum, O.A. Soto, C. Charman ............... ... ... ...

DEM simulation of wave propagation in two-dimensional ordered array
of particles
M. Nishida, K. Tanaka, T. Ishida ......... ... ... ... ... ... .. ......

Experiment study of ejecta composition in impact phenomenon
D. Numata, T. Kikuchi, M. Sun, K. Kaiho, K. Takayama .............

Numerical simulation of the propagation of stress disturbance in
shock-loaded granular media using the discrete element method
Y. Sakamura, H. Komaki .......... .. ... ... . ... . . . ...

Strain characteristics of aluminum honeycombs under the static and
impact compressions
K. Tanaka, M. Nishida, K. Tomita, T. Hayakawa .....................

Part XTI Medical, Biological, Industrial Applications

Acceleration of cell growth rate by plane shock wave using shock tube
M. Tamagawa, N. Ishimatsu, S. Iwakura, I. Yamanoi ..................

Application of shock waves in pencil manufacturing industry
G. Jagadeesh .. ... ...

Comparison of methods for generating shock waves in liquids
S. Dion, C. Hebert, M. Brouillette ........... ... ... ... ... ... ......

Gas-phase synthesis of non-agglomerated nanoparticles by fast
gasdynamic heating and cooling
A. Grzona, A. Weif}, H. Olivier, T. Gawehn, A. Giilhan, N. Al-Hasan,
G.H. Schnerr, A. Abdali, M. Luong, H. Wiggers, C. Schulz, J. Chun,
B. Weigand, T. Winnemoéller, W. Schréder, T. Rakel, K. Schaber,
V. Goertz, H. Nirschl, A. Maisels, W. Leibold, M. Dannehl ...........



XII Contents Volume 2

Large-scale simulation for HIFU treatment to brain
Y. Nakajima, J. Uebayashi, Y. Tamura, Y. Matsumoto ................ 863

Study on application of shock waves generated by micro bubbles to the
treatment of ships’ ballast water
A. Abe, H. Kanai, H. Mimura, S. Nishio, H. Ishida.................... 869

Study of mechanical and chemical effects induced by shock waves on
the inactivation of a marine bacterium
A. Abe, Y. Miyachi, H. Mimura . ............ ... .. .. ... .. .. 875

The effect of extracorporeal shock wave therapy on the repair of
articular cartilage
C.Y. Wen, C.H. Chu, K.T. Yeh, P.L. Chen ........................... 881

The generation of high particle velocities by shock tunnel technology
for coating application
X. Luo, H. Olivier, I. Fenercioglu ........... ... ... ... .. ... .. ... ... 887

Part XII Multiphase Flow

Cavitation induced by low-speed underwater impact
H. Kleine, S. Tepper, K. Takehara, T.G. Etoh, K. Hiraki .............. 895

Experimental study of shock wave and bubble generation by pulsed
CO; laser beam irradiation into muddy water
K. Ohtani, D. Numata, K. Takayama, T. Kobayashi, K. Okatsu ....... 901

Nonequilibrium ionization of iron nanoparticles in shock front
A. Drakon, A. Emelianov, A. Eremin ............ ... ... ... ... ...... 907

Non-uniform flow structure behind a dusty gas shock wave with
unsteady drag force
T. Saito, M. Saba, M. Sun, K. Takayama ............................. 913

Numerical study of shock-driven deformation of interfaces
M.-S. Liou, C.-H. Chang, H. Chen, J.-J. Hu ........................... 919

Shock and wave dynamics in fuel injection systems
I.H. Sezal, S.J. Schmidt, G.H. Schnerr, M. Thalhamer, M. Forster .... 925

Shock-induced collapse of bubbles in liquid
X.Y. Hu, NLA. Adams . .. .o 931

Soot formation, structure and yield at pyrolysis of gaseous hydrocabons
behind reflected shock waves
O.G. Penyazkov, K.A. Ragotner ......... ... ... .. i . 937

Two dimensional structure and onset Mach number of condensation
induced shock wave in condensing nozzle flows
M. Yu, M.L. Wang, B. Huang, H. Xu, Y.J. Zhu, X. Luo, J.M. Yang .. 941



Contents Volume 2 XIII

Part XIII Nozzle Flow

Design and analysis of a rectangular cross-section hypersonic nozzle
R.S.M. Chue, D. Cresci, P. Montgomery ................ ... ... ...... 949

Effect of nozzle inlet geometry on underexpanded supersonic jet
characteristics
N. Menon, B.W. SKeWS . . ... e 955

Experimental investigation of shock stand-off distance on spheres in
hypersonic nozzle flows
T. Hashimoto, T. Komuro, K. Sato, K. Itoh .......................... 961

Mach disk shape in truncated ideal contour nozzles
R. Stark, B. Wagner ......... ... . . 967

Numerical simulation of separated flow in nozzle with slots
LE. Ivanov, I.A. Kryukov, V.V. Semenov .................. ... .. ... ... 973

Numerical simulation of transient supersonic nozzle flows
A. Hadjadj, Y. Perrot . ... ... . 979

Numerical studies of shock vector control for deflecting nozzle exhaust
flows
T. Saito, T. Fujimoto ............. .. . i 985

Rectangular underexpanded gas jets: Effect of pressure ratio, aspect
ratio and Mach number
N. Menon, B.W. SKeWs . ........ . 991

Part XIV Numerical Methods

A cartesian grid finite-volume method for the simulation of gasdynamic
flows about geometrically complex objects
A. Klomfass .. ... 999

A discontinuous Galerkin method using Taylor basis for computing
shock waves on arbitrary grids

H. Luo, J.D. Baum, R. Lohner ......... .. .. . .. .. .. .. . . .. 1005
A front tracking approach for finite-volume methods

D. Hinel, F. Volker, R. Vilsmeier, I. Wlokas .......................... 1011
Behaviour of a bucky-ball under extreme internal and external
pressures

N. Kaur, S. Gupta, K. Dharamvir, V.K. Jindal ....................... 1017

Investigation of interaction between shock waves and flow disturbances
with different shock-capturing schemes
A.N. Kudryavtsev, D.V. Khotyanovsky, D.B. Epshtein ............... 1023



XIV  Contents Volume 2

Novel LBM Scheme for Euler Equations
A. Agarwal, A. Agrawal, B. Puranik, C. Shu ................. ... .. ... 1029

Numerical simulation of flows with shocks through an unstructured
shock-fitting solver
R. Paciorri, A. Bonfiglioli.......... ... ... .. 1035

Molecular dynamics study of vibrational nonequilibrium and chemical
reactions in shock waves
A.L. Smirnov, ALN. Dremin .......... . ... .. . .. . . .. 1041

Parallel algorithm for detonation wave simulation
P. Ravindran, F.K. Lu. ... ... . 1047

Shock detection and limiting strategies for high order discontinuous
Galerkin schemes
C. Altmann, A. Taube, G. Gassner, F. Lorcher, C.-D. Munz........... 1053

The modified ghost fluid method for shock-structure interaction in the
presence of cavitation
T.G. Liu, W.F. Xie, C. Turangan, B.C. Khoo....................... ... 1059

Transient aerodynamic forces experienced by aerofoils in accelerated
motion
H. Roohani, B.W. Skews ............ i 1065

Part XV Plasmas

Relaxation dynamics of porous matter under intense pulsed irradiation
V.P. Efremov, B.A. Demidov, A.N. Mescheryakov, A.I. Potapenko,
V.E. Fortov .. ... 1073

Shock wave interaction with nanosecond transversal discharges in shock
tube channel

I.A. Znamenskaya, D.A. Koroteev, D.M. Orlov, A.E. Lutsky,

LE. Ivanov ... ... 1079

Temperature measurements in the arc heated region
of a Huels type arc heater
K. Kitagawa, Y. Miyagawa, K. Inaba, M. Yasuhara, N. Yoshikawa ....1085

Part XVI Propulsion

A model to predict the Mach reflection of the separation shock in
rocket nozzles
F. Nasuti, M. Onofri ....... ... .. . 1093

Computation of hypersonic double wedge shock / boundary layer
interaction
B. Reinartz, J. Ballmann ........ .. .. .. . .. . 1099



Contents Volume 2 XV

Disintegration of hydrocarbon jets behind reflected shock waves
I. Stotz, G. Lamanna, B. Weigand, J. Steelant ........................ 1105

Experimental and numerical investigation on the supersonic inlet buzz
with angle of attack
H.-J. Lee, L-S. Jeung ...... ...t 1111

Experimental investigation of inlet injection in a scramjet with
rectangular to elliptical shape transition
J.C. Turner, ML.LK. Smart .......... ... .. . i 1117

Experimental investigation on staged injection in a dual-mode
combustor
S. Rocci Denis, D. Maier, H--P. Kau .......... ... .. ... ... .. 0., 1123

Performance of a scramjet engine model in Mach 6 flight condition
S. Ueda, T. Kouchi, M. Takegoshi, S. Tomioka, K. Tani ............... 1129

Radiatively cooled scramjet combustor
R.G. Morgan, F. Zander. ............. . i, 1135

Thrust vectoring through fluid injection in an axisymmetrical
supersonic nozzle: Theoretical and computational study
N. Maarouf, M. Sellam, M. Grignon, A. Chpoun ...................... 1141

Part XVII Rarefied Flow

On shock wave solution of the Boltmann equation with a modified
collision term
S. Takahashi, A. Sakurai......... .. ... .. . .. . 1149

Rotational-translational relaxation effects in diatomic-gas flows
V.V, RIabOV . .o 1155

Shock wave solution of molecular kinetic equation for source flow
problem
M. Tsukamoto, A. Sakurai............. ... .. i 1161

Part XVIII Richtmyer-Meshkov

Computations in 3D for shock-induced distortion of a light spherical
gas inhomogeneity
J.H.J. Niederhaus, D. Ranjan, J.G. Oakley, M.H. Anderson,
J.A. Greenough, R. Bonazza........... ... ... ... ... . .. 1169

Experimental investigation of shock-induced distortion of a light
spherical gas inhomogeneity
D. Ranjan, J.H.J. Niederhaus, J.G. Oakley, M.H. Anderson,
R. Bonazza ....... ... . 1175



XVI Contents Volume 2

Hot wire, laser Doppler measurements and visualization of shock
induced turbulent mixing zones
C. Mariani, G. Jourdan, L. Houas, L. Schwaederlé .................... 1181

Investigation on the acceleration of sinusoidal gaseous interfaces by a
plane shock wave
C. Mariani, G. Jourdan, L. Houas, M. Vandenboomgaerde,
D. Souffland . . ... ... 1187

Particle image velocimetry study of shock-induced single mode
Richtmyer-Meshkov instability
R. Aure, JW. Jacobs ...... ... . 1193

Richtmyer-Meshkov instability in laser plasma-shock wave interaction
A. Sasoh, K. Mori, T. Ohtani ......... ... ... ... .. . .. 1199

Shock tube experiments and numerical simulation of the single mode
three-dimensional Richtmyer-Meshkov instability
V.V. Krivets, C.C. Long, J.W. Jacobs, J.A. Greenough ............... 1205

Shock wave induced instability at a rectangular gas/liquid interface
H.-H. Shi, Q.-W. Zhuo ......... ... e 1211

Part XIX Shock Boundary Layer Interaction

An investigation into supersonic swept cavity flows
B. Reim, S.L. Gai, J. Milthorpe, H. Kleine ........................... 1219

Axisymmetric separated shock-wave boundary-layer interaction
N. Murray, R. Hillier .......... .. i 1225

Computational studies of the effect of wall temperature on hypersonic
shock-induced boundary layer separation
L. Brown, C. Fischer, R.R. Boyce, B. Reinartz, H. Olivier ............ 1231

Dynamics of unsteady shock wave motion
P.J.K. Bruce, H. Babinsky ......... ... ... . . 1237

Experimental investigation of heat transfer characteristic in supersonic
flow field on a sharp fin shape
J.W. Song, J.J. Yi, M.S. Yu, H.H. Cho, K.Y. Hwnag, J.C. Bae........ 1243

Experimental investigation of the sliding electric frequency mode arc
discharge in the subsonic and supersonic flow
V.S. Aksenov, S.A. Gubin, K.V. Efremov, V.V. Golub ................ 1249

Experimental study of two-dimensional shock wave/turbulent boundary
layer interactions
A.G. Dann, R.G. Morgan, M. McGilvray ................ ... ... ...... 1255



Contents Volume 2 XVII

Flow simulation of inlet components using URANS approach

N.N. Fedorova, I.A. Fedorchenko, Y.V. Semenova ..................... 1261
Fluidic control of cavity configurations at transonic and supersonic
speeds

C. Lada, K. Kontis ........ ... 1267

Front separation regions for blunt and streamlined bodies initiated by
temperature wake — bow shock wave interaction
P.Y. Georgievskiy, V.A. Levin ........... i 1273

Pressure waves interference under supersonic flow in flat channel with
relief walls
M.-C. Kwon, V.V. Semenov, V.A. Volkov ............... ... ... ..... 1279

Progress in time resolved flow visualisation of shock boundary layer
interaction in shock tunnels
N. Mudford, S. Wittig, S. Kirstein, R. Boyce, R. Hruschka ............ 1285

Study on convective heat transfer coefficient around a circular jet
ejected into a supersonic flow
JJ. Yi, JW. Song, M.S. Yu, HH. Cho .......... ... ... ... ... ...... 1291

The effect of boundary layer transition on jet interactions
G.S. Freebairn, N.R. Deepak, R.R. Boyce, N.R. Mudford, A.J. Neely .1297

The influence of wall temperature on shock-induced separation
C.A. Edelmann, G.T. Roberts, L. Krishnan, N.D. Sandham, Y. Yao ..1303

Wave drag reduction by means of aerospikes on transonic wings
M. Rein, H. Rosemann, E. Schiilein .............. ... ... ... ... ...... 1309

Wave drag reduction concept for blunt bodies at high angles of attack
E. Schillein . ... ... 1315

Wave processes on a supercritical airfoil
A. Alshabu, H. Olivier, V. Herms, I. Klioutchnikov.................... 1321

Part XX Shock Propagation/Reflection

a1, B1, B2 - root characteristics of multiply possible theoretical solutions
of steady Mach reflections in perfect diatomic gases
Joi=J. Liu, To-L TSeng oo e 1329

A calculator for shock wave reflection phenomenon
M. SUI .. e 1335

A parametric study of shock wave enhancement
D. Igra, O. Igra ...t e 1341



XVIIT Contents Volume 2

A secondary small-scale turbulent mixing phenomenon induced by
shock-wave Mach-reflection slip-stream instability

A. Rikanati, O. Sadot, G. Ben-Dor, D. Shvarts, T. Kuribayashi,

K. Takayama .. ..... ...t e 1347

Analytical reconsideration of the so-called von Neumann paradox in
the reflection of a shock wave over a wedge
E.I. Vasilev, T. Elperin, G. Ben-Dor ........... ... .. ... ... .. ... ... ... 1353

Blast loads and propagation around and over a building
C.E. Needham .......... ... 1359

Blast propagation through windows and doors
C.E. Needham ....... ... .. . . 1365

Blast wave discharge into a shelter with inlet chevron
A. Britan, Y. Kivity, G. Ben-Dor............ ... ... ... .. ... . 1371

Computational and experimental investigation of dynamic shock
reflection phenomena
K. Naidoo, B.W. Skews . ... e 1377

Computations of shock wave propagation with local mesh adaptation
B. Reimann, V. Hannemann, K. Hannemann ......................... 1383

Diffraction of two-shock configuration over different surfaces
M.K. Berezkina, I.V. Krassovskaya, D.H. Ofengeim ................... 1389

Drainage and attenuation capacity of particulate aqueous foams
A. Britan, M. Liverts, G. Ben-Dor......... ... ... ... ... ... ... ...... 1395

Effect of acceleration on shock-wave dynamics of aerofoils during
transonic flight
H. Roohani, B.W. Skews . ........ ... . i 1401

Effects of precursory stress waves along a wall of a container of liquid
on intermittent jet formation
A. Matthujak, K. Pianthong, M. Sun, K. Takayama, B.E. Milton . .. ... 1407

Experimental investigation of tripping between regular and Mach
reflection in the dual-solution domain
C.A. Mouton, H.G. Hornung ......... ... .. ... ... 1413

Interferometric signal measurement of shock waves and contact surfaces
in small scale shock tube
S. Udagawa, K. Maeno, I. Golubeva, W. Garen ....................... 1419

Investigation of a planar shock on a body loaded with low temperature
plasmas
Fo-M. Yu, M-S, Lin . ..o 1425



Contents Volume 2 XIX

Numerical, theoretical and experimental study of shock wave reflection
from a layer of spherical particles
E. Timofeev, G. Noble, S. Goroshin, J. Lee, S. Murray ................ 1431

Numerical simulation of interactions between dissociating gases and
catalytic materials in shock tubes
V.V, Riabov . ..o 1437

Numerical simulation of shock waves at microscales using continuum
and kinetic approaches
D.E. Zeitoun, Y. Burtschell, I. Graur, A. Hadjadj, A. Chinnayya,
M.S. Ivanov, A.N. Kudryavtsev, Y.A. Bondar ......................... 1443

Numerical simulation of weak steady shock reflections
M. Ivanov, D. Khotyanovsky, R. Paciorri, F. Nasuti, A. Bonfiglioli ...1449

On the ongoing quest to pinpoint the location of RR-MR transition in
blast wave reflections
H. Kleine, E. Timofeev, A. Gojani, M. Tetreault-Friend, K. Takayama .1455

Shock over spheres in unsteady near-sonic free flight

J. Falcovitz, T. Kikuchi, K. Takayama ................ .. .. .. .. ... ... 1461
Shock wave diffraction over complex convex walls

C. Law, B.W. Skews, K.H. Ching........... ... ... it 1467
Shock waves in mini-tubes: influence of the scaling parameter S

W. Garen, B. Meyerer, S. Udagawa, K. Maeno ........................ 1473
Shock wave interactions inside a complex geometry

H. Zare-Behtash, D. Kounadis, K. Kontis..................... ... ... ... 1479
Shock wave interactions with concave cavities

B.W. Skews, H. Kleine ........ ... ... . . i 1485
Shock waves dynamics investigations for surface discharge energy
analysis

D.F. Latfullin, I.V. Mursenkova, I.A. Znamenskaya, T.V. Bazhenova,

AE. Lutsky . ... 1491

Shock-on-shock interactions over double-wedges: comparison between
inviscid, viscous and nonequilibrium hypersonic flow
G. Tchuen, M. Fogue, Y. Burtschell, D.E. Zeitoun, G. Ben-Dor ....... 1497

Simulation of forming a shock wave in the shock tube on the molecular
level and behavior of the end of a shock-heated gas
S.V. Kulikov .. ... 1503

Some special features of the flow in compressed layer downstream the
incident shock in overexpanded jet
V.N. Uskov, M.V. Chernyshov ........ ... ... ... ... ... .. ... .. 1509



XX Contents Volume 2

Studies on micro explosive driven blast wave propagation in confined
domains using NONEL tubes
C. Oommen, G. Jagadeesh, B.N. Raghunandan ........................ 1515

The aerodynamics of a supersonic projectile in ground effect
G. Doig, H. Kleine, A.J. Neely, T.J. Barber, E. Leonardi, J.P. Purdon,
E.M. Appleby, N.R. Mudford .......... .. .. .. . i 1521

The interaction of supersonic and hypersonic flows with a double
cone: comparison between inviscid, viscous, perfect and real gas model
simulations.

M.-C. Druguet, G. Ben-Dor, D. Zeitoun .............................. 1527

The two distinct configurations of 3-shock reflections in the domain
beset by the von Neumann paradox
A. Siegenthaler ..... ... ... ... . .. 1533

The von Neumann paradox for strong shock waves
S. Kobayashi, T. Adachi, T. Suzuki ............ .. .. .. ... ... ..... 1539

Unsteady Navier-Stokes simulations of regular-to-Mach reflection
transition on an ideal surface
E. Timofeev, A. Merlen ........... ... i, 1543

Underwater shock and bubble interactions from twin explosive charges
J.J. Lee, J. Gregson, G. Rude, G.T. Paulgaard ........................ 1549

Viscosity effects on weak shock wave reflection
D. Khotyanovsky, A. Kudryavtsev, Y. Bondar, G. Shoev, M. Ivanov ..1555

Author Index . ... . .. e 1561

Keyword Index .. ... ... 1569



Contents

Volume 1

Part I Plenary Lectures

Paul Vieille Lecture:
Relaxation effects in hypervelocity flow: selected contributions from
the T5 Lab

H.G. HOrnung . ...t e e e

CFD contributions to high-speed shock-related problems
- examples today and new features tomorrow -
K. Fujii. oo

Explosive eruptions of volcanos: simulation, shock tube methods and
multi-phase mathematical models
V. Kedrinskiy . ... ..o

Ignition delay time measurements at practical conditions using a shock
tube
E.L. Petersen . . ... ...

Material processing and surface reaction studies in free piston driven
shock tube
K.P.J. Reddy, M.S. Hegde, V. Jayaram ............... .. .. ...........

Molecular dynamics of shock waves in dense fluids
S. Schlamp, B.C. Hathorn ......... ... . . . . . . . i

SBLI control for wings and inlets
H. Babinsky, H. Ogawa............ ...

Shock pattern in the plume of rocket nozzles - needs for design
consideration
G. Hagemann . .......... ..

Part II Blast Waves

A quick estimate of explosion-induced stress field in various media
A. Sakurai, K. Tanaka . .............. .. i

Attenuation properties of blast wave through porous layer
K. Kitagawa, S. Yamashita, K. Takayama, M. Yasuhara ..............



XXII Contents Volume 1

Blast wave reflection from lightly destructible wall
V.V. Golub, T.V. Bazhenova, O.A. Mirova, Y.L. Sharov, V.V. Volodin 79

Gram-range explosive blast scaling and associated materials response
M.J. Hargather, G.S. Settles, JLA. Gatto .............................. 85

High-speed digital shadowgraphy of shock waves from explosions and
gunshots
M.M. Biss, G.S. Settles, M.J. Hargather, L.J. Dodson, J.D. Miller .... 91

Modelling high explosives (HE) using smoothed particle hydrodynamics
M. Omang, S. Bogrve, J. Trulsen ........ .. .. .. .. .. .. .. . ... .. ... 97

Modification of air blast loading transmission by foams and high
density materials
B.E. Gelfand, M.V. Silnikov, M.V. Chernyshov........................ 103

Multifunctional protective devices for localizing the blast impact when
conducting the ground and underwater operations of explosion cutting
B.I. Palamarchuk, A.T. Malakhov, A.N. Manchenko, A.V. Cherkashin,
NV Korpan . ... 109

Propagation of the shock wave generated by two-dimensional beam
focusing of a CO, pulsed laser

S. Udagawa, Y. Yamamoto, S. Nakajima, K. Takei, K. Ohmura,

K. Maeno . ... 115

Simulation of strong blast waves by simultaneous detonation of small
charges - a conceptual study
A. Klomfass, G. Heilig, H. Klein............. ... ... ... ... ........... 121

Small-scale installation for research of blast wave dynamics
N.P. Mende, A.B. Podlaskin, A.M. Studenkov......................... 127

Strong blast in a heterogeneous medium
B.I1. Palamarchuk . ... .. 133

Part IITI Chemically Reacting Flows

Atomized fuel combustion in the reflected-shock region
B. Rotavera, E.L. Petersen ............ ... .. . .. 141

Coupling CFD and chemical kinetics:
examples Fire IT and TITAN aerocapture
P. Leyland, S. Heyne, J.B. Vos ........ ... . . .. 147

Experimental investigation of catalytic and non-catalytic surface
reactions on Si0, thin films with shock heated oxygen gas
V. Jayaram, G.M. Hegde, M.S. Hegde, K.P.J. Reddy ................. 153



Contents Volume 1 XXIII

Experimental investigation of interaction of strong shock heated
oxygen gas on the surface of ZrO, - a novel method to understand
re-combination heating

V. Jayaram, M.S. Hegde, K.P.J. Reddy ............. ... ... ... ... .. 159

Further studies on initial stages in the shock initiated H; - O> reaction
K. Yasunaga, D. Takigawa, H. Yamada, T. Koike, Y. Hidaka ......... 165

Shock-tube development for high-pressure and low-temperature
chemical kinetics experiments
J. de Vries, C. Aul, A. Barrett, D. Lambe, E. Petersen ............... 171

Shock-tube study of tert-butyl methyl ether pyrolysis
K. Yasunaga, Y. Hidaka, A. Akitomo, T. Koike ....................... 177

Temperature dependence of the soot yield in shock wave pyrolysis of
carbon-containing precursors
A. Drakon, A. Emelianov, A. Eremin, A. Makeich, H. Jander,

H.G. Wagner, C. Schulz, R. Starke .......... ... ... ... ... ........... 183
Thermal reactions of o-dichlorobenzene. Single pulse shock tube
investigation

A. Lifshitz, A. Suslensky, C. Tamburu............ ... ... ... ... ...... 189

Wall heat transfer in shock tubes at long test times
C. Frazier, A. Kassab, E.L. Petersen ............. .. ... .. .......... 195

Part IV Detonation and Combustion

A study on DDT processes in a narrow channel
K. Nagai, T. Okabe, K. Kim, T. Yoshihashi, T. Obara, S. Ohyagi...... 203

Combustion in a horizontal channel partially filled with porous media
C. Johansen, G. Ciccarelli ....... ... ... . .. . . . 209

Continuum/particle interlocked simulation of gas detonation
A. Kawano, K. Kusano ............... i 215

Dependence of PDE performance on divergent nozzle and partial fuel
filling
Z.X. Liang, Y.J. Zhu, JM. Yang ............c.i i, 221

Direct Monte-Carlo simulation of developing detonation in gas
Z.A. Walenta, K. Lener......... ... i 227

Effects of detailed chemical reaction model on detonation simulations
N. Tsuboi, M. Asahara, A.K. Hayashi, M. Koshi ...................... 233

Effects of flame jet configurations on detonation initiation
K. Ishii, T. Akiyoshi, M. Gonda, M. Murayama ....................... 239



XXIV  Contents Volume 1

Experimental and theoretical investigation of detonation of detonation
and shock waves action on phase state of hydrocarbon mixture in
porous media
D.I. Baklanov, L.B. Director, S.V. Golovastov, V.V. Golub,
I.L. Maikov, V.M. Torchinsky, V.V. Volodin, V.M. Zaichenko ......... 245

Experimental and theoretical study of valveless fuel supply system for
PDE
D.I. Baklanov, S.V. Golovastov, N.W. Tarusova, L.G. Gvozdeva ....... 251

Experimental investigation of ignition spark shock waves influence on
detonation formation in hydroxygen mixtures
D.I. Baklanov, S.V. Golovastov, V.V. Golub, V.V. Volodin ............ 257

Experimental study on the nonideal detonation for JB-9014 rate sticks
L. Zou, D. Tan, S. Wen, J. Zhao, C. Liu . ........... ... .. ... ... ... ... 263

Experimental study on transmission of an overdriven detonation wave
across a mixture
J.Li, K. Chung, W.H. Lai, FK. Lu ............. ... . ... . ........ 269

Flow vorticity behavior in inhomogeneous supersonic flow past shock
and detonation waves
V.A. Levin, G.A. Skopina ........... ... i 275

Ground reflection interaction with height-of-burst metalized explosions
R.C. Ripley, L. Donahue, T.E. Dunbar, S.B. Murray, C.J. Anderson,
F. Zhang, D.V. Ritzel ..... ... . . 281

High-fidelity numerical study on the on-set condition of oblique
detonation wave cell structures
J.-Y. Choi, E.J.-R. Shin, D.-R. Cho, I.-S. Jeung ....................... 287

High-pressure shock tube experiments and modeling of n-dodecane/air
ignition
S.S. Vasu, D.F. Davidson, R.K. Hanson ............... ... ... ........ 293

Implicit-explicit Runge-Kutta methods for stiff combustion problems
E. Lindblad, D.M. Valiev, B. Miiller, J. Rantakokko, P. Lotstedt,
ML.A. Liberman ............. .t 299

Near-field blast phenomenology of thermobaric explosions
D.V. Ritzel, R.C. Ripley, S.B. Murray, J. Anderson ................... 305

Numerical and theoretical analysis of the precursor shock wave
formation at high-explosive channel detonation
P. Vu, HW. Leung, V. Tanguay, R. Tahir, E. Timofeev, A. Higgins ... 311

Numerical study on shockwave structure of superdetonative ram
accelerator
K. Sung, I.-S. Jeung, F. Seiler, G. Patz, G. Smeets, J. Srulijes ........ 317



Contents Volume 1 XXV

Numerical study on the self-organized regeneration of transverse waves
in cylindrical detonation propagations
C. Wang, Z. Jiang . ... 323

On the mechanism of detonation initiations
Z. Jiang, H. Teng, D. Zhang, S.V. Khomik, S.P. Medvedev ............ 329

Overview of the 2005 Northern Lights Trials
S.B. Murray, C.J. Anderson, K.B. Gerrard, T. Smithson, K. Williams,
D.V. Ritzel . ... 335

Physics of detonation wave propagation in 3D numerical simulations
H.-S. Dou, B.C. Khoo, H.M. Tsai ...........c.... it 341

Propagation of cellular detonation in the plane channels with obstacles
V. Levin, V. Markov, T. Zhuravskaya, S. Osinkin .................. ... 347

Re-initiation of detonation wave behind slit-plate
J. Sentanuhady, Y. Tsukada, T. Obara, S. Ohyagi ..................... 353

Shock-to-detonation transition due to shock interaction with
prechamber-jet cloud
S.M. Frolov, V.S. Aksenov, V.Y. Basevich ............................ 359

Shock-to-detonation transition in tube coils
S.M. Frolov, I.V. Semenov, I.F. Ahmedyanov, V.V. Markov .......... 365

Simulation of hydrogen detonation following an accidental release in an
enclosure
L. Fang, L. Bédard-Tremblay, L. Bauwens, Z. Cheng, A.V. Tchouvelev 371

Spectroscopic studies of micro-explosions
G. Hegde, A. Pathak, G. Jagadeesh, C. Oommen, E. Arunan,
K.PJ. Reddy ... 377

Structural response to detonation loading in 90-degree bend
Z. Liang, T. Curran, J.E. Shepherd ........ ... .. .. .. .. ... .. ... ..... 383

Study on perforated plate induced deflagration waves in a smooth tube
Y.J. Zhu, Z.X. Liang, J.H.S. Lee, JM. Yang........................... 389

Unconfined aluminum particles-air detonation
F. Zhang, K.B. Gerrard, R.C. Ripley, V. Tanguay .................... 395

Viscous attenuation of a detonation wave propagating in a channel
P. Ravindran, R. Bellini, T.-H. Yi, F K. Lu ........................... 401

Part V Diagnostics

A diode laser absorption sensor for rapid measurements of temperature
and water vapor in a shock tube
H. Li, A. Farooq, R.D. Cook, D.F. Davidson, J.B. Jeffries,
R.K. Hanson . ... 409



XXVI Contents Volume 1

A novel fast-response heat-flux sensor for measuring transition to
turbulence in the boundary layer behind a moving shock wave
T. Roediger, H. Knauss, J. Srulijes, F. Seiler, E. Kraemer .............

Application of HEG static pressure probe in HIEST
T. Hashimoto, S. Rowan, T. Komuro, K. Sato, K. Itoh, M. Robinson,
J. Martinez Schramm, K. Hannemann . ................................

Application of laser-induced thermal acoustics to temperature
measurement of the air behind shock waves
T. Mizukaki . ...

Assessment of rotational and vibrational temperatures behind strong
shock waves derived from CARS method
A. Matsuda, M. Ota, K. Arimura, S. Bater, K. Maeno, T. Abe ........

Availability of the imploding technique as an igniter for large-scale
natural-gas-engines
T. Tsuboi, S. Nakamura, K. Ishii, M. Suzuki ..........................

Experimental study of SiC-based ablation products in high-temperature
plasma-jets
M. Funatsu, H. Shirai ......... ... ... .. .

On pressure measurements in blast wave flow fields generated by
milligram charges
S. Rahman, E. Timofeev, H. Kleine, K. Takayama .....................

Quantitative diagnostics of shock wave - boundary layer interaction by
digital speckle photography
N. Fomin, E. Lavinskaya, P. Doerffer, J.-A. Szumski, R. Szwaba,
JoTelega ..o

Part VI Facilities

A simulation technique for radiating shock tube flows
R.J. Gollan, C.M. Jacobs, P.A. Jacobs, R.G. Morgan, T.J. MclIntyre,
M.N. Macrossan, D.R. Buttsworth, T.N. Eichmann, D.F. Potter ......

Aerodynamic force measurement technique with accelerometers in the
impulsive facility HIEST
H. Tanno, T. Komuro, K. Sato, K. Itoh ...............................

On the free-piston shock tunnel at UniBwM (HELM)
K. Schemperg, C. Mundt .......... ... ... . .

Progress towards a microfabricated shock tube
G. Mirshekari, M. Brouillette........... ... . ... ... .. ... .. .. .. .. .....



Contents Volume 1 XXVII

Part VII Flow Visualisation

A tool for the design of slit and cutoff in schlieren method
D. Kikuchi, M. Anyoji, M. Sun ........ ... ... ... .. 491

Application of pressure-sensitive paints in high-speed flows
H. Zare-Behtash, N. Gongora, C. Lada, D. Kounadis, K. Kontis ....... 497

Doppler Picture Velocimetry (DPV) applied to hypersonics
A. Pichler, A. George, F. Seiler, J. Srulijes, M. Havermann ........... 503

On the conservation laws for light rays across a shock wave: Toward
computer design of an optical setup for flow visualization
M. U .. 509

Shock stand-off distance over spheres flying at transonic speed ranges
in air
T. Kikuchi, D. Numata, K. Takayama, M. Sun ........................ 515

Shock tube study of the drag coefficient of a sphere
G. Jourdan, L. Houas, O. Igra, J.-L. Estivalezes, C. Devals,
E.E. MeshKkov . ... 521

Three-dimensional interferometric CT measurement of discharging
shock/vortex flow around a cylindrical solid body
M. Ota, T. Inage, K. Maeno ......... ... .. i 527

Vizualization of 3D non-stationary flow in shock tube using nanosecond
volume discharge
I.A. Znamenskaya, I.V. Mursenkova, T.A. Kuli-Zade, A.N. Kolycheva 533

Part VIII Hypersonic Flow

Assessment of the convective and radiative transfers to the surface of
an orbiter entering a Mars-like atmosphere
N. Bédon, M.-C. Druguet, D. Zeitoun, P. Boubert .................... 541

Base pressure and heat transfer on planetary entry type configurations
G. Park, S.L. Gai, A.J. Neely, R. Hruschka . ........................... 547

Combustion performance of a scramjet engine with inlet injection
S. Rowan, T. Komuro, K. Sato, K. Itoh ............................. .. 553

COMPARE, a combined sensor system for re-entry missions
A. Preci, G. Herdrich, M. Graf3lin, H.-P. Réser, M. Auweter-Kurtz ... 559

Drag reduction by a forward facing aerospike for a large angle blunt
cone in high enthalpy flows
V. Kulkarni, P.S. Kulkarni, K.P.J. Reddy ............................. 565



XXVIII Contents Volume 1

Drag reduction by counterflow supersonic jet for a blunt cone in high
enthalpy flows
V. Kulkarni, K.P.J. Reddy ......... ... i 571

Effect of electric arc discharge on hypersonic blunt body drag
K. Satheesh, G. Jagadeesh........... ... ... ... ... . i, 577

Effect of the nose bluntness on the electromagnetic flow control for
reentry vehicles

H. Otsu, T. Matsumura, Y. Yamagiwa, M. Kawamura,

H. Katsurayama, A. Matsuda, T. Abe, D. Konigorski ................. 583

Enhanced design of a scramjet intake using two different RANS solvers
M. Krause, J. Ballmann ............ . ... .. . 589

Experimental and numerical investigation of film cooling in hypersonic
flows
K.A. Heufer, H. Olivier ........... .. .. . . i 595

Experimental and numerical investigation of jet injection in a wall
bounded supersonic flow
J. Ratan, G. Jagadeesh ....... ... ... ... ... .. 601

Experimental investigation of cowl shape and location on inlet
characteristics at hypersonic Mach number
D. Mahapatra, G. Jagadeesh ......... ... .. ... ... . .. . 607

Experimental investigation of heat transfer reduction using forward
facing cavity for missile shaped bodies flying at hypersonic speed
S. Saravanan, K. Nagashetty, G. Jagadeesh, K.P.J. Reddy............. 613

Extrapolation of a generic scramjet model to flight scale by experiments,
flight data and CFD
A. Mack, J. Steelant, K. Hannemann ................ ... ... ....c..... 619

Force measurements of blunt cone models in the HIEST high enthalpy
shock tunnel
K. Sato, T. Komuro, M. Takahashi, T. Hashimoto, H. Tanno, K. Itoh 625

Investigations of separated flow over backward facing steps in IISc
hypersonic shock tunnel
P. Reddeppa, K. Nagashetty, G. Jagadeesh ............................ 631

Measurement of aerodynamic forces for missile shaped body in
hypersonic shock tunnel using 6-component accelerometer based
balance system

S. Saravanan, G. Jagadeesh, K.P.J. Reddy............................. 637

Measurement of shock stand-off distance on a 120° blunt cone model at
hypersonic Mach number in Argon
K. Satheesh, G. Jagadeesh.......... ... ... ... ... . .. 643



Contents Volume 1 XXIX

Model for shock interaction with sharp area reduction
J. Falcovitz, O. Igra ........... .. e 647

Modelling dissociation in hypersonic blunt body and nozzle flows in
thermochemical nonequilibrium
E. Josyula, W.F. Bailey .......... . 653

Numerical and experimental investigation of viscous shock layer
receptivity and instability
A. Kudryavtsev, S. Mironov, T. Poplavskaya, I. Tsyryulnikov ......... 659

Numerical rebuilding of the flow in a valve-controlled Ludwieg tube
T. Wolf, M. Estorf, R. Radespiel ......... ... .. ... .. .. .. . .. ... ... 665

Numerical study of shock interactions in viscous, hypersonic flows over
double-wedge geometries
Z.M. Hu, R.S. Myong, T.H. Cho ......... ... ... . .. i 671

Numerical study of thermochemical relaxation phenomena in
high-temperature nonequilibrium flows
S. Kumar, H. Olivier, J. Ballmann.............. .. .. .. ... .. ....... 677

Numerical study of wall temperature and entropy layer effects on
transitional double wedge shock wave/boundary layer interactions
T. Neuenhahn, H. Olivier ......... ... ... .. . . .. 683

Similarity laws of re-entry aerodynamics - analysis of reverse flow shock
and wake flow thermal inversion phenomena
S. Balage, R. Boyce, N. Mudford, H. Ranadive, S. Gai ................ 689

Simultanous measurements of 2-D total radiation and CARS data from
hypervelocity flow behind strong shock waves
K. Maeno, M. Ota, A. Matsuda, B. Suhe, K. Arimura ................ 695

Shock tunnel testing of a Mach 6 hypersonic waverider
K. Hemanth, G. Jagadeesh, S. Saravanan, K. Nagashetty,
K.PJ. Reddy . ... oo 701

Supersonic flow over axisymmetric cavities
K. Mohri, R. Hillier ......... .. . 707

Tandem spheres in hypersonic flow
S.J. Laurence, R. Deiterding, H.G. Hornung .......................... 713

Three dimensional experimental investigation of a hypersonic
double-ramp flow
F.F.J. Schrijer, R. Caljouw, F. Scarano, B.W. van Oudheusden ........ 719

Triple point shear layers in hypervelocity flow
M. Sharma, L. Massa, J. M. Austin ....... ... .. ... ... ... .. 725



XXX Contents Volume 1

Part IX Ignition

Auto-ignition of hydrogen-air mixture at elevated pressures
A.N. Derevyago, O.G. Penyazkov, K.A. Ragotner, K.L. Sevruk........ 733

Discrepancies between shock tube and rapid compression machine
ignition at low temperatures and high pressures
E.L. Petersen, M. Lamnaouer, J. de Vries, H. Curran, J. Simmie,
M. Fikri, C. Schulz, G. Bourque ............ .. ... .. .. . i 739

Ignition delay studies on hydrocarbon fuel with and without additives
M. Nagaboopathy, G. Hegde, K.P.J. Reddy, C. Vijayanand,
M. Agarwal, D.S.S. Hembram, D. Bilehal, E. Arunan ................. 745

Ignition of hydrocarbon—containing mixtures by nanosecond discharge:
experiment and numerical modelling.
I.N. Kosarev, S.V. Kindusheva, N.L. Aleksandrov, S.M. Starikovskaia,
AlY. Starikovskii . ... 751

Laser-based ignition of hydrogen-oxygen mixture
Y.V. Tunik, O. Haidn, O.P. Shatalov ........... ... ... ... ... ... ... 757

Measurements of ignition delay times and OH species concentrations
in DME/O3/Ar mixtures

R.D. Cook, D.F. Davidson, R.K. Hanson .......................... ... 763
Shock tube study of artificial ignition of N2O:05:Hs: Ar mixtures

I.N. Kosarev, S.M. Starikovskaia, A.Y. Starikovskii.................... 769
Shock tube study of kerosene ignition delay

S. Wang, B.C. Fan, Y.Z. He, J.P. Cui.......... ... ... ... .. it 775
Shock-tube study of the ignition delay time of tetraethoxysilane

(TEOS)

A. Abdali, M. Fikri, H. Wiggers, C. Schulz ........................... 781
Author Index . . ... o 787

Keyword Index . ... ... 795



Part X

Impact and Compaction



A study of particle ejection by high-speed impacts

M. Anyoji', D. Numata', M. Sun', and K. Takayama?

L Center for Interdisciplinary Research, Tohoku University, Aramakiaza 6-3, Aoba, Sendai,
980-8578 (Japan)

2 Biomedical Engineering Research, Tohoku University, Aramakiaza 6-3, Aoba, Sendai,
980-8578 (Japan)

Summary. The fragmentation of solid plates impacted by a high-speed projectile has been
studied intensively in the past. However, the ejection and shattering process of fragmented
particles have not been well resolved yet. To simulate the earlier stage of particle ejection,
we performed an analogue experiment of the ejection of aluminum spheres attached on a thin
aluminum plate in a row and impinged at tis reverse side by a high-spee plastic cylinder of 51
mm in diameter. The ejection of spheres was observed by using a high-speed digital camera and
also holographic interefrometry. These image analysis revealed the motion of ejected spheres. .

1 Introduction

Projectile impingements at high speed on a metal plate creates a shock wave propa-
gating in it, which is then reflected from its reverse surface and instantaneously bulges
it. Pressures generated behind the shock wave exceed well over the value of yielding
stress and then crack propagation behind the shock wave takes place, which results in
the fragmentation of the reverse surface of the target plate. This is a brief explanation
of debris cloud formation during hypervelocity impacts. In order to collect design data
of space debris bumper shields, they performed an analogue experiment [1, 2]. The free
flight of micro-particles occurs even in laser ablation assisted drug delivery systems [3].
To instantaneously eject small spherical particles from the plate surface, we impacted
with a plastic cylinder, an aluminum plate on the reverse side of which the spheres were
attached in a row. The ejection particle was visualized by shadowgraph and the images
were recorded sequentially by a high-speed digital video camera and quantitatively by
double exposure holographic interferometry. Then we clarified experimentally the process
of shattering of aluminum spheres.

2 Experiment

2.1 Facility

We used a gas gun in the Interdisciplinary Shock Wave Laboratory of the Institute of
Fluid Science, Tohoku University. Ultra high-density polyethylene cylinders of 51 mm
diameter and 55 mm long were projected at a transonic flow range. Figure 1 shows a 5
mm thick aluminum target plate AL5052 of 200 mm by 200 mm and aluminum spheres
of 3.2 mm, 4.0 mm, and 4.8 mm, respectively. The spheres were weakly attached in 48
mm length in a row, where the x-axis is defined as the axial direction and y-axis as
the vertical direction along the arrayed aluminum spheres. Sphere diameters, numbers,
materials, and their weights are tabulated in Table.1. The target plate was cramped at
its four corners as shown in Fig. 1(a).
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Fig. 1. The target plate and installation of aluminum spheres: (a) frontal view of target plate;
(b) side view and impact of the plastic cylinder

Table 1. material information of spheres

Diameter Number of spheres Material Weight per one sphere [g]

3.2 mm 15 Al5052 4.53 x107?2
4.0 mm 12 Al2017 9.17 x1072
4.8 mm 10 Al11050 1.58 x107!

2.2 Experimental condition

The gas gun was operated with a diaphragm-less operation system, in which a 51 mm
diameter cylinder inserted at the entrance of an acceleration tube, separating test air
at 0.1 MPa and room temperature from 1.55MPa helium was held in its initial position
with a piston backed up with 1.4MPa helium from behind and then a sudden decrease in
the back-up pressure instantaneously released the piston to move backward. Hence the
high pressure helium gradually accelerated the cylinder motion. The piston motion was
mechanical controlled so that this system warranted a higher degree of reproducibility
than conventional diaphragm rupture systems. We achieved a repeatable cylinder im-
pingement onto the target plate. Three experiments were repeated for each sphere size.
The optical flow visualization was performed with a commercial flash lump as light source
by using shadowgraph and its sequential images were recorded by a high-speed digital
video camera of inter-frame time of 16 us and exposure time of 8 us. (Hyper Vision
HPV-1, Shimadzu Co. Ltd.) Flow fields were quantitatively visualized by using a double
exposure holographic interfrometry.

3 Results and Discussion
3.1 High-speed video images

Shadowgraph images are sequentially displayed at time interval of 80 ps. The plastic
cylinder impacted on the target plate: at 345 us in Fig.2; at 342 us in Fig.3; and at 340
us in Fig.4. As seen on the second frames in Figs.2-4, the impact flash was observed and
the target plate started to deform. The arrayed spheres started to be ejected to move.
The plate deformation drove a spherical shock wave, which was precursory to the sphere
shattering motion. The shock wave, as later confirmed on the interferograms, was initially
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strong enough to accompany its particle velocity, which would accelerate spheres. This is
a general trend observed in dusty gas shock tube flows, in which individual dust particles
are accelerated behind the incident shock waves, resulting in the non-equilibrium region
behind the incident shock.

Fig. 3. Spherical diameter of 4.0 mm.

Fig. 4. Spherical diameter of 4.8 mm.
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The spheres are departed from the target plates on the fourth frame of Figs. 2-4. The
target plate was not ruptured, but the tape attaching to the plate was removed from the
plate surface in Fig.2.

3.2 Distribution of spheres

Although the sphere distribution looks initially spherical on the third frame of Figs.
2-4 but transits with the elapsed of time to more or less the Gaussian distribution on
the fourth to sixth frames of Figs.2-4. This trend is presumably attributable to the
process of target plate deformations. The deformation of target plates is governed by its
supporting conditions at its edge. As explained in Fig.1, in this experiment the target
plates were cramped at its four corner. Then the process of its deformation can not
be axially symmetry. It is also confirmed in this series of experiments, the spheres are
moving at constant speed. We recorded images at every 64 ps from the moment of
the impact and calculated the center of each sphere from each pixel constituting one
sphere. Then sequential distributions of each sphere at given time instance are drawn for
individual sphere sizes in Figs.5(a)-(c). We compared the measured spatial distribution
of the spheres to the Gaussian distribution and found a good agreement. However, the
difference between experiment and the Gaussian one departs with the elapse of time. It
is concluded that the Gaussian distribution is a good approximate to describe the sphere
distribution.
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Fig. 5. Sequential distribution of spheres and comparison with Gaussian distribution: (a) 3.2
mm; (b) 4.0 mm; and (c) 4.8 mm

3.3 Velocity and acceleration

We estimated the sphere velocity and the acceleration out of Figs.5(a)-(c) and the results
are shown in Figs.6-8 for individual sphere diameters. The x-t diagram and y-t diagram
are shown in Figs.6-8(a) and Figs.6-8(b), respectvely. The individual time instants cor-
respond to those in Figs.5(a)-(c). Assuming complete symmetry, we measured only the
spheres upper part of the axis.

V. becomes larger closer to as the central axis. By contraries, V}, becomes smaller
closer to the central axis. We confirmed the spheres maintain a constant speed within
the frame of the present observation. It may be oversimplification to say that the sphere
shattering is analogous to dusty gas flows behind the spherical shock waves. However,
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Fig. 6. 3.2 mm: (a)x-t plane; (b)y-t plane
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the general trend agrees with such an analogy until we will numerically simulate sphere
motion ejected from a high speed impact plate.

3.4 Holographic interferometry

To confirm the presence of the shock wave we performed double exposure holographic
interferometric observation. Dark dots show spheres. Fringe distributions are slightly
distorted from the axial symmetry but not very significant. Although a preliminary result,
a result is shown in Fig.9 for 4.8 mm spheres. Although unobservable on shadow images,
the flow field behind the diverging shock wave never be uniform but waves propagating
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Fig. 9. Holographic interfermetry of shattering 4.8 mm spheres.

vertical direction exist, which may contributed to depart the particle motion from the
Gaussian distribution. In the near future these holographic observation systems together
with a digital streak recording would conclude flow information and to validate numerical
results.

4 Conclusion

The impact generated sphere motion are observed sequentially by shadowgraph, recorded
by high-speed digital video camara, and quantitatively by double exposure holographic
interferometry. These spheres were ejected by the deformation of target plates and ac-
celerated by the flows behind the impact generated incident shock waves. The region of
the constant velocity was so extended, however, we failed to confirm the onset of decel-
eration. Holographic interferometric observation revealed that the present target plates
were supported at their corner, which disturbed the axial symmetry of the flow field from
complete symmetry. At the early stage the sphere distribution can be approximated by
the Gaussian one. The departure from Gaussian one was attributable to the supporting
condition. In the future work, we are planning, to rigorously simulate debris cloud forma-
tion, to impact packed spheres. Presumably an approach from a granular flow analyses
would provide a good way.
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1 Introduction

Over the last several years we have developed and applied a coupled CFD and CSD
methodology for modeling blast wave interaction with structures and the structural re-
sponse to the blast loading. One of the more interesting and more complex simulations
conducted was a simulation of a terrorist attack on a generic steel tower that supports a
suspension bridge, modeled as a multi-chamber, multi-floor bridge-support steel tower.
The numerical methodology models the HE detonation initiation, the detonation wave
propagation within the explosive, detonation products diffraction after detonation com-
pletion, blast load interaction with the structure, structural deformation, steel panel
fragmentation and blast load diffraction between the accelerating fragments to load the
next layer of steel panels (cells). The results demonstrated that structural failure could
result from either large pressure loading or high-velocity fragment impact. To validate
the results, the University of California, San Diego (UCSD) and Energetic Material Re-
search and Testing Center (EMRTC) of New Mexico Tech (NUMTECH) initiated a test
program, under TSWG sponsorship, that tested scaled sections of a steel-tower to blast
loading. Simultaneously, SAIC conducted a sequence of numerical simulations of this
event. The paper presents the experimental results and the numerical predictions, while
concentrating on the analysis of the predictions. It is concluded that the simulations
raised some serious issues, which require further precision testing.

2 The Numerical Methodology

Mesh generation for both CSD and CFD models is performed using FRGEN3D (3],
which is based on the advancing front method. The CFD mesh is composed of triangular
(surface) and tetrahedral (volume) elements. The CSD mesh includes beams, triangular
or quad shells and bricks for the solids. The flow solver employed is FEFLO98, a 3-D
adaptive, unstructured, edge-based hydro-solver based on the Finite-Element Method
Flux-Corrected Transport (FEM-FCT) concept [4]. It solves the Arbitrary Lagrangean-
Eulerian (ALE) formulation of the Euler and Reynolds-averaged turbulent, Navier-Stokes
equations. The high order scheme used is the consistent-mass Taylor-Galerkin algorithm.
Combined with a modified second-order Lapidus artificial viscosity scheme, the resulting
scheme is second-order accurate in space, and fourth-order accurate in phase. Other
high-order accuracy shock capturing schemes, such as HLLC, WENO, HWENO, etc, are
available, and can be used for specific applications. The spatial mesh adaptation is based
on local H-refinement, where the refinement/deletion criterion is a modified H2-seminorm
[4] based on a user-specified unknown. Most of the shock wave propagation cases require
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the use of a blend of density and energy. FEFLO98 supports various equations of states
including real air, water, SESAME and JWL with afterburning. The structural dynamics
solver are either GA-DYNAS3D [5] or SAICSD [8], both are unstructured, explicit finite
element codes, well suited for modeling large deformations and provide good base for
non-linear materials with elasto-plastic compartmental laws with rupture. Both codes
incorporate a large library of materials and various equations-of-state, as well as many
kinematic options, such as slidelines and contacts. The structural failure is described using
the Johnson and Cook nonlinear plastic hardening function [1] that contains strain rate
effects in both the yield and damage functions. The yield stress is a nonlinear function
of the effective plastic strain, augmented by a strain rate term which increases the yield
strength with increasing strain rate, and a thermal softening term which lowers the yield
strength with increasing temperature. Heat is generated in the model by plastic work,
and the resulting temperature rise is computed using the specific heat for the material
assuming adiabatic conditions. The Johnson and Cook (J&C) model defines the failure
strain as a function of the ratio of the pressure stress to the effective stress, strain rate,
and temperature [Eq. 81 of the Dyna3D Manual [2]]. The material damage is computed
by summation of the plastic strain increments divided by the strain to failure over each
time step. Because of the term involving the ratio of pressure stress to the effective stress,
the failure strain is large in compressed regions of the model, though little damage will
occur in theses compressed regions. When this damage is greater than 1.0, the element
is assumed to have failed and is eliminated from the calculation by an erosion algorithm.
If the eroded element has any face exposed to the blast pressure, new pressure surfaces
are determined and given back to the flow code to evaluate the new external surface of
the model and to determine the pressures for the next structural step for the coupled
CSD/CFD simulation. In these simulations we are using 60% of the true strain to failure
when we evaluate the damage in an element. This is based on engineering judgment and
correlation with earlier experiments, adjusted up to account for finer mesh resolution at
the failure areas.

e

Fig. 1. Test especiment before and after the test

3 The Experimental Facility and Results

A field test was conducted at EMRTC to investigate the response of a single row of
cells to an explosive load, simulating the response of a full scale section of a typical steel
cellular bridge tower to blast loading. The specimen consisted of three cells each 3-6 tall
by 3-6 wide and 8-0 in length, constructed of 7/8 A36 steel plates and connected at the
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intersections via 8 x 8 x angles and 1 diameter A307 bolts at 4 on center. The specimen
was loaded with 220 Ibs of flake TNT with a C4 detonator with approximately 6 of stand-
off at the midspan of the center cell. The results show a flyer plate of approximately the
same dimensions as the charge was created in the top plate of the center cell directly
below the applied load. The 2 square impacted the bottom steel plate of the test specimen,
creating a second flyer plate. The speed of the first flyer plate before impact with the
bottom plate was approximately 3,400 feet per second. In addition to the holes left by
the separation of the flyer plates, the test specimens showed significant deformation: the
edges of the hole in the top plate showed substantial petalling and tearing of the steel
plate. The rupture of the top plate occurred in the center cell where the explosive load
was placed. In addition, the bolts and the angle that supported the plates also deformed.
The angle pieces stayed connected to the sidewalls of the center cell but the supporting
leg was bent. The steel section seen in front of the specimen is what remains of the top
plate where it came to rest after the second test. Figure 1 shows the test specimen before
(Fig. 1a) and after (Fig. 1b) the test. Figure 1c shows an expanded view of the bottom
plate, while Fig 1d shows the two flyer plates. The indentation in the flyer plates was
caused by the impact of the charge downwards. The destruction caused by the flyer plates
and the plate in the foundation can be seen in Fig 1b. A variety of failure modes were
seen in the bottom plate. The bottom plate also deformed before shearing. In addition
to the deformation of the plate due to the projectile, one can also see the tearing of the
angles and the loss of the connections to the bottom plate. The plate is actually resting
on the foundation and is no longer connected to the support angles by bolts.

4 Numerical Results

= "‘"‘u Symmetry bc
(b)

Bolts&nuts modeled
Sty oe with 3D elements
Extensive use of
contact surfaces
(typical all surfaces)

Fig. 2. Numerical model and details of a typical bolted joint

The CSD Model: The model includes only a quarter of the test facility, taking advan-
tage of the double symmetry. The material model used employed the Johnsons and Cook
plasticity model, where the A-36 steel parameters where taken of [6]. The A307 bolts were
modeled with the same hardening parameters, but with a fracture strain of 18%. The
concrete was modeled as rigid. Fracture represented by erosion of elements with damage
parameter >1. Contact conditions were used between all parts. The quarter-symmetry
CSD model used in the simulations is shown in Figs 2. Figure 2a shows the set-up. The
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explosive is set on top, with a standoff distance of six inches. The solid elements were sized
0.4X0.5X0.125 inches for the angles and plates, and 0.125X0.125X0.125 inches for the
bolts. The resulting CSD mesh included 868,724 hex elements, 1,094,683 nodal points, 58
contact conditions and 431,482 wet faces the obtain pressure data from the flow solver.
Results: The first simulation modeled the structure as plates (shells). As the plate model
did not adequately capture the interaction between the bolts, nuts, angles and plates at
the connections, it was felt that a 3-D model (solids) would better represent the physics.
This model can better represent the complex stress states and produce necking as well
as model all six components of the stress. The next issue arose with the failure algo-
rithm. The J&C material model uses true stress true strain (Cauchy stress logarithmic
strain). However, deformation can localize in material forming necking at the fracture
location. This produced significant mesh sensitivity. The material failure model (ultimate
strain value) was adjusted to account for the size of the element relative to gage length
and wide variation in response was noted using above approach. To further investigate
mesh effect we conducted a sensitivity study that included three plates 6 inch apart.
Mesh sizes tested were 1/16, 1/8 and 1/4 inch. The solutions from 1/8 and 1/16 are
almost identical, hence the multi-cell models were reworked to include 1/8 inch zone in
area where tearing was observed in experiment. The simulation modeled 220 Ibs of flake
TNT, with a C4 detonator. The charge was placed six inches of standoff at the midspan
of the center cell. As no EOS exists (to our knowledge) for flake TNT (flake TNT is
usually melted and cast), we conducted several simulations varying the TNT equivalence
of the flake TNT. Rough estimate shows that it’s TNT equivalence is about 0.25 to 0.3.
Naturally, for precision testing and code validation, we require a more precise source
definition. The time evolution of the detonation wave propagation in the explosive, and
the resulting blast wave evolution are fairly straight forward: charge detonation followed
by detonation product diffraction and load on the top surface, followed by top surface
failure and blast wave propagation through the cracking steel surface. These are depicted
in Figures 3a through 3h. The choice of ultimate strain of 0.6 allows large deformation
before plate cracking (Fig 3b) and break-up (Figs 3c and 3d). The resulting flyer plate
is strongly deformed (Fig 3e). Similar processes are observed as the flyer plate impacts
the second plate, to form a second flyer plate, i.e., significant deformation before plate
cracking and formation of a second flyer plate (Figs 3f and 3g). To further investigate the
role of the critical effective plastic strain (the ultimate strain value) on energy absorp-
tion, flyer plate shape and speed, we varied the ultimate strain value from 0.2 to 0.6. The
more brittle material formed a flyer plate with very little deformation. As significantly
less energy was spent on plastic work, the flyer plate has a higher velocity and higher
kinetic energy, and is capable of penetrating more layers in the adjacent cells than the
slower deformed flyer plate (for ultimate strain of 0.6). Another difference between the
brittle and ductile materials: for the higher ultimate strain values, the two (or three)
flyer plates fly together, while for the brittle materials, the transfer of kinetic energy
is almost perfectly, and the impacting plate transferred all of it’s kinetic energy to the
newly formed flyer plate (Fig 4a). In yet another study we defined the ultimate strain
for the top plate as 0.2, and for the second plate as 0.4. Figure 4b shows the top flyer
plate to be fairly flat (typical of a brittle material), while the second plate (the more
ductile material) deformed significantly before the effective plastic strain surpassed it’s
ultimate strain value, and the plate broke-off. Comparison of the final status obtained
with ultimate strain values of 0.2, 0.4 and 0.6 (0.2 and 0.6 are shown in Figs 3h and 4a,
respectively), to the experimental results (Figs 1b to 1d) shows very good reproduction
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of most the deformations discussed above. The size and cut of the predicted flyer plates
were almost identical to the experimental one (basically, the explosive box imprint). Both
the curvature and speed of the flyer plate best agreed with the results obtained with an
ultimate strain value of 0.4. However, these results are inconclusive due to the uncer-
tainty about the source. The results show that determination of the ultimate strain value
is critical to modeling the flyer plate shape and speed, and hence the collateral damage
inflicted by the charge (i.e., damage to next layer cells). In the next sequence of tests we
will use well-characterized ideal explosives, eliminating the issue of an ill-defined source.
These should help define the ultimate strain. Following these tests, we will be able to
confidently predict the complete tower response to an explosive charge.

5 Conclusions

This paper describes a numerical and experimental investigation directed at improved
understanding and modeling of the vulnerability of steel towers to terrorist attacks using
bare HE charges. Large scale numerical simulations gave indicated the possible vulnera-
bility of large steel towers to terrorist attacks. As testing of these tower is impractical, it
became necessary to validate the predictions against scaled tests. We conducted numeri-
cal predictions and experiments under which scaled cells of the steel tower were exposed
to blast loading. While the numerical predictions were capable of simulating the damage
observed in the experiments, it was impossible to fully validate the predictions, as the
explosive used does not have a fully validated equation-of-state. Future tests will be con-
ducted with more cells and with a commonly used ideal explosive (such as C-4, Comp-B,
etc.,), to eliminate any uncertainty about the source strength.
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Summary. The dynamic response of a two-dimensional particle array subjected to internally
bursting load was investigated using a discrete element method. From the distribution of normal
contact force between spheres, it was found that the contact forces are reflected and diffracted
by the voids and reflected and transmitted by seven alumina ceramic spheres. The particle
array was less displaced horizontally layer by layer depending on the change of the contact force
distribution.

1 Introduction

Over the last several decades, problems concerning the wave propagation in granular
materials, that is, a collection of many solid particles, have become increasingly important
in particle technology and granular physics.

In a chain of beads, Nesterenko has been investigating solitary waves both experi-
mentally and theoretically [1]. Recently, many attempts have been made to clarify prop-
agation phenomena of solitary waves in a chain of beads under various conditions [2, 3].
Shukla has investigated stress wave propagation in different arrangements from a single
straight chain to a two-dimensional array of discs using dynamic photoelasticity [4]. Bri-
tan has studied the propagation of stress waves through a chain of discs experimentally
using a high-speed photoelastic diagnostic technique [5].

On the other hand, many attempts have been made to clarify wave propagation
phenomena in a two-dimensional array of particles [6,7]. Sen and Sinkovits investigated
the propagation of both small (sound) and large amplitude (shock) perturbations in
two-dimensional granular columns. They considered the effects of microstructure due to
the presence of voids and impurities [8]. Gilles and Coste examined the time of flight of
acoustical wave trains in a two-dimensional array of nylon and steel spheres as a function
of the applied stress [9].

Although many papers have been published about propagation phenomena of many
types of waves in a three-dimensional array of particles, which is commonly seen in actual
granular materials (for example, [10]), the nonlinear properties of wave propagation in
two-dimensional array of particles remain unexplained. The present authors investigated
the propagation of stress waves in a two-dimensional ordered array of particles [11,12].
Among many numerical simulation techniques, the discrete element method (DEM) [13]
has been widely used in powder technology and physics as one of the most direct and
simplest methods for granular matter and powder [14]- [16]. In the present study, the
nonlinear propagation of stress waves in a two-dimensional ordered array of particles
was investigated by DEM using Thornton’s theory [17] for the collision between elastic-
perfectly plastic spheres.
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2 Numerical analysis

2.1 Particle array

We mainly used mono-size nylon-66 spheres of 1/4 inches in diameter as the components
of two-dimensional ordered arrays of particles. As shown in Fig. 1, the nylon spheres were
arranged orderly, horizontally, and two-dimensionally in 37 layers of 37 (or 36) spheres
each, in a thin rectangular container missing one wall; the total number of spheres was
1351. This means that the gravitational force does not affect the calculated motion of
nylon spheres. Three of the container walls were made of polyvinyl chloride (PVC). The
simulation was carried out for the case in which the internal load, shown in the enlarged
image of Fig. 1, was applied at point A, B or C of the particle array. Seven alumina
ceramic spheres were placed in the particle array as shown in the upper half of Fig. 1.
The effects of the presence of voids and the material of spheres were also examined.

2.2 Principle of discrete element method

DEM is a means of simulating the movement of granular matter and powder through a
series of calculations that trace the motion of individual particles constituting the particle
arrays. Equations of translational motion and rotational motion are described by the
resultant force and the resultant moment of force exerted by the contacting particles:

Px; Ne dw; Ne
j=1 j=1

Here, m; is the particle mass, I; is the mass moment of inertia, x; is the displacement
vector of the i-th particle, w; is the angular velocity vector of the i-th particle, r; is the
radius vector from the center of gravity of the i-th particle to the point at which frictional
force is acting, 7; is the radius of the i-th particle, F';; is the normal contact force vector
on the i-th particle exerted by the j-th particle that maintains contact with the i-th
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particle, f,; is the frictional force vector between the i-th and j-th particles, N, is the
number of particles in contact with the i-th particle, g is a gravitational acceleration
vector, and ¢ is time.

DEM is based on the hypothesis that disturbances only propagate from a particle to
other particles that are in direct contact during a single time step. Therefore, instead of
solving the same number of simultaneous equations as contact points, the equation of
motion for each particle can be solved independently in each time step.

2.3 Contact force model between two spheres

In the DEM simulation, the particle-particle interaction is one of the most important
factors to accurately simulate the movement of particles. In the normal force component,
it is assumed that the force-displacement relationship between two spheres is described by
a model with a spring, K, and a dashpot, 1, as depicted in Fig. 2. Also, a slider element
is used to represent Coulomb-type friction between the two spheres in the tangential
force component. The normal and tangential force components are separately described,
where subscripts n and s indicate the normal and tangential components, respectively.
Here, the simplest relationships of each of F;; and f,; with K and 7, which were used
by Cundall and Strack [13], are employed.

Many models for simulating elasto-plastic contact between two spheres have been
proposed in DEM simulations [18,19]. Among them, in the present simulation we em-
ployed Thornton’s simple theory for the collision of elastic-perfectly plastic spheres in
which maximum pressure at the elastic limit is constant. When the pressure at contact
center pg is less than the pressure p, at the contact center when yield occurs, the spring
coefficient for normal force component in the force-displacement relationship, K, can
be determined by Hertz’s elastic contact theory. When py > p,, the plastic deforma-
tion effect on the force-displacement relationship should be considered. We employed
py = 2.80, in the present simulations on the basis of many papers [18]- [20] with respect
to contact mechanics where o, is the yield stress of material. Spring coefficient K, in the
tangential force component, is expressed by the 'no-slip’ solution of Mindlin theory [21].

2.4 Parameter determination

It is necessary to determine several material constants and the parameters used in the
simulation. The bulk properties of these spheres taken from the data issued by the man-
ufacturers are shown in Table 1.

Table 1. Simulation parameters

Time step At [s] 1.0x10™7 Alumina ceramic sphere
Friction coefficient 0.15 Young’s modulus [Pa] 3.90 x10'!
Spheres diameter [mm] 6.35 Poisson’s ratio 0.25
Nylon sphere Mass [g] 0.52
Young’s modulus [Pa] 3.2 x10° PVC wall
Poisson’s ratio 0.33 Young’s modulus [Pa] 3.0 x10°
Yield stress [Pa] 60 x10° Poisson’s ratio 0.30

Mass [g] 0.15 Yield stress [Pa] 65 x10°
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In the case of low impact velocity, the coefficient of restitution mainly depends on the
energy dissipation due to plastic deformation and viscosity. Plastic deformation can be
expressed by the spring coefficient of Thornton’s theory. To represent energy dissipation
due to viscosity, the damping coefficients of dashpot were used. The damping coeflicients
of dashpots were adjusted to make the coefficient of restitution obtained from DEM
simulations conform to that obtained from the results of the impact experiments. The
relationships between damping coefficient 7,, and contact force component P at each
time step are summarized as the following equations:

Nylon sphere — Nylon sphere: [Mn/M0]xx = 0.07/ cosh{ 0.1(P — 10)},
Nylon sphere — PVC wall: [Mn/M0]xp = 0.05/ cosh{0.04(P — 70)}, (2)
Nylon sphere — Alumina ceramic sphere: [n,/n0]yp = 0.06/ cosh{0.05(P — 30)},

Here, 19 = 2v/mK, is the theoretical critical damping coefficient in a vibration system
of a single degree of freedom composed of a mass attached to a spring and a dashpot.

3 Simulation results and discussion

Our simulation results, where internal load £ 40
was applied at the center of the particle ar- 2 /\
. . . =]
rays, can be seen below in Figs. 4—9. Figure = 0 s 3 A e 50100
3 shows the normal contact force history at -
. . . . T'ime [ ps]

point F of sphere 3 in Fig. 1. The maximum . .

s Fig. 3. Normal contact force propagating ra-
contact force of initial load was 50 N, and . . ot
. . dially at point F of sphere 3 in Fig. 1
its pulse duration was 40 us.

Figure 4 shows the distribution of the normal contact forces in the particle array. The
normal contact forces were drawn through the contact points with straight lines whose
thicknesses were proportional to their magnitude. The large contact forces propagated
radially from the center of the particle array. At about 0.40 ms after initial loading, the
normal contact forces between nylon spheres near the walls were large because they were
greatly affected by the walls. The peak contact forces decreased rapidly in the first few

(

%wf

¢) 0.20 ms (d) 0.30 ms (e) 0.40 ms (f) 0.60 ms

T s
P

o

(a) 0.05 ms (b) 0.10 ms

Fig. 4. Normal contact forces obtained from DEM: initial load at sphere A

(a) 0 ms (b) 10 ms (¢) 20 ms (d) 30 ms (e) 40 ms (f) 50 ms

Fig. 5. Motion of nylon spheres simulated by DEM: initial load at sphere A
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(a) 0.11 ms (b) 0.13 ms (c) 0.18 ms (d) 0.20 ms (e) 0.30 ms (f) 0.40 ms

Fig. 6. Normal contact forces of particle array with void: initial load at sphere A

(a) 0 ms (b) 10 ms (c) 20 ms (d) 30 ms (e) 40 ms (f) 50 ms

Fig. 7. Motion of particle array with void: initial load at sphere A

(a) 0.06 ms ) 0.07 ms ) 0.15 ms (d) 0.30 ms (e) 0.40 ms (f) 0.50 ms

K i

Fig. 8. Normal contact forces of particle array with alumina ceramic spheres: initial load at
sphere A

(a) 0 ms (b) 10 ms (c) 20 ms (d) 30 ms (e) 40 ms (f) 50 ms

Fig. 9. Motion of particle array with alumina ceramic spheres: initial load at sphere A

nylon spheres near the initial load, then decayed more gradually, and finally increased
slightly in the last few spheres near the wall. Figure 5 shows the motion of the particle
array, which was greatly displaced horizontally and symmetrically layer by layer.

Figure 6 shows the distribution of the normal contact forces in the particle array
with a void. The void was created by removing seven spheres from the particle array.
The contact forces were reflected by the void at 0.11 ms after initial loading. The presence
of the void caused local wave scattering and attenuation at 0.18 ms. Figure 7 shows the
motion of the particle array with the void. The void caused less movement of the nylon
spheres above it.

Finally, the effect of dissimilar material on the distribution of the normal contact
forces was examined in Fig. 8 when the void in Fig. 6 and 7 was filled with seven alumina
ceramic spheres The large contact forces were reflected by the alumina ceramic spheres at
0.15 ms after initial loading. Figure 9 shows the motion of the particle array with alumina
ceramic spheres. Compared to Fig. 5, the alumina ceramic spheres caused slightly less
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movement of the nylon spheres above it. The nylon spheres above the alumina ceramic
spheres were greatly displaced horizontally layer by layer.

4 Conclusion

The normal contact force between spheres was reflected by the void and the alumina
ceramic spheres. They caused less movement of nylon spheres above the void and the
alumina ceramic spheres.
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Summary. Impact tests were held to clarify the relationship between the composition of ejecta
and these of the projectile and the target plate under different impact kinetic energy and impact
velocity. Two sets of impact experiments were held, one using high carbon chromium bearing
steel (SUJ-2) projectile and Al2017-T4 plate (Fe/Al impact), and the other using Al2017-T4
projectile and SUJ-2 plate (Al/Fe impact). The spherical projectile is of 7.94 mm in diame-
ter, made of Al2017-T4 or SUJ-2. The impact velocity considered is from 2.5 to 4.2km/s. By
recovering and analyzing the injected SUJ-2 and the Al2017-T4 fragments separately, we can
quantitatively measure the composition of the injected fragments, and clarify how it depends
upon the material of the projectile and the target plane. We further investigate the effects of
velocity and kinetic energy of the projectile on the ejecta composition.

1 Introduction

In the history of the earth, species mass extinction has repeatedly occurred. And, the
impact of a huge meteorite on the earth is thought as one of the causes of these mass
extinction events [1-4]. The diameter of the colliding meteorite reaches several kilometers,
and its speed may reach dozens of kilometers per second. When this meteorite collides
with surface of the earth at the hypervelocity ranges, the crater that reaches tens of
times the diameter of the meteorite is formed in the collision point, and a large amount
of crushed materials of the earth and the meteorite are ejected into the atmosphere.
These ejected materials would significantly reduce the amount of sunlight that could
reach the surface otherwise, and could remain in the atmosphere for months and years
as tiny dusts and gases. The impact of such meteorite is therefore believed to able to
change the global weather drastically. The physical and chemical effects of the ejected
materials on the weather depend strongly on their compositions.

In this study, we are going to clarify how the ejecta composition is related to the
original material of the meteorite and the earth surface by a laboratory experiment. As
a part of geophysical application of shock wave research, a hypervelocity impact test
was performed in a 15 mm diameter two-stage light gas gun at IFS, Tohoku University.
In order to examine the effect of test materials on ejected fragments, spheres made of
high carbon chromium bearing steel and AL2017-T4 aluminum alloy were individually
projected against aluminum and steel targets. In keeping impact energy of steel and
aluminum spheres identical, the impact speed of steel sphere is about 2.5 km/s and that
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of aluminum sphere is about 4.2 km/s. We examined not only the impact crater shape
but also size and number distribution of ejected fragments.

2 Experimental setup

2.1 Two-stage light gus gun

We used a light gas gun to launch a 15 mm diameter projectile at 1 to 4 km/s into reduced
pressure environments down to 50kPa in air. The gun can be operated under two-stage
and one-stage modes for launching projectile at different velocity range. Figure 1 shows
the gun system consisting of a 51 mm diameter and 3.4 m long pump tube, a high-
pressure coupling, a 15 mm diameter and 3 m long launch tube, and a 1.66 m diameter
and 12 m long recovery tank which has a test section equipped with two pairs of 600
mm diameter observation windows and three pairs of flash X-ray ports. The observation
windows are made of 20 mm thick acryl, which enabled to observe free flight objects.

Test Section X-ray Generator Optical Window

Powder Chamber I
ﬂ /
V = A\

Punyp tube

Accerelation fube

Y
o,
O

\ | p— — — J
| | L] = -
& »
-~ L
High pressure coupling 1Zm

Fig. 1. Schematic of two-stage light gas gun at IF'S, Tohoku University

To launch projectiles up to 1.5 km/s, we operated the gun using the single stage
mode, in which a cartridge (Winchester 300) filled with high-speed smokeless powder
(HS-7 Hodgdon Powder Co.) of 3 g in weight was inserted at the end of the launch
tube and ignited with a detonator (GM210M Federal Gold Medal Match). For projectile
speed over 1.5 km/s, the two-stage light gas gun operational mode was used instead.
A cased charge filled with medium-speed smokeless powder, as propellant charge (H50-
BMG Hodgdon Powder Co.) of up to 400 g was inserted in the combustion chamber. To
ignite propellant powder in a uniform and controlled fashion, an igniter was inserted in
the center of the cased charge.

The igniter contained, in its perforated cylinder, black powder of 13 g in weight and
ignited by the Winchester 300 igniter. A 1.5 m long and 15 mm cylindrical tube was
connected to the launch tube for attenuating the strong blast wave released from it. This
blast remover was basically a perforated tube consisting of four guide rails and a thick
wall stainless steel supporting tube. Along the space between two guide rails, 10 mm
diameter venting holes were uniformly distributed, through which the precursory blast
wave was released into the recovery tank.

A test chamber was placed on a carrier on rails in the recovery tank, so that its
position inside of a collimated light beam path passing through the first observation
window can be adjusted for the visualization of impact phenomena in the chamber.
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2.2 Test chamber for HVI experiments

The test chamber for the present HVI experiments is shown in Fig. 2. It has a single wall
structure consisting of stainless steel tube of 200 mm in inner diameter, wall thickness
of 25 mm, and 500 mm in length. Target materials and retaining ring are installed in
this chamber. The inner wall of this chamber is protected by the silicone rubber sheet
of 10mm in thickness. The projectiles are introduced into the chamber through a small
diameter entrance hole on the frontal plate as seen in Fig. 2. A sketch of the chamber is
depicted in Fig. 2b.

retaining ring
silicone sheet

\’\

0— [

Projectile

Target plate

Fig. 2. Test chamber for HVI experiments

Test chamber

2.3 Experimental conditions

Two sets of impact experiments are held, one using high carbon chromium bearing steel
(SUJ-2) projectile and Al2017-T4 plate (Fe/Al impact), and the other using Al12017-T4
projectile and SUJ-2 plate (Al/Fe impact). The spherical projectile is of 7.94 mm in
diameter, made of Al2017-T4 or SUJ-2. The impact velocity considered is from 2.5 to
4.2km/s. The Experimental setup for the experiments is shown in Fig. 3.

Two-stage light gas gun test section

"4 Sabot remover
Projectile Target plate
%
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R
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Fig. 3. Experimental setup for HVT tests

We used a 7.94 mm (5/16 inch) diameter spheres to represent a meteorite, and ac-
commodated it in the sabot that consists of four poly-carbonate segments produced by
plastic extrusion. The four segments formed a 15 mm diameter and 18 mm long and 3 g
weigh cylindrical shape. Upon the release of the sabot and the sphere from the muzzle of
the blast remover, the sabot was separated gradually to four segments. The sabot sepa-
ration was realized by receiving a large aerodynamic force on their blunt frontal surface
of the sabot segments.
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Fig. 4. Spherical projectile and sabot

To promote the sabot separation, we installed a sabot remover before the segments
reach the test section, which consisted of a thick steel plate with a hole in the middle. The
spherical specimen can pass through the hole but the pieces of sabot segments crashed
on the frontal surface and were stopped.

We evacuated the recovery tank by using a rotary pump combined with a mechanical
booster pump. The pressure was set to 50 kPa, which can produce aerodynamic forces
high enough for spontaneously splitting a sabot from a sphere model.

Three conditions were tested for projectile speeds ranging from 2.5 km/s to 4.2 km/s.
The projectile materials, impact velocity, projectile mass, kinetic energy, and target ma-
terials of the tests are tabulated in Table 1.

Table 1. Test condition for HVI experiments

Projectile material Impact velocity Projectile mass Kinetic energy Target material

(km/s) (8) (kJ)
Case 1 Al2017-T4 417 0.73 6.35 SUJ-2
Case 2 SUJ-2 2.50 2.04 6.38 Al2017-T4
Case 3 SUJ-2 3.00 2.04 9.18 A12017-T4

3 Results and discussion

Figure 5 shows two photos of the crater on the target material formed in case 1. The
crater is roughly hemispherical, and the local radius on the bottom of the crater is seen
to be smaller than that on the top. The surface of this crater is covered with a ruler, and
the lip structure is seen on the edge of the crater.

Figure 6 shows the crater on the target material formed in case 2. In this case, the
cross-section of the crater looks more like a circular cylindr as shown in Figure 6b. The
crater is much deeper compared with case 1.

Therefore, when the projectile has same kinetic energy and the projectile with large
density collides with the target plate with small density, it can be confirmed that the
depth of the crater tends to grow compared with the case where the projectile with small
density collides with the target plate with large density.

A lot of cracks can be confirmed on the surface of the crater, and they have grown in
the direction of the projectile impact.

Figure 7 shows the crater on the target material generated as a result of case 3. In
this case, it is seen that the crater configuration is similar to the case 2, and the diameter
and the depth of the crater are larger than case 2. The number of cracks appeared in the
crater section and the lip structure are also larger than the case 2. In case 3, the crack
appears almost everywhere on the surface except the vicinity of the crater section.
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Fig. 5. Target plate after impact (Al/Fe impact (Case 1)): impact velocity = 4.17 km/s; (a)
frontal view, and (b) side view of crass section

0 50 s0 70 80

| |m|m|‘m||\.|
(a) (b)

Fig. 6. Target plate after impact (Fe/Al impact (Case 2)): impact velocity = 2.5 km/s; (a)
frontal view, and (b) side view of crass section

Fig. 7. Target plate after impact (Fe/Al impact (Case 3)): impact velocity = 3.0 km/s; (a)
frontal view, and (b) side view of crass section

o Frasments i
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Fig. 8. Captured ejecta fragments inside silicone sheet; (a) sample silicone sheet after HVI
experiments (Case 1), and (b) relationship between the size and number of ejecta fragments
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Figure 8a shows a photograph of the silicone rubber sheet after the experiment. A
large amount of impact fragments are captured by the silicon sheet in all cases. However,
there is different in the distribution of the impact fragments in case 1 and case 2. In
case 2, the amount of impact fragments was less than that captured in case 1, and has
concentrated farther from the collision point. It is clear that even for the same kinetic
energy, the distribution of impact fragments are greatly influenced by the combination
of materials of the projectile and target material. The relationship between the size and
number of ejecta fragments inside silicone sheet is shown in fig. 8b. A number and the
size of ejecta fragments which captured in the silicon sheet are different according to the
impact velocity, the material of the projectile and the target plate.

The total mass of non-penetrated fragments collected in the HVI test chamber is
shown in Table 2. The percentage in parentheses of table 2 shows what percentage col-
lected among the mass of the projectile. The mass of the fragments of projectile at case 1
was 52 percent of initial projectile mass, and the remainder was penetrated in the silicon
sheet. On the other hand, it was 74 percent of initial projectile mass that was collected
at case 2. Though a further verification with a high-speed video camera etc. is necessary
in the future experiments, in the case of Fe/Al impact, it was shown that total mass of
fragments that originated in the projectile is fewer than the case of Al/Fe impact.

Table 2. Total mass of non-penetrated fragments collected in the HVI test chamber

Al2017-T4 SUJ-2
Case 1 0.38 g (52.1 %) 1.05 g
Case 2 022 g 1.51 g (74.0 %)
Case 3 0.60 g 1.73 g (84.8 %)

4 Conclusions

Impact tests were held to clarify the relationship between the composition of ejecta and
these of the projectile and the target plate under different impact kinetic energy and
impact velocity. As a result, it is clarified that the distribution of impact fragments are
greatly influenced by the combination of materials of the projectile and target material.
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Summary. By using the discrete element method, we perform numerical simulations of the
propagation of stress disturbance in granular media composed of spherical particles placed in
a vertical channel with a rectangular cross section. The results show that (1) the shock loads
subjected to the uppermost granular particles are transferred through certain paths randomly
distributed in the granular medium, (2) the loads are not evenly distributed on the bottom wall
as postulated in earlier works, (3) the locally averaged, internal force per unit area introduced
in the present work is helpful to understand macroscopic load transfer processes inside shock-
loaded granular columns, and (4) the maximum stress is not observed on the bottom wall, but
in the upper or middle of the granular column.

1 Introduction

Granular materials can be defined as any materials composed of many individual, macro-
scopic solid particles, irrespective of particle size [1]. They are ubiquitous in nature and
of great importance in applications as diverse as pharmaceutical, food and semiconductor
industries [2]. Due to dissipative interactions between grains, granular matter exhibits
unique and complex behaviors, which are much different from those of the other familiar
forms of matter — solids, liquids or gases [3].

One of the most prominent properties of granular media might be quick dissipation
of kinetic energy. In fact, there are many practical applications of granular media as
absorbents of mechanical perturbations such as vibration, sound and shock wave. Thus
granular materials are expected to be used for protection of people and plants against
shock and blast waves. Mainly from this standpoint, the subject of shock wave interaction
with granular media has attracted increasing interest in the shock wave research commu-
nity. Britan and Levy [4] have reviewed recent investigations into this subject in detail.
Although earlier efforts such as reviewed in their paper have revealed many important
phenomena inside shock-loaded granular media, the dynamics of contact force transfer is
still poorly understood.

In the present study, numerical simulations of the propagation of stress disturbance
in shock-loaded granular media composed of spherical particles are performed by using
the discrete element method (DEM) [5,6]. The main purpose of the present work is
to examine how stress disturbance propagates through the granular media placed in a
vertical channel container after shock loading, which is extremely difficult to understand
from earlier shock tube experiments (e.g., [7]).
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2 Numerical simulation

2.1 Discrete element method (DEM)

DEM is the time-dependent numerical solution of Newton’s equation of motion for all
particles of which the granular material consists. In the present simulations, the granular
media are modeled as assemblies of rigid spherical particles. The equations of transla-
tional and rotational motion of the i-th particle are given by

respectively. Here t is the time, m; is the mass, I; is the moment of inertia, u; is the
displacement, 6; is the angular displacement, F';; and M,; are the force and moment,
respectively, exerted on the i-th particle by the j-th particle, N is the total number of
particles which contact with the i-th particle, and g is the gravitational acceleration.
These equations are numerically integrated based on Cundall’s algorithm [5].

2.2 Contact force model

In the present simulations, the normal and tangential contact forces between two particles
are calculated using the Voigt model with a no-tension joint [6]. For the tangential force
model, a friction slider of Coulomb-type is inserted between the particles to take account
of the slip at the contact point. The spring constant in the normal direction is obtained
from Hertz’s solution of the contact problem [8]. The viscosity coefficient in the normal
direction was determined so as to reproduce the results of free fall experiments. On the
other hand, the spring constant in the tangential direction is determined using Mindlin’s
theory [9,10] and the viscosity coefficient in the tangential direction is evaluated with
the critical dumping value.

2.3 Granular media model and simulation parameters

The granular media are modeled as assemblies of 1.5 mm-diameter spherical particles
made of a polyacetal resin, which are placed in a vertical channel container with a rect-
angular cross section (w xw) and a height (dr,) such as shown in Fig. 1. The side walls and
the bottom wall of the container are made of a polyacetal resin and brass, respectively.
The dimensions of the containers are summarized in Table 1. In order to examine the
effects of the particle arrangement on the load transfer process, we conducted simulations
both for body-centered cubic (BCC) and random assemblies.

The shock loading is achieved by applying a downward step force equally on the
uppermost particles in the present simulations. The magnitude of the applied force is
estimated from the gas pressure behind a shock wave normally reflected from a flat wall.
It is assumed that the Mach number of the incident shock wave is 1.33 and the initial
pressure is 0.1 MPa, which correspond to those in shock tube experiments [7].
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Fig. 1. Granular media model

Table 1. Dimensions of the granular media models

dy, (mm) w (mm)

Case 1 20 12
Case 2 20 24
Case 3 60 12

3 Results and discussion

3.1 Contact force distributions

Representative results for BCC and randomly arranged assemblies (both Case 1) are
shown in Fig. 2. In this figure, the normal contact force distributions within these gran-
ular media 60 and 120 us after the shock loading are visualized along with the initial
arrangements of spherical particles. The pipe segments drawn between the centers of
two particles which contact each other designate the load transfer paths and their color
indicates the magnitude of the normal contact force.

For the BCC case, the loads are regularly transferred from the top to the bottom
as expected. The front of the load transferred region is clearly visible in the snapshot
at ¢ = 60 pus. When the load front reaches the bottom wall at ¢ = 120 us, the normal
contact force on the bottom wall peaks. It should be noted here that the loads are not
evenly distributed on the bottom wall as postulated in shock tube experiments [4,7]; the
contact forces near the corners of the container are smaller than those in the center area.
This fact clearly suggests the great importance of the dimension and the shape of the
container to the load transfer processes.

For the randomly arranged case, the situation is more complicated; the shock loads
subjected to the uppermost particles are transferred through certain paths randomly
distributed in the granular medium called stress chains [11]. Although the load transfer
front is barely visible in the snapshot at t = 60 us, the wave-like load transfer process
cannot be observed from the snapshot at t = 120 us any longer. We should mention here
that several, highly concentrated load paths (designated by the red pipes in the figure)
can be seen in the upper region of the granular column. As pointed out in [11], increased
contact force along these paths may lead to localized fracture and subsequent friction of
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Initial arrangement t =60 us (top view) t =120 us (bottom view)

(a) BCC

Initial arrangement t =60 us (top view) t =120 us (bottom view)
(b) Random
Magnitude of force (N)
| ) |
0 1.125

Fig. 2. Arrangement of spherical particles and normal contact force distributions in shock-
loaded granular media (Case 1). Here ¢ is the time after the shock impact

newly formed surfaces, which is a possible source of hot spot within reactive granular
materials.

3.2 Propagation of the stress disturbance

In order to better understand the load transfer processes in shock-loaded granular media,
we calculate the internal normal force per unit area that balances to the external load
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applied to the particles inside a sliced region (1.5 mm height) of granular columns, such as
illustrated in Fig. 1 (referred to hereafter as “stress”). Figure 3 shows temporal evolutions
of the stress distributions inside granular media with different dimensions (Cases 1 to 3).
Note that the value depicted in the negative region in the z-axis coordinate represents
the stress on the bottom wall.

We can clearly observe wave-like propagation of stress disturbance in granular media
from these figures. For relatively shallow granular media (Cases 1 and 2), the loads are
transferred to the bottom wall and the oscillations of the stress are observed anywhere
in the granular column. For deeper granular media case (Case 3), on the other hand, the
load cannot be transferred to the bottom any longer, but rather dumped in the upper
region. These results qualitatively agree with those from stress measurements conducted
in shock tube facilities [4,7].

Thus, the proposed stress (locally averaged, internal force per unit area) is found to be
helpful to understand macroscopic load transfer processes inside shock-loaded granular
media. It is worth pointing out that the maximum stress is not observed on or near the
bottom wall even for relatively shallow media cases, but in the upper or middle of the
granular column (see Figs. 3 (a) and (b)). It seems to be extremely difficult to explain
why this happens by continuum mechanical approaches.
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0 12 24 36 48 60
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(c) Case 3

Fig. 3. Temporal evolutions of stress distribution (unit: MPa)
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4 Conclusion

Numerical simulations of the propagation of stress disturbance in granular media were
performed by using the discrete element method to shed light on complex behavior of
shock-loaded granular media. The granular media were modeled as assemblies of spherical
particles, which were placed in a vertical channel container with a rectangular cross
section. The main conclusions derived from the present work are summarized as follows:

1. The shock loads subjected to the uppermost granular particles are transferred
through certain paths randomly distributed in the granular medium (stress chains).

2. The loads are not evenly distributed on the bottom wall as postulated in shock tube
experiments conducted previously.

3. The locally averaged, internal force per unit area introduced in the present work is
helpful to understand macroscopic load transfer processes inside shock-loaded gran-
ular columns.

4. The maximum stress was not observed on the bottom wall even for relatively shallow
media cases, but in the upper or middle of the granular column.

Acknowledgement. The authors would like to thank Dr. Junya Kano, Institute of Multidisci-
plinary Research for Advanced Materials, Tohoku University, for his helpful suggestions in the
development of our 3-D DEM code.
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Summary. The in-plane static and impact compression phenomena of aluminum honeycomobs
were investigated experimentally. Particularly, by defining a “cell-scale strain” and a “macro-
scale strain” in the present paper, the relationship between the deformation process of individual
cells in the honeycomb and that of the entire honeycom was studied. Also, the effect of strain
rate on the deformation and collapse of the aluminum honeycombs and cells was elucidated.

1 Introduction

Cellular solids are composed of a network of cell walls or cell stems. An aluminum hon-
eycomb which is one of typical cellular solids is built up by a lot of polygon cells with
thin walls arranged two-dimensionally and has very different mechanical properties from
that of mother material owing mainly to the geometrical configulation of cells [1].
Although aluminum honeycombs having been used for reinforcement of thin shell struc-
tures, the in-plane characteristics against dynamical loading are not known so much.
Tanaka et.al. [2]- [5] invetigated experimentally the in-plane deformation process and
wave propagation mechanisms of aluminum honeycombs under impact loading and also
they conducted numerical simulations using a shock code, AUTODYN-2D. However, the
deformation process of individual cells in the honeycomb and that of the entire honey-
comb is very different, it will be very important to study the relationship between the
macroscopic deformation and microscopic deformation. Among various investigations,
Ohno [6], [7] studied the deformation of cell structures due to the biaxial in-plane loading
using homogenization theory and Saiki et. al. [8] studied theoretacally cellular materials
under the uni-directional tensile loading. Chen and Jong [9] and Zhu and Mills [10] stud-
ied the plastic collapse strength of hexagonal honeycombs by considering the cell wall
deformation. Also, Ruan et, al. [11], and Papka and Kyriakides [12] studied the in-plane
characteristics of honeycombs numerically.

In this paper, two representataive strain scales, named as a cell-scale strain and a macro-
scale strain, are introduced in order to clarify the relationship between the individual cell
deformation and entire honeycomb deformation under in-plane static loading and impact
loading. Also, the effect of strain rate on the deformation process and plastic collapse
strength was examined.

2 A cell-scale and a macro-scale for aluminum honeycombs

Figure 1 shows the geometry of a cell and co-ordinate system where the X3 axis is taken
along the cell axis. According to the theory given by Gibson and Ashby [1], Young’s
modulus in the X; axis, Poisson’s ratio and the density are given respectively by
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Fig. 1. Geometry of a cell of the aluminum honeycomb used.
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where the subscript s denotes the value of the mother material. Also, the plastic collapse
strength under the stress in the X direction is given by

2
o ([t 1 (4)
oys  \l/) 2(h/l+sinf)sin

where the subscript ys denotes the yield stress of the mother material. The deformation
process of individual cells in the honeycomb differs very much from that of the entire
honeycom. In order to clarify the relationship between them, we introduce a macro-scale
Yo which is based on the length of honeycomb in the X direction and a cell-scale yg
which is based on the cell size in the X direction as shown in Fig.2(A). Six nodes of a
cell is denoted by six characters from A to F.

(&) (B) 389 mm |
<——> Fixed block
Compression [] N -
late
X g
2 g
<
Xi <
L2 3
(a) Macro-scale (b) Cell-scale - -

Fig. 2. (A) Definition of two scales in the honeycomb.(B) Arrangement of the honeycomb,
compression plate, fixed block and the target cells: a-g.
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3 Experiments

An example of the aluminum honeycombs used in the experiments is shown in Fig.2(B).
It consists of cells of eight rows and eight columns made of A5052 aluminum alloy. In
Fig.2(B), eight characters fram a to g indicate the target cells to be examined later.

3.1 Static compression experiments

Firstly we conducted the in-plane static compression tests in the X direction. An ex-
perimetal setup is shown in Fig.3. By using a micrometer head and a compression plate,

Specimen Digital camera
Compression plate |;| Y Fixed block
Micrometer head ¥

= 1 ]

Fig. 3. Experimental setup for the static compression tests.

the honeycomb was compressed slowly in the velocity of 2 mm/min and the pictures of
deformed honeycomb were taken by a digital still camera (SONY MVC-FD7) in every 0.5
mm movements of the compression plate. From the pictures, we measured the position
of the compression plate, tcom, the position of the fixed block, w4, the initial position
of the cell node B, upg, the initial position of the cell node F, upg, the initial position of
the compression plate, ug and the positions up, uc, up, ug, ur of the nodes B, C, D,
E and F, respectively. Then, we defined the cell-scale strain and the macro-scale strain

respectively, by
o = Ay _ | (uptuc)—(up+ur) 5)
Yo 2(upo — uro)

- AY U0 — Ucom

(6)

€ms =
Yy Uy — Ufix

for the static deformation. The macro-scale strain rate was éms = 8.6 x 1075~ 1.

3.2 Impact compression experiments

In order to study the high-strain rate compresion phenomena a small scale gas gun facility
shown in Fig.4 was used. An aluminum alloy plate of 320 mm x 40 mm x 12 mm and
0.32 kg was striken on the honeycomb in the X; direction. The impact velocities ranged
from 5 m/s to 14 m/s. An laser velocimeter (Ono Sokki LV-1710) was used to detect the
velocities vgp and vpe of the cell walls EF and BC shown in Fig.2(B). The amount of
compression of the target cell in the X; direction was calculated by

t t
Ay:/ UEth—/ vodt (7)
0 0



836 K. Tanaka et. al.

Pneumatic trigger Camera
Pin1 Pin2 Reflector

Pressure chamber Vibrograph
Compression

Projectile late Velocity censor
— — 1O
Oscilloscope
| e s ] [ I
l / // l Trigger  Qscill
scilloscope
Compressor Guide rail Specimen /

Fig. 4. Experimetal setup for the impact compression tests.

and the cell-scale strain for the impact compression was defined by

A I
€ci = Y = / (UE’th — ’UB(;)dt (8)
Yo Yo Jo

Also, the macro-scale strain for the impact compression was defined by

AY 1 /t
€Emi — = ’Uidt 9
Yo " v/, 9)

where v; is the velocity of the compression plate measured by use of contact pins.

4 Experimental results and discussion.

Figure 5 shows the static compression process of the entire honeycomb. Until the macr-
scale strain reached about 0.2, the honeycomb was deformed homogeneously. However,
when the macro-scale strain exceeded about 0.2, some cells in the central part were coll-
pased locally, which is called as an localized condensation by us and corresponds to the
X-type condensation according to Ruan [11]. When the compression was further devel-
oped cells near the fixed end were perfectly collpased but cells near the compression plate
were partly collapsed and still remained hexagonal shape.
Figures 6 and 7 show the impact compression process of the entire honeycombs for differ-
ent impact velocities. When the impact velocity was increased, cells near the compression
plate were firstly collapsed and the I-type condensation according to Ruan was formed.
In Figs.8(a)-(h), the relationship between the macro-sacle strain and the cell-scale strain
of six target cells from a to g is depicted for different strain rates. In Figs.8(a) and 8(g),
it is found that the cell-scale strain becomes 1.0 when the macro-scale strain is less than

Compression
Fixed

(a) () (© ® (@

Fig. 5. Collapse of cells under the static compression.é,s = 8.6 x 10~

4g71,
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Fig. 8. The relationship between the cell-scale strains and the macro-scale strains for different
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0.5 in the case of static compression, but the cell-scale strain does not reach 1.0 in the
case of impact compression. Also, in Figs.8(b) and 8(c), the cell-scale strain becomes 1.0
when the macro-scale strain is 1.0 in the case of static compression, but the cell-scale
strain becomes 1.0 when the macro-scale strains is 0.75 in the case of impact compres-
sion. On the other hand, as shown in Figs.8(f) and 8(h), the cell-scale strain becomes 1.0
when the macro-scale strain is 0.75 in the case of static compression, but the cell-scale
strains becomes 1.0 when the macro-scale strain is 1.0 in the case of impact compression.
Thus, the cell-scale distribution depends on the strain rate. Moreover, it is found that the
plateau region in the cell-scale strains is observed as the macro-scale strain is increased in
the case of static compression but the cell-scale strains are increased linearly in the case
of impact compression. Thus, the deformation process of cells is greatly affected by the
strain rate. Ruan et. al. [11] suggested by their numerical simulations, the X-type and
I-type collopse modes exist. In the case of static compression, the X-type collapse mode
appeared in the central portion of the honeycomb. On the otherhand, when the impact
velocities are 5 m/s and 14 m/s, the I-type collapse mode appeared near the compression
plate in the present experiments. By inspecting the cell deformation process in detailed
manner, the X-type mode was transformed to the I-Type mode at the impact velocity of
11.4 m/s. This transition may be caused by the interaction of stress waves and energy
dissipation at cell nodes.

5 Conclusion

By the static and impact experiments, it was found that the place of the localized con-
densation and the collapse mode of cells depend strongly on the strain rate. Also, the
deifference of the compression process of cells and entire honeycomb was successfully
explained by two representative scales introduced in this paper.
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Acceleration of cell growth rate by
plane shock wave using shock tube
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Summary. This paper describes effects of shock waves on cells to certificate the angiogenesis
by shock wave (pressure wave) in the clinical application such as ESW ( Extracorporeal Shock
Wave ). Especially, to investigate the effects of shock waves on the endothelial cells in vitro,
the cells worked by plane shock waves using shock tube apparatus are observed by microscope.
The peak pressure working on the endothelial cells at the test case is 0.4 MPa. After working
shock waves on suspended cells, the disintegration, shape and growth rate (area per one cell and
population of cells) are measured by image processing. It is found that the younger generation
cells have small differences of shape index, and the growth rate of the shock-worked cells from 0
to 4h are clearly high compared with control ones. It is concluded that once shock waves worked,
some of them are disintegrated, but the other has capacity to increase growth rate of cell culture
in vitro. This preliminary result will be applied to fundamental investigations about shock wave
stimulus on several kinds of cells in future.

1 Introduction

Recently shock wave phenomena in living tissues are being widely applied in the fields
of medical and chemical engineering, such as extracorporeal shock wave lithotripsy, drug
delivery systems ( [2]), bioprocess for environmental protection and tissue engineering. In
the field of tissue engineering, the bone therapy to regenerate the bone by extracorporeal
shock waves shows the possibility for new therapy. In our previous investigation ( [3]), it
was found that the all of cells are not disintegrated by high shock wave (0.5 MPa ) that
has small duration time (50ms). So it is expected that the soft cells such as endothelial
cells, cardio cells have a potential to regenerate or growth fast by using high pressure and
short duration time from 1 micro s to 100 ms. But lately, Shimokawa et al. reported that
extracorporeal focused shock wave ( focused shock wave ) accelerated cardiogenesys using
low level ESW in the clinical application ( [5]). They showed the typical photograph of
angiograph, which indicates angiogenesis (or cardiogenesys ) by extracorporeal focused
shock wave. From this excellent study, it is found that the shock wave has ability to
regenerate tissue cells. Concerning about the effects of focussed shock waves on living
tissue cells and tissues, generally speaking, the focused pressure field in the ESW device is
too complicated to estimate worked pressure level, and there should be cavitation bubble
near the focused region. Then it is necessary to investigate these fundamental phenomena
for effects of shock waves on cell disintegration, growth rate, regeneration.

In this paper, to investigate the effects of shock waves on the endothelial cells in
vitro, the cells by plane shock waves in the shock tube are observed by microscope and
the growth rate and others are measured by image processing.
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2 Experimental apparatus and methods

Endothelial cells were taken from the lumen of pig’s aorta by abrading with knife. These
cells were cultured on the dish filled with DMEM (GIBCO) including 10 % FBS and 1
% PSN antibiotic mixture in COg incubator under the proper condition (Temperature
310 K, humidity 100%, 5% CO2). Subculture is proceeded by checking 70

As mentioned in the introduction, the key point of this investigation is to use shock
waves by simplifying the pressure fields working on the cells. Shock waves to apply
endothelial cells are generated by so-called shock tube (Fig.1) . This shock tube has a
novel technique that has no diaphragm to generate plane shock waves easily. The feature
of the shock tube apparatus is that (1) the shape of the wave is plane and (2) the duration
time is long (several 10 ms) compared with laser shock wave and focusing shock wave. As
for the apparatus, after several valve operations, the plane shock wave is propagating into
the test case located at the wall end in Fig.1. In this test case, the cells were suspended in
the cultured liquid and the top surface is wrapped with thin film to prevent the dropping
liquid. The important point to set up the test cells is not to include gas bubbles in the
wrapped test case, otherwise the effects of bubbles on the cells and pressure fields should
be complicated.

Generally, there are two boundary conditions for endothelial cells in the shock wave
apparatus. One is the effects of shock waves on suspended cells, the other is fixed cells on
the culture dishes. In this paper, only the suspended cells are discussed because setting up
the cells is simple operation. . The experimental conditions for shock waves are pressure
ratio in the apparatus is 4, Mach number 1.4 in air, shot number is from 1 to 5. Here
interval time for each shot of shock wave is 10 - 30 seconds. Figure 2 shows pressure
history at the test case. From this result, the peak pressure in the pressure history in air
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Fig. 1. The schematic of diaphragmless shock tube and test piece with film for shock
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Fig. 2. Pressure history at tube end

at the test case is 0.4 MPa. The pressure sensor is located at the bottom of the shock
tube (tube end), so the pressure of incident shock wave in air is estimated to be 0.2 MPa
by considering the wave reflection. Then the pressure of incident shock wave in water is
estimated to be about 0.4 MPa. The thickness of the shock wave in water is not clear, but
usually considered to be several pm. After working shock waves on suspended cells, the
disintegration, shape and growth (population of cells and area of cells) are investigated.
Every conditions, there are at least one control and one worked cells.

3 Experimental results

3.1 Population of endothelial cells after shock waves

Before observing the deformation and growth of cells, the disintegration rate by shock
wave should be checked because the survival number of cells is very important factor for
estimating growth rate. The results has already shown that the maximum disintegration
of endothelial cells are above 20% at shot number 5.

Concerning about the cell population in the image taken by phase contrast mi-
croscopy, it should be taken account of disintegration rate of cells after shock wave with
shot number as follows; .

N

No= g X (1= ) 1)
Here N,, Ny means population of cells at n hours, and population of cells at 0
hour respectively. And N, is normalized cell population. Figure 3 shows dimensionless
population of cells history with shot number. From Fig.3, it is found that according to
shot number the population of cells is increasing compared with control cells. In this
figure, the population of cells can be counted in the image data, so the error bar and
probability is not shown here. It is found that the growth rate of the shock-worked cells
from 0 to 4h are clearly high compared with control ones. Especially in case of passage
number 3, the population is rapidly increasing by 5 shots shock waves. Concerning about
effects of the passage number on the population, the population of several hours of the
passage number 3 is about twice as that of passage number 6. This fact also shows that

the younger cells have the ability to increase themselves well as mentioned above.



844 M. Tamagawa, N. Ishimatsu, S. Iwakura, I. Yamanoi

5

&=

(=)

0 2 4 6 8 10
Time (h)

Fig. 3. Population of endothelial cells on the culture dish with shot number

3.2 Gene expression after shock waves

To confirm the capability of acceraltion of cell growth by shock wave, the gene expression
is being tested test for these cells by PCR, (Polymerase Chain Reaction) method. Quantity
of gene expression is estimated as cycline D2

3.3 Discussion

From the above results, it should be discussed about the mechanical stimulus on the cells.
Generally the thickness of shock wave is about several u, this scale is almost the same
scale as the cell itself. This scale is very importtant becuase the profile of mechanical
stimulus is changed rapidly in the cell compared with other static stimulus.

Using this considerations, then following assumption can be considered. Once the
shock wave applied the cell membrane, the cell membrane or the protein on the membrane
senses the pressure gradient (normal stress and shear stress ) more sensitively than that
in case of quasi-static pressure, then the signal from the membrane protein is transmitted
inside the cell.
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Fig. 4. Effect of shock waves on gene expression of endothelial cells
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4 Analysis of propagating shock wave to cell model

4.1 Modeling of propagation shock wave to cell

The computational model is composed of following two stages; (1) Underwater shock wave
propagates in the water region (fluid dynamic stage), (2) Propagating shock wave works to
the hemisphere cell on the wall (solid dynamic stage). To connect these two computational
stages, one dimensional visco-elastic wall model for the fluid-solid interface. The input
pressure condition to work this model is important, then the rise time of the pressure
wave (shock wave) is defined to be from 0.2 to 12 ns. In this computation, the step
pressure with maximum pressure 0.2MPa is worked.
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Fig. 5. Model of shock wave propagation to adhesive cell
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Fig. 6. Pressure and stress wave propagation between fluid and cell
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4.2 Computational results and discussion

Figure 6 shows pressure contour after working shock wave to the cell model. Figure 6(a)
shows the contour in the case of rise time 3.4 ns, Fig.6(b) shows that in the case of 11
ns. From this, it is cleary found that pressure gradient nrat the cell membrane for the
short rise time is larger than that for the long rise time. Then it is considered that the
shorter the rise time is, the larger shear stress gradient becomes in the range of 0.2-12
ns. The short rise time has possibility to give large stimulus to the cell membrane or cell.

5 Conclusion

To investigate the effects of shock waves on the endothelial cells in vitro, the cells by
plane shock waves were observed. It is concluded that once shock waves worked, some
of them are disintegrated, but the other has large ability to increase growth rate of cell
culture in vitro. The growth of cells by plane shock waves is also confirmed by the fact
that activated gene expression is enhanced. In addition to this, the shorter rise time is,
the stimulus to the cell by pressure wave (shock wave) becomes.

In future works, effects of shock waves on the fixed cultured cells in the test case
should be done to compare this work, because the normal endothelial cells are fixed on
the tissues. And effects of pressure wave forms on the growth rate also should be done
because it is important to distinguish the effects of pressure fields.

Acknowledgement. A part of this study was supported by Grants-in-Aid for Scientific Re-
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Application of shock waves in pencil manufacturing
industry
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Summary. A new shock wave generator has been designed, fabricated and tested for preser-
vative impregnation studies into wood slats used for manufacturing pencils in the Shock Waves
Laboratory, IISc, Bangalore. Series of experiments have been carried out in the laboratory to
achieve satisfactory preservative impregnation into VATTA wood slats. The experiments have
shown that it is indeed possible to impregnate preservatives into VATTA wood slats using shock
waves and the depth of penetration and the retention of preservatives by wood slats is as good
as the conventional methods. This method is expected to result in substantial reduction in the
treatment process time compared to conventional methods that are currently being used by the
pencil manufacturing industry.

1 Introduction

Shock waves have the ability to instantaneously enhance both static pressure and tem-
perature behind them in any propagating media. In recent times, using the pressure and
temperature jumps in a medium behind a shock wave, many innovative applications [1]
in different fields are being conceived. While substantial progress has been made in re-
search related to medical applications of shock waves no work has been reported to best
of our knowledge on the possible use of shock waves in the area of wood preservation
and conditioning. A number of wood preservatives (chemical formulations toxic to wood
decay/destroying organisms like fungi, wood destroying termites, marine borers etc)have
been developed and are currently in use for improving bio-resistance and thereby enhanc-
ing service life for different end uses.

Pencils are commonly made using soft wood. In India a soft wood colloquially termed
as Vatta wood is used to cover the graphite rods in pencils. In the industry the Vattawood
goes through a series of processes including the most important initial stage where water
soluble preservative is impregnated into the wood slats. By ensuring proper penetration of
these preservatives in the wood the life of the pencils is enhanced. Water soluble preserva-
tive with includes a certain percentage of paraffin wax, fatty acids and food preservative
is usually used in the pencil manufacturing industry for treating the Vatta wood slats.
The conventional process currently used in the industry is called the pressure treatment
and this usually takes about 8 hours of the manufacturing process cycle. The main focus
of the present work is to develop a new shock wave assisted preservative impregnation
system [2] for treating Vatta wood slats which might result in drastic reduction of process
time. Some of the important details of the new technique are described in subsequent
sections.
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2 Experimental study and results

A new shock wave generator with capability to generate planar shock waves of requisite
strengths in the driven section filled with a multi-component viscous fluid is designed,
fabricated and tested in the Shock waves Laboratory, IISc, Bangalore. This shock wave
generator (Fig.1) comprises of a cylindrical vessel to house the Vatta wood slats along
with TWO vertical shock tubes. In addition two 6 kW heating rods are also provided
inside the cylindrical vessel for heating the water soluble preservative to the required
temperature. Figure 2 shows a photograph of the device.A metallic fixture is designed
and fabricated to house the slats and orient them in the direction of propagation inside
the cylindrical chamber.About 60 wood slats can be housed in one fixture and two such
fixtures can be housed inside the cylindrical chamber. Figure 3 shows a photograph of the
Vatta wood slats placed inside the chamber before the treatment. A fast acting pneumatic
valve is used to generate the shockwave and this also enables repeated operation of the
device in an industrial environment.

High pressure
" sectlan —__

Flow contrel device
e 2 g

Low pressure
*— section T —

Emulsion solution

Fig. 1. Schematic diagram of the shockwave generator used in the present study

#Sheck Tube

Helium gas

eglinders

Chamber containing
- Wood Sampls,

Fig. 2. A photograph of the shockwave generator used for impregnating water soluble preser-
vative into wood

The wood slats fixed vertically in the fixture are completely immersed in the water
soluble preservative solution before commencing the experiments. Electric immersion
rods are used to enhance the temperature of the preservative solution(fatty acids, water,
environmental friendly wood preservative chemicals and paraffin wax) to 70 deg. C. The
preservative solution will be virtually boiling at this temperature and most of the paraffin
wax would be in the liquid form. Once the required temperature is achieved then wood
slats are subjected to shock wave loading. About 4 shots at requisite shock strength seems
to give adequate penetration into the wood slats.The wood slats are weighed immediately
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Fig. 3. A photograph of the vatta wood slats mounted inside the shockwave generator for
treatment

after the treatment and after the samples are completely dry to evaluate the amount of
preservative that has gone inside the wood. The depth of penetration and the amount of
preservative retention will dictate the quality of the product made using the treated wood.

Figure 4 shows the photograph of the pencils manufactured using Vatta wood slats
treated using shock wave assisted preservative injection system. The yellow colour wood
samples are the raw samples before the preservative treatment. The wood samples after
treatment (slightly reddish in colour) are further subjected to sharpenability tests to
verify the efficacy of the present method. Although not shown here the pencils made from
the wood treated with shock waves are very much comparable to the pencils manufactured
from conventional methods. The complete process of shockwave assisted treatment is
completed within 10 minutes and there is a great potential to reduce the process cycle
time of the pencil manufacturing.

Fig. 4. A photograph of the pencils manufactured from the vatta wood slats treated with
shockwaves

It is rather interesting to understand the basic physics involved in the preservative
impregnation in wood because of shock wave loading. Any wood slat comprises of both
soft wood and hard wood. A micrograph of the softwood sample is shown in Fig. 5.
The wood is made up of neatly aligned capillary tubes which run along the longitudinal
direction. These tubes are used for transport of fluids in plants or trees. It is speculated
at this point of time that because of the shock wave loading the permeability of the
wood is enhanced there by allowing more fluid to enter the interior regions through these
capillary tubes. However further experiments are necessary to understand the complex
shock interaction with a porous media like wood. In this case we also have hot multi-
component fluid in which the wood slats are immersed when they are subjected to shock



850 G. Jagadeesh

Latevicod

Setpoad

Fig. 5. A micrograph of the softwood

wave loading. The shock wave is generated in air subsequently interacts with the air
and hot liquid interface before going through the vertically placed wood slats that are
immersed in the hot fluid. Substantial attenuation of the shock wave takes place because
of propagation in different media as well as because of heat addition in the hot fluid.

It is also observed during the experiments that the orientation of the wood slat plays a
major role in the success of the present method. In the existing method in the industry the
wood slats are just bundled together in a jute bag and dumped into the chamber where
the entire system with preservative is maintained at a higher pressure for long hours. But
the advantage is that you can treat large quantity of wood slats in one shot. One of the
important aspects of the present method is we can use the same shock wave generator for
drying of the wood slats unlike the conventional systems. We are currently working on
shock wave assisted drying of the treated Vatta wood slats. Preservative penetration and
drying process in the pencil industry consumes almost few days in the manufacturing
cycle. In this context the proposed method holds lot of promise for enhancing productivity
of pencil industry.

3 Conclusions

A new shock wave assisted preservative impregnation method is developed in IISc for
treating Vatta wood slats used for making pencils.The results indicate that the quality
of pencils made from shock wave treated wood is comparable to the pencils made from
existing technology in the industry. The new method is expected to reduce the preser-
vative treatment time in the pencil industry. Future efforts are aimed at extending this
novel technique to other industrial applications and understand the underlying science
of shock wave interaction with wood immersed in hot non-Newtonian fluids.

Acknowledgement. 1 would like to thank all the staff of HEA laboratory for the help during the
experiments.

References

1. Jagadeesh G, Takayama K: J. of Indian Institute of Science 82, (2002)
2. Jagadeesh G, K.N. Nataraja and M. Udayakumar: Pressure wave assisted tech-
niques/devices for agriculture, Indian Patent No.454/CHE/2005.



Comparison of methods for generating shock waves in
liquids
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Summary. We present two methods for producing high-amplitude pressure pulses in liquids.
The electromagnetic generator, commonly used in lithotripters, is difficult to reduce in size,
lacks complete control over the pressure pulse and requires high-voltage electronics. On the
other hand, a time-reversal method is used to generate high-power acoustic pulses with a low-
power electronic piezoeletric transducer.

1 Introduction

As new biomedical and industrial applications of shock waves are emerging, the need
to accurately and economically generate shocks is becoming more critical. Since a very
large potential resides in biological and medical areas for diagnostic and therapeutic uses,
shock waves need to be produced in liquids.

In the past, there have been a number of methods used to produce shock waves in
liquids, all characterized by a large and rapid energy deposition, either through the deto-
nation of an explosive, the dumping of electric energy through a spark gap, or the sudden
acceleration of a piston, either by electromagnetic (EM) or piezoelectric means. There are
well known shortcomings associated with each of these methods, such as the requirement
for high-voltage electronics, the manipulation of explosives, insufficient deposited energy
or the lack of control of the shock properties. The advantages and disadvantages of each
method are summarized in Table 1.

Method Advantages Disadvantages
Explosive Large shock amplitude| Dangerous handling
Lack of control

Spark gap  |Large shock amplitude High-voltage

EM piston |Large shock amplitude High-voltage

Piezolelectric Ease of control Low shock amplitude

Table 1. Advantages and disadvantages of common methods for producing shock waves in
liquids.

This paper summarizes the results of a study into a conventional method (EM piston)
of shock generation in liquids as well as a method exploiting the advantages of piezo
generators while avoiding their shortcomings.
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2 Electromagnetic (EM) piston generator

The EM shock wave generator comprises two main components, namely a 5-cm diameter
coil/membrane assembly, shown in Fig. 1, and a high voltage discharge circuit shown in
Fig. 2. This design is based on the device of Mortimer & Skews [1]. The EM generator
incorporates a flat coil and a metallic membrane, both held in a non-conductive support.
The high-voltage discharge circuit comprises a 25 kV high-voltage power supply, a high-

capacity (4 uF) capacitor, a trigger module and a spark gap.

High voltage
power supply
0-25kV
10 mA max

Membrane

Coll

Leads

Fig. 1. 5-cm Electromagnetic shock wave generator.
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Fig. 2. High-voltage circuit for the electromagnetic shock wave generator.
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Operation of the device starts by charging the capacitor with the power supply up to
the desired potential. The capacitor’s discharge is initiated via the trigger module (TM-
11) through the spark gap, which rapidly dumps a high-voltage, high-current electrical
pulse into the coil. The magnetic field generated by the coil induces surface currents
into the metallic membrane which produce an opposite magnetic field. The resulting
strong repulsion force between the coil and the membrane produces a large instantaneous
acceleration of the membrane which displaces the water in front of it, which ultimately
produces a shock wave. Because of the large repulsion forces within the coil, an initial
attempt to operate a 2.5-cm diameter EM generator was not successful as the durability
of the device was minimal. Figure 3 shows a typical pressure pulse produced by the 5-cm
EM device; shock wave amplitudes up to 400 bars could be generated by the device, with
very sharp rise and decay, of the order of 5 us. Control over the pulse can be achieved
solely via the control of the capacitor charge voltage, which basically modulates the pulse
pressure amplitude. Once the mechanical and electrical hardware is set, it is not possible
to vary the other physical parameters of the pressure pulse, such as pulse duration, for
example. This shortcoming, combined with the severe material and safety requirements
of high-voltage equipment, makes this method of shock wave generation not the most
desirable, or at least, not the most general-purpose.

2 | ;
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Fig. 3. Typical pressure-time history of shock wave produced with EM shock wave generator.

3 Piezodispersive generator

To minimize these shortcoming, we developed an acoustic pulse amplifier that allows
for the controlled generation of high pressure shock waves from the a large number of
low amplitude acoustic waves. This technique is based on Time-Reversal Mirror (TRM)
technology, as described by Montaldo et al. [2] and Puckett & Peterson [3]. The main
advantage of this method, compared to other means of generating high amplitude shocks
in liquids, is that it does not requires high voltage equipment, thus considerably reducing
cost and electromagnetic noise issues. Also, it can easily be scaled up or down.
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First a reference signal is produced with a conventional piezoelectric generator, such
as shown in Fig. 4 — this signal is used as the basis for subsequent signal processing.
In this example the pressure pulse has an amplitude of about 5 bars and the main peak
lasts for about 1 microsecond.

Reference (bar)

. . . . . . . . .
455 456 457 458 459 460 461 462 463 464 465
Time (s)

Fig. 4. Example of reference signal for the system.

Secondly, the reference signal is fed into one end of a multi-mode waveguide in order
to temporally spread the signal, and the large-time-signature waveform is recorded at
the other end with another generator operating as a pressure transducer. An example of
a spread reference signal is shown in Fig. 5. We see that the original reference signal has
now been temporally spread to over 200 microseconds.

0.8 1

0.2 q
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0.8 q

. . . . .
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Fig. 5. Temporally-spread signal for the system.
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Finally, the temporally-spread signal is time-reversed, amplified and fed back into the
waveguide with the same generator. Temporally-inverse propagation thus takes place in
the waveguide, leading to the constructive addition of all the pulses in the temporally-
spread signal into a large amplitude pulse. Figure 6 shows the pressure trace from a shock
wave generated with this device. We see that the amplitude is much larger than that of
the reference signal with the same voltage excitation of the piezoelectric generator and,
interestingly, the pressure pulse is much shorter than the reference signal (200 nanosec-
onds vs. 1 microsecond). The last figure actually shows two pressure pulses. The light
one is obtained by amplifying the entire processed dispersed signal with the same gain,
which leads to about a two-fold amplification from the reference pressure pulse. However,
by first clipping the processed dispersed signal to a maximum amplitude, for example
25% as shown in the figure, and then amplifying the clipped signal, higher amplitudes are
possible. Amplitudes comparable to those obtained with the EM device are achievable,
which are much higher than pressures achievable with current single pulse piezoelectric
shock generators.

40 T T T T T T T T
— 100 %
— 25%

Rebuilt (bar)
@
T

sk

10 I I I I I I I
1495 1496 1497 1498 1499 1500 1501 1502 1503 1504 1505
Time (=s)

Fig. 6. Typical pressure-time history of shock wave produced with new shock wave generator.

By using different reference signals, a wide array of generated pressure pulses are
possible simply by recalling the appropriate waveform from computer memory. Control
over the features of the pressure pulse is thus possible with this method.

4 Conclusion

We have presented a conventional and a TRM method for producing high-amplitude
pressure pulses in liquids. The EM generator, commonly used in lithotripters, for example,
is difficult to reduce in size, lacks complete control over the pressure pulse and requires
high-voltage electronics. On the other hand, the TRM method is able to generate high-
power acoustic pulse with low-power electronic means while allowing full control.
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1 Introduction

Gas-phase synthesized nanoparticles are broadly used in industry, science and measure-
ment technology. Today flame synthesis and hot-wall synthesis are the most widely used
methods for industrial production with an annual volume of several million tons. Remark-
able is, that the morphology of the synthesized particles does not vary significantly. Most
of them are aggregates with a fractal dimension of 1.8 - 1.9 and a geometric standard
deviation of the size distribution in the range of 1.5 - 1.7. Former studies indicate that
a homogeneous flow field and high heating and quenching rates are of major importance
to achieve narrow size distribution and low aggregation. [1]

Therefore, in the frame of the project “Gasdynamically induced nano-particles” sup-
ported by the Deutsche Forschungsgemeinschaft (DFG) a novel method for the produc-
tion of oxide nanoparticles from gas-phase precursors in a shock-wave flow reactor is
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Fig. 1. Principle of operation
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presented in this paper. In contrast to conventional methods the gas mixture is instan-
taneously heated by a stationary shock wave of an overexpanded supersonic nozzle flow.
An overview of the principle of operation is given in Fig. 1. Following the injection of the
precursor gas (2) the flow accelerates to supersonic flow speed and the reaction is initi-
ated by shock wave heating (4). Chemical processes lead to the generation and growth
of nanoparticles in the reaction chamber (5). After an adjustable reaction time depend-
ing on the gas velocity and the reactor length, the reaction is terminated due to rapid
expansion and, therefore, cooling of the gas in a convergent-divergent nozzle flow (6).
The total enthalpy of the flow is finally reduced by injecting water in a quenching system
downstream of the second nozzle exit (7). This work is focused on numerical and experi-
mental investigations of the underlying fluid-dynamic and chemical-kinetic requirements,
to compose a design strategy of a pilot facility.

2 Numerical Simulation and Comparison with Experiment

The basic layout of the first nozzle (3) is defined by the pre-shock Mach number, the
design mass flow rate and the distance from the injection location of the precursor to the
shock location. The minimum of this distance follows from the required mixing length
of the precursor with the air. The maximum allowable length is prescribed by the igni-
tion delay of the precursor under the given thermal conditions. The throat area of the
second nozzle (6) has to be matched, according to the change of the critical density and
total temperature as a result of the shock losses, the viscous losses, the reactive heat
addition and the wall cooling. In Fig. 2a the static temperature distribution along the
axis of the facility is depicted as result of a 3-D numerical simulation. The turbulent
simulation (SST-model) includes the effects of the reactive heat addition, wall cooling
and temperature dependent fluid properties. In this case the reactive heat is modeled by
a prescribed heat addition. The timescales of the shock induced temperature rise and of
the aerodynamic quenching are in the order of At ~ O(107%s).

The flow accelerates through the first nozzle (3) and reaches the design pre-shock Mach

A0 =888 mm? A" =138.51 mm?

Distance from first nozzle throat (A,"):

20 mm 70 mm 120 mm

A,*=162.86 mm; M,=1.92

visible length of shock train
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200 At=80ps
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Fig. 2. (a) Static temperature distribution along axis - left, 3-D Navier-Stokes simulation
(SST-model) supersonic reactor, wall cooling, prescribed heat addition, @ = CP%OI = 0.181,
To1 = 1400 K, po1 = 10bar, pezit = 1.3bar (b) Schlieren pictures of the shock system in the first
nozzle for different second throat cross sectional areas - right, experiment at low temperature

condition, To1 = 292 K, po1 = 4.786 bar

number of M = 1.64. A well defined sudden temperature rise that leads to instantaneous
ignition and precursor decomposition would be achieved by a single normal shock (4).
In the actual setup the turbulent boundary layer ahead of the shock is relatively thick
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and causes substantial shock/boundary layer interactions. Therefore, the single shock
disintegrates into a so called pseudo-shock system; i.e., into a sequence of periodic com-
pression and expansion regions [2], Fig. 2b. The shock system length is depending on the
pre-shock Mach number. A pre-shock Mach number change from M = 1.92 to M = 1.74
results in a decreased shock system length as can be seen in Fig. 2b. Such a shock system
leads to a final Mach number immediately downstream of the shock train close to M = 1.
In order to get closer to the result of a normal shock it is planned to apply active and
passive control techniques in the area of the shock boundary/layer interaction. To vali-
date the numerical results prior to the realization of the pilot facility, experiments with
non-reactive gases at low temperatures were performed. Figure 3 shows the comparison
of 3-D numerically and experimentally obtained static pressure distributions on the side
wall (a) as well as experimental and numerical Schlieren pictures of the shock structures
and locations (b).

The reaction is modeled by three separately treated parts. The primary reaction is the
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I

p[bag "3 1020 27

pressure tap
primary nozzle

Al

mexperiment DLR side view

—3-D simulation
A,*=89.4mm?

(9 00 700 00 F00 % (mm] 0 30 B0 [mm

D = MW

Fig. 3. (a) Static pressure distribution on sidewall - left (b) numerical/experimental Schlieren
picture - right To1 = 292 K, po1 = 4.786 bar, pezit = 1.3 bar, pre-shock Mach number M = 1.55,
air, dark areas on Schlieren picture due to pressure tabs on sidewall

decomposition of the precursor and the production of monomers. It is modeled by a one
step reaction described by an Arrhenius equation. The secondary reaction, the formation
of critical nuclei is modeled by classical nucleation theory (CNT). The tertiary reaction
is the particle growth by surface condensation, coagulation and single-aggregation. To
simulate the particle growth a local polydisperse, unimodal formulation based on the
method of moments is used [3]. This method describes the local particle size distribution
caused by turbulent mixing and the coagulation.

3 Investigation of Precursor Injection and Mixing

Rapid mixing of the precursor with the surrounding hot gas flow is crucial to ensure a ho-
mogenous mixture of the reactants and to prevent pre-reactions before entering the shock
wave region. For this purpose new injectors are developed and tested in a supersonic wind
tunnel, to determine the required injector design and mixing length. Additionally Large
Eddy Simulation (LES) is used to analyse the mixing process of the precursor with the
hot gas flow. The precursor is injected to the subsonic region ahead of the throat of a
convergent-divergent Laval nozzle through a series of holes at the trailing edge of the
injector. The injection concept is based on a large velocity difference between the hot
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gas flow and the injected precursor flow, to generate a strong shear layer and thereby
enhance the mixing process. All different types of injectors tested were designed to work
in optimal conditions at an injection Mach number of the surrounding flow of M = 0.6.
Laser-induced fluorescence (LIF) imaging is used for visualization of the mixing pro-
cess. This method allows in-situ observation without influencing the process [4]. For the
present experiments toluene, a well-studied fluorescent tracer, diluted in nitrogen is used
as a substitute of the precursor. The beam of a frequency-quadrupled Nd:YAG laser (266
nm) is formed to a light sheet (0.5 mm thick, 25 mm wide) and passed the flow channel
from bottom to top at various positions. An intensified CCD camera is used to record
the fluorescence signal. An exemplar experiment of several investigations is shown in Fig.
4a. In this particular experiment the mass flow of the main air stream is 440 g/s. A mass
flow of 0.583 g/s toluene diluted in nitrogen 10 1/min is injected at M = 0.7. Downstream
of the injector a strong LIF signal can be observed. It decreases with increasing distance
to the injection because of dilution with air and quenching by oxygen.

The mixing process of the precursor with the hot gas flow is simulated by LES, since so-

Fig. 4. (a) Visualisation of TEOS injection and mixing process by means of LIF - left (b) vortex
contours from LES colour coded with the pressure - right

lutions based on the Reynolds averaged Navier-Stokes equations cannot predict the wake
flow field of the injector with strong embedded vortices with sufficient accuracy. Figure
4b shows the vortex structure for a local Mach number of M = 0.66 at the trailing edge of
the injector. From the simulation results the relation between mixture homogeneity and
geometric parameters like nozzle and injector configuration as well as fluid mechanical
parameters such as velocitiy ratio (hot gas flow over injector flow), density ratio, mass-
flux ratio and angular momentum can be determined. Different approaches to enhance
the mixing performance like vortex generators to create longitudinal vortices and inclined
injection jets will be considered and also investigated in experiments. The comparison of
experimental results and numerical simulations will be used for mutual validation.

4 Precursor Decomposition, Particle Growth and Measurement

The ignition delay times of tetraethoxysilane (TEOS) are measured in a shock tube
of 80 mm internal diameter with a driver section length of 3.8 m and a length of the
driven section of 7.2 m. The driver section is filled with helium and an aluminum di-
aphragm is deployed to achieve the desired pressure difference. Ignition delay times of
TEOS mixtures (1 mass percent TEOS in synthetic air) are measured by monitoring the
chemiluminescence CH*-signal near 431 nm for frozen post-shock temperatures ranging
from 1150 to 1350 K at an average pressure of 8 bar. Both pressure and CH*-emission
histories are obtained from a sidewall measurement to determine the ignition delay time.
The results of these experiments are depicted as an Arrhenius representation in Fig. 5a
showing that the presence of moisture in the mixture increases the ignition delay times
of TEOS. Equations to calculate the ignition delay times 7 are obtained and are also
presented in the figure.
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An important aspect of the production of SiO2 nanoparticles is the characterization of
the product. Small-angle X-ray scattering (SAXS) is a powerful technique to characterize
particles in the expected size. A single online measurement is sufficient to determine
particle size, size distribution, specific area and fractal dimension simultaneously [5].
The used SAXS camera is based on a development of Kratky [6]. With respect to the
distinct design of the shock-wave reactor the camera body is splitted to integrate the
reaction chamber into the measurement section and to operate the camera while the
production of particles is running. Therefore, two major changes are made. A multilayer
X-ray mirror (Gobel mirror), which collimates the divergent X-rays into a parallel and
monochromatic beam with high brilliance, is established inside the camera and the one-
dimensional, gas-filled detector is replaced by a two-dimensional imaging plate detector.
Owing to these changes intensity and image quality are increased. Also the solid-state
detector can provide higher counting rates and exhibits an efficiency three times as high
as the gas-filled detector which leads to a significantly reduced measurement time.

To characterize particles offline a particle sample is extracted from the reaction chamber
by a water-cooled probe. It possesses an outside diameter of 7 mm and is composed of
four capillaries (Fig. 5b). Nitrogen is used to dilute the sample at the entrance of the
probe. Thus, fast quenching of the sample is possible and chemical reactions as well as
particle coagulation are stopped immediately [7]. For investigation purposes the particles
are separated on a depth filter that can additionally be equipped with a TEM-grid for
further analysis.
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Fig. 5. (a) Ignition delay times 7 of tetraethoxysilane mixture in dry air (red) and in presence
of moisture (green) - left. [H2O] =5 percent per mass. (b) Schematic representation of the
sampling probe - right

5 Gasdynamic and Evaporative Quenching

Downstream the reaction chamber particle growth is terminated by the cooling effect
of a rapid gasdynamic expansion, thereby accelerating the flow up to a Mach number
of 2.5. Subsequently to the gasdynamic cooling the specific enthalpy of the gas stream
is reduced by evaporation of injected water. Depending on the gas temperature at the
inlet of the second nozzle, a mass flow rate of cooling water between 24.2 and 36.1 g/s is
required to prevent exceeding the working temperature of the following exhaust system.
Figure 6a shows a basic sketch of the quenching system. The cooling water is fed into the
gas stream by injection nozzles, which are distributed on the circumference of a slender
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cone placed at the nozzle center line and on the surrounding wall to cover the entire
cross section. The inlet pressure varies between 8 and 11 bar. At the injection point of
the water jets a normal shock is formed which turns into an oblique shock downstream.
High relative velocities between gas flow and water disperses the jet into fragments in
the order of 107° m and smaller. A large specific phase interface is created to enhance
water evaporation. Thus evaporation directly counteracts the temperature rise due to
the shock system. An experimental Schlieren image of water injection into a supersonic
gas flow is shown in Fig. 6b. At the position of the injection the local Mach number is
about 2.3. Because in this case the gas is only preheated up to 320 K, this flow does not
include water evaporation.

Water

M=2,5 Water
a) b)

Fig. 6. (a) Basic sketch of the quenching system - left (b) Schlieren-image of water injection
into a supersonic gas flow - right

6 Conclusion und Outlook

A concept for a new shock-wave reactor for producing nanoparticles starting from the
gas-phase is presented. Preliminary studies of the gasdynamic behavior of the shock
system, the precursor mixing and the water injection have been carried out numerically
and in experiment. The gained knowledge is utilized to design and build up a pilot facility
which in the near future will be used for experimental studies, including the generation
of nanoparticles.
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Summary. The focused ultrasound wave attracts attention in the medical field in various
applications such as High Intensity Focused Ultrasound (HIFU). Amount of sound energy is
generated by focused ultrasound in the body of narrow area. Present HIFU treatment cannot
be applied to the part surrounded by bones, such as brain, because focal point is changed by
refraction and reflection of ultrasound. In this research transskull ultrasound propagation is
analyzed by finite difference method for HIFU treatment to brain. Assumption of isentropy and
small disturbance of Euler equation gives the governing equation. The density and speed of
sound of each medium are given at the center of Cartesian grid cells so as to model arbitrary
human body from Computerized Tomography scan images. Transskull focused ultrasound is
simulated to examine the effect of the inhomogeneity of the skull and ultrasound frequency to
the focus.

1 Introduction

The focused ultrasound wave attracts attention in the medical field in various applica-
tions. Amount of sound energy is generated by focused ultrasound in the body of narrow
area [1]. It is converted to sound pressure and thermal energy for medical treatment, such
as Extracorporeal Shock Wave Lithotripsy (ESWL), High Intensity Focused Ultrasound
(HIFU) [2] [3] and so on. In ESWL system, the strong sound pressure is generated by
focused ultrasound and calculus is fractured by sound pressure. In HIFU system, the
thermal energy is generated by focused ultrasound. Ultrasound is non-invasive and the
treatment using focused ultrasound is suitable for medical application.

Present HIFU treatment is only used for superficial part such as prostate, breast
and so on and cannot be applied to the part surrounded by bones, such as brain, be-
cause focal point is changed by refraction and reflection of ultrasound. In order to apply
HIFU treatment to brain, we propose a simulation method to analyze focused ultrasound
propagation.

In this research transskull ultrasound propagation is analyzed by finite difference
method. Assumption of isentropy and small disturbance of Euler equation gives the
governing equation. The density and speed of sound of each medium are given at the
center of Cartesian grid cells so as to model arbitrary human body.

The data of human head would be input into computational grid by Computerized
Tomography scan (CT scan) [4]. CT scan image is used to measure internal density of
skull. Bone has various density and speed of sound. The skull has three-layered struc-
ture, structure of porous zone layer, and dense layers. Structure of porous zone is very
inhomogeneous. Porosity map is directly linked to CT scan data, called Hounsfield value.
Density map and speed of sound map of skull are deduced from porosity map [5].
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In the second section the numerical method and the scheme are described. In the
third section simulated is three-dimensional transskull focused ultrasound with different
frequencies.

2 Numerical method

2.1 Computational grid

The data of human skull by Computerized Tomography scan (CT scan) would input into
computational grid. Thus Cartesian grid is used in order to simply input arbitrary shape
of human skull. Equal-spacing grid is formed and used throughout the research.

As described in the next part, the density and the speed of sound represent a variation
of media in a human body. The values of each medium are given at the center of grid
cells so as to simulate arbitrary organs in a human body.

2.2 Governing equation

A governing equation is derived from Euler equation as

82])_2 0 (10p 0 (109p g (10p
oz~ F {337 <pam> "oy <p3y) "oz (pﬁz)} o

under assumption of isentropy and small disturbance, where p is acoustic pressure field
(scalar), t is time, p(r) is the density, ¢(r) is the speed of sound and r = (z,y, z) is the
position vector.

Equation (1) is discretized as
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where, d(.) is a central difference operator of second or forth order accuracy.
Equation (2) is then second order in time and second or forth in space, and solved by
SOR (Successive Over Relaxation) method.

pn+1 _ 2pn + pnfl
(At)?

2.3 PML boundary condition

We introduce PML (perfectly matched layer) boundary proposed by Berenger [6] as outer
boundary condition in order to prevent fictitious reflections. The original PML boundary
gives a dumping term in either z, y or z direction of momentum equations while the
dumping terms appear in every direction in the present calculation because we only use
one governing equation. Starting again from the Euler equations, one finally obtains,

9%p 5 | O (10p o (10p 0 (10p Op
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From the matching condition to cancel the fictitious reflection, & = 3 and
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is adopted. Here D is the width of PML region, d is the distance from the true boundary
in the PML region and a is an arbitrary coefficient.
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2.4 Verification of the code

The present code solving Eq. (3) was verified with intensive computations and comparison
with the corresponding experiments. The details are found in [7], [8].

3 Transskull focused ultrasound

3.1 Acoustic feature of the skull from CT scan data

In this section, CT scan data is used to make skull model. Figure 1 shows the CT scan of
three-dimensional skull used in this research. CT scan image is used to measure internal

Fig. 1. Computerized tomography scan of three-dimensional skull

density of skull. Skull has various density and speed of sound. The skull has three-layered
structure, structure of porous zone layer, and dense layers. Structure of porous zone is
very inhomogeneous. Acoustic features of water and skull used in this research are shown
in Table 1. The porosity map is directly linked to CT scan data, called Hounsfield value.

Speed of sound [m/s] Density [kg/m?]
Water 1500 1000
Skull 2900 1900

Table 1. Acoustic feature of water and skull

Actual process of making skull model from CT scan data is as follows.

(a). The Hounsfield value is defined by Eq. (5) where pu, is absorption coefficient of X-

ray at each point, fiyater is water absorption coefficient of X-ray and ppone is bone
absorption coefficient.

(b). Data of calculation area is extracted.
(c). Porosity distribution @ is calculated from Hounsfield value distribution by Eq. (6).
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(d). Speed of sound is defined by Eq. (7).
(e). Density is defined by Eq. (8)

H _ 1000 Nr - ﬂwater (5)
Hbone — Hwater
H
=1
1000 (©6)
C = Cyater + (cbone - Cwate'r) X (1 - QS) (7)
P = D x Pwater T (1 - é) X Pbone (8)

Figure 2 shows porosity distribution (right) derived from slice of CT scan data (left).
Speed of sound and density distribution are then determined from Egs. (7) and (8).

Fig. 2. Slice of the three-dimensional skull data (left) and porosity distribution of the slice
(right).

3.2 Simulation of transskull focused ultrasound
Problem setup

As shown in the left of Fig. 3, 66mm x66mm x 66mm area is divided into 5002 grid points
where the piezotransducer of 40mm diameter is placed just above the skull. Whole area is
filled with water. 0.55MHz and 1.1MHz ultrasound are examined to see the dependency of
frequency. The right of Fig. 3 shows an instantaneous pressure distribution of transskull
focused ultrasound. Reflected waves and penetrated waves (indicated by red and blue
surfaces) are observed.

Penetration, reflection and refraction of waves within the skull

Isosurface of high pressure area around the skull is shown in Fig. 4 when the third wave is
penetrating the skull bone. Very high pressure area appears in the bone of high porosity
area (left). Area of twice of input pressure level wraps around the high porosity area
(center) and part of the waves penetrates the skull with the pressure level of the same of
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Fig. 3. Setup of transducer and skull (left). Instantaneous pressure distribution of transskull
ultrasound (right).

input and also part of the waves reflect at the skull (right). These figures suggest that the
behavior of the transskull ultrasound heavily depends on the shape and the composition
of the skull.

High porosity area

Fig. 4. Isosurface of instantaneous pressure. 4 times (4X) of input pressure level (left). 2x
(center). 1x (right).

Dependency of frequency

Ultrasounds of 0.55MHz and 1.1MHz are examined. Figure 5 shows the maximum pres-
sure distribution within a plane and isosurfaces of 1/2 of peak pressure at the focal point.
In both cases, ultrasound penetrates the skull and is focused at a certain area. However
the shape and the size of the focal area differ. The higher frequency waves have the
shorter wavelength and they tend to reflect the inhomogeneity of the skull more. The
present result suggests that the control of ultrasound generation both in amplitude and
phase be necessary for real applications of HIFU treatment to sharpen the focal point.
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Fig. 5. Maximum pressure distribution of transskull ultrasound. 0.55MHz (left). 1.1MHz (right).

4 Conclusions

In order to apply HIFU treatment to brain, we proposed the method to analyze transskull
focused ultrasound based on the CT data of skull and successfully simulated the behavior
of penetration, reflection, refraction and focusing of ultrasound in a different media. The
high porosity area in the skull bone strongly reflects the ultrasound. The resultant shape
of penetrating ultrasound also depends on the frequency. In the next step, absorption
by the media should be incorporated into the simulation and will be compared with
transskull experiments.

Acknowledgement. The present authors would like to thank Professor M. Fink and Dr. J. -F.
Aubry of Ecole Supérieure de Physique et de Chimie Industrielles de la Ville de Paris for pro-
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Summary. This paper reports the fundamental study for development of a ships’ ballast water
clarifying treatment technology using shock pressures generated by the collapse of micro bubbles.
From the microscopic observation, it was confirmed that micro bubbles less than 65 pm in
diameter became small in size and disappeared, and the shock wave generation by their collapse
was observed by optical visualization method and pressure sheets. The bio-experiments using a
marine Vibrio sp. were carried out under the three conditions: (1) only use of micro bubbles, (2)
only use of 20 kHz ultrasonic waves, and (3) simultaneous use of them. The number of survival
cells was investigated under the respective conditions for 12 hours. The inactivation effect on the
marine Vibrio sp. by simultaneous use of micro bubbles and ultrasonic waves indicated better
inactivation than that by the only use of micro bubbles or ultrasonic waves.

1 Introduction

It has been pointed out that ships’ ballast water is one of causes of divergence of the
marine ecosystem [4]. The development of ballast water clarifying treatment system is
an important assignment in the field of maritime sciences. Recently, extensive studies
on the treatment of ships’ ballast water have been carried out (for example, see [6]). In
order to solve the issue of the marine environmental preservation, the authors proposed
a new treatment technique of ship’s ballast water as a mechanical technology for the
inactivation of marine bacteria. The concept of the clarifying treatment method is to
use the pressure of shock waves generated by collapse of micro bubbles. They considered
that several hundreds MPa of shock pressure generated by collapse of micro bubbles
can inactivate marine bacteria at the local micro space around bubbles [3]. If the shock
pressure is effective to the inactivation of marine bacteria, it enables us to treat large
amounts of ships’ ballast water effectively. In general, application of micro bubbles has
been studying in the fields of engineering, biology, medicine, etc (for example, see [1,5,7]).
However, no reports on the inactivation of marine bacteria directly using micro bubbles
were found. In addition, the characteristics of micro bubbles have not been understood
well enough. In this study, in order to examine a possibility of inactivation of marine
bacteria by micro bubbles, change in size and collapse phenomena of micro bubbles,
shock wave generation, and the inactive effects on marine bacteria were investigated
experimentally.

2 Experimental

The experimental device consists of an ultrasonic generator (UIP500, Dr. Hielscher),
a micro bubble generator using a swirling flow (M2-LM/SCS, Nanoplanet), a radiator
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(CCA-1100, Tokyo Rikakikai) and a centrifugal pump (25SCD, Ebara) (see Figure 1).
This experimental water channel has a 10 [ capacity.

Seawater Test

Cooler tank ‘—. section

Ultrasonic wave generator

Regulator

. Micro-nano bubble generator
Circulate pump

Fig. 1. Illustration of experimental apparatus

It has been well-known that micro bubbles make themselves small and exist in rel-
atively long time after the bubble generation. In order to obtain higher capability for
the inactivation of marine bacteria, it is important to understand the behavior of micro
bubbles in the water channel. Therefore, micro bubbles were caught using two slide glass
plates with a distance of 300 pum near the exit of the micro bubble generator, and the
time change of the diameter of micro bubbles were observed by an optical microscope
(CX41, Olympus). The collapse of micro bubbles by ultrasonic waves and the generation
of shock waves were confirmed by the schlieren visualization method. In addition, shock
wave pressures generated by micro jets from micro bubbles were measured with pressure
sheets (Prescale, Fujifilm Inc.).

A marine Vibrio sp. was used in this study. The marine Vibrio sp. belongs to the
same generic group of cholera that is one of the bacteria restricted by the international
convention regarding the ballast water management. The artificial seawater 10 [, in which
NaCl (0.4 M), KCI (10 mM), CaClz-2H20 (10 mM), MgCl, (53 mM), and NaySO,4 (28
mM) were dissolved, was used for the experiment. After 10 m/ suspension including the
108 cfu/ml marine Vibrio sp. had been put into the 10 [ artificial seawater and stirred
enough, seawater was poured into the experimental water channel. The experiment was
continued for 12 hours. Samples were taken 10 ml after 1 hour and after then every 2
hours, and they were spread onto an agar plate to check a number of colony after 1/10000
dilution. The number of active bacteria was measured by a colony counting method [2].

3 Observation of micro bubbles in artificial seawater

Figures 2 show micro bubbles produced in freshwater or artificial seawater. The micro
bubble generator requires 1.0 {/min air for the best operation. In the case of freshwater,
most of air bubbles were not micro size, and the number of bubbles was small. On the
other hand, in the case of artificial seawater, micro size air bubbles were generated like a
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(b)

Fig. 2. Generation of micro bubbles in freshwater (a) and artificial seawater (b)

dense fog in the test section. The reason why a large amount of micro bubbles was easily
generated in artificial seawater was considered that the surface tension of seawater was
smaller than that of freshwater.

Figures 3 show a time series of the diameter change in artificial seawater. These
photos indicate that the bubble diameter decreases from 50 to 3 pm in 650 seconds. It
was suggested that the lifetime of a micro bubble was enough long in the test section.
Such a slow change in diameter is one of the characteristics of micro bubbles produced
by the swirling flow type generator.

@ ¢ & -

3 pm
50 pm 30 15 pm i

(a)0s (b) 500 s (c) 600 s (d) 650 s
Fig. 3. Time change of the size of a micro bubble 50 ym in diameter

Figure 4(a) shows time change in the diameter of micro bubbles in artificial seawater.
This figure indicates that the extinction time increases with increasing the diameter of
bubble. It is found that the micro bubbles less than 65 pm in diameter became small
size and disappeared, but the 80 pm bubble held its size constant. In addition, it took
about sixty seconds for the 20 um bubble to disappear, and the reducing rate of bubble
diameter seemed to be accelerated after the bubble diameter had become 20 pym.

Figure 4(b) shows the relations between the initial volume of micro bubble and the
extinction time in freshwater and seawater. In both cases, the initial volumes are pos-
itively proportional to the extinction time. From a comparison between them, it was
found that the lifetime of micro bubbles in seawater was longer than that in freshwater.
The average decreasing rate of volume of micro bubbles in seawater was estimated about
110 pum?/s. It seemed that there was similarity between the motion of micro bubbles and
that of vapor bubbles.
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Fig. 4. Time change in the diameters of micro bubble (a), and relation between the initial
volume of micro bubble and extinction time in fresh and seawater (b)

4 Results and discussions

Figure 5(a) shows a photograph obtained by schlieren method, and the density changes
in flow field with micro bubbles and ultrasonic waves were visualized. Although there was
density non-uniformity in the background, a lot of small circular shadows were shown.
We considered that the bright circles around those circular shadows of micro bubbles
shows the existence of shock waves generated by collapse of micro bubbles. In addition,
as shown in figure 5(b), we obtained a lot of dots on a pressure sheet. They were appeared
due to the water jets generated by collapse of micro bubbles.

(a)

(b)

Fig. 5. Schlieren photograph (a), and reaction of pressure sheet (b)

The bio-experiments using the test section with widths of 5 mm and 20 mm were
carried out under the following three conditions: (1) only use of micro bubbles, (2) only
use of ultrasonic waves, or (3) simultaneous use of micro bubbles and ultrasonic waves.
Figures 6 show the time change of the inactivation ratio of a marine Vibrio sp. In these
figures, the ordinate axis is represented by -log(N/Ng)C where N is the number of survival
bacteria and Ny means the initial value, and the abscissa is time (hour). In the case of
only use of micro bubbles, the inactivation ratio showed slightly increase without relation
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Fig. 6. Time change of the inactivation ratio of a marine Vibrio sp.: the results obtained by
only use of bubbles and only use of ultrasonic waves in the water channel with widths of 5 mm
and 20 mm (a), and the results obtained by only use of bubbles and simultaneous use of bubbles
and ultrasonic waves in the water channel with widths of 5 mm and 20 mm (b)

to the width of test section. Figure 6(a) represents the comparison between the result
obtained by only use of micro bubbles and that by only use of ultrasonic waves. It is found
that the inactivation effect appeared within about early four hours, and after then, the
inactivation ratios are approximately constant. In this case, the width of the test section
does not relate with the inactivation ratio.

Figure 6(b) shows the result by simultaneous use of micro bubbles and ultrasonic
waves. Then, the amount of air introduced into the micro bubble generator was 1.0
[/min that was recommended by the product company as an appropriate value. The ex-
perimental result using 20 mm width of test section was similar to the result of only use
of micro bubbles. A large amount of micro bubbles probably obstructed the propagation
of ultrasonic waves in the test section. In contrast, the result using 5 mm width of the
test section increased with increasing time. Therefore, we considered that the ultrasonic
waves and their reflection at the surface of spacer in the test section made micro bubbles
collapse effectively, and then the marine bacteria were inactivated. From above-mentioned
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results, it is concluded that the efficient collapse of micro bubbles is important for ob-
taining higher inactivation ratio. In the present experiment, it is necessary to decide the
appreciate conditions about setting of an ultrasonic transducer, volume of air introduced
into the micro bubble generator, and flow velocity through the test section.

5 Conclusions

In the present study, it was shown that micro bubbles less than 65 pm in diameter existed
long time in artificial seawater, and shock waves and water jets were generated by collapse
of micro bubbles exposed to ultrasonic waves. In addition, the inactivation effect on the
marine Vibrio sp. by simultaneous use of micro bubbles and ultrasonic waves indicated
better inactivation than that by the only use of micro bubbles or ultrasonic waves. These
experimental results showed that it is important for inactivation of the marine Vibrio sp.
to induce the collapse of micro bubbles efficiently. Therefore, it is necessary to examine
conditions for the efficient collapse of micro bubbles in order to establish the effective
treatment technique of a large amount of ships’ ballast water using micro bubbles.
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No.B-16360437 and Hyogo Science and Technology Association. The authors would like to ex-
press their thanks for the financial support.
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Study of mechanical and chemical effects induced by
shock waves on the inactivation of a marine bacterium
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Summary. The present paper reports a study on the shock sterilization technique of ships’
ballast water. In order to expose cell suspension to strong shock waves, a gas gun experiment
was carried out. In this experiment, shock waves in the suspension of a marine Vibrio sp.
were generated by collision between an aluminum suspension container and an impactor plate
accelerated by the gas gun. The changes of shock pressure in suspension were measured by
piezofilm gauges and compared them to computational results. The visualization of shock waves
in water was carried out by shadowgraph method, and the marine Vibrio sp. was observed with
an electron microscope. In addition, the affect of free radicals was also investigated using VitC-
Na 2 %. It was found that both the dynamic action of shock pressure and the chemical reaction
in suspension induced by shock waves were closely related to inactivation of the marine Vibrio
sp. at an impact velocity lower than about 200 m/s.

1 Introduction

Technological development of treatment of ships’ ballast water is an important assign-
ment to preserve the marine environment [6]. The International Marine Organization
(IMO) adopted the guidelines of the “International Convention for the Control and Man-
agement of Ship’s Ballast Water and Sediments” in 2004, and has been implementing a
global ballast water management program. Recently, many studies on the management
and treatment technique of ships’ ballast water have been reported all over the world
(for example, see [8]). However, most of studies were intended for marine plankton. The
authors consider that it will be important for the treatment of ships’ ballast water to
sterilize cholera bacteria in the near future. They have started the experimental study on
behavior of a marine Vibrio sp. exposed to shock waves. In order to exert strong shock
waves on the cells, a suspension container made of aluminum was collided with an alu-
minum impactor plate accelerated by a gas gun. In the previous study, the authors have
obtained that the marine Vibrio sp. in a suspension container was completely inactivated
at an impact velocity larger than about 110 m/s, and then the peak pressure value in
the suspension container was more than 200 MPa [1]. However, inactivation mechanism
of the marine cells has not been clarified enough.

In the present paper, the propagation process of shock waves in a suspension container
was investigated by a numerical simulation and experimental pressure measurements. In
order to discuss the mechanical and chemical effects of shock waves on the inactivation of
a marine Vibrio sp., the damage of a cell wall after shock wave loading was confirmed by
a biochemical method and an electron microscopic observation, and the generation of free
radicals in suspension was also examined experimentally using VitC-Na 2%. From the
above-mensioned results, the contribution of dynamic action of shock wave pressure and
chemical reaction in suspension to inactivation of the marine Vibrio sp. was discussed.
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2 Experimental

2.1 Gas gun and projectile

In this experiment, cell suspension was closed in an aluminum container and compressed
by strong shock pressure. The shock pressure was generated by the impact between the
suspension container and an aluminum impact plate. The impact plate is an aluminum
disk 1 mm in thickness and 38 mm in diameter, and it is attached to the front surface of
a projectile accelerated up to an arbitrary velocity by a single-stage gas gun. The gas gun
consists in a high pressure chamber, a launch tube, and an impact chamber. The bore of
the launch tube is 40 mm and its length is 2 m. The maximum pressure of driver gas in
the high pressure chamber was 2 MPa. The impact velocity of projectile was measured
by a magnet flyer method. A projectile was made of ABS resin.

2.2 Suspension container

A suspension container was made of aluminum, and its shape was columnar 30 mm in
diameter. In the body of container, there was a cavity space to maintain 0.4 ml suspension.
The wall thickness of the impact part of the suspension container was 5 mm. In order
to improve the precision of plane impact between an impact plate and the suspension
container, the container was fixed in a target holder, and set at the exit of the launch
tube, as shown in Figure 1. The shock pressure in the suspension was measured by a
piezo-film gauge (PVFq, 11-.125-EK, Dynasen Inc.). The pressure-sensitive area of the
gauge is about 9 mm?, and its thickness is 28 pm.

In the visualization experiment, the rectangular water container with 14 mm x 20
mm acrylic windows was used. Optical observation of shock waves in the water container
was carried out by shadowgraph method.

Container Cover Momentum trap

Charge integrator

Fig. 1. Assembly and arrangement of a target set

2.3 Judgment of inactivation of marine bacteria

The marine Vibrio sp. used in this research belongs to the same generic group of cholera
bacteria that was regulated by the international convention for ballast water manage-
ment. We isolated the marine Vibrio sp. from seawater, and cultivated colonies using
artificial seawater. Inactivation of the cells after an impact was decided by counting
colonies on an agar plate. In addition, the agar plate containing sodium cholate was also
used to investigate damage of the outer membrane of cells.
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3 Numerical simulation

In order to predict the propagation process of shock waves in cell suspension, the shock
wave phenomena generated in a suspension container were calculated by a general pur-
pose transient dynamic finite element program (LS-DYNA, LSTC). The elastic and plas-
tic deformation of aluminum container was represented using the Johnson-Cook model [7].
The Johnson-Cook equation is given by

0= (Cy + Coe™)(1 + C3lne*)(1 — T*M), (1)

where o is the equivalent yield strength, e is the equivalent plastic strain, €* is the
dimensionless plastic strain rate for the reference strain rate (usually equal to 1.0 s71),
and C;, N and M are constants of the material. T is the dimensionless temperature,
and it is given by
T - Troom (2)
Tmelt - E’oom ’
where T is the current temperature, 100, is the ambient temperature, and T}, is the
melt temperature. The ABS resin used for the projectile was assumed to be a perfectly
elastic material.
For the equation of state of the cell suspension, the Tait equation was used. The Tait

equation [3] is defined as
o\°
P=« -1], 3
<P0) ®)

where P is the gauge pressure, p is the density, pg is the initial density, and « and 3 are
constants. In this equation, & = 304.7 MPa and 3 = 7.15 were used for 0.7 mol/kg of
salt water. In order to use the equation 3 in the calculation code, it was transformed to
the following polynomial approximation,

P = 129517 4+ 6671.2n° + 2178n, (4)

T =

where 1, = p/po - 1, is compression strain.

4 Results and discussions
4.1 Shock wave generation in a suspension container

Figure 2 shows a comparison between an experimental shadowgraph and numerical pres-
sure distributions obtained at 400 m/s impact velocity. Figure 2(a) shows that a plane
underwater shock wave has occurred at the left side boundary, and oblique shock waves
generated by the precursive elastic and plastic shock waves in the aluminum frame have
propagated from the upper side boundary. From these results, we could obtain good
agreements on the position of the plane underwater shock wave and the inclined angle of
the first oblique shock wave.

Figure 3 shows a comparison between experimental and numerical pressure changes
at 96.2 m/s impact velocity [2]. These results indicate good agreements until about
15 us. However, the experimental pressure decreases gradually after 15 us, while the
numerical result keeps around 150 MPa. The difference shows the leakage of pressure
from the suspension container in this experiment. From the above-mentioned results, it
was confirmed that the pressure change generated in suspension by the first shock wave
would be simulated quantitatively by the numerical calculation.
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Fig. 2. Experimental shadowgraph (a), and computational pressure distributions (b), obtained
at 400 m/s impact velocity
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Fig. 3. Comparison of pressure changes: a thin line is computational result, and a bold line is

experimental one

4.2 Electron microscopic observation

The marine Vibrio sp. was observed with an electron microscope. Figure 4(a) shows an
image of the cells before the shock event. It is found that the configuration of a marine
Vibrio sp. is originally a spheroid of about 1 ym in the major axis. Figure 4(b) and 4(c)
are the samples of inactive cells obtained at a low impact velocity less than 100 m/s and
at a 266 m/s impact velocity, respectively. It is found that the configurations of inactivate
cells after the low velocity impact became like that of red blood cells, while the burst
cells were observed at the high impact velocity. In addition, the osmotic pressure of 2
mol NaCl for four hours shriveled the outer membrane of the cells.

Fig. 4. Images of a marine Vibrio sp. obtained by an electron microscope: picture (a) is the
control, and others are the samples of inactive cells obtained at a low impact velocity less than
100 m/s (b) and at a 266 m/s impact velocity (c), and osmotic pressure (d)
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Fig. 5. Relation between survival number of cells and the impact velocity: solid circles indicate
the results using normal suspension, a solid square is the result using culture media containing
sodium cholate, open circles are the results of addition VitC-Na 2 % to normal suspension, and
open squares are the results using the antioxidant agent and culture media containing sodium
cholate

4.3 Inactivation effects of shock pressures

The relation between the survival number of the marine Vibrio sp. and the impact velocity
is shown in figure 5 using solid circles and a solid line [2]. The number of cells decreases
with an increase of the impact speed, and the inactivation of the cells are achieved
completely at an impact speed larger than about 110 m/s. The peak gauge pressure
obtained at 110 m/s in the present suspension container measured about 200 MPa. A
solid square in this figure shows the result using an agar plate containing sodium cholate
that completely inactivates the marine Vibrio sp. damaged on the outer membrane [4,5].
The 103 CFU/ml of the cells obtained by the impact velocity of about 49 m/s resulted in
the complete inactivation using the sodium cholate. Therefore, it was appeared that the
shock pressures generated at an impact velocity lower than 100 m/s gave the damage to
the outer membrane of the marine cells.

As shown in figure 3, strong negative pressure has been measured immediately after
the arrival of the first shock wave. It was seemed that movement of the cover of suspension
container by an inner pressure loading caused the negative pressure, and it was suspected
that cavitation bubbles were generated in the container. If cavitation bubbles collapse in
the container, the free radicals are produced by the collapse energy of them and act on the
marine bacteria. In order to investigate the effects of radicals, the experiment was carried
out using the suspension including VitC-Na 2 % that is a representative antioxidant agent.
The open circles and the broken lines in figure 5 show the experimental results. It was
found that the inactivation of the marine cells was apparently inhibited by the VitC-Na
to an impact velocity lower than about 200 m/s. In this case, the complete inactivation
effect was obtained at an impact velocity larger than about 250 m/s.

The open squares in figure 5 show the results obtained at the impact velocity about
88 m/s using the suspension added an antioxidant agent and an agar plate containing
sodium cholate. In this case, the survival number of cells decreased from 10% to 10°
CFU/ml. The result suggested that the survival cells that had been protected from the
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radicals using an antioxidant agent damaged dynamically on their cell wall by shock
pressures.

5 Conclusions

The dynamic and chemical effects of shock pressures to the inactivation of a marine
Vibrio sp. were examined by the shock experiment using a gas gun. From the electron
microscopic observation of the shocked cells, it was shown that the configurations of inac-
tive cells were significantly different at the impact velocities. The inactive cells obtained
by a low velocity impact showed the configuration like the red blood cells, and the burst
of the cells was observed at the high impact velocity. On the other hand, we could not
obtain the complete inactivation of the marine Vibrio sp. using the suspension with an
antioxidant agent at an impact velocity lower than 200 m/s. However, the damage of
the outer membrane of survival cells was obviously shown by the bio-experiments using
the sodium cholate. Therefore, we consider that the dynamic effects of shock waves will
be dominantly at the high impact velocity, but at the low impact velocity dynamic and
chemical effects by shock pressures and free radicals contribute to the inactivation of the
cells.
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Summary. This study investigated the stimulative effect of extracorporeal shock wave therapy
(ESWT) on the articular cartilage regeneration. Eight New Zealand rabbits were used and
randomly assigned to A and B groups in the experiment, 4 rabbits for each group. An osteo-
chondral defect, 3 mm in diameter and 3 mm in depth, was drilled in the patellar groove
at the distal end of each femur. The left and right patellar defects were designated as the
control and experimental samples, respectively. Only the right patellar defects (the experimental
group) received 500 impulses of shock waves (at 14 kV) at one week after surgery. At 4 (group
A) and 8 (group B) weeks after ESWT, cartilage repair was evaluated macroscopically and
histologically. The preliminary results suggested that regeneration of articular cartilage defects
might be promoted by ESWT, due to the release of growth-inducing substances such as basic
fibroblast growth factor, insulin-like growth factor-I and transforming growth factor-+/.

1 Introduction

The complete anatomic healing and natural true regeneration of the articular cartilage
damage are rare. In fact, in the words of Hippocrates: “ulcerated cartilage is universally
allowed to be a troublesome disease.” The scarcity of successful therapeutic modalities
even colors our view by Hippocrates’ opinion.

During the last 60 years[1-3], the natural healing of full-thickness cartilage defects has
been extensively studied. Most experimental studies reported the natural healing of the
defect at different times after surgery. Investigators have then attemped to improve the
healing process by manipulating the defect in specified ways[4-9], including surgically-
based attempts undertaken in many clinical centers worldwide.

In recent years the increasing clinical applications of extracorporeal shock wave ther-
apy in the treatment of certain orthopedic conditions including calcifying tendinitis,
epicondylitis humeri radialis, calcaneodynia and pseudarthrosis have shown promising
results[10-11]. This motivates us to try ESWT on the repair of articular cartilage. The
efficacy of ESWT in the case of articular cartilage defects will be examined for the first
time in this preliminary study.

2 Materials and methods

2.1 Experimental animals

This research was approved by the Institutional Review Board of Chang-Hwa Christian
Hospital, Chang-Hwa, Taiwan. Eight New Zealand white rabbits aged 180 days with
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body weight ranging from 3.5 to 4.5 kg were used in this experiment. The rabbits become
skeletally mature at this age. The rabbits were divided randomly into two groups: group
A and B, of 4 rabbits each. During the study the rabbits were kept in separate cages under
standardized conditions according to the requirements of the Taiwan animal protection
law and were allowed to have free access to pellet food and water after the surgery and
shock wave treatment.

2.2 Experimental setup and procedure

The shock waves were generated by a commercial ESWT system, Ossa-Tron OSA 140.
This system consists of a mobile locating C-arm, a laser-beam aiming device and a
hydro-electric shock-wave generator. The energy level used in the experimental was 1.2
mJ/mm2, corresponding to the operating voltage of 14 kV.

The rabbit was anesthetized with ketamine (50 mg/kg), Xylazine (5 mg/kg) and At-
ropin (0.2 mg/kg). After anesthesia was established, a medial parapatellar incision was
made over each knee. Medial arthrotomy was performed, and the patella was dislocated
laterally, exposing the patellar groove. A cylindrical, full-thickness defect, 3 mm in di-
ameter and 3 mm in depth, was created using a hand drill, penetrating the articular
cartilage surface into the subchondral marrow space of the patellar groove of each dis-
tal femur (Figure 1). The left and right patellar defects were designated as the control
and experimental samples, respectively. At one week after surgery, only the right femoral
condyle(served as the experimental sample) received 500 impulses of shock waves at 1 Hz.
The left femoral condyle (served as the control sample) received only a chondral defect
in the patellar groove. The knee joint of each rabbit was irrigated with normal saline
to remove small fragments and debris. The patella was reduced and the subcutaneous
tissue and skin were closed with 3-0 nonabsorbable suture in an ordinary manner. The
rabbit was injected with Ampicillin (50 mg/kg) to prevent infection. During ESWT, the
rabbits were fixed in a device and the right knee joint was held in 300 flection.

Fig. 1. The left and right patellar defects for rabbit 5.

2.3 Macroscopic and histological examination

Rabbits were randomly assigned to two groups after ESWT, 4 rabbits for each group.
Rabbits in groups A and B were sacrificed at 4 and 8 weeks after ESWT, respectively, by
intravenous injection of a lethal dose of sodium phentobarbital (100 mg/kg) followed by
immediate evaluation of the macroscopic findings in the cartilage. After the macroscopic
evaluation was conducted, the distal femurs were resected, fixed with 10



Parameter

I Filling of defect

II Cell type

IIT Reconstitution of
osteochondral junction

Parameter

I Filling of defect

II Cell type

IIT Reconstitution of
osteochondral junction
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Rabbit 1
L R
2 2
10

Rabbit 5
L R
20
10

Rabbit 2
L R
10
20

Rabbit 6
L R
20
11

Group A
Rabbit 3
L R
2 2
20

2 2
Group B
Rabbit 7

L R

20

2 2

Rabbit 4
L R
00
01

Rabbit 8
L R
2 2
00
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Table 1. Macroscopic and histological examination of spontaneous repair of articular cartilage.
L and R represent left and right knees, respectively. For the parameter I, 0: Obvious; 1: Slight; 2:
None. For parameter II, 0: Normal; 1: Mostly hyaline and fibrocartilage; 2: Mostly fibrocartilage.

For parameter III, 0: Yes; 1: Almost; 2: Not close.

3 Results

From the parameter I-filling of defect in Table 1, it shows that the over all reparative
changes of the experimental group (right knee) is better than the control group (left
knee). For the experimental group, White cartilage-like regenerated tissues at the edge
of the defect were clearly observed 8 weeks after ESWT (group B), and the depth of the
central remaining defect has decreased compared to the 4-week post-ESWT specimens

(group A). It demonstrated consistent reparative changes over time.

Figure 2 shows the photomicrographs of repair tissue in the control (left) and exper-
imental (right) groups at 8 weeks after ESWT. There was no reconstitution of osteo-
chondral junction in the control specimen, while in the experimental specimen, hyaline-
like cartilage cells were in contact with the rim of the reconstituted subchondral bone and

Fig. 2. Photomicrographs (x10) show repair tissue in the control (left) and experimental (right)
groups of rabbit no. 5 at 8 weeks (Group A) after ESWT. Arrows indicate the periphery of the

created defect.



884 C.Y. Wen et. al.

the cellularity of the repair tissue was greater than that of the adjacent normal cartilage.
The subchondral bone at the rim of the defect had matured as a result of remodeling.
The outer surface of the repair tissue of the control group is not as smooth as the of the
experimental group either.

Figure 3 shows high magnification (x100) of the central areas of repair cartilages in
the experimental knee on the right-hand side seen in Figure 2. The experimental defect
was filled primarily and uniformly with regenerated hyaline-like articular cartilage. On
the other hand, the control defect was primarily filled with fibrocartilage. The histological
appearance of specimens from the control group showed poor repair compared to that
in the experimental group at the same time after ESWT. Generally speaking, the total
macroscopic and histological evaluation at 4 and 8 weeks in the experimental group were
better to those in the control group.

Fig. 3. High magnification (x100) of the central areas of repair cartilages in the experimental
knee on the right-hand side seen in Figure 2.

4 Conclusion

The preliminary results suggested that regeneration of articular cartilage defects might
be promoted by ESWT, due to the release of growth-inducing substances such as basic
fibroblast growth factor, insulin-like growth factor-I and transforming growth factor-+/.
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Summary. For enhancing coating quality, the shock tunnel technology is employed to achieve
impact velocities of particles up to 1500 m/s for 10 pm solid particles. A calibration of the
nozzle flow has been carried out by using a Pitot rake. The current conditions in the reservoir
achieved so far are po = 140 bar and 7o = 1800 K. A high speed schlieren system is set up for
flow visualization and also for velocity measurement of visible particles. For fine particles, both
LDA and PIV methods are used for particle velocity measurements. The achieved results are in
good agreement with a quasi-1D prediction.

1 Introduction

Thermal spray processes such as plasma spray, arc spray and high-velocity oxy-fuel spray
are widely used for modern coating applications. In these techniques, the coating material
suffers very high temperatures, which results in melting and chemical reactions of the
coating material. This problem is generally avoided in the cold gas-dynamic spray (CGS)
technique [1]. The conventional CGS process basically uses the energy stored in high pres-
sure compressed gas to accelerate fine powder particles to very high velocities in a range
between 500 - 1000 m/s [2]. According to the prevailing theory for cold-spray bonding [3],
the particle velocity should exceed a minimum (material-dependent) critical velocity to
achieve deposition and, therefore, it is desirable to further increase the impacting velocity
of particles in order to enhance the quality of CGS and to extend the application range
of CGS. A modified cold gas-dynamic spray technique is proposed to increase the solid
particle velocity up to 1500 m/s [4]. This method uses the super/hypersonic shock tunnel
technology to generate a reservoir condition with high temperature and high pressure.
The particles are injected into the nozzle flow downstream of the nozzle throat after the
nozzle flow is fully established.

A theoretical model based on gas-particle flows is also presented in [4] to describe the
behavior of the flow and the diluted solid particles during the modified cold-spray process.
This quasi-1D model is capable to consider non-equilibrium effects of the gas phase due
to high reservoir temperatures, and the influence of wall friction and heat transfer. Based
on the parametric study [4], a nozzle with optimized theoretical performance has been
chosen resulting in a conical nozzle with a half opening angle of 2.8° and a length of
32 cm. The throat diameter amounts to 7.8 mm, and the exit diameter is given by
39.7 mm. The particle injection device is fixed in the LPS (Low Pressure Section) of the
shock tube and extends into the supersonic nozzle part. For this, a small tube (outer
diameter 3.0 mm, inner diameter 1.2 mm) reaches into the divergent nozzle part so that
the injection position is about 52 mm downstream of the throat.
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2 Experimental setup and methods

2.1 Shock tunnel and Pitot rake

The shock tube has an outer diameter of 108 mm and an inner diameter of 56 mm. This
tube is made by stainless steel and is able to sustain very high pressures up to 1000 bar.
A schematic drawing of the setup is shown in Fig. 1. The shock tube has a high pressure
section of 2.0 m and a low pressure section of 4.5 m length.

: DD ?_% DTN
HPS LPS

: T dl

RVH§ O -==-q

HPGS e

Fig. 1. Schematic drawing of the shock tunnel with peripheries. HPGS, high pressure gas
supply; HPS, high pressure section; DD, double diaphragm chamber; LPS; low pressure section;
I, injection device; N, nozzle; W, test window; V, vacuum tank; VP, vacuum pump, SD: second
diaphragm.

In order to determine the free stream flow conditions downstream of the nozzle exit, a
Pitot rake is used, which consists of five Pitot tubes connected with five Kulite pressure
transducers, and a sphere installed with a coaxial thermocouple at its stagnation point.
The reservoir pressure is directly measured by a Kistler pressure transducer mounted
shortly upstream of the nozzle entrance. The reservoir temperature and free stream
conditions are derived from the heat flux deduced from the thermocouple signal, the
Pitot pressure and the static pressure employing the method described in [5, 6].

2.2 Particle velocity measurement: high speed photo system, LDA and PIV

A schlieren system is set up for flow visualization, which allows to take 16 schlieren photos
in one experiment with a time interval between two successive photos of down to 1 pus,
which is also very useful for the determination of the velocity of visible particles.

For velocity measurements of fine particles, a laser Doppler anemometer (LDA) sys-
tem and a particle imaging velocimetry (PIV) system have been set up. In order to mea-
sure very high particle velocities, a very small angle is used in the LDA system, which
results in a measurement volume of 17 x 0.16 x 0.16 mm3. For the PIV measurements,
a holographic double-pulse laser system (JK Laser system 2000) with a pulse separation
time in the microsecond range is adopted to create a laser light sheet (thickness 0.5 mm)
perpendicular to the nozzle axis. A Kodak megaplus ES1 CCD camera is employed to
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acquire either two images in two frames or one double exposure image in a single frame
within a pulse delay in the microsecond range. The image data is then analyzed with the
PIV software to obtain the particle velocity field.

3 Results and discussions
3.1 Flow calibration

Measured temperature and pressure histories in the reservoir are shown in Fig. 2. Initially,
the HPS is filled with a mixture of helium (partial pressure 140 bar) and air (partial pres-
sure 170 bar), and the LPS is at atmospheric pressure. A pre-cutted copper diaphragm
of 0.5 mm thickness is mounted in the nozzle, and the dump tank is evacuated to a low
pressure of about 180 Pa. The well validated shock tube simulation code KASIMIR [7]
has been utilized for the comparison of the experimental results with the theoretical pre-
diction, shown as dotted lines. An extension of the KASIMIR software package has been
done to simulate the case that the driver gas is a mixture of helium and air. It should
be mentioned that equilibrium effects are taken into account in KASIMIR. The reservoir
temperature in the experiment slightly decreases with time and the testing time is about
2 ms for Ty ~ 1700 K and 5 ms for Ty =~ 1500 K.
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Fig. 2. Experimental results (solid lines) and corresponding numerical results (dotted lines).
Reservoir pressure po and static pressure histories po (left); deduced reservoir temperature T,
free stream velocity ueo and temperature Too (right). Initial condition: ps = 310 bar (partial
pressure of helium 140 bar, partial pressure of air 170 bar), p1 = 1 bar.

By changing the transverse position of the Pitot rake from shot to shot, the Pitot
pressure profile along the radius of the nozzle exit has been obtained, see Fig. 3(a). The
Pitot pressure is scaled by the actual reservoir pressure because the reservoir pressure
slightly varies for every experiment. Each point in this figure represents an average value
over the testing time. This Pitot pressure profile clearly indicates that the core flow
region of the jet (0 < r < 12 mm) is repeatable from shot to shot. Figure 3(b) provides
an experimental as well as theoretical relation of the reservoir temperature with the
shock speed by KASIMIR. The relatively large scattering of the experimental data in
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Fig. 3. (a): Pitot pressure profile along the radius at the nozzle exit. (b): Relation of the
reservoir temperature with the shock speed. Solid line: theoretical prediction by KASIMIR;
dashed line: polynomial fit of experimental data.

Fig. 3(b) is because the partial pressure of helium is not the same for all experiments.
Furthermore, the filling process of the different gases is not yet optimized and therefore,
might cause variations for each experiment. The general deviation between the theoretical
and experimental values in Fig. 3(b) is caused by the mixing process taking place at the
contact surface in the experiments.

3.2 Particle velocity measurements

For first experiments, some big glass spheres (diameter 2 mm) were put on a flat surface
of the injection device. The particles can be identified in the schlieren photos as shown
in Fig. 4. In this case, the particle velocity deduced from the schlieren photos is about
200 m/s. Then smaller glass particles with 0.6 mm diameter are used. The measured mean
particle velocity is about 350 m/s, which is almost the same as given by the theoretical
prediction (356.6 m/s) utilizing the quasi-1D code, which has also been used for the
parametric study. For this experiment the reservoir condition is given by py = 120 bar
and Ty = 1800 K.

For 15 pm stainless steel particles added on a flat surface of the injection device, the
arriving time of particles is first measured by the LDA system with time division of 1 ms,
see Fig. 5. It can be found that the particles arrive at the nozzle exit after a delay of 900
us and the particle flow lasts for several milliseconds. Then a smaller time division (50
us) is used for the particle velocity measurements. The mean particle velocity measured
by the LDA method is about 1050 m/s for the reservoir condition of py = 140 bar and
Tp = 1800 K.

Up to now, experiments with PIV are still running for different conditions. In this
paper, only preliminary results of the PIV measurements are presented for air as driver
gas. Fig. 6 shows double-exposure images for the single frame mode for stainless steel
particles of mean diameter of 15 pum added in the reservoir (left) and in the injection
tube (right). By using the particle-pairing method, it is found that the averaged particle
velocity is about 1220 m/s in the left image and 890 m/s in the right image. The cross-
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(a) t = 3.30 ms (b) t = 3.45 ms (c) t = 3.60 ms

Fig. 4. Schlieren pictures for 2 mm glass particles added in the nozzle prior to the experiment.

Fig. 5. Determination of the arriving time of particles by the LDA system, time division 1 ms.

Fig. 6. Double-exposure images in single frame mode for particles added in the reservoir (left,
interval 2.2 ps) and in the injection tube (right, interval 1.48 us). Initial condition: ps = 200
bar, p1 = 1 bar.
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correlation method can also be used to deduce the velocity field by capturing two images
in the double frame mode. The mean particle velocity deduced by the cross-correlation
method is about 897 m/s, which is the same as for the particle-pairing method.

4 Conclusion

The shock tunnel technology is employed to achieve particle velocities of more than 1000
m/s for 10 pm solid particles. A calibration of the nozzle flow has been carried out by using
a Pitot rake and a sphere for measuring the stagnation point heat fluxes. The current
conditions in the reservoir achieved so far are pg = 140 bar and Ty = 1800 K. A high
speed schlieren system is set up for flow visualization and also for velocity measurements
of visible particles. For fine particles, both LDA and PIV methods are used for particle
velocity measurements. Results are in good agreement with the theoretical prediction by
the quasi-1D method.

For today’s existing technologies, like e.g. plasma coating, the reservoir temperature
amounts to 7000-20000 K and the pressure to 1 bar, resulting in a typical particle velocity
of about 200-300 m/s. High particle velocities are achieved with the cold gas coating
technique, where the reservoir temperature is about 1000 K, the reservoir pressure about
50-100 bar and the typical particle velocity in the order of 600-1000 m/s. This shows that
the conditions achieved in this work so far (pp=140 bar, Tp = 1800 K, expected copper
particle velocity for d = 10pm about 1329 m/s) are already beyond existing technologies.
For higher particle velocities, it is still necessary to increase the reservoir condition, for
instance to Ty ~ 2100 K and py ~ 200 bar, which can be realized by increasing the partial
pressure of helium or using pure helium. More PIV experiments will be carried out in the
near future for higher reservoir conditions, and different particles in size and material. A
substrate will also be mounted near the nozzle exit to study the coating process and to
evaluate the quality of the coating layer.
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1 Introduction

The subject of cavitation, that is, the formation and subsequent dynamics of voids within
a liquid, has intrigued scientists for centuries, as can be readily seen from the large
number of publications on this topic (comprehensive overviews are given, e.g., by Young
or Lauterborn et al. [1, 2]). Hydrodynamic cavitation, which is found in fluid machinery
or, more generally, in systems where the liquid is accelerated to high fluid velocities, is
arguably the most obvious and possibly best known form of this phenomenon. Generally,
voids in a liquid can be generated by the application of tension or through the localized
deposit of energy [2]. Typically, tension is applied either through hydrodynamic forces
in flowing systems (hydrodynamic cavitation) or through pressure and/or tension waves
generated in a macroscopically static liquid (acoustic cavitation).

Cavitation can occur not only in technical systems but is also common in biology and
medicine. Because of the often highly transient character of the life cycle of the voids
within a liquid and their equally often diminutive size, this process is often only recognized
with the help of special diagnostics. A recent example in which the (unexpected) existence
and subsequently the importance of cavitation processes has only been found by using
specialized high-speed photography is the investigation of the snapping shrimp [3].

The present investigation introduces a process of generating tension waves, which to
the best of the authors’ knowledge has not been reported before in the literature. The
phenomenon described here was first discovered by Etoh and Takehara in 2004, when they
were experimentally investigating the elasto-hydrodynamic rebound of rigid spheres in a
liquid. Theoretical predictions of a low-pressure field and cavitation phenomena in the
contact zone during the rebound had been made by Wells and Tsuji [4], and the original
intention of the experiments was to determine the characteristics of this region. A new
high-speed video camera developed by Etoh et al. [5, 6] and subsequently produced by
Shimadzu under the name HPV-1 was the main diagnostic tool for these tests, in which a
glass sphere was released under water to impact onto a glass plate (Fig. 1a). Typical drop
heights were of the order of 200mm and glass spheres with diameters between 15 mm
and 25 mm were used. While the cavitation zone in the contact region was observed as
expected, other cavitation phenomena in substantial distance to the contact zone were
also seen (Fig. 1b). These observations led to the investigations described in the following.

Size and material of the spheres together with the drop height dictate that the maxi-
mum macroscopic flow velocity is of the order of 1 m/s and thus one order of magnitude
below velocities at which hydrodynamic cavitation can be expected. It was initially as-
sumed that jets out of the contact zone might be formed during the impact process
and that locally the flow velocity might exceed the cavitation threshold. A series of
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drop
height

t=200 us

Fig. 1. a) Basic experimental set-up. The camera was triggered on the impact signal provided
by the microphone. b) Underwater impact of a 20 mm dia. glass sphere on a glass plate in
distilled water; impact speed approx. 1.5 m/s. Five frames of a shadowgraph sequence taken with
200 000 fps. t = 0 is the instant of impact. Times indicated in the figure have an uncertainty of
+2 ps, however, time intervals between frames are correct within 0.5 us. The camera looked at
an angle onto the plate, which leads to mirror images of the sphere and the cavitation bubbles.

preliminary Particle Image Velocimetry (PIV) tests showed, however, that the flow ve-
locities around the sphere remained of the same order of magnitude as the drop velocity.
Furthermore, the considerable distance of the bubbles to the contact zone makes hydro-
dynamic cavitation a less likely cause for the observed process.

Subsequently, it was hypothesized that tension waves caused by the impact be the
responsible mechanism for the formation of the observed cavitation. Such waves mostly
occur as the result of an inverted reflection of compression waves from an interface across
which a substantial difference of acoustic impedance exists [7]. Arguably the most well-
known process of this sort is an underwater explosion: the compression wave generated
by the explosion (Fig.2a) reflects as a tension wave at the water/air interface, while a
pressure pulse is transmitted into the air. Large clusters of cavitation bubbles form below
the water surface almost immediately behind the reflected expansion wave (Fig.2c). In
small-scale tests with charges of 10 mg silver azide, first bubbles occur within 2 us after
the generation of the reflected expansion wave.

reflected
expansion wave

transmitted shock cavitation
bubbles

underwater
blast wave °

Fig. 2. Underwater explosion of 10 mg AgN3. Three frames of a schlieren visualization sequence
taken with 500 000 fps, time interval between shown frames At = 14 us.

A similar mechanism can be identified in the case of the low-speed underwater impact
of a sphere onto a plate to explain the observed cavitation phenomena outside of the
contact zone. The impact at time ¢ = 0 generates pressure pulses within each partner
of the collision (Fig.3b). Please note that Fig.3 is a highly simplified schematic that
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only indicates the wave processes believed to be of major importance in this case. Waves
that are transmitted into the liquid at the solid/liquid interface by pulses that propagate
perpendicularly to the interface, for example, are not shown as their strength is believed to
be insignificant. Furthermore, it was not attempted to depict the exact wave configuration
within the sphere. Finally, waves caused by the presence of the accelerometer have not
been indicated. Once the pressure pulses have reached the respective interfaces to the
surrounding medium, namely the top of the sphere and the bottom of the plate, they are
reflected as expansion waves. In the case of the plate (thickness d) the reflection occurs at
a time t; = d/a, where a is the sound speed within the plate. When this expansion wave
again reaches the upper surface of the plate after a time ¢t = 2d/a, it propagates into
the liquid, where it possibly interacts with the expansion wave generated by the sphere
(Fig.3d). This wave reflection process is repeated several times with ever diminishing
amplitudes, but only the first reflection cycle is significant (hence all secondary reflected
waves have been omitted in Fig.3). The tension wave transmitted into the liquid then
triggers the cavitation.

t=0 t<t th<t<t t>t

accelerometer

Fig. 3. Simplified schematic of the wave propagation as a result of an elastic collision between
a sphere and a plate. a) Basic configuration at time of impact. b) Generation of pressure
pulses in the plate and in the sphere. c¢) Reflection of expansion waves at the interface to
medium of lower acoustic impedance. d) Resulting tension wave in the liquid.

If the lower side of the impact plate faces a medium of low acoustic impedance, such
as sketched in Fig. 3, the reflection process occurs as described in straightforward fashion.
If non-submersible transducers are mounted on the bottom as shown in Fig. 3a, such a
configuration is automatically achieved. Should there be no substantial air gap between
the impact plate and the platform on which the setup is resting (see Fig. 1a), i.e., should
the impact plate be in direct contact with this platform, two different scenarios are
possible:

e The acoustic impedance mismatch between the impact plate and the support platform
is negligible: in this case, the generated pressure pulse would continue to propagate
into the support platform. If this platform is of considerable thickness, the inverted
reflection would either occur with significant delay or not at all, if the pressure pulse
is attenuated in the platform material. In either case, the occurrence of cavitation
through the described process is highly unlikely.

e A considerable mismatch in the acoustic impedance exists between the impact plate
and the support platform. If the acoustic impedance of the support platform is lower,
the reflection proceeds as described in Fig. 3. If it is higher (e.g., when a glass or
plexiglass impact plate rests on an optical bench made of metal or granite), the
pressure pulse will reflect without inversion at this interface. The inversion only occurs
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when this reflected pulse reaches the plate/liquid interface, and it has to go through
another reflection cycle before an expansion wave, at a time t3 = 4d/a, propagates
into the liquid. The cavitation-inducing tension wave is therefore both weaker and
more delayed compared to the straightforward reflection case described above, and
the resulting cavitation processes, with all other parameters kept constant, will be
weaker or possibly not occurring at all.

While pure liquids without any form of contamination can withstand very high ten-
sions without cavitating [7], the presence of contaminants, such as microscopic gas bub-
bles or minute solid particles, provides nuclei for cavitation and drastically lowers the
cavitation threshold [1, 2, 7]. One would therefore expect different cavitation characteris-
tics if liquids with clearly different contamination levels are used, such as distilled water
and tap water. The tension wave in the liquid shown in Fig.3d will therefore only then
lead to the onset of cavitation, if it encounters an adequate nucleus.

2 Experiments

In the experimental campaigns that were conducted to investigate the observed cavitation
phenomena, the following parameters were varied:

e drop height (from about 150 mm to 1m);
e sphere size and material (19 mm to 30 mm; glass and stainless steel);
e contamination level of liquid (distilled water and tap water).

For larger drop heights the sphere had to be guided by a rod/rail system in order
to achieve reproducible impact positions, while at smaller drop heights (< 200 mm),
the sphere was simply free-falling. An accelerometer (Bruel and Kjaer Type 4366) was
mounted at the bottom of the plate (as sketched in Fig. 3) to detect the arrival of
the compression wave passing through the plate and to trigger the high-speed camera
(analogous to a digital oscilloscope, the camera can be triggered on any of its hundred
frames). Different high-magnification, high-sensitivity schlieren systems with schlieren
head focal lengths between 6 m and 9 m were set up to visualize the waves generated by
the impact. The camera was the aforementioned Shimadzu HPV-1, while illumination
of about 1 ms duration was provided by a strong flash gun (Metz Mecablitz 45 CT-4).
The flashlight was triggered by the sphere shortly before impact by interrupting a laser
beam located about 2mm above the plate. The system was synchronized in a way that
the flash was approximately at its emission peak when the impact occurred. For direct
observation of the impact and the bubble formation, a simple lens-based shadowgraph
system was used, which for frame rates up to 125000 fps could be run with a continuous
light source. This system was also used to determine the speed and the acceleration of the
sphere during the final 50 mm before impact. It was found that the speed did not exceed
2.7m/s while acceleration levels within the visible test section were negligibly small —
hence it is justified to assume that the sphere moves with constant velocity prior to the
impact.

3 Results and discussion

Figure 4 shows frames of a sequence obtained by direct observation, similar to the frames
shown in Fig. 1. In this case, the liquid was tap water. The considerably higher degree of
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contamination becomes obvious through a significantly larger number of bubbles, which
are produced throughout the whole field of view up to a height of about the sphere radius.
Bubbles at larger vertical distances from the plate were only observed in less than 1% of
all conducted trials.

Fig. 4. Underwater impact of a 25 mm dia. steel sphere on a 12mm thick plexiglass plate in
tap water; impact speed approx. 2.5 m/s. Eight frames of a shadowgraph sequence taken with
32000 fps. t = 0 is the instant of impact. Times indicated in the figure have an uncertainty of
414 us due to the low frame rate, however, relative time differences between frames are correct
within 2 ps. During the time interval covered by the shown frames, the steel sphere is essentially
motionless. A recognizable rebound only occurs at about ¢ ~ 800us, when the initial cavitation
activity has terminated.

expansion wave

t=10 us t=14 s

Fig. 5. Underwater impact of a 25 mm dia. steel sphere on a 12 mm thick plexiglass plate in tap
water; impact speed approx. 2.5 m/s. Eight frames of a schlieren sequence taken with 250 000 fps.
t = 0 is the instant of impact. Times indicated in the figure have an uncertainty of £1.5 us,
however, relative time differences between frames are correct within 0.5 us. In this experiment,
bubbles become visible after approx. 50 us and begin to collapse about 250 us later.

Figure 5 shows a magnified view of the impact zone, taken with a higher frame rate
and the schlieren system. In this trial, the camera recording was synchronized with the
accelerometer. In the first row of Fig. 5, a wave is seen to emanate from the contact zone.
As this is an expansion front, it is not as well defined as a shock wave and its appearance is
clearer on the animated visualization than on single frames. In the given experiment, this
wave occurs about 5 us after the accelerometer registers the impact. This time interval
corresponds with sufficient accuracy to the time a pressure pulse needs to traverse the
12mm thick plexiglass plate, if one assumes a sound speed of 2.6km/s for plexiglass
[8]. Within about 50 us after the wave has appeared, first cavitation bubbles become
visible (second row, Fig.5). For the given image resolution, the position of the sphere
remains constant during the depicted time, which shows that the characteristic time of the
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mechanical impact is orders of magnitude larger than that of the observed wave processes.
This supports the assumption that hydrodynamic processes caused by the motion of the
sphere have only a minor effect on the formation of cavitation. The generated bubbles
undergo typical oscillations and form jets towards the sphere or towards each other,
before eventually collapsing. The collapse generates spherical pressure pulses that are
similar to blast waves (last frame of Fig.5).

Tests with a thicker ground plate yielded essentially identical patterns, with the em-
anation of the expansion wave being delayed by the additional time the wave requires
to traverse the thicker plate. The limited variation of drop height and sphere size and
material has so far not revealed any obvious trends — cavitation has been seen even for
the so far smallest sphere and lowest drop height. Preparations for tests in which the
energy of the impact will be systematically varied to determine a threshold for cavitation
onset in this test scenario are underway at the time of writing. So far, cavitation has
been observed for impact energies around 100 mJ, which is orders of magnitude lower
than what is typically found in laboratory-scale underwater explosions (such as the one
shown in Fig.2) or impact slugs such as those used by Trevena [7].

The influence of the expansion wave generated by the sphere is not fully clarified
yet. All schlieren records show an emanating expansion wave that appears to be mainly
generated within the plate. However, in a brief test series with a hemispherical impact
body (in this case a cylinder with hemispherical tip), where the reflected expansion wave
from the impact body would not exist or arrive significantly later, no cavitation was
observed, although all other parameters were kept constant. This issue requires further
studies, which in addition to shape variations of the impacting body will also include the
use of materials with significantly different acoustic impedances.

4 Conclusions

The experimental evidence described here has so far supported the hypothesis that elas-
tic waves generated during the impact are the responsible mechanism for the onset of
cavitation in the presented low-speed underwater impact scenario. With the help of a
newly developed high-speed video camera and a high-sensitivity schlieren system it was
also possible to directly visualize the generated tension waves which are considered the
cause of the subsequent formation of cavitation bubbles. The tests have also illustrated
that considerable cavitation can exist in an environment in which at first sight one would
not expect such a process. Impact energies of around 100 mJ have been shown to be
sufficient for the generation of cavitation bubbles.
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Summary. This paper reports an experimental result of laser-induced shock waves and bubble
generation in muddy water. 5 kW pulsed COs laser beams of 10.6 pm in wavelength diffusively
were irradiated repeatedly at 10 Hz onto a biotitegranite surface which was placed at 50 mm deep
from clay particle laden water surface. This water mixture was called muddy water of equivalent
density of 1.02 g/cc. Repeated exposure of CO3 laser beams firstly induced a cavitation column
in muddy water. The laser energy was transmitted in the cavitation column and by its deposited
on the biotitegranite surface, the surface was eventually molten producing spherical glass beads.
Repeating this procedure, we found that the laser beam irradiation can excavate the submerged
rock surface.

1 Introduction

The motivation of the present project is for the exploitation of high power laser assisted
excavation of ocean bottom rocks. Reed et al. [1] irradiated 1.6 kW pulsed Nd: YAG laser
beams on a rock surface submerged at 2 mm depth from water surface and confirmed
that the rock surface was molten before properly perforated. Encouraged by this finding,
we used relatively small diameter COo beams irradiating onto a submerged biotitegranite
surface. We found that the laser beam irradiation into water induced underwater shock
waves and cavitation bubbles, with which the laser energy was effectively deposited on
the rock surface. Brinkmann et al. [2] and Dunn et al. [3] used CO; laser-induced bubble
column to pierce a submerged acrylic block and found the irradiation for about 4 ms
penetrated a 20 mm thick PAA (polyacrylid acid) plate [2].

This paper reports a result of a laser-induced shock waves and bubble generation
in muddy water by repeated irradiation of 5 kW pulsed CO; laser beams of 10.6 pm
wavelength at 10 Hz from water surface. The process of bubble column formation was
recorded with a high-speed digital video camera. We confirmed that a biotitegranite
submerged in clay particle laden water, muddy water, was excavated.

2 Experimental setup

Figure 1 shows a setup for laser-induced shock wave and bubble generation in muddy
water in a 300 mm x 300 mm x 300 mm acrylic chamber. Pulsed CO2 laser (TLF5000AM,
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TRUMPF Inc., wavelength of 10.6 pgm, nominal power of 5 kW, doughnut mode, pulse
frequency variable from 10 to 100 kHz) was irradiated into muddy water. We observed
the process of laser-induced bubble formation in water by using a high-speed digital
video recording (Phantom V7.3, Vision Research Inc., frame rate up to 180,000 frame/s,
sensitivity of 4,800 ISO/ASA monochrome, spatial resolution of 800 pixel x 600 pixel).
The rock specimen was Biotitegranite, relative density of about 2.64 g/cm?, 70 mm x
70 mm X 50 mm, submerged at h = 50 mm deep from muddy water surface. Muddy
water is water/bentonite 4 wt% mixture having equivalent density of about 1.02 g/cc.
It is noticed that muddy water is traditionally employed to stabilize boring holes by
circulating near the boring head. Hence we follow this technical tradition.

Flat mirror

CO:2 laser

— Metal halide lamp
Air blower
/// High speed

video camera

ZnSe lens

\/

Acrylic chamber h
~_, ||

Rock specimen

Test liquid

Fig. 1. Experimental setup for bubble generation by pulsed CO2 laser beam irradiation into
muddy water.

3 Result and discussion

3.1 High-speed video recording of pulsed CO; laser-induced bubble
formation

Time resolved images of pulsed COgz laser-induced bubble column formation in water
are shown in Fig.2. A pulsed CO; laser beam diffusively irradiated the rock specimen at
10 Hz, average energy of 250J/pulse, pulse duration of 50 ms and the observation was
performed at interframe time of 55.5 us, exposure time of 46 us. Every 5th frame, in
other words, 277.5 ps time interval, was sequentially presented.

The bubble was generated at first underneath the water surface in Fig.2(b). With
further transmission of laser beams through the growing bubble, local vaporization con-
tinued and the bubble diameter was enlarged and bubble length was elongated in Fig.
2(c)-(h). The leading edge of conically shaped cavitation bubble was separated and the
split part collapsed due to excited by exposures of pressure waves in Fig. 2(i)-(1). Then the
bubble column length became shorter, and a portion was slit, and collapsed repeatedly,
which eventually decreased the transmission of laser energy as seen in Fig. 2(m)-(x).

Figure 3 shows the time variation of bubble column length L measured from the
surface. L was estimated from the sequential high-speed video images of every 55.5 us
interval. Open circle designates the point in Fig. 2(a)-(x). The bubble length L was
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Fig. 2. Sequential photographs of COg laser-induced bubble column. (interframe 55.5us, expo-
sure time 46us, the frame interval of 277.5us)
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Fig. 3. Time variation of CO2 laser-induced bubble column.
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increased with time during ¢ = 0~28 ms at the specified time instant. The average
growth rate of bubble column was 2.1 m/s and the maximum length was 59.7 mm at
28.3 ms.

3.2 Laser-induced excavation in muddy water

Pulsed CO; laser beam irradiation onto the biotitegranite specimen submerged at 50
mm depth from muddy water surface is shown in Fig. 4 (left). The direct laser beam
irradiation produced about 5 mm diameter damage pattern on the specimen surface.
While shifting the irradiation spot as shown in Fig. 4 (right), the damage pattern hole
moved in about 15 mm in maximum diameter. A maximum depth of 48 mm was achieved
on the specimen surface.

At short time after laser beam irradiation onto the specimen surface, the biotitegranite
surface was instantaneously molten and the melt immediately became spherical shape
due to the surface tension of molten rock and the rate of its quenching in muddy water
environment. Spherical translucent glass beads so far formed were eventually ejected from
the bottom of the hole as seen in Fig. 5 (left). Figure 5 (right) shows the histogram of
the spherical glass bead diameter. It was ranging about 0.2 to 3 mm in diameter, 0.98
mm in average.

Figure 6 shows the photographs of pulsed COs3 laser beam irradiation on biotitegran-
ite submerged at 50 mm depth in water and the interframe time of 52.5 us, exposure
time of 47 us. Laser-induced bubble column front reached the specimen surface and the
illumination was observed by reflection of laser beams through/ from the bubble column
as seen in Fig. 6 (a). Then after about 11 ms, molten biotitegranite particles were ejected
from bottom layer in Figs. 6 (b), (¢) and (d). The SiOy component of the molten bi-
otitegranite became spherical shape. The glass beads were driven by a shock wave and
laser-ablation induced bubble formation at the bottom of the excavation hole.

Fig. 4. Photographs of pulsed CO; laser beam irradiated on the biotitegranite submerged at
50 mm depth from water surface in muddy water and the excavation hole of the biotitegranite
specimen.
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Fig. 6. Photographs of pulsed CO2 laser beam irradiation on biotitegranite submerged at 50
mm depth in water.

4 Conclusion

A result of shock wave and bubble generation indued by pulsed COq laser beam irradia-
tion into muddy water were presented. The results obtained are summarized as follows:

(1) The process of 5 kW pulsed COx laser-induced bubble column formation was visual-
ized by directly with high-speed recording. CO3 laser generated bubble column was
about 60 mm in length and oscillated.

(2) Pulsed CO3 laser beam irradiation on the biotitegranite submerged at 50 mm depth
from muddy water surface. We succeeded to excavate holes of 15 mm in diameter
and 48 mm in depth on the biotitegranite surface. Molten layers of biotitegranite at
the bottom of the hole instantaneously shaped into glass beads ranging about 0.2 to
3 mm in diameter and were eventually ejected from the bottom of the hole.

Acknowledgement. The authors wish to acknowledge Messrs. T. Akama, T. Ogawa, S. Hayasaka,
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Nonequilibrium ionization of iron nanoparticles
in shock front

A. Drakon, A. Emelianov, and A. Eremin
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Summary. Experimental observations of ionization in a front of a weak shock wave(2.5<M<3.8)
propagated in inert gas with small admixture of iron nanoparticles were performed. Estimated
effective ionization energy showed the values more than ten times less than the work func-
tion of bulk iron, which is clearly indicated nonequlibrium nature of the process. Evidences of
theoretically predicted zone of the charge separation in front of shock wave were observed.

1 Introduction

In a number of recent studies the considerable nonequilibrium effects in a relaxation zone
of shock wave were observed [1-3]. It was shown that most effectively these processes are
developed in relatively weak shock waves in the light gases with a small admixture of
heavy molecules [2]. Recently, interest to this problem was excited by the experimental
evidences of intensive peaks of radiation in the mixtures containing small additives of
metal carbonyls Fe(CO)s5 [4] and Mo(CO)g [5]. In both works two various mechanisms
of this phenomena have been discussed. The first one links the observed radiation peaks
with the high energy collisions in the zone of translational relaxation of shock wave
front. The second mechanism assumes, that radiation arises due to the fast recombi-
nation of metal atoms formed as a result of immediate decay of carbonyl molecules in
a relaxation zone of a shock wave. Independently of real mechanism simple evaluations
show that summary energetic barrier for an excitation of observed radiation may amount
about 8 eV. Such value can be sufficient for ionization of metal clusters [6]. Since the ef-
ficiency of high-energy collisions increases with the growth of cluster-gas molecules mass
ratio R = M/m [7], it is especially likely, that the effect of nonequilibrium ionization can
be observed in the mixtures, containing iron nanoparticles consisting of 10%-10° atoms.
Appearance of free electrons and heavy positively charged particles in front, in turn,
may result in a number of electrodynamic effects, caused by a considerable difference of
mobility of oppositely charged particles [8-10].

The goal of this study was the experimental investigation of nonequilibrium ionization
processes in shock waves propagating in gas mixture at room temperature, containing
electrically neutral iron nanoparticles.

2 Experiment

For creation a dredge of iron nanoparticles at room temperature ahead of shock wave an
effect of nanoparticle photosynthesis under the influence of UV radiation on Fe(CO)5 con-
taining gas mixture was used. According to results of [11], after exposure of UV radiation
on the mixture of 1%Fe(CO)s + Ar due to photolysis of Fe(CO)s a supersaturated vapor
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oscillograph
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(632 1m)

Fig. 1. (a) Electronic microphotography of iron nanoparticles samples, formed during UV-
photolysis of Fe(CO)s vapor, (b) Experimental setup

of iron atoms is generated, which immediately condense into spherical nanoparticles with
diameter 20-40 nm (see Fig. 1a). For that goal shock tube was equipped with the powerful
source of UV radiation (4KW xenon lamp) with focusing reflector (Fig. 1b). Radiation
was brought into shock tube trough the quartz window in its flange. Directly before shock
wave start an investigated volume of shock tube was irradiated during 20 s, which re-
sulted in Fe(CO)5 photolysis, supersaturated iron vapor formation and its condensation
to clusters. The process of clusters formation was registered by extinction measurements
at wavelength 632 nm. For the measurements of free electron concentration the shock
tube was equipped by high-sensitivity electric probes of a special design. Diameter of a
probe was 6 mm, the electric voltage on the probes could change in a range -90 + +90 V.
For the absolute calibration of the probes a special series of test experiments with the
argon containing a natural impurity of sodium was carried out. According to the data of
the previous study [12], the natural contents of sodium in the majority of gases (argon,
nitrogen, air) is rather stable and equal (24:1)*107°%. In Fig. 2a the characteristic profile
of voltage change on a probe with potential +50V behind shock wave at the temperature
T = 1710 K is given. Sodium ionization kinetics and achievement of equilibrium level of
the signal are clearly seen. In the following Fig. 2b the calibration curve of the probes at
U = 450 V is shown. Thus, carried out calibration experiments have shown, that sen-
sitivity of a probe is sufficient for measurement of concentration of electrons from >108
cm ™3, and the resolution time is determined exclusively by the size of a probe and the
shock wave velocity.

Experiments in the mixtures containing iron nanoparticles were carried out at rel-
atively low intensity of shock waves (2.5<M<3.8), so equilibrium temperature behind
shock wave Ty amounted less than 1500 K and no any equilibrium ionization of easy-
ionized admixtures could be expected. Nevertheless, probes have recorded the clearly
seen peaks of electron current during shock wave propagation in the mixture, containing
iron nanoparticles. In Fig. 3 typical oscillograms observed in experiments are shown.

Upper graph is the extinction of laser beam, which shows an initial extinction of cold
particles before the shock wave, a schlieren-peak of shock wave front propagation and
the following level of attenuation of beam which is proportional to the particles volume
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U = +50 V, (b) Calibration curve for the probe
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Fig. 3. Typical oscillograms

fraction. Lower plots show the signals of electron current from the probes, which appear
few microseconds earlier and disappear few microseconds later than laser schlieren-peak
in accordance with the longitudinal size of the probes (6 mm). Amplitude of measured
signals varied from 2 up to 20 mV, which corresponds to the concentration of electrons in
the range 103-10° cm~3 (see Fig. 2b). Since the mean particle size was about 10® atoms
and assuming that all Fe atoms of Fe(CO)s5 were condensed in nanoparticles, the concen-
tration of particles before shock wave was about 101 cm™3. Thus, due to nonequilibrium
processes in a shock wave front only one of 10-100 particles has ejected an electron. It
ought to be remarked that peaks of electron current were observed from the probe with
positive voltage as well as from the probe with negative voltage up to -50 V, which is
the evidence of existence of zone with significant negative potential in a front of a shock
wave.

Intensity of both signals grew at increase of Mach number of shock wave and rapidly
fell down at pressure decreasing. In the next Fig. 4 all data about maximum amplitudes
of increase of the negative voltage on the negative probe normalized on initial mixture
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Fig. 4. Maximal amplitudes of increase of the negative voltage on the negative probe in different
carrier gases with admixture of iron nanoparticles

pressure measured in different carrier gases are summarized. It is clearly seen that the
most sharp increase is observed in helium and the most gentle — in neon. The similar
behavior of signals was observed on the probe with positive potential. Thus, the obtained
data showed that with the rise of the intensity of a shock wave and the decrease of the
weight of carrier gas not only concentration of electron, but also the value of negative
potential in front zone were increasing.

3 Discussion

Obtained data are the first evidences of weakly ionized nonequilibrium plasma formation
in the front of the weak shock wave propagated in inert gas containing iron nanoparticles.
Preliminary analysis already allowed to claim that in front of shock waves with Mach
number more then 2.5 free electrons are appearing and due to their fleeing from ionized
nanoparticles a zone with negative potential is forming. Charge separation effect in front
of shock wave was predicted in a number of theoretical studies [8-10]. These effects could
be the most strong at small concentrations of charged particles (large Debye radius) and
the large difference in mobility of oppositely charged particles. Performed experiments
completely met these conditions. Measured electron concentrations (108-10° cm™3) cor-
respond to ionization less then 10710, Mass ratio of positively charged particles and
free electrons equals approximately 10! for particles containing about 10% atoms. Thus,
appearance of zone of separation of rapidly accelerated electrons and slow positively
charged particles seems rather probable. Since the potential difference in front zone has
to increase with the intensity of charge separation effect, it is reasonable to assume that
the value of negative potential in the zone of fleeing electrons would be proportional to
the velocity of neutral atoms flow in front of the wave. That assumption is qualitatively
confirmed by the next Fig. 5 where ratio of peaks on negative (U_) and positive (Uy)
probes (reflected the value of negative potential in front zone) is plotted as the function
of flow velocity behind shock waves in different gases. Another important characteris-
tic of observed phenomenon is the dependence of measured electron concentration on
intensity of shock waves. Assuming, that the primary mechanism of electron appearing
was an ionization of iron nanoparticles in their collisions with inert gas atoms in the
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Fig. 5. Ratio of peaks on negative (U_) and positive (UL ) probes as the function of flow velocity
behind shock waves in different gases

front of a shock wave, it is reasonable to assume that the probability of electron detach-
ment should be proportional to the factor ~ exp(-2E.fs/mu?), where E.s¢ — effective
ionization energy (electron work function) of iron nanoparticles, mu?/2 — mean kinetic
energy of carrier gas molecules in front of shock wave relatively to the particles before
the front. For the other hand the concentration of free electrons n, emitted from the
particles under collisions with fast carrier gas atoms of the shock front should be pro-
portional Ni*ny , where Ny is concentration of nanoparticles before the front and ns is
gas atoms concentration behind the front. Then, general intensity of the effect and, con-
sequently, integral yield of free electrons, is proportional mass ratio R = M/m. Thus we
can assume that observed maximum values of electronic potential on both probes should
be proportional U ~ N1*ny*R. In the next Fig. 6 the results of all carried experiment
are shown as generalized dependence In(U/(N;*ns*R)) ~ 2/mu?.

One can see that offered empirical relation successfully described the obtained data.
Notable that the value of effective ionization energy Ecys, derived from the slope of this
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Fig. 6. Boltzmann dependence of measured potentials in a shock wave front in the different
carrier gases with admixture of iron nanoparticles on the mean kinetic energy of gas molecules
in a shock heated flow
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plot , is merely ~ 0.3 eV, that is about 14 times less than the work function for bulk iron.
The reason of this discrepancy is most likely the nonequilibrium velocity distribution of
carrier gas molecules within shock wave relaxation zone and, thus, inadequacy of term
,,mean kinetic energy” under such conditions. In fact, last achievements in Boltzmann
equation solution [2] and especially in DSMC of molecular velocity distribution function
transformation [13] in a shock wave front show, that the most essential deviation from
the equilibrium are expected in the far high energetic wing (E > 30E,) of distribution
function. Therefore the quantitative evaluation of the role of high energy collisions in a
shock wave front in observed phenomena of nonequilibrium ionization of iron nanopar-
ticles must be the subject of particular investigation, which is out of frame of present
work.

4 Conclusion

A first experimental observation of nonequilibrium ionization and charge separation in
front of a weak shock wave propagated in inert gas with small admixture of iron nanopar-
ticles are performed. The peaks of electron concentration from 10® up to 10%cm ™2 in front
of shock waves with Mach number from 2.5 up to 3.8 have been observed. Besides that
the increase of the negative voltage on the probe with negative potential up to -50 V was
also registered, which is a hint of existence of zone the charge separation in a front of
shock wave.

Acknowledgement. The support of this study by the Program P-09 of Russian Academy of
Sciences and RFBR is gratefully acknowledged.
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1 Introduction

One of the important subjects of high-speed gasdynamics is the two phase flows of gaseous
media loaded with small solid particles (dusty gases). The research field is directly linked
to many important applications, such as shock wave interactions with solid particles in
a solid-fuel-booster nozzle, high speed flight in the rain, snow, or dust, etc. Accordingly,
numerous works on the subject have been reported over the last several decades [1-4].
High-speed flows in dusty gases, especially unsteady ones such as those in a dusty gas
shock tube, are quite different from their pure gas counterparts due to momentum and
energy exchange between gas and solid particles. The solid particles cannot follow rapid
changes in the gas velocity and temperature, exhibiting non-equilibrium shock regions
behind shock fronts. The objective of this paper is to quantitatively investigate the effect
of unsteady drag force on the structure of this non-equilibrium region behind shock waves
traveling through a dusty gas.

One of the crucial parts of dusty gas shock tube flows is drag force modeling by which
the interaction between gas and solid particles are defined and, in general, even steady
drag force formulae for a sphere are used. This practice, however, may cause some errors
for extremely time-dependent flows such as highly dust laden strong shock tube flows.
Our recent work showed that the drag coefficient of a sphere passing through a shock wave
is extremely time-dependent and shows even negative values for certain period of time
due to complex wave interactions [5,6]. In this paper, the non-equilibrium region behind
the shock wave traveling through a dusty gas is numerically calculated by implementing
unsteady drag forces obtained from the work. The significance of the effect of unsteady
drag coefficient has been noted and discussed in the past. However, as far as the authors
know, not many quantitative investigations on the subject have been reported, and this
work is, based on experimental findings, one of very few self-consistent works on the
subject.

2 Unsteady drag force of a sphere passing through a shock wave

The unsteady drag force acting on a sphere was experimentally measured [5,6]. In the
experiments, an aluminum alloy sphere of 80 mm diameter was suspended by thin wire
in a 300 mm x 300 mm vertical shock tube. The test section of the shock tube is filled
with atmospheric pressure air at room temperature of 293 K. The shock Mach number
Ms is 1.22 and the propagation velocity is 414 m/s. Therefore it takes about 500 us for
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the shock wave to pass the sphere model. The force acting on the sphere is measured by
a piezoelectric accelerometer (Endevco 2250A-10).

Numerical predictions of the drag forces for different sphere diameters, i.e. from 8 ym
to 80 mm, are also carried out. The axisymmetric Navier-Stokes equations with continuity
and energy equations are numerically solved. The numerical result for 80 mm diameter is
compared with the experimental data for validation and good agreement was obtained.

Figure 1(a) is reproduced from [6] and shows unsteady drag forces for different sphere
diameters. It is noticed here that the drag coefficient is, in principle, defined for steady
flows but in this paper, for the sake of simplicity, we define it as unsteady drag force
devided by dynamic force behind the incident shock tube flow. The ordinate of the figure
is the drag coefficient of a sphere that is defined as,

2f

Ca= pol2r? (1)
where f is the drag force exerted on the sphere and, r the radius of the sphere. The
symbols py and Up, respectively, are the characteristic density and velocity taken as
the values behind the incident shock wave in the present case. The abscissa is the time
normalized by a characteristic time that is defined by, r/+/RTp or ry/v/ao where R and
~ are the gas constant and the specific heat ratio, respectively. Symbols Ty and ag are
the temperature and the sound speed ahead of the incident shock wave. The value of
VRTp=292 m/s is used throughout the work. The trace with high frequency noises in
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Fig. 1. Unsteady drag coefficient: (a) Experimental and numerical results for different diameters
with Ms=1.22, reproduced from [6]; (b) Numerical results for different shock Mach numbers with
fixed diamter of 8 mm

Fig. 1(a) is the experimental data. It is found that the numerical result and the measured
data for 80 mm diameter agree quite well and the numerical one is not shown in the figure
for clarity. Also the numerical result of 80 mm diameter is nearly the same as 8 mm one.
The most pronounced feature of all traces is that the drag coefficient rapidly increases
when the shock wave arrives at the front stagnation point of the sphere. It takes a
maximum value at around the normalized time t=1, and then falls to a minimum value
at t=3 to 4. The value of the minimum is smaller for larger diameter and is even negative
for the sphere diameters of 80 mm and 8 mm. The drag coefficient slowly approaches to
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its asymptotic value afterwards. In this study, another series of drag force computations
for different shock Mach numbers was carried out with a fixed diameter of 8mm. The
incident shock Mach numbers are 1.05, 1.1,1.22, 2, 5 and 10 and the results are shown in
Fig. 1(b).

3 Quasi-steady analysis of non-equilibrium region behind the
shock wave

3.1 Basic equations

Once the velocity and the temperature of gas and solid particles are equilibrated at
some distance behind the shock front, the fully developed flow structure of the non-
equilibrium region, between the equilibrium region and the shock front, propagates at
a constant speed. Then the flow configuration can be regarded as steady relative to the
shock front and is numerically obtained by integrating a set of steady equations of mass,
momentum and energy conservations [7].

The drag force D and the heat transfer rate @ of a solid particle are expressed via
the drag coefficient Cy in Figs. 1 and the Nusselt number Nu as:

D = éﬂdzp(u—ud) lu — uq| Cq (2)
_ mdpCy
Q=" —o)n Q

where u, T and C), are the flow velocity, temperature and the specific heat of the gas. The
symbols ug, @, Cy and d are the velocity, temperature, specific heat and the diameter of
solid particles, respectively.

The Nusselt number Nu depend on the particle Reynolds number and determined from
the references [8,9]. The viscosity coefficient is assumed to depend only on temperature
and evaluated by Chapman and Cowling [10] and the Prandtl’ number Pr is assumed
0.75.

3.2 Characteristic scales of dusy-gas flows

Some reference scales characteristic to dusy-gas flows are defined. The characteristic

velocity is defined as:
QA f ref Dref p
tper = U ZV :¢1, (4)
Nai Pref P1

where the subscript 'ref’ indicates the reference state and the values per and prer are
defined from the initial pressure (p; = 101.3 kPa) and density (p; = 1.293 kg/m”) of
the test gas. The symbol ay .ot referes to the frozen sound speed of the initial state of
the test gas. It is shown that the following characteristic quantity [ has the dimension of
length [2]:
8 4 4
1= S =gy (5)
7"-prefd 3 Pref 3 P1

where p, is the particle material density. The reference length [ is used as the length
scale in this study. Therefore, the reference time is defined as 7 = I/uyer. The ratio of
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mass concentrations « and the ratio of the specific heats 3 are difined as characteristic
parameters of dusty gases as:

Ovref C’m
= bl = 7 6
Pref ﬁ Cv ( )

where o is the initial mass concentration of the solid particles and C), is the gas specific
heat at constant volume. The value of (3 is assumed to be unity in this study.

4 Numerical results and discussions

Structures of nonequilibrium region behind a shock wave front obtained with the steady
and the unsteady drag coefficients are calculated. It is observed in Fig. 1 that the drag
coefficient varies significantly with time just behind incident shock waves and then ap-
proaches to an asymptotic value. We assume that this asymptotic value is the steady drag
coefficient and the first series of calculations (Case 1) is obtained with this steady drag
coefficient. The second series of calculations (Case 2) is carried out with the unsteady
drag coefficients deduced from the experimental and numerical results shown in Fig. 1.

4.1 Numerical results for Ms = 1.22

(a) (b)

p
sp(x10%)

1F 4

X 20 30 0 10 20 30

Fig. 2. Pressre profiles for Ms=1.22: (a) Case 1 and Case 2, (b) Difference between Case 1 and
Case 2

Figure 2 compares the pressure profiles obtained for Case 1 and Case 2. As expected,
the difference between them is so small that the curves of Case 1 and Case 2 overlap
with each other in Fig. 2 (a). The difference between the two curves is taken and plotted
in Fig. 2 (b). This way the effect of the unsteady drag coefficients is clearly observed. It
takes a maximum value of about 0.16% of the initital pressure behind the incident shock
wave.

The gas density and the particle concentration are shown in Fig. 3 in the similar
manner as in Fig. 2. It is seen that the difference of the particle concentration between
Case 1 and Case 2 takes a maximum not at the shock wave front but at around x=2
while the difference of the gas density takes maximum just behind the shock wave front.
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Fig. 3. Gas density and particle concentration profiles for Ms=1.22: (a) Case 1 and Case 2, (b)
Difference between Case 1 and Case 2

4.2 Numerical results for different Mach numbers

Investigations of the effect of unsteady drag force for different incident shock Mach num-
bers are carried out. Figure 4 shows the differences of Case 1 and Case 2 in the profiles of
gas and particle concentrations. It is seen in Figure 4 (a) that dp has a spike at the front
and has a maximum some distance behind the shock front for Ms=1.05. When the shock
strength is increased the maximum values occure at shock front. Particle concentration
in Case 2 becomes significantly larger than that in Case 1 as the shock Mach number
is increased. It is found that the effect of the nominal unsteady drag coefficient is more
significant for smaller shock Mach numbers. This is due to the fact that the relative
significance of the momentum and energy exchanges between gas and particle phases in
the initial stage is less for stronger shock waves.

12

Ms =105 10F  Tms-100 1
10F g -~

8p, 80 ( x10")

%
----dc

(b)

Fig. 4. Gas and particle concentration for different Mach numbers: (a) Ms=1.05, (b) Ms=10;
r=4 mm

4.3 Numerical results for different mass ratios

The ratio of the particle concentration to the gas density « is an important characteristic
parameter. Profiles of flow properties with a=10 are calculated and compared with the
previous results for a = 1. Pressure profiles with o = 10 and 1 are compared in Fig. 5.
The effect of unsteadiness of the drag coefficient becomes much more significant with
increased value of . The pressure difference between Case 1 and Case 2 is more than
4% with o = 10 while it is only 0.16 % when a = 1.



918 T. Saito et. al.

10°

5 10 15 20
X

Fig. 5. Comparison of pressure profiles with different particle concentrations @ = 1 and a = 10,
r = 4mm and Ms=1.22: solid line; o = 10, broken line; o = 1

5 Summary

The effect of time dependency of drag coefficient on dusty gas flows is numerically inves-
tigated. Dusty gas flows involve many characteristic parameters and we do not intend to
clarify the effect for wide variety of their combinations. Instead, we have quantitatively
investigated it for some typical cases including our previous works.

It is found that the effect is more significant for lower shock Mach numbers and higher
values of the parameter « that is defined as the ratio of the particle mass concentration
to the gas density. In general, when the value of « is of the order of unity, contribution
of unsteady drag force to flow structures is less significant. However, for dusty gases
with higher loading ratio, the effect of unsteady drag force becomes more significant.
We plan to verify the usefulness of the present drag force model by performing series of
experiments.
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Summary. We employ AUSM*-up to obtain numerical results for studying the deformation of a
droplet and an air bubble impacted initially by a passing shock wave, which triggers sequences of
an enormously complicated flowfield. Multiplicate shock and rarefaction waves, and contact /slip
surfaces have developed and interacted with each other, resulting in incredibly fine structures.
Further analysis of the results yields useful insight into the behavior of interface dynamics,
providing a new light on the path to understanding of droplet breakup and jet formation.

1 Introduction

The existence of fluid interfaces is a distinct property in many multiphase flows; of-
ten they give rise to interesting complex interfacial instabilities and mixing phenomena.
Meanwhile, these also pose considerable difficulties in numerical simulation, because the
evolution of fluid interface strongly affects the bulk flow field and vice versa. Moreover,
the topology of the interface can become extremely complicated to handle algorithmi-
cally, as evident in the case of droplet breakup. Numerical results may be afflicted with
excessive numerical smearing or catastrophic failure. The problem becomes more chal-
lenging when the fluids under consideration have significant disparity in compressibility
and density, such as between water and air, where a small imbalance in water density
can result in large oscillations in the calculation of pressure. The problem becomes even
more stiff if the shock wave and the fluid interface are present simultaneously.

For the current study, we focus on two interface problems in which the motion of
interfaces are initiated by an impacting plane shock wave. The first problem is a freely
suspended axisymmetrical liquid droplet impinged by an air stream, while the second
one is the opposite, an air bubble being impacted by a liquid stream, but leading to two
vastly different scenarios.

2 Mathematical modeling and numerical simulation

Contending that direct numerical simulation is still unable to resolve the scales encoun-
tered in the problems of interest, we resort to employing the averaged, coarse-grain
models [4,7], or the so-called two-fluid model. As in their turbulence counterparts, major
difficulties arise in finding appropriate closure forms (modeling) for the interaction terms
introduced during the averaging procedure.

Under this two-fluid model, we adopt the assumption in which the bulk and interfacial
pressures of all phases are in equilibrium [7]. The bulk pressure for gas and liquid phases
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are represented by the ideal and stiffened gas laws respectively. The interfacial pressure
model adopted is originally proposed by Stuhmiller [15] and modified later [3,9].

One of the numerical issues concerning the above set of equations is that it is non-
hyperbolic, giving rise to questions such as ill-posedness, which may be manifested as
numerical instability and non-convergence. Even though this subject has been brought
up frequently in the past publications, mostly for incompressible low speed flows, it has
become clear lately that this subject remains open, especially in the high speed regime.

Necessary conditions for rendering the system of equations hyperbolic can be derived
[3], involving the solution of a quartic equation, which must be obtained numerically; a
detailed account of this subject is provided for a wide range of benchmark problems [3,10].

For the current simulation of interface deformation between air and water, we are
employing the capturing approach, rather than the tracking approach, for it is much
simpler to deal with complex topological changes, as in atomization of droplets, but at
the expense of losing sharpness at the interface. The extent of smearing however can be
minimized with an improved numerical method.

The numerical method employed in this study is the AUSM™-up [2, 8] applied to
the discrete balance laws of liquid and gas fields, in combination with the stratified flow
concept [14]. The derivation of balance laws at the discrete level, i.e., control volume in
the Eulerian frame, turns out to be very instructive in guiding the formulation of the
numerical method for physical fluxes at the control surfaces [2]. The method has been
found to be robust and accurate for several applications in our previous studies [1,2].

3 Problems involving interface deformation

3.1 Shock-driven deformation of a droplet

Many applications involve dynamics of droplets, such as ink jet, fertilizer application,
fuel atomization, chemical agent dispersal, etc. The entire evolution, from deformation
to breakup, is extremely complex, the interpretation of experimental observations is lim-
ited by perspective views of apparatus, thus hampering the development of a complete
theory /model. However, with advances in optics technology, recent findings shed un-
precedented insights, allowing a more complete description of the dynamic event from
surrounding angles [13,16], for a shock wave passing over a wall-bounded liquid drop
and a freely-suspended drop respectively. Both experiments place optical views at angles
oblique to the conventional “side view”. As a result, rather startling scenarios about the
breakup of a drop has been discovered [16], concluding that there is no Rayleigh-Taylor
waves piercing the drop. Instead, they found that an essentially mirror-smooth area in
the center persists for several hundred us, see Fig. 1, while a radially outward flow creates
a roughened “muffin-like” periphery. Similar description is also found for a wall-bounded
drop [13] in which front, side and back views are depicted. However, events occurring
inside a drop are still unavailable experimentally.

Numerical approach, on the other hand, can provide ab initio deformation, giving an
enormously rich description of the dynamics, not only outside but also inside the drop
[2]. As a first step to provide confidence in numerical solution of this very complicated
problem, we show in Fig. 2 the numerical and experimental snapshots for a drop exposed
to a moving shock of My = 3.0 in air. By observation, it is worth noting that: (1) the
back and frontal faces are flattened nearly to the same extent, (2) the “muffin-like” shape
is formed with its peripheral region roughened in a wavy fashion, and (3) the numerical
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Fig. 1. Laser-induced fluorescence images of a Tri-Butyl-Phosphate drop, flow goes from top
to bottom in each frame. Bottom row: side view; Top row: front oblique view at an angle 60
degrees from the flow direction [16].

t=24.0pus

Fig. 2. Comparison of snapshots for the shock-droplet interaction problem. Left: experimental
result of a deformed Tri-Butyl Phosphate drop by a shock wave of M, = 3.0, We = 30, 000 [16].
Right: computed schlieren for M, = 3.0 and We = oco.

result gives evidence that shock wave once transmitted into the drop is trapped inside; it
is reflecting back and forth within the drop, with little transmitting out, and is creating
a low pressure, cavitating region near the rear stagnation point.

To the 2D cylindrical drops calculated previously, we now add the simulation of an
axisymmetrical (spherical initially) drop; sample results are depicted in Fig. 3, along with
a comparison with the 2D results at the same instants. In general, their appearances are
qualitatively similar, quantitative differences are also obvious. For the spherical droplet,
the shock reflection patterns accompanying with the leading shock is more complex, in
which a vortical structure emanating from the triple point has interacted with the Mach
stem and resulted in a different type of shock reflection. Also, the shock stand-off distance
is, as expected, significantly shorter.

3.2 Microjet

Recent interest in medical applications of bubbles has renewed research efforts towards
the classical topic of bubble dynamics, especially the high-speed jetting due to bubble
collapsing. Examples of applications include the drug uptake enhanced through micro
bubbles [6] and ultrasound diagnostics [11]. But, the collapse of a bubble, if not being
controlled properly, can also have undesirable side effects of damaging tissues [5]. Thus,
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1=4.0 us t=28.0 us

1=4.0 ps

Fig. 3. Images of various instants for 2D (top) and axisymmetric (bottom) shock-droplet inter-
action problem.

it is important to fully understand the behavior of bubble deformation and collapsing
and to know its maximum intensity, e.g., in terms of kinetic energy.

In this study, we attempt to understand the forming of jet by a shock impacting on
an extruding curved surface separating water and air columns in a tube, resembling the
setup in experiment [12]. Two liquid tubes of diameters of 0.445 mm and 0.29 mm are
considered, as shown in Fig. 4. The curved surface is represented as an arc segment of
a sphere of radius R, intercepted by the tube of radius R, thus the captured spherical
surface is included by a cone angle ¢ = w — 20 where 6 is the contact angle between the
tangent at the intercept and the tube wall. Each diameter takes several tangent angles
in the study. The Weber numbers, based on the surface tension between water and air,
range from 3,900 to 7,000 for all the cases calculated, hence ignoring the surface tension.

Shockwave Water Air
r
4

Fig. 4. A schematic of the microjet problem.

Typical sequences of jet formation, taken in experiment [12] are depicted in Fig. 5,
together with the calculated pressure contours. Both show that the curved interface
is flattened by the impacting sock wave and the central area which is subject to the
greatest pressure now moves at the fastest speed, beginning to form a cusp-like jet. The
jet continues to accelerate and at the same time is slowed down by the low pressure
behind it, thus reaching a maximum speed and decelerating subsequently.

The fluid velocity behind the moving shock is 21 m/s, but the velocity generated in
the jet flow, due to the collapsing - forming a singularity at interface, can reach almost
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Fig. 5. Images of jet-formation sequences from experiment [12] and computation, in which the
calculated jet boundary is denoted by the white lines.

130 m/s! The maximum jet velocity attained for a given shock strength has an interesting
geometrical interpretation: it depends only on the ratio of the area exposed to the shock
wave to its projection onto the shock wave, A,..

ATR2$/2 RN*[, 4 R
A = WWC}?Q/W:<R> [Q—Warccos<Rc>} (1)

Figure 6 confirms that a single curve is obtained, irrespective of tube diameters. It
also suggests that the maximum velocity is bounded, attaining an asymptotic values
that should be determined by the shock strength. Measured maximum velocities [12] are
also included for reference; discrepancies between the calculations and measurements are
obvious. It is probably premature to draw any conclusion about it since data points are
scanty, but clearly indicating the need for detailed data.
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Fig. 6. Maximum jet velocity vs area ratio, showing independence of tube diameters.

As shown in Fig. 6, it is remarkable that the Strouhal number, St, remains essentially
constant for all cases, if it is based on quantities when ., is reached. That is,
T

= w 2
St= " lune )



924 M.-S. Liou, C.-H. Chang, H. Chen, J.-J. Hu

4 Conclusion

A numerical investigation for studying the interface deformation of a droplet and a bub-
ble, separately initiated by a passing shock wave, was conducted. Enormous details rich
in physics were revealed, especially in the case of droplet, shedding light on the path to
the breakup. It is suspected that the dynamics inside the drop is as important as that
outside, and may play even a critical role. For the bubble problem, the jetting resulting
from the morphological change of interface curvature, from bowl to cusp-like, is obtained,
yielding a remarkable result about the maximum jet velocity: (1) it is dependent only on
the area ratio between the exposed and projected areas for a given shock strength and
(2) the Strouhal number based on the condition at this velocity is essentially constant
for all area ratios.
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Summary. Due to the exceptional high inlet pressure up to 2000 bar flow dynamics and ef-
ficiency of modern injection systems are controlled by high frequency wave dynamics of the
compressible liquid flow. Corresponding to alternating shock and expansion waves the liquid
fluid evaporates and recondenses instantaneously. Here we present CFD simulations of the time
accurate evolution of cavitating flows in 2-D plane and in 6-hole injection nozzles with focus on
the wave dynamics just after initialisation of the flow and within the time scale At < 107* s
of pilot and multi-point injection. Due to shock reflections at the bottom of the sack hole the
instantaneous maximum pressure increases more than three times higher as compared with the
prescribed pressure at the nozzle inlet. For instance, in case of an inlet pressure of 600 bar the
maximum pressure in the sack and therefore ahead of the nozzle bore holes reaches about 2100
bar. It is quite reasonable that this amplification of the pressure effects the evolution of the
convective flow and therefore the mass flow through the nozzle bore holes.

1 Introduction

Recent developments of fuel injection systems include increasing pressure differences
Ap = Pin — Pour up to 2000 bar, as well as individual mass flow control strategies by pilot
and multipoint injection with time scales of At < 10~* s. Therefore, the arising flow field
inside the injection nozzle experiences variations on multiple time scales. The shortest one
corresponds to the propagation of non-linear waves and hence, it is inversely proportional
to the speed of sound ¢j;; = O(1500) m/s. An additional time scale is defined by the local
flow velocity u which varies within the interval 0 < u < 400 m/s during the injection
cycle. As wave dynamics and hydrodynamics are strictly coupled, separate consideration
of these scales is not possible. Thus, the necessary temporal discretization Atcrp requires
the resolution of the shortest time scale which enforces numerical time steps of the order
of 10710 5. Besides these flow dynamic scales, the injection cycle introduces a time scale
Atinjec = 1073 s as well. Consequently, all scales with 10719 < At < 1073 s interfere
with the dynamic phase transition processes like cavitation and recondensation.

The present investigation focuses on the analysis of the flow field inside 2-D plane and
3-D injection nozzles. Furthermore, a detailed study of the short time flow characteristics
at each time scale is performed.

2 Physical Modelling and Numerical Method

2.1 Physical Modelling

In order to resolve wave dynamics in two-phase flows, a fully compressible formulation
of the 3-D time dependent Euler equations is necessary. Phase transition is modelled
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according to the “Homogeneous Equilibrium” approach, which describes integral average
properties of vapour clouds rather than discrete bubble dynamics. The working fluid
is water, the thermodynamic properties of water and vapour are expressed by thermal
and caloric equations of state, whereas temperature dependent saturation conditions
define the two-phase region. The local speed of sound c is calculated according to the
corresponding thermodynamic states.

2.2 Numerical Method

Together with the conservation law of total energy the governing equations are hyper-
bolic in time. Thus a Godunov type method is well suited to calculate the fluxes of
the finite volume method. Therefore, an approximate solution of the Riemann problem
across adjacent cells is required [1]. However, the classical approaches require substantial
modifications to achieve accurate solutions in regions of pure liquid where M — 0 (low
Mach number problem). Hence, we developed a modified pressure flux calculation which
ensures accurate solutions for M — 0 as well [2]. The time integration of the semi-discrete
equations is achieved by an explicit 4-stage Runge-Kutta method with enlarged stability
region. Non-linear reconstruction procedures (WENO-3, Van-Leer) ensure high resolution
in space. Our recently developed flow solver CATUM (CAvitation TU Munich) is thus
second order accurate in space and time. Time accurate resolution of all arising scales in
the injection system requires numerical time steps of the order of Atgpp = 10710 s.

At the outlet of the discretisized surrounding domain, weakly reflective boundary con-
ditions are applied. Contrary to classical non-reflective boundary conditions, a prescribed
Pressure Pout,miz 1S ensured asymptotically. At the inlet similar boundary conditions are
applied, p;, now resembles the rail pressure. According to the Euler model we presume
inviscid adiabatic flow at solid walls.

3 Simulation Results

3.1 2-D Injection Nozzle

Viep [%]
At=2210"
e N =10° ————————
1 iterations
oy cavitation engine
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10"
acoustic
10% | cavitation ”
10° I I I n I T I t[s]
10° 10° 107 10° [ 10 [0t 10°

~4.710° ~46-10° =2.2.10"

Fig. 1. Time history of the integrated vapour volume V4, [% total volume of the computational
domain], pin = 80 bar, Pout,miz = 26 bar, Atcrp = 1072 s.
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Fig. 2. Acoustic cavitation inside the bore hole, Mach number contours, at t; = 4.42 - 107° s,
time interval At1_g = 6.90 - 1()_757 Pin = 80 bar, pout,mic = 26 bar.

In order to highlight fundamental flow details we start with the investigation of a
2-D planar nozzle [3]. The numerical domain includes the nozzle as well as the outflow
region. The initial conditions for the entire numerical domain are liquid water at rest
at temperature Tj, = 293 K and pressure poyt mic = 26 bar. At the inlet we prescribe
Pin = 80 bar. Due to the initially prescribed pressure jump Ap = pin — Pout,miz = 54 bar
at the inlet, a shock wave propagates through the nozzle and builds up the convective
motion. The shock enforces a reflected rarefaction at the exit of the nozzle. In Fig. 1 the
time history of the vapour formation inside the nozzle is shown. The interaction of the
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Fig. 3. Transient rearrangement from symmetric to asymmetric cavitation, at t; = 4.54 - 107°
s, time interval At1_¢ = 3.43 - 1077 s, static pressure contours, pin = 80 bar, pPout,miz = 26 bar.
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hydrodynamic flow acceleration with the pressure drop due to rarefaction waves enforces
acoustic cavitation at time ¢ ~ 4.7-107¢ s (Fig. 2). Within 1076 s the evaporated domain
recondenses completely. Further acceleration of the flow field results in hydrodynamic
cavitation at the inlet of the bore hole. The flow and the cavitation pattern remain
symmetric (Pics. 1-2 of Fig. 3) until the intense collapse at the closure region of the
cavities induce shock driven instabilities which destroy the flow symmetry (Pics. 3-6 of
Fig. 3).

3.2 3-D Injection Nozzle

i

i

Fig. 4. 3-D 6-hole injection nozzle, geometry and corresponding grid with outflow domain. Each
60 degree section consists of 4 - 10° cells.

In order to study 3-D phenomena a 60 degree section of a multi-hole injection nozzle
is discretisized. Fig. 4 shows the geometry and the grid which consists of 4 - 10° finite
volumes. The inner diameter of the nozzle is 3.9 mm and the needle diameter is 3.26 mm.
Six cylindrical bore-holes with length 1 mm and diameter 0.22 mm are connected to the
sack volume. The inlet of the bore-holes are rounded with a radius of wall curvature of r =
0.028 mm. This ensures that the single phase flow remains attached at the nozzle inlet.
Again, the entire numerical domain initially contains pure water at rest at pous,miz = 26
bar, T+ = 333 K. At the inlet the prescribed rail pressure is p;;, = 600 bar. The needle
position is fixed at maximum lift throughout the simulation.

Figures 5 and 6 depict flow features arising at the shortest time scale At ~ 1076 s.
The initial shock reaches the convergent part of the annular gap between the needle and
the inner nozzle wall where area contraction and wall curvature enforce shock focussing
and shock deflection respectively (Pics. 1-2 of Fig. 5). Downstream of the needle tip
the shock front remains no longer planar. As soon as it interacts with the bore hole
inlets diffraction takes place. Thereby, quasi-planar shock waves propagate through the
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Fig. 5. Pure liquid wave dynamics inside the nozzle as consequence of the initiated shock
wave, time interval At1_4 = 5.36 - 1076 S, pin = 600 bar, pout,miz = 26 bar, Tinie = 333 K,
Atcrp = 10710 .

t=6.22 -10°

Fig. 6. Shock wave inside the sack-hole, pmaz = 2163 bar (left), acoustic cavitation in the
bore-holes (right), pin = 600 bar, pout,miz = 26 bar, Tinit = 333 K, Atcrp = 10710 g,
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bore holes while the primary shock focuses at the bottom of the sack. There the shock
focusing results in a maximum instantaneous pressure pp,., = 2163 bar (Fig. 6 - left).
As the shock waves reach the exits of the bore holes, reflected rarefaction waves enforce
acoustic cavitation (Fig. 6 - right).

For the prescribed pressure difference Ap = p;y, — pour = 574 bar steady state super-
cavitation is observed at t > 1074 s (Fig. 7). The resulting contraction of the effective
area decreases the mass flow to 76% of its theoretical maximum value.

Fig. 7. Steady-state supercavitation in 3-D injection nozzle, at t > 10™* s, pin = 600 bar,
Pout,miz = 26 bar, Tinit = 333 K, Atcrp = 10719 s.

4 Conclusion and Outlook

The time accurate resolution of the development of the flow inside two injection nozzles
is investigated. Thereby, special emphasis is put on different time scales that characterise
the flow features during the injection cycle. Wave dynamics dominates during the first
microseconds and leads to maximum pressures of more than 2100 bar for a prescribed
rail pressure of 600 bar. Acoustic and hydrodynamic cavitation pattern are resolved and
the arising steady state mass flow defect of 24% due to supercavitation is analysed.
Furthermore, the observed unsteady flow phenomena at 0 < ¢ < 10~% s manifest the
necessity of numerical time steps Atcrp = 10710 s in order to predict short time flow
characteristics of typical multipoint and pilot injection techniques.

References

1. Toro E.F.: Riemann Solvers and Numerical Methods for Fluid Dynamics. Springer-Verlag
1999

2. échmi)dt S.J., Sezal I.H., Schnerr G.H.: Compressible simulation of high-speed hydrodynam-
ics with phase change. In: Proceedings ECCOMAS CFD 2006 - European Conference on
Computational Fluid Dynamics, The Netherlands, CD-ROM publication (2006)

3. Schnerr G.H., Schmidt S.J., Sezal I.H., Thalhamer M.: Shock and Wave Dynamics of Com-
pressible Liquid Flows with Special Emphasis on Unsteady Load on Hydrofoils and on Cav-
itation in Injection Nozzles. Invited Lecture. In: Proceedings CAV2006 - Sixth International
Symposium on Cavitation, The Netherlands, CD-ROM publication (2006)



Shock-induced collapse of bubbles in liquid

X.Y. Hu and N.A. Adams

Lehrstuhl fir Aerodynamik, Technische Universitit Minchen, 85748 Garching, Germany

Summary. The problem of shock-induced collapse of bubbles in liquid is investigated for 3
types of bubble configuration (bubble row, bubble cluster and bubble matrix) by numerical
simulations with a newly developed conservative multi-phase method. The computational results
show complex processes which are strongly influenced by the interactions between shock waves,
liquid jets, sound waves, vortex sheets and vortices, and bubble oscillations (collapse and re-
bounce). Some observations and predictions from previous studies are also verified.

1 Introduction

Understanding the high-speed dynamics of bubbles in liquid is important both for fun-
damental research and applications. The high-speed dynamical phenomena usually are
introduced by the collapse of bubbles under certain ambient condition. When a bub-
ble is under shock impact, it begins an asymmetric collapse which is characterized by
producing a high-speed liquid jet. The collapse of a single bubble is understood quite
well by means of experiments [2] and numerical simulations [3] [4]. However, for the col-
lapse evolving multiple bubbles, while experimental studies were carried almost 20 years
ago [1], detailed numerical simulation has not been done for serious difficulties on inter-
face modeling. Recently, we developed a conservative interface method for multi-phase
problems [5], which solves the difficulty of conservation for the front tracking method and
treats the topological changes naturally by combining interface description and geometric
operations with a level set technique. In this paper, we present the simulations with the
new method on the collapse of bubbles for 3 types of configuration: bubble row, bubble
cluster and bubble matrix.

2 Numerical models

We model the flows of water and air with compressible Eulerian equations in two spatial
dimensions, that is

U | 9F(U) , 0G(U)

1
ot Ox oy (1)
where
p é)u pv
| pu _ pu” +p _ puv
U= pv aF(U) - PUV 7G(U) - p’U2 +p ’
E (E+p)u (E+p)v

2, 2
in which the total energy density E = pe+ " (u 2+ ) , e is the internal energy per unit mass.
To close this set of equations, the pressure is obtained by the equation of states, which
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Fig. 1. Schematic for the computational setups for the three cases, in which the computational
domains are the dark regions.

-
is given as Tait’s equation for water p = B (i) — B+ A where v = 7.15, A = 10°Pa,
B = 3.31 x 10%Pa, and p, = 1000kg/m?, and the idea gas equation for air p = (y — 1)pe
where v = 1.4. At present, no cavitation model is included for water. The evolution of
water/air interface is given by the level set equation

o  0p  0¢

2

ot Tor TV ay @)
in which water is defined in the sub-domain with ¢ > 0 and air in the sub-domain with
¢ <O0.

3 Results

In this work, three cases are studied, in which, (Case A) a vertical row of 3 bubbles, (Case
B) a horizontal cluster of 3 bubbles and (Case C) a matrix of 9 bubbles are embedded in
rectangular or square domains. The schematic for the computational setups are shown in
Fig. 1. In all the cases, a planar shock wave with the shock pressure of 0.26 GPa from the
left, which is about the same strength as that in the experiment [1], and circular, two-
dimensional air bubbles (diameter 3 mm and 4 mm apart) are used. Since a symmetric
condition is used for the lower boundary, only the upper half of the domain is computed.
An supersonic in-flow condition is used for the left boundary, and an out-flow condition
with zero gradient is applied to both the right and the upper boundaries. A gird size of
1.875 x 10~° mm, and a CFL number of 0.6 are used in all the computations.

Case A Figure 2 shows the density gradients at 4 time instances after the shock wave
impinges the bubbles. At the early stage, as shown in Fig. 2a, it is observed that the
wave structure comprises the two incident shocks I; and Iy which is weaker for the
stronger rarefaction from the two bubble surfaces, the reflection waves R; and Ry which
is reflected back and forth from the bubble surfaces to form secondary reflection waves
RY, and the transmitted shocks T' inside the bubbles. It is also observed that there
are weak sound waves S7 near the bubble surface, especially the segments with larger
curvatures, as shown in Fig. 2b. For bubble 1, because of the asymmetric rarefaction
and reflection, the collapse velocity of the upper surface is larger than that of the lower
surface. Consequentially, the liquid jet J; collides the bubble surface asymmetrically with
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Fig. 2. Case A: Density gradients at 3 time instances.

the speed about 900 m/s (more than twice of the measured value in experiments [1]) and
earlier than bubble 2, as shown in Fig. 2b. Note that, before the collision, the transmitted
shock wave has been reflected from the bubble surface and collided with the liquid jet.
After the collision, a strong explosion wave X7 is produced and the bubble is split into
two bubbles with different sizes. The smaller one quickly comes to its minimum volume,
as shown in Fig.2c, and begins to re-bounce and rotate in anti-clockwise, by which sound
waves Sy much stronger than S; are produced after X;. As the present air/water interface
is treated as inviscid, sharp density discontinuity, the rotating bubble is actually a closed
vortex sheet V. On the other hand, the larger one goes for secondary collapse which leads
to a secondary explosion wave X5, as shown in Fig. 2d, with a shock pressure much higher
than that of X;. This result suggests that the secondary collapse is more mechanically
destructive than the liquid-jet collision [6]. Comparing to bubble 1, a symmetric but
weaker jet J; with the speed about 700 m/s leads to a weaker explosion wave and a
secondary jet Jo, which will split the upper half of the bubble further.

Case B For bubble 1, after the liquid jet J; collides with the bubble surface with the
speed about 1100 m/s and produces an explosion wave X;. The upper half of the bubble
forms a new bubble which quickly comes to its minimum volume and begins to re-
bounce, companying with several weak explosion waves W; and sound waves So, as
shown in Fig. 3a. The re-bouncing bubble rotates in anti-clockwise and forms a closed
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Fig. 3. Case B: Density gradients at 4 time instances.

vortex sheet V;. The vortex sheet is stretched greatly and generates sound waves S3, as
shown in Fig. 3b. Under the compression of the explosion wave from bubble 2, as shown
in Fig. 3c, the vortex sheets collapses finally, by which most of the air mass are split
to unresolved bubbles (air mass is deleted in the present model) and only the two tip
vortices V, are survived. As the tip vortices are attracted to each other, they approach
gradually and merge to a single vortex V3, as shown in Fig. 3d. During the merging
process, the last part of air mass is also collapsed into unresolved bubbles. The merged
vortex then is impact by the explosion wave originated from bubble 3, which produces
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weak compression waves because of the shock/vortex interaction. Note that there are
some weak reflection wave fronts N originating from the boundary. These waves are
artifacts caused by the simple out-flow boundary condition and have no considerable
influence to the global collapse process. Comparing to bubble 1, the behaviors of bubble
2 and bubble 3 are quite similar. The difference is that the explosion waves produced by
previously impacted bubbles increase the size and the speed of the liquid jet, as shown
in Fig. 3c. The speed of the liquid jet .J; in bubble 2 is about 1500 m/s and in bubble
3 is about 1600 m/s. On the other hand, if more than 3 bubbles are considered in this
case, eventually, the same collapse process will repeat until the end of the bubble cluster.
However, as only three bubbles are considered in this case, there is no process after the
merge of the tip vortices for bubble 2 and no process after the collapse of the vortex
sheets for bubble 3.

Case C In this case, the early stage is quite close to the entire process of Case A. As
shown in Fig. 4a, an asymmetric liquid jet with the speed about 900 m/s is produced in
bubble 1, which split the bubble into two bubbles with different sizes. While the smaller
one quickly goes to re-bounce and forms a vortex sheet V7, the larger one continues col-
lapse and produces a secondary explosion wave Xs. During the collapse, the bubble is
split into 3 tiny bubbles and a strong clockwise vortex Va is formed. Comparable weak
liquid jet with the speed about 700 m/s is produced in bubble 4, which again produces
a weaker explosion wave X;. The secondary jet in bubble 4 then splits the upper half
part of the bubble into two bubbles. By the compression of the explosion waves from
bubble 1, these split bubbles collapse and produces a secondary explosion wave X for
the larger bubble and a weak explosion wave W5 for the smaller bubble, which is further
split into unresolved bubble, and left an anti-clockwise vortex V4, as shown in Fig. 4b.
After being compressed by the reflected explosion wave Rz, the larger bubble collapse
again and produces another weak explosion wave Ws3. The tiny bubbles and the vortex
left from bubble 1 is also compressed by the explosion wave from bubble 4 and the re-
flected explosion waves. While the collapse and re-bouncing of the tiny bubbles produce
several sound waves S3, the vortex/shock interaction produces two weak explosion waves
Wy, as shown in Fig. 4c. Comparing to bubble 1, the liquid jet in bubble 2 is also asym-
metric, but with larger size and higher speed (about 1100 m/s). Similarly, the liquid jet
produced in bubble 5 has also larger size and higher speed (about 1000 m/s) than that of
bubble 4.

4 Conclusion

We have studied the problem of shock-induced collapse of bubbles in liquid by numerical
simulations. The results suggest that: (a) the calculated liquid jet speeds are much larger
than those measured in experiments; (b) after the first liquid-jet impact, the split bubble
may re-bounce quickly or develop to secondary collapse, and the highest pressure happens
after the secondary collapse; (c) there are complex interactions between shock waves,
vortex sheets or vortices; (d) with the present computational setups, the multiple-bubble
collapse increase the size and speed of liquid jets.
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Soot formation, structure and yield at pyrolysis of
gaseous hydrocabons behind reflected shock waves
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Summary. Laser radiation absorption and emission techniques are used to study the kinetics of
formation, yield and structure of soot at pyrolysis of methane, acetylene and propane behind the
reflected shock waves over the temperature range 1600 - 4000 K. Temperature dependencies for
the induction time of soot condensation and yield are obtained from experimental measurements.
Analysis of microphotos and electron photographs of carbon materials has shown that fine-
dispersed graphite is the main component of their structure over the investigated range of
parameters.

1 Introduction

Shock tubes are frequently used for pyrolysis studies, since they permit synthesizing
different substances from gas mixtures over a wide range of temperatures and pres-
sures [1-3]. There are many works, in which pyrolysis is considered along with the oxida-
tion process [4,5]. The presence of oxygen exerts an essential influence on the kinetics of
chemical reactions, at the same time shifting considered processes into a lower temper-
ature region. In our case, the consideration of the pyrolysis without the oxygen partici-
pation makes it possible to investigate it only under pure thermal excitation conditions,
which requires higher initial temperatures. The objective of the present work was to in-
vestigate the soot formation, structure and yield at the pyrolysis of methane, acetylene,
and propane within a wide range of post-shock temperatures.

2 Experimental setup

The square shock tube of 4.5 m long has been applied for these studies (fig. 1). The gas
emission behind the reflected shock wave was registered at two wavelengths corresponding
to the radiation of the Co (A = 517 nm , A = 5 nm ) and CH radicals (A = 430.8
nm , A = 2.5 nm). Emissions were detected by interference filters and recorded by
photomultipliers. An attenuation signal of laser radiation was recorded by a photoresistor
in combination with narrow-band interference filters ( A\; = 632.2 nm, Ay = 632.8 nm,
AXg = 2.6 nm) and optical glasses (K C-10, K C-13) that used for cutting off a parasitic
spectrum caused by gas self-emission at high temperatures.

Since the measuring gas volumes behind the reflected shock wave during observations
of the laser absorption and gas emissions were equivalent, the instant of the luminosity
peak was chosen as a reference time for measurements of laser absorption coefficients.
This criterion corresponded to the maximum of production of Cy and C H radicals dur-
ing pyrolysis. The concentration of condensed soot [Cseot] Was calculated by means of
Lambert-Beer’s law.
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Fig. 1. Test section of the shock tube and the optical setup for pyrolysis studies behind the
reflected shock wave. 1 - He-Ne laser; 2 - photoresistor; 3 - pressure sensor; 4 - transparent end
wall; 5 - lens; 6 - interference filters; 7 - diaphragm; 8 - photomultipliers.

3 Result

Figs. 2,3 plots obtained temperature dependencies for the induction time of soot conden-
sation and yield at pyrolysis of acetylene and propane behind the reflected shock wave.
It is seen that the temperature dependence of soot yield for propane similar to acety-
lene [1,2] has a typical “bell-shaped” form. However, a maximal soot yield in propane is
located at higher temperatures 2400 — 2800 K, and in comparison with the acetylene its
profile is essentially broadened.

For the most characteristic parts of the soot yield plots,an analysis of soot fraction
microphotos and electron photographs has not revealed the existence of fullerenes and
nanotubes in sample materials. It is found that fine-dispersed graphite is the main com-
ponent of the soot structure at the studied range of pressures and temperatures.

Acknowledgement. This work was supported by the Research Program of the Republic of Belarus
“Nanotechnology 1.26”.
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Fig. 2. Induction time (A) and soot yield (B) vs. gas temperature behind the reflected shock
wave in CsHg/r (4:96) mixture and the microphotos and electron photographs of carbon mate-
rials at parts of the dependence (B) during pyrolysis: 1 - 2224 K; 2 - 2590 K; 3 - 3399 K
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Two dimensional structure and onset Mach number of
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Summary. The two dimensional structure of condensation induced shock wave in condensing
nozzle flows is investigated numerically and experimentally. By means of the dimensional analysis
method, two similarity laws of the onset Mach number and structure of condensation shock are
obtained for a same parameter, which is the compromise of condensation strength and the energy
consumed before condensation. The similarity law of onset Mach number agrees well with the
experimental results from other authors.

1 Introduction

Phase transitions of vapor-liquid are often observed in daily life, such as the formation of
clouds in the atmosphere and the dew on the leaves. Since the cooling process is often very
slow, condensation occurs in equilibrium in these phenomena where significant number of
foreign agents (e.g. ions, aerosols, particles) act as condensation nuclei. These phenomena
are called heterogeneous condensation. When the characteristic timescale of the cooling
is small compared to the timescale of the agglomeration of vapor molecules at foreign
agents, the metastable supersaturated state is achieved, and then the condensation nuclei
form in the vapor phase itself. This is called homogeneous nucleation. A fast expansion of
vapor would cause a fast drop of temperature and a spontancous condensation, of which
the development to liquid phase is dominated by homogeneous nucleation.

Vapor-liquid transitions are also important in many fields of science and technology,
such as transonic and supersonic flows, turbo-machinery and propulsion engines. Much
work has been done in these fields [1-4].

Since the condensation induced weak shock in the nozzle flow was firstly visualized by
Prandtl [5], the studies of non-equilibrium condensation in transonic/supersonic nozzle
have been widely carried out by both experiments and numerical simulations [6, 7].The
states of nozzle flow are easy to measure; the effects of condensation are easily derived
from one-dimensional frictionless gas dynamic models [8]. These models were applied in
the dependence of flow states on relative humidity in the supply (@) and agree well in
most experiments. But difficulties arise when the stagnation temperature is varied, and
the structure of condensation induced shock wave in the nozzle with high wall curvature
hasn’t been well studied.

The motivation of present work is to study the structure of condensation shock and
the combined dependence of onset Mach number on Ty and @ in two-dimensional nozzle
with high wall curvature.
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2 Experimental setup

We study the condensation of moist air in two-dimensional nozzle both experimentally
and numerically. The schematic of experimental setup was shown as Fig. 1, in which the
half height of nozzle throat, y* = 5.22 mm; the radius of the wall, R* = 24.9 mm and
the width of the nozzle is 13.6 mm. The position and structure of condensation shock
are obtained by schlieren method.

w Mirror
Light Source

Valve

) Vacuum
Air Bag I“:_.l Tank

Supersonic Nozzle
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Temperature
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)

~V_ ¥ - Miuror

Fig. 1. Schematic of experimental setup

3 Numerical method

In our numerical study we applied the numerical method of ASCE2D [3]. The gov-
erning equation for the complete system can be considered as the combination of the
moment equations of the size distribution with the Euler equations for time-dependent
two-dimensional flow. This method adopts a condensation model consisting of the re-
duced Internally Consistent Classical Nucleation Theory nucleation model and the ex-
plicit droplet growth formulation by Gyarmathy [9]. The temperature difference between
the droplets and the surrounding gas has been taken into account by applying a wet-
bulb approximation. For a detailed description about the condensation model and the
numerical method, the reader is referred to [3].

4 Results and analyses

4.1 Different structures of condensation shock

As shown in Fig. 2, the condensation shock trends to be normal shock in slender nozzles,
while double A-shaped shock connected with a Mach stem in the middle appear in the
nozzles with high wall curvature. This kind of double-\ structure can be characterized
by dimensionless length of Mach stem A}, (half Mach stem length h,, normalized by the
half nozzle throat height y*).

The complex structure of condensation shock is the result of non-uniformed expansion
of moist air. As shown in Fig. 3(a), the flow near the wall expands faster than that near
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Fig. 2. Different structures of condensation induced shock
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Fig. 3. Numerical simulation of condensation shock with complex structure

the axis and consequently drops faster in temperature. As a result, the condensation
happens earlier and more dramatically near the wall, which produces an oblique shock
wave (or compressive wave) from each side of the walls. The two oblique shocks meet
together near the axis to form a Mach stem. This Mach stem compress the flow and slow
down the condensation near the axis. So the non-uniformity of expansion is aggravated.
In comparison, if the relative saturation rate is higher, condensation may also induce
normal shock in the nozzles with high wall curvature. In this case, the condensation
trends to be more uniformed in the flow field.

4.2 Dependence of onset Mach number and dimensionless length of Mach
stem on stagnation states

We take the position of Mach stem as where condensation shock onset. Then, the onset
Mach number can be calculated based on the one dimensional theory of compressible
flows. Results and some simple relations can be found in Table 1 and Fig. 4. It is found
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Table 1. Experiment results of Condensation onset Mach number M. and dimensionless length
of Mach stem h},

Py (%) 69.0 73.5 75.0 77.0 82.0 8.0 92.0 91.0 80.0 80.0 79.5 67.0
To (°C) 182 183 181 181 186 18.2 186 21.4 21.7 252 29.1 26.9
M. 1.39 137 133 131 126 128 1.23 1.22 1.33 1.26 1.23 143
ho 0.095 0.094 0.193 0.225 0.509 0.480 0.538 0.726 0.324 0.517 0.739 0.098
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Fig. 4. Simple relations between h),, M. and &y at almost constant Tp.

that when &g goes up, the condensation shock moves upstream and the Mach stem
lengthens due to stronger condensation. When Tj goes up, the Mach stem lengthens at
almost the same position. This is a compromise of stronger condensation (pushing the
shock forward) and higher temperature (delaying the condensation).

4.3 Dimensional analysis

Firstly, let’s analyze the dimensionless length of Mach stem &},. The parameters that may
influent A}, are stagnation pressure pg, stagnation temperature 7Ty, stagnation density
po, relative humidity in the supply @¢ = pyo/pso, where p,o is the vapor partial pressure
in the supply, pso = pso(T0) is the saturation pressure for a plane boundary; Geometric
parameters: [ = (y*R*)'/2, where y* is the half height of throat and R* is the radius of
throat wall; Heat capacity C), and ratio of heat capacity 7; latent heat released by unit
mass of vapor L. Besides, the relaxation time 7 (duration of condensation) and AT, (the
difference between T and condensation temperature) are also very important. Then,

hjn = Fl(pO7T0a vapv(b@Oa ATC7 l7 y*a Opa L7Ta ’Y) (1)

Taking Ty, [ and py as basic dimensions, we get:

* Dvo L ATC y* Ta*
hy = F P 2
m 2(p07 07CPT07 TO R 77)7 ( )

Where py,o/po is the ratio of vapor in the supply; L/(CpTp) is the ratio of latent heat
and the heat capacity of unit carrier gas; y*/l = (y*/R*)"/? is the effect of nozzle wall
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curvature; a* = a*(1p) is the local sound speed of nozzle throat, [/a* is the characteristic
time of flow near throat,so 7a*/l is the ratio of relaxation time and characteristic time.

Since the pg is constant, pp only depends on Ty. Cp, v and L can also be taken as
constant for the ratio of vapor in air is actually very little. Usually 107° s < ¢t < 107*
s[11] , here we assume 7 = 5- 1075,

Based on 1-D theory, if Ty is around 300 K, the temperature near throat will drop
to about 240 K and pressure drop to about 0.52 atm. Even if we count in the effect of
condensation shock, water should still be in solid phase. Wegener[ [1]] had proved that
the product of condensation in supersonic nozzle is solid. The critical temperature of the
vapor-solid transition is about 273 K, so we take AT, = Ty — 273.

At last, only y*, I, Ty and Py are left to be control variables. If we define ¢ =
[L/(CpTo)] * [pvo/pO] * [pu/pwo] as the ratio of latent heat and the heat capacity of unit
mass unit time at the throat, then we get:

L N N leﬂc * * T * *
B = Fi Do e e T Y = m (ST (3)

(jpj}) Po Pv0 jb l l 4371 l l

By linear fit, we can get the similarity law:
al a2
Y Ta* qTo
hr, =A - B 4
() () @
B NB2

Where 4 = 3.87,B = 1.02,al = 053,02 = 010. If we let X = (%) (7¢) " 4%,

which can be view as the compromise of condensation strength and the energy consumed
before condensation, the results of table 1 can be redisplayed as Fig. 5 (Left part).
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Fig. 5. h}, dependence of the compound parameter X (Left) and relation between compound
parameter X and Y (Right)

Using the same method, we can also get the similarity law of M., which is proved
to be a good approximation to the experimental results for several different nozzles, as
shown in Fig. 5 (Right part).

Y =In <(MC—CQ)/ (C1 <y1*>m <T?*)ﬂ2>>, (5)
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where Cy = 0.22,C5 = 1.00, 51 = —0.51, 52 = 0.67. C5 can be viewed as the onset Mach
number when the mixture in supply is extremely easy to condense.

5 Conclusions

The two dimensional structure of condensation induced stable shock wave in condensing
nozzle flows is investigated both experimentally and numerically. Based on schlieren
method, the different structures of condensation shock are characterized and found to
be the results of non-uniformity expansion of the flow and the interaction of Mach stem
with flow.

With the dimensional analysis method, we found two similarity laws of the onset
Mach number and structure of condensation shock which are both depend on the same
compound parameter X : the compromise of condensation strength and the energy con-
sumed before condensation. The similarity law of onset Mach number agrees well with the
experimental results from other authors. But there is no much work on the 2-D structure
of condensation shock for comparison.
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Design and analysis of a rectangular cross-section
hypersonic nozzle

R.S.M. Chue', D. Cresci!, and P. Montgomery?>

Y ATK GASL, 77 Raynor Avenue, Ronkonkoma, NY 11779, USA
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Summary. A technique for designing rectangular cross-section hypersonic nozzles where all
four walls are contoured is presented. Two design variations are shown; one follows directly
from a streamtracing method while the other is reshaped to enforce rectangular cross-sections.
The former has slightly bulging walls while the latter is easier to manufacture. The application
of the true-streamtraced nozzle when integrated with a Flight Acceleration Simulation Test
(FAST) technique is also studied. In a FAST test, the simulated flight Mach number is varied
by using a reflector plate downstream of the nozzle to generate either an oblique shock or an
expansion fan. FAST requires a nozzle with rectangular exit, and therefore the current design
method is particularly applicable. The flow quality of the rectangular nozzles as well as the
effects of the reflector plate will be discussed.

1 Introduction

It is sometimes desirable to have a rectangular exit nozzle in a hypersonic ground-test
facility or in a flight vehicle. Rectangular nozzles could be designed as two-dimensional
nozzles where the area expands by having only two of the four walls contoured. However,
since the expansion is two dimensional, the design would result in nozzles that are longer
than round ones. In addition, when operating in a high temperature environment, such as
that in a vitiation-heated test facility, the thin-slit nozzle throat that often results in two-
dimensional hypersonic nozzles could lead to severe heating and structural deformation
problems. An alternative approach to designing a rectangular exit hypersonic nozzle
would be to have all four walls contoured so that the expansion is three dimensional.

This paper serves to demonstrate a technique for designing rectangular hypersonic
nozzles that have all four walls contoured using a streamline tracing method. As an
illustration, the design of a large-scale hypersonic nozzle with a 1.016 m x 1.778 m (40
in. X 70 in.) rectangular cross-section at the exit is shown. Two design variations can be
produced from the tools developed at ATK GASL; one is generated using a streamtracing
method, and another is further reshaped so that the cross-sectional shape is forced to be
exactly rectangular at all axial locations.

As an example for the application of rectangular hypersonic nozzles, a numerical
simulation of the true-streamtraced nozzle when integrated with a Flight Acceleration
Simulation Test (FAST) configuration is also included in the study. In the FAST test
operation, a test technique previously developed at ATK GASL [1], a reflector plate
is placed downstream of the nozzle and the plate angle relative to the nozzle is varied
during testing as a method to simulate the varying Mach number conditions along a
flight trajectory. Note that a rectangular nozzle exit is preferred over a round one for
this operation. If a round nozzle is used, the interaction of the circular nozzle flow, which
includes the boundary-layer nonuniformity from the nozzle, with the reflector plate would
result in a highly three-dimensional flow and would severely affect the test flow quality.
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The flow simulations performed include a positive plate rotation to generate an oblique
shock to decrease the test flow Mach number, and also a reverse rotation to generate
expansion waves and a higher flow Mach number.

2 Rectangular nozzle design

The underlying concept of the design is to use a “parent” nozzle flow field that produces
a high-quality nozzle flow while resulting in a compact (i.e., short length) nozzle. An
axisymmetric nozzle designed using an analytical method is best suited as the parent flow
field. From this, an arbitrarily shaped streamtube would then be “carved” out to obtain
the surfaces of any desired nozzle geometry, which in the present case is rectangular. The
streamtube is constructed using a streamline tracing procedure where streamlines that
would result in a rectangular exit are traced along the axisymmetric flow field. Since
no flow can cross a streamline, the carved-out flow field behaves as though the nozzle
were still circular. The axisymmetric nozzle design and the streamtracing procedure are
applied to an inviscid flow, and the obtained streamlines are corrected for displacement
thickness effects as a final step.

The design of a rectangular exit cross-section nozzle can be summarized in the fol-
lowing steps:

(a). An axisymmetric nozzle is designed with an exit diameter that encompasses the de-
sired exit cross section of 1.016 m x 1.778 m (40 in. x 70 in.) This is done using ATK
GASL’s in-house inviscid method-of-characteristics code (noz code), which generates
the supersonic section nozzle wall contour.

(b). An inviscid axisymmetric CFD solution is obtained for the round nozzle geometry.

(c). The desired cross-sectional shape of the nozzle exit is prescribed on the CFD solution.
The edges on the nozzle exit are discretized into points. To take advantage of symme-
try, investigators need only one quarter of the nozzle geometry in the streamtracing
and subsequent CFD analysis.

(d). Streamlines are traced through the inviscid axisymmetric flow field from the nozzle
exit discretized points toward the upstream direction and end at the throat location.
Note that since the parent flow field is axially symmetric, the CFD solution at any
axial location is a function of the radius, but not of the angular orientation. When
performing streamtracing, the angular orientation is therefore unchanged along each
streamline although this orientation must be preserved in order to reconstruct the
three-dimensional position of the final streamline.

(e). Each of the streamlines is corrected for the displacement thickness using ATK GASL’s
in-house Sasman-Cresci code [2].

(f). The true-streamtraced nozzle is then constructed using the family of viscous-corrected
streamlines that form the side and top surfaces.

(g). To obtain a nozzle with fully rectangular cross-sections throughout the length, in-
vestigators further discretize the nozzle into small, axial increments. At each axial
station, the shape is reformed into a rectangle where the cross-sectional area is pre-
served and the aspect-ratio is fixed to be the same as that at the nozzle exit.

To demonstrate the applicability of the technique for hypersonic nozzles, a design
example is presented for a nozzle with a stagnation pressure and temperature of 19.3
MPa and 2610 K, respectively, and a nozzle exit Mach number of 6.25.
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The designed nozzles have at least approximately rectangular cross-sections. This is
exactly so for the all-rectangular nozzle, since it is enforced to have rectangular sections,
but it is approximately true for the pure streamtraced nozzle as well. Furthermore, the
throat and the nozzle exit are very close to rectangles even for the true-streamtraced
case.

The main difference between the true streamtraced nozzle and the all-rectangular
nozzle is that the walls of the former have concave and convex surfaces. This feature is
a consequence of the inviscid streamline trajectories rather than of the viscous effects.
The true streamtraced nozzle geometry is shown in Fig. 1 with a zoom-in view where
the walls can be seen to bulge in and out at different locations. The geometry of the
all-rectangular nozzle is shown in Fig. 2.

Fig. 1. Geometry of the true streamtraced nozzle. Left: Full view, right: zoom-in view

Fig. 2. Geometry of the all-rectangular nozzle

Since the true streamtraced nozzle is directly obtained from the exact streamtube
of the parent axisymmetric nozzle, it is expected to adhere more accurately to the the-
oretical wave-cancelling feature of the method-of-characteristics design. However, the
all-rectangular nozzle may be easier and less expensive to manufacture. In the follow-
ing section, a CFD analysis is carried out to examine the flow quality of the nozzles to
determine the best performing design.

3 Computational analysis of designed nozzles

The computational domain includes only the supersonic contours and starts at the nozzle
throat plane, where a uniform sonic condition is assumed. The nozzle entrance condi-
tions are obtained using a one-dimensional chemical equilibrium code. The fluid medium
is vitiated air consisting of the combustion products from the vitiation heater. High
temperature gas dynamics and finite-rate chemistry are captured using a 16-reaction,
12-species kinetics model. The boundary layer is assumed to be fully turbulent, and the
two-equation Mentor Shear Stress Transport (SST) k-w turbulence model is used. The
computational code used is GASP version 4.2 [3].

The CFD solution for the true streamtraced nozzle at the design condition is shown
in Fig. 3. In the figure, the Mach number contours are shown to illustrate the boundary
layer thicknesses on the nozzle walls. Fig. 3a plots the contours on the z = 0 symmetry
plane, which shows that the boundary layer thickening eventually decreases the core flow
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Fig. 3. Mach number contours for true streamtraced nozzle. (a) On z = 0 symmetry plane, (b)
at nozzle exit cross section

size near the nozzle exit. Fig. 3b plots the Mach number contours at the nozzle exit and
shows a clean flow area of 0.76 m x 1.52 m (30 in. x 60 in.) where the Mach number is
very close to the design value of 6.25.

The Mach number contours for the all-rectangular nozzle are shown in Fig. 4. Fig. 4a
shows the contours on the z = 0 symmetry plane where the boundary layer thickness is
seen to be more severe than for the true-streamtraced nozzle and the core flow size is
decreased far more than in the true streamtraced nozzle. Fig. 4b plots the Mach number
contours at the nozzle exit. Compared to the true streamtraced nozzle (Fig. 3b), the
exit flow deviates more from the design Mach number of 6.25 and is more nonuniform.
The most noticeable nonuniformities are two round-shaped, low Mach number regions
at around z = 0 on the Ymqee and ymi, walls, which decreased the core flow size in
the y direction to about 0.508 m (20 in.). Since the only difference between the true
streamtraced and the all-rectangular nozzles is that the former follows directly from
the method-of-characteristics wave cancelling technique while the latter is reshaped to
enforce rectangular cross sections, the poor performance of the latter is a consequence
of reshaping that renders the wave mechanics inaccurate. The CFD results therefore
demonstrate that the true-streamtraced nozzle can produce better flow quality than the
all-rectangular nozzle.

Fig. 4. Mach number contours for all-rectangular nozzle. (a) On z = 0 symmetry plane, (b) at
nozzle exit cross section

4 Application of rectangular nozzle to FAST test operation

The Flight Acceleration Simulation Test (FAST) is a ground testing technique previ-
ously developed at ATK GASL [1] to simulate the variation of flight conditions along a
trajectory in real time. It is used as an example for the application of rectangular exit
nozzles. The basic principle behind the FAST technique is that the Mach number in a
two-dimensional flow field can be varied by a simple wave process: a shock wave to reduce
the Mach number, or an expansion fan to increase it. This process is accomplished by
rotating a flat plate (the “reflector plate”), on which the test article is mounted, rela-
tive to the nozzle exit. The technique produces the correct flow conditions over the test
article by simultaneously varying the test-section Mach number through the strength of
the shock wave or expansion fan and the stagnation conditions by varying the pressure
and the fuel-air ratio in the vitiation heater. In this manner, a selected segment of a
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flight trajectory — including both speed and altitude — can be produced in real time by
preprogramming the facility operation [1].

The true streamtraced nozzle is selected for this analysis as its flow quality is superior
to that of the fully rectangular nozzle. The nozzle is truncated at 5.4 m (212.56 in.) from
the throat location to maximize the core flow size. A reflector plate is placed downstream
of the nozzle. The plate is displaced 0.127 m (5 in.) normal from the nozzle wall and is
translated 0.0635 m (2.5 in.) axially from the nozzle exit. A “jet stretcher” is assumed
to extend the wall contour of the nozzle exit to minimize the disturbances from the edge
of the nozzle exit. The jet stretcher walls are taken to be that of the untruncated nozzle
contour so that the walls are perfectly continuous between the nozzle exit and the jet
stretcher. Beyond the length of the original untruncated nozzle, the top (z) surface of the
jet stretcher is open (no wall), whereas the side (y) surfaces are assumed to have fences
throughout. The side fences are assumed to have the same wall tangency angles as those
at the untruncated nozzle exit.

The nozzle operated with a 10° compression reflector plate is used to generate a test
flow that simulates a flight Mach number that is lower than that for the nozzle design
condition. The test section is to be located where the oblique shock generated by the
reflector merges with the expansion waves generated from the opened top surface. At
this location, the flow underneath the oblique shock has the largest core size and is then
used as the test flow. The flow field on the y = 0 symmetry plane is shown in Fig. 5a.

The flow distributions on a transverse slice taken at where the oblique shock and the
top expansion waves merge are shown in Fig. 5b. The useful core flow is in the lower
center region, which has a Mach number of approximately 5.5. In the slice, there are
two low Mach number distorted flow regions on the side (Ymaz, Ymin) walls, which are
generated by the interaction between the oblique shock and the boundary layers inherited
from the nozzle. The distorted regions significantly reduced the core flow width to be
about 0.41 m (16 in.) in the y direction. In the z direction, the core flow height based on
the flow nonuniformity immediately above the reflector surface is about 0.38 m (15 in.)

The 10° expansion case is similar to the compression case but with the reflector
plate tilted downward to generate expansion waves to simulate a flight Mach number
that is higher than that for the nozzle design condition. The test section is to be located
approximately where the expansion waves generated by the plate merge with the location,
the core size is the largest and is used as the test flow. The flow field on the y = 0
symmetry plane is shown in Fig. 6a.

The flow distributions on a transverse slice taken near the end of the reflector plate
are shown in Fig. 6b. The useful core flow is represented by the lower center region, which
has a Mach number of approximately 7.6. Unlike the compression case, there is no shock
wave generated on the plate and thus no shock interaction with the inherited viscous
flow. As a result, the viscous flow nonuniformity on the ¥ and ypmq, walls do not

Mozzletruncated  End of jot strefcher  Expansion waves
atx=Bdm top surface from opened uptop .

3 0 I
Reflactor plate leading edge ‘Ea';
a

Fig. 5. Mach number contours over reflector plate, 10° compression. (a) On y = 0 symmetry
plane, (b) z ~ 4.45 m (175 in.) from nozzle exit
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Fig. 6. Mach number contours over reflector plate, 10° expansion. (a) On y = 0 symmetry
plane, (b) x ~ 5.16 m (203 in.) from nozzle exit

show any sign of distortion or significant growth; therefore, the flow uniformity is largely
preserved. The core flow size is also found to be relatively insensitive to the location
of the transverse slice. The high Mach number region is seen to occur just outside the
wall boundary layer over the plate, and it gradually decreases in the z direction away
from the plate. However, the variation in Mach number is weak and a core flow size of
approximately 0.91 m x 0.76 m (36 in. x 30 in. (y x z)) can be obtained.

5 Concluding remarks

A technique is presented for designing rectangular exit nozzles using a streamtracing
method. Two nozzle variations are produced, one adheres to the streamtracing proce-
dure and the other is further enforced to be rectangular. Both nozzles have very similar
shapes, although the true-streamtraced nozzle has slightly bulging walls. However, the
flow qualities delivered by the two nozzles are significantly different from each other. The
all-rectangular nozzle suffers from larger boundary layer growth and flow distortions, and
thus the core flow size is severely reduced. The true-streamtraced nozzle is therefore a
superior design.

The true-streamtraced nozzle is also applied to the FAST facility operation where a
reflector plate is added to the nozzle exit. The analysis for the plate rotated 10° into the
flow to generate a shock showed a large decrease in core flow area due to the interaction
between the shock and the viscous flow inherited from the nozzle. On the other hand, the
10° expansion operation yielded a more uniform flow. This suggests that the test facility
should be configured with a nozzle that is designed below the mid-value in the operating
range so as to take advantage of the better uniformity in the expansion operations.
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Effect of nozzle inlet geometry on underexpanded
supersonic jet characteristics
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Summary. A numerical study has been undertaken on underexpanded sonic jets issuing from
nozzles of varied inlet geometries. The Mach stem height in the jet issuing from the contoured
nozzle has been the greatest over the range of pressure ratios investigated. A vena-contracta
effect has been noted in the jet flow field in the cases of nozzles with sharp inlet geometries.
The effect of the inlet geometry is to delay the onset of the typical barrel shock structure seen
in underexpanded jets. The distortion of the jet boundary results in a smaller Mach stem for
the same pressure ratio and exit Mach number.

1 Introduction

Jet flows are an important part of various mixing and thrust producing propulsion sys-
tems. Problems associated with combustion and jet noise have been shown to be asso-
ciated with the jet structure, particularly the existence of shock waves within the jet.
The structure of jet flows from underexpanded axisymmetric nozzles have been inves-
tigated fairly rigorously over the past half century commencing with the work carried
out by Love et al. [1]. Pack [2] provided a method of characteristics approach as early
as 1948 to determine the flow field characteristics of an underexpanded jet. A significant
amount of work has also been concentrated on the production of noise as a result of the
interaction of the shock wave with the turbulent shear layer of the jet (some of the work
can be found in [3], [4], [5], [6], [7], [8], [9] and [10]). In the past work has also been
concentrated on understanding the initial inclination of the underexpanded supersonic
jet as it exhausted from the nozzle. The inclination of the jet boundary was calculated
using a method of characteristics based approach for underexpanded jets at moderate
pressure ratios exhausting into a quiescent medium [11], for an underexpanded jet at
large pressure ratios exhausting into a quiescent medium [12], and for the case of an
underexpanded jet exhausting into a supersonic ambient stream [13], [14]. A number
of researchers have utilised the approach of solving the Euler [15] or the Navier Stokes
( [6], [16], [17] and [18]) equations in cylindrical coordinates to obtain the flow field within
an underexpanded axisymmetric jet.

The underexpanded jets were generated by utilising nozzles that were conically diver-
gent (for supersonic underexpanded jets) or smooth contoured nozzles (for sonic under-
expanded jets). The effect of conically convergent inlet geometry on the characteristics
of the sonic underexpanded jets has not been investigated in the same detail as the cases
mentioned earlier. Addy [19] has provided an empirical relation to predict the location
and the size of the Mach stem formed in a sonic jet issuing from a conically convergent
sonic nozzle. It was observed that the pressure ratio at the onset of the Mach disk for-
mation increased smoothly and continuously with the convergence angle of the nozzle
inlet and the Mach disk structure was observed to be stable when the ratio between the
stagnation pressure in the nozzle and the ambient pressure was greater than 5.
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2 Numerical set-up

The numerical simulation of the underexpanded jet impingement flow was carried out
using the commercially available code Fluent 6. The flow was modeled as a viscous flow,
with the one equation Spallart-Allmaras turbulence model for closure of the Reynolds
Averaged Navier-Stokes equations. The simulation was performed in steady state and
convergence was monitored by the log of the residuals of the equations and using a mass
flux balance across the inlet and the outlet boundaries of the model. The computational
grid was adapted based on the gradient of pressure to obtain the results of adequate
resolution.

3 Results and Discussion

The following nozzle inlet geometries were analyzed to determine the effect of the inlet
geometry on the underexpanded jet: contoured inlet, , 45° inlet and an orifice inlet. The
nozzles were analyzed to have sonic exits, with the ratio between the exit plane and the
ambient atmosphere being varied between 2 and 10 (the ratio is henceforth referred to
as PR).

3.1 General description of the flow field

For small underexpansion ratios of the jet (PR = 2), the contoured nozzle results in a well
defined barrel shock structure appearing in the flow field as can be seen in figure 1(A).
The barrel shock reflects along the jet centerline as a Mach reflection. For the case of
the non-contoured inlets (Figure 4 (B) and (C)), the flow field is markedly different. The
expansion waves forming at the nozzle exit reflect at the sonic line in the jet boundary as
compression waves. These compression waves do not coalesce to form a shock wave before
the reflection point as can be seen in figure 1(B) and (C). As the pressure ratio is increased
the strength of the barrel shock increases as can be seen in figure 2. The formation of
a Mach stem occurs in all of the examined nozzle inlet geometries. The strength of the
barrel shock is at its strongest for the case of the contoured nozzle. The formation of
the barrel shock in the jet flow stream is nearest to the nozzle exit in the case of the
contoured nozzle (Figure 2 (A)). The height of the Mach stem in the nozzle flow field
is lower in the case of the 45° inlet and the orifice nozzle cases (Figure 2 (B) and (C)).
Upon increasing the pressure ratio to PR = 10, the shape of the jet flow field remains

(A) (B) (C)

Fig. 1. Density contours of the flow field, M = 1, PR = 2 (A) Contoured inlet (B) 45° inlet (C)
Orifice inlet
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essentially similar for the cases of the contoured nozzle and the 45° inlet nozzle (Figure 3
(A) and (B)). In the case of the nozzle with the orifice inlet however, the expansion of the
jet flow as it exits the nozzle is such that the jet boundary touches the nozzle exit face.
This causes the jet to expand along the nozzle exit face and not along the jet boundary.
The jet boundary in this case originates from the edge of the orifice exit nozzle as can
be seen in 3 (C).

3.2 Mach stem heights

A comparison of Mach stem heights non-dimensionalized by the nozzle exit height is
shown in Figure 4. The Mach stem height is consistently the greatest for the case of the
contoured nozzle. The Mach stem height of the 45° nozzle inlet is the smallest across
the range of pressure ratios examined. The orifice inlet Mach stem height is comparable
to the 45° inlet case until a pressure ratio of 5, after which the Mach stem height for
the orifice inlet is greater for pressure ratios of 7 and 10 in comparison the that of the
45° inlet case. This is as a result of the jet boundary merging with the nozzle exit at
higher pressure ratios for the orifice inlet as shown in figure 2 (C). The analytical expres-
sions for the orifice inlet and the contoured nozzle as developed by [19] have also been
presented in figure 4 and it is important to note that the analytical expressions under
predict the Mach stem height as compared to the simulation results. This is due to the
fact that the boundary layer growth in the nozzle geometry has not been accounted for
in the case of the contoured nozzle simulation resulting in a flow field that is closer to
an inviscid case. The effect of viscosity is evident in the prediction with the analytical
expressions as they were developed from experimental results. The effect of inlet turbu-
lence in the development of the jet flow field needs further investigation to ascertain its
exact influence.

(A) (B) (©)

Fig. 2. Density contours of the flow field, M = 1, PR = 5 (A) Contoured inlet (B) 45° inlet (C)
Orifice inlet

(A (B) ()

Fig. 3. Density contours of the flow field, M = 1, PR = 10 (A) Contoured inlet (B) 45° inlet
(C) Orifice inlet
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Fig. 4. Non-dimensional Mach stem heights as a function of pressure ratio for various inlet
angles

3.3 Effect on jet boundary

The contoured nozzle results in a jet boundary that leaves the nozzle at an angle or-
thogonal to the nozzle exit face. In the case of the sharp edged nozzle, there is a defined
vena-contracta effect that can be seen at the nozzle exit. The vena-contracta effect is
most pronounced for the orifice nozzle exit (Figure 5 and 6). There is no discernible
change in the shock structure between the jets issuing from the orifice inlet and the 45°
inlet. The vena-contracta in the jet flows results in a narrowing of the jet boundary as it
leaves the nozzle exit. This results in a sonic line that is not orthogonal to the nozzle exit

(A) (B) (C)

Fig. 5. Pseudo-schlieren images of the flow field in the vicinity of the nozzle exit, M = 1, PR=
2 (A) Contoured inlet (B)45° inlet (C)Orifice inlet



Underexpanded supersonic jet 959

(A) (B) (C)

Fig. 6. Pseudo-schlieren images of the flow field in the vicinity of the nozzle exit, M = 1, PR=
5 (A) Contoured inlet (B)45° inlet (C)Orifice inlet

plane, but curved in space downstream of the nozzle exit. Hence for the case of the 45°
inlet nozzle and the orifice inlet nozzle the flow reaches sonic conditions a small distance
downstream of the nozzle exit and not at the nozzle exit in the case of the contoured
nozzle.

4 Conclusions

A computational study on underexpanded jet flows issuing from nozzles having varied
geometries has been carried out. The main conclusions of the study are:

The formation of the barrel shock in the jet flow field occurs at the lower pressure
ratio in the case of the contoured nozzle in comparison to the other nozzle geometries
that have been investigated.

The Mach stem height is greatest for the case of the contoured nozzle in comparison
to the other nozzle geometries that have been investigated over the pressure ratio
range between 2 and 10. There is a curvature of the Mach stem in the direction of
the flow and the curvature is more pronounced as the pressure ratio is increased.
The formation of a vena-contracta resulting in a narrowing in the jet boundary is
observed in the case of the 45° and the orifice inlet nozzles.

The effect of nozzle inlet turbulence needs to be investigated to account for the
differences between the analytical prediction of Mach stem height in comparison to
the Mach stem height predicted by simulation.
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on spheres in hypersonic nozzle flows

T. Hashimoto*, T. Komuro, K. Sato, and K. Itoh

Japan Aerospace Exploration Agency (JAXA)
Koganesawa 1, Kimigaya, Kakuda, Miyagi, Japan 981-1525

Summary. In order to understand thermochemical non-equilibrium phenomena which occur
during re-entry, shock stand-off distances on a simple hemi-spherical model were measured in a
high enthalpy shock tunnel. Moreover, from the measurements, the unresolved question of how
much influence un-recombinated oxygen atoms and vibrationally excited molecules related to
the frozen phenomena of nozzle flows have on the flow was investigated. It was also discussed
whether a binary scaling parameter which indicates a non-equilibrium process can accommodate
the nozzle flows of a shock tunnel.

1 Introduction

During atmospheric re-entry at speeds of 7 km/s or higher, the air behind the shock
wave generated around a body will be compressed and heated to 10,000 K. At these
temperatures, real gas effects are dominant and lead to drastic changes in the aerother-
modynamic characteristics of the flow. Therefore, the development of thermal protection
system against aerodynamic heating and a detailed investigation of aerodynamic char-
acteristics are essential topics to investigate.

Air molecules flowing around re-entry vehicles become vibrationally excited, dissoci-
ated and ionized, and the shock layer is in thermochemically non-equilibrium with flow
duration times of the same order as the chemical reaction time in air. Since this effects
influence aerodynamic characteristics, it is necessary to understand them, particularly
for the development of space transportation systems [1].

In the hypersonic regime, a simple geometry is sensitive to real gas effects in the
shock layer. In the case of a sphere, the high temperature behind a shock wave brings
vibrational excitation and dissociation of air molecules, and the temperature is reduced
by heat absorption due to real gas effects. As a result, shock stand-off distances are
shortened. Therefore, shock stand-off distances are good reference quantites and useful
for validating the results of numerical simulations [2].

As aresult, a lot of papers have experimentally, numerically and theoretically investi-
gated shock stand-off distance for high enthalpy flows. Lobb [3] experimentally measured
shock wave stand-off distances with a light gas gun and clarified the relationship between
flight speed and the shock stand-off distance. Nonaka [4] acquired more detailed data and
arranged it according to the binary scaling parameter.

Hornung and Wen [5] measured the shock stand-off distance with a shock tunnel
and explained the results by introducing a reaction rate parameter. Olivier [6] further
developed this theory and obtained very good agreement with the experimental results.

* Present address: Biomedical Engineering Research Organization, Tohoku Univ., Katahira 2-
1-1, Aoba, Sendai, Miyagi, JAPAN 980-8577
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A shock tunnel is one of the ground test facilities that can generate high enthalpy
uniform flows. However, the test gas remains thermally excited and chemically frozen
after it becomes a plasma at the nozzle reservoir and is expanded very rapidly in the
nozzle without returning to its original state.

In particular, a not negligible amount of un-recombined oxygen atoms are left in
the nozzle flow and, hence, the nozzle flow does not accurately reproduce real re-entry
conditions. However, the extent of such a chemically frozen state has not been well
examined and this is one of the most serious criticisms made of high enthalpy shock
tunnel characteristics. In particular, because of the presence of chemically frozen flow in
the nozzle, non-equilibrium effects in the shock layer are weakened.

In the present study, in order to experimentally investigate the influence of the ther-
mochemical non-equilibrium, shock stand-off distances on a hemispherical model were
measured in the enthalpy range of 4 to 16 MJ/kg using the High Enthalpy Shock Tun-
nel (HIEST) at the Japan Aerospace Exploration Agency (JAXA). The obtained results
were compared with those from a ballistic range and the effect of changes in the flow
density and model radius for a fixed binary scaling parameter and flow velocity was also
examined.

2 Test facility and condition

HIEST can produce a test flow with a maximum stagnation enthalpy of 25 MJ/kg and
a maximum stagnation pressure of 150 MPa to reproduce the dissociation of molecules
in re-entry flight [7]. Three kinds of hemispherical model were manufactured to examine
thermochemical non-equilibrium effects by varying the binary scaling parameter. The
radii of the models were 25, 40, and 50 mm. The shock stand-off distances were measured
from the visualization results using the Schlieren method and pressure measurements were
also made near the stagnation point.

Fig. 1. High Enthalpy Shock Tunnel, HIEST

Table 1 shows the test conditions as calculated by the Nonequilibrium Nozzle Flow
(NENZF) code [8]. The binary scaling parameter was set to values of 2.0, 4.0 and 8.0
x 10™* kg/m?. The nozzle flow velocities were set to 2.5 to 4.5 km/s, corresponding to
enthalpies of 4 to 16 MJ /kg. The test gases were air and nitrogen. A diode pumped solid-
state (DPSS) laser was used as a light source and a digital still camera as the recording
medium.
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Table 1. Test conditions

velocity (km/s)| Py (MPa)|p (kg/m®)|R (mm)|pR (kg/m?)|test gas
2.5 14.8 0.016 25 |4.0 x 10”*|Air, N»
3.0 13.0 0.01 40 [4.0 x 10~* [Air, Ny
3.0 38.5 0.03 25 8.0 x 107*| Air
3.5 16.7 0.01 40 | 4.0 x 10~*|Air, Ny
3.5 35.8 0.021 40 8.0 x 107*| Air
3.5 57.8 0.031 25 |80 x 107 Air
4.0 17.7 0.008 25 2.0 x 107*| Air
4.0 17.7 0.008 50 | 4.0 x 107*|Air, No
4.0 33.8 0.016 25 |4.0 x 101 Air, N,
4.0 33.8 0.016 50 [8.0 x 10°*| Air
4.5 28.4 0.011 40 | 4.0 x 107* | Air, Ny

3 Test results

Figure 2 shows a Schlieren photograph for an enthalpy of 16MJ/kg, flow velocity of
4.5 km/s and radius of 50 mm as a typical condition. Errors appearing in the data
measured from the photographs result from the determination of the shock position and
average approximately 2%. The shock stand-off distances, A, are normalized by the model
radius, R.

Fig. 2. Schlieren photograph over a sphere for a radius of 50 mm and enthalpy of 16 MJ/kg

Figure 3 shows the test results for pR=4.0 x 10~* kg/m? and an enthalpy of 4 to
13 MJ/kg when the test gas is nitrogen. The abscissa designates the flow velocity and
the ordinate is the normalized shock stand-off distance. The upper solid line designates
the analytical results for v = 1.4 and the broken line is the prediction of the state of
chemical equilibrium at a pressure of approximately 2.7 kPa. Actually, in the higher
enthalpy of this range, nitrogen molecules begin to dissociate but the vibration mode
is dominant in this region. In the shock tunnel experiments, the nitrogen molecules are
not relaxed and reach the nozzle exit in a vibrationally non-equilibrium state due to the
frozen phenomena in the nozzle mentioned previously. Therefore, since plenty of excited
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molecules already exist, the contribution to the internal energy behind the shock wave
becomes small and the stand-off distances become relatively long.

The shock stand-off distances measured in HIEST for a test gas of air are plotted
in Fig.4 for pR values of 2.0, 4.0 and 8.0 x 10~*kg/m2. The obtained data lie between
the curves designated for an ideal gas and for chemical equilibrium. Therefore, the re-
gion between the two curves is non-equilibrium region with a finite pR. Data taken at
lower velocities is close to the ideal gas value and, as flow velocity increases, strong non-
equilibrium effects clearly appear. It is noted that non-equilibrium effects are exhibited
even in the region of 2.5 km/s. Moreover, as the value of pR increases, the normalized
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Figure 5 shows a comparison of the normalized shock stand-off distances for pR = 4.0
x 107%kg/m?2. The normalized shock stand-off distances measured in the shock tunnel
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Fig. 4. The normalized shock stand-off distances for air in HIEST
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Fig. 5. The comparison of shock stand-off distances between shock tunnel and ballistic range
for pR = 4.0 x 10~* kg/m?

are compared with those obtained in a ballistic range by Nonaka. As the velocity of the
flow and the projectile goes up, it is clear that both results have the same tendency.
However, the values obtained in the shock tunnel are generally larger than those of the
ballistic range. As mentioned above, the shock tunnel test flows keep a higher temperature
without returning to their initial state at the nozzle exit. Therefore, the Mach number
of the test flows in the shock tunnel becomes lower and that is thought to be one of
the causes of the increase in the normalized shock stand-off distance. However, a simple
comparison like this is difficult to make due to the presence of other factors. It will be
necessary to examine these effects in more detail in the future.

Three values of radius and density are combined in the velocity area of 3.8 to 4.3
km/s and the results of normalized shock stand-off distances at almost constant pR=4.0
x 10~%kg/m? are shown in Fig. 6. The results show good agreement and the binary
scaling parameter was found to be established in the non-equilibrium flowfield in HI-
EST. However, because the density and velocity are calculated from NENZF, further
examination is required.

4 Conclusion

In order to experimentally investigate thermochemical nonequilibrium phenomena which
occur during re-entry, shock stand-off distances on a simple hemi-spherical model were
measured in a high enthalpy shock tunnel. The results summarized as follows:

—  Due to the frozen phenomena in the nozzle, the stand-off distances become relatively
long for a test gas of nitrogen.

— The shock stand-off distances measured in HIEST for a test gas of air were conducted
for three kinds of pR. As flow velocity increases, strong non-equilibrium effects clearly
appear, and as the value of pR increases, they approach the equilibrium value.



966 T. Hashimoto et al.

T
0.14 | - |
g -
153
]
E
-:? 012} |
g.a L]
: e
3 010 i-i ““““ §
L ]
-
2 Equilibrium
2 p=2.67 kP:
£
o008t o J
z
L
= 4000 =
Velocity (m/s) ) 1
Ballistic range Shock tunnel (HIEST) pR=4.0 x10~ kg/m"
——— model radius
]
® r=25mm)

® r=40mm
A =50 mm|

Fig. 6. The normalized shock stand-off distances for different model radius, R = 25, 40, 50 mm,
at constant pR=4.0 x 10~ *kg/m?.

— The normalized shock stand-off distances measured in the shock tunnel are compared
with those obtained in a ballistic range by Nonaka for pR = 4.0 x 10~*kg/m?, and
both results have the same tendency. However, a simple comparison is difficult to
make due to the presence of other factors. It will be necessary to examine these
effects in more detail in the future.
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Mach disk shape in truncated ideal contour nozzles
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Summary. DLR Lampoldshausen carried out cold flow tests to study the flow field in a trun-
cated ideal contour nozzle at low nozzle pressure ratios. A convex shaped Mach disk was found
for nozzle pressure ratios less than 10 and a slight concave one for nozzle pressure ratios more
than 20. Due to boundary layer transition the convex Mach disk is temporary tilted and redi-
rects the flow towards the nozzle wall. Accompanying numerical simulations compare well with
the experiments.

1 Introduction

A series of CFD studies and tests went in for separated nozzle flows in the past. A number
of tests showed a significant side load peak for low nozzle pressure ratios (NPR). DLR
Lampoldshausen studied this peak [6] experimentally and identified a re-attached flow as
an origin. This flow condition was present in thrust optimized parabolic (TOP) nozzles
as well as in truncated ideal contour (TIC) nozzles. Re-attached flows are well-known for
TOP nozzles where the so called cap shock pattern redirects the flow towards the wall.
A competitive CFD study [6] for a TIC nozzle yield a concave bowed Mach disk creating
a flow pattern comparable to this cap shock pattern. This bowed mach disk was thought
to explain at low NPR a partial redirected flow towards the nozzle wall.

Bowed Mach disks at moderate NPRs could also be found in computations from Nasuti
et al. [9] and Pilinski [10]. Frey et al. [5] show a Schlieren image where a shortened TIC
nozzle features such a kind of Mach disk. These experimental and numerical studies as
well as an intensive discussion within Europe’s Flow Separation Control Device Group
(FSCD) induced a test campaign studying the Mach disk in TIC nozzles in more detail.

2 Test Setup

The tests were conducted on the horizontal cold flow test position P6.2 using dry nitro-
gen as a fluid. The maximum total pressure and the minimum total temperature were
5.6 MN/m? and 230K, respectively. The flow passes a settling chamber, a cross-section
constriction, and a bending tube section before it accelerates in the convergent-divergent
nozzle to supersonic velocity (Figure 1). As the flow pattern at low NPR (< 10) were of
interest, where oblique shock and Mach disk are located inside the nozzle, an acrylic glass
TIC nozzle was cut step by step from L/R* = 12 down to L/R* = 1.75. It was equipped
with up to 50 pressure transducer ports in stream wise direction with a spacing of 2.5 mm
each, starting in the nozzle’s throat. The machine-made contour was checked in 3 axial
planes and the deviation compared to the design was less than 5 pum. The exhaust jet
was studied with a Color Schlieren setup based on the dissection technique developed by
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constriction nozzle extention

seftiing chamber

bending tube

nz-inflaw

Fig. 1. Sketch of horizontal test section

Cords [2] and improved by Ciezki [1]. Nozzle and test setup are described in more detail
in Frey [4] and Stark [13].

3 Discussion of Experimental Results

The obtained flow patterns can be compared to study the influence of the nozzle length
on separation location, back pressure, and finally the position and the shape of the
Mach disk.

Figure 2a gives the separation locations of all tested nozzle lengths. The data follow a
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Fig. 2. Averaged separation location. (a) Normalized nozzle coordinates versus NPR (pc/pa)-
(b) Separation and wall Mach number

linear trend as long as the flow really separates. If the separation zone reaches the nozzle
lip, a continued NPR rise only results in a compression of the separation zone, indicated
by a distinct gradient change. The discontinuities around NPR =30 are due to nitrogen
condensation resulting in a delayed separation. Thus an influence of the nozzle length on
the separation location can be neglected. Figure 2b is a more conventional plot without
condensation affected data where the separation pressure (lowest wall pressure) is given
as a function of the wall Mach number. The criteria

psep/pa = 1/Masep (1)

reproduces the separation pressure data for wall Mach numbers > 2.5 quite well. This
trend gets lost for wall Mach numbers < 2.25. The intermediate range around a wall
Mach number of 2.4 (representing low NPR of 5) is unstable.

Figure 3a gives the related pressure coefficients as a function of the Reynolds number
after Donaldson [3,7,12], who studied supersonic tube flows, where ps is the pressure
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Fig. 3. (a) Pressure coefficient and Reynolds number. (b) Averaged maximum back pressure

downstream the shock and v the adiabatic exponent. Only condensation free data were
taken into account. Included are critical pressure coefficients for turbulent (~ Re;%-2)
and laminar (~ Re; %) separation on flat plates. The squares represent the unstable
Mach number region around 2.4. With Reynolds numbers about 108, known for laminar-
turbulent transition [11], they split up the remaining data in two distinct zones. Separa-
tion data for Mach numbers > 2.5 (circles) show a clearly turbulent separation behaviour.
The data for Mach numbers < 2.25 (diamonds) a more laminar like. Therefore the sepa-
ration criteria (1) is valid for turbulent flows.

Figure 3b shows a linear correlation between the maximum pressure inside the sep-
arated back flow region ppmaz/pa and the separation location. Compared are results of
the several times shortened nozzle (61%, 73% and 81% of initial length). The effective
length of the nozzle is hereby negligible and the linear trend of ppmas/pa converges to 0.9,
corresponding with the full flowing nozzle. This is to say: The oblique separation shock
re-compresses the flow to ~ 90% of the ambient pressure and the remaining adaption to
ambient conditions takes place over the free jet.

Fig. 4. Schlieren Images (a) L/R*=9; NPR~30; Huacn=17mm. (b) L/R"=1.75;
NPR ~5.5; Hpraer = 1.8 mm
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In opposite to CFD studies [6,9,10] where clearly bowed concave Mach disks at mod-
erate NPRs were predicted, the Schlieren images only show Mach disks with a slight
curvature limited to the centre (Figure 4a). Figure 5a gives the directionless height of
the curvature related to the unaffected base as a function of NPR. A maximum is reached
for a NPR of 30 to 35. This distribution correlates with the side loads measured for the
TIC nozzle of full length by Frey [4] as shown in the graph. A coherence might be given,
especially if a vortex is trapped downstream the Mach disk. A second peak is given for
NPR below 10. But here the former concave shape turns to a convex one (Figure 4b).
Therefore a concave bowed Mach disk at low NPR, as obtained by former CFD stud-
ies [6], must be excluded as the origin of a redirected flow towards the wall resulting in
side loads.
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K LIR™=8.0
< LIR=4.56
+ LIR*=3.0
& LIR™=2.25
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RMS Side Load [Nm]

0 20 40 pdPs

Fig. 5. (a) Averaged Mach disk curvature | Hyacn|. (b) Tilted Mach disk; L/R*=1.75;
NPR=4.93

The pressure coefficients (Figure 3a) show that a re-laminarised boundary layer is present
in the nozzle throat. Therefore the separation zone has to pass, during transient start-up
and shut-down, through the transition to turbulence again. Its performance changes and
the position is abruptly shifted downstream. This process is circumferentially asymmet-
rical and results in a temporary tilted Mach disk, shown in Figure 5b. In nozzles of full
length this tilted Mach disk redirects the flow towards the wall. This is the reason of the
partial re-attachment at low NPR causing huge side loads.

This process is locally limited and reversible as the NPR is further increased. It is a
close-limited instability in separation behaviour.

4 CFD-Analysis

The Tau-code, developed by DLR [8], was used for accompanying computations. The
flow field inside and outside of the nozzle was simulated on axisymmetric hybrid grids.
The boundary layer of the adiabatic nozzle wall was resolved by a structured grid con-
sisting out of 30 layers and a y+ value less then 1. The simulated inflow conditions are
summarised in Table 1 and they correspond to the experiments shown in Figure 4b.
This case was chosen due to the extrem downstream bended Mach disk, the coincidence
with the side load peak and former computations of Kwan [6] where a reattached flow
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NPR Simulated gas T [K] T, [K]
5.5 Nitrogen 267 288

Table 1. Boundary conditions for the simulations according to the experiments

could be observed at low NPRs. The boundary conditions are completed with a farfield
interpolation based on the ambient conditions during the experiment.

For the given flow conditions the AUSMDYV upwind solver with a second order
MUSCL gradient reconstruction was applied. The temporal gradients are solved by a
three stage Runge-Kutta scheme. Due to the acceptable performance on separated noz-
zle flows the Spalart Allmaras turbulence model was chosen for the computations.

Residual smoothing was used for a better convergence behavior. The shock pattern
and the separated flow at the nozzle wall were achieved on a very coarse grid. Starting
from that initial grid and solution, local adaptation was used to refine both the region
around the separation point and the Mach disk. The adaptation was successivly continued
as described in more detail in Wagner et al. [14]. The development of the wall pressure
distribution depending on the grid resolution can be found in Figure 6a starting with the
first adapted grid. The results are compared with the measured wall pressures. Due to
the minimum of 2.5 mm between the pressure transducers the exact separation position
cannot be determined, but the computed pressure distribution compares well with the
present experimental values. The dismatch of the first position at X/R* = 0.28 is within
the accuracy of the implemented sensor.

2 @ Shock waves
X experime_m o Slip line
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Fig. 6. Numerical Results of the L/R* = 1.75 nozzle (a) Pressure distribution. (b) Mach number
flow field with stream lines compared to experimental data

In Figure 6b the numerical Mach number distribution is overlaid by values taken
from the Schlieren image 4b. The shape of the Mach disk and the reflecetd shock are
well resolved by the computations. The oblique shock coming from the separation point
is more curved in the experiments. Additional to the shock wave position, the trend of
both the slip line and the shear layer are extracted from the Schlieren images as far as
they were visible and they also compare well with the CFD results.

Both in the experiments and in the computations the Mach disk is bended down-
stream. The convex shaped Mach disk is the only possability to deflect the divergent
flow near the nozzle throat to a parallel flow.
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Numerical simulation of separated flow
in nozzle with slots
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Summary. A mathematical model and a high-resolution numerical method for numerical sim-
ulation of turbulent separated flow in convergent—divergent nozzles are presented. A comparison
between numerical calculations and experimental data for plane and axi-symmetric nozzles shows
an efficiency and a reasonable accuracy of a numerical code based on the proposed model. A
detailed computational study of separated nozzle flows has been conducted for nozzles with one
or two circular slots. The possibility for increasing in thrust efficiency is shown under ground
conditions due to decreasing of overexpanded flow zone.

1 Introduction

Increase of efficiency of rocket engines due to gas dynamic control of altitude character-
istics of a nozzle is considered in this paper.

Improving the power of rocket nozzles is very important to increase the payload of
launchers. One of the solutions of this problem which has been obtained consists of in-
creasing the ratio of nozzle areas and controlling the separation flow, in the overexpanded
regime, during the first phase of flight. Separation moves the jet detachment point up-
stream, causing a change in the effective nozzle geometry to one that is shorter and has
a lower expansion ratio. For a given nozzle pressure ratio, this alleviates overexpansion
and improves thrust efficiency.

Several flow control technologies which have been recently proposed offers further
means by which to control and stabilize a separated nozzle flow for performance en-
hancement. In this paper the control technology by means of creation of one or two
circular slots at supersonic part of a nozzle (nozzle with slot) is considered by numerical
simulation.

2 Governing Equations

The two-dimensional Favre averaged Navier-Stokes equations, including the equations
for the turbulent kinetic energy (TKE) &k and the solenoidal dissipation rate €4, can be

written in the following form
a(rQ) O(rF) I(rG) OFF,) J(rG,)
= H
o T oor T ooy o T gy T

where Q = (p,pu,pv,e,pk, pes)T. The overbar denotes the conventional Reynolds aver-
age, while the overtilde is used to denote the Favre mass average. The inviscid fluxes are
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pu pU
P +p puUv
uv P2 +p
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u(e+p) v(e+p)
puk puk
puUEs PUES

where p is the density, v and v are the velocity components, and e is the total energy
per unit volume. The fluid pressure is p and the equation of state for the perfect gas is
given by

1
e=p+2pujuj+pk,
where 7, the specific heat ratio, is taken as 1.4. The viscous fluxes are
0 0
Oz Oy
Oy Oyy
F, = UOgy +V0zy — Gz |, G, = UOzy T VOyy —qQy |,
pe ) Ok me ) Ok
(M+o;) ox (//"'_UIZ) y
Oes t | Oes
(k) % p ) %
and the viscous stress tensor are expressed as

~ 20w 2
oij = (1 + ) <2Sij —3 83::5”> = 5 Pkdij,

where d;; is the Kronecker delta, S;; is the mean strain rate tensor, u is the coefficients
of molecular viscosity calculated by the Sutherland formula and p; is the coeflicients of
eddy viscosity, respectively. The heat flux is calculated from

Cp oT
p?"t 8:31-’

so that the linear gradient hypothesis is used for the turbulent heat flux. ¢, is the specific
heat at constant pressure, Pr and Pr; are the laminar and turbulent Prandtl numbers,

respectively, and T is the temperature. A constant turbulent Prandtl number is used.
The eddy viscosity pu; is calculated as

L Cp+
q;i = NPT Mt

Mt = Cp sz/Es-
The source terms H can be written as
€s ees\ T
H= (0.0,ap/n,0, P~ peicaPi )’ —cap ")

where Py is the TKE production, ¢ is the total dissipation rate of TKE. In the cartesian
coordinate system r and a are 1 and 0, respectively, and in the cylindrical coordinate
system r and « are y and 1, respectively.
The total dissipation rate is decomposed into the solenoidal dissipation and the di-
latation dissipation
£ =¢€5+&q.

In the “standard” k — e model [1] constants are

¢ =009, ¢ =144, ¢0=192, op=1, o0.=13.
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3 Turbulence modeling

Compressibility and non-equilibrium of turbulence are two important phenomena for
turbulence modeling in turbulent flow in rocket engine nozzles. Supersonic flow with large
density gradients is realized in diffuser part of nozzle under flight conditions especially
when shock waves are generated inside the nozzle. Such situation is typical for separated
flow in nozzles.

As follows from DNS data the most important compressibility effect is the dilatation
dissipation £4. We compared results of numerical simulation of several separated flows in
plane and conical nozzles obtained with most dilatation dissipation models described in
literature. Overall best results were obtained with models [2] and [3]

€q = (ale + OéQMfl) Es, (1)

where Mt = max (0, My — My). Values of constants are a3 = 1, ag = 0, My = 0 for the
model [2] and a3 =1, ag = 60, My = 0.1 for the model [3].

Due to gas dynamics discontinuities in flow field essentially non-equilibrium regions
occurs near discontinuities where the production of TKE is considerable larger than the
dissipation. Some non-equilibrium modifications of & — £ model were studied on basis of
numerical simulation of turbulent flows with discontinuities. Special attention was given
to compatibility of non-equilibrium modifications with the dilatation dissipation models.
We shall describe some studied non-equilibrium modifications of k — ¢ model which will
be used further.

The renormalization group (RNG) k — & model [4] can be considered as the non-
equilibrium modification of k — ¢ model

where
n= \/)\/CH, no = 4.38, [ =0.012.

The ratio of the production of TKE to the dissipation is denoted as A = Py/ (pe). The
ratio can be considered as the non-equilibrium parameter. Other coefficients of the model
are

ce2 = 1.68, o, =0.7179, 0. =0.7179, ¢, =0.084.

The second non-equilibrium modification is the model [5] which is close to “extended”
k — € model [6] and is more robust than [6]

Ce1 =1.444+03 (N 1)/ (N +1). (3)

The modified non-equilibrium parameter A’ is used in the model which depends on
“shear” part of the TKE production

ou\? [(ov\*
P = .
ke ((321) " <95E> >
The third modification was proposed in [7] to improve prediction of decaying turbu-

lence at low Reynolds numbers

cc1 =15, co=19(1—0.11exp(—R;/36)). (4)
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4 Numerical method

To solve Navier-Stokes and k—e model equations we use a second order of accuracy in time
and space Godunov-type method (see [8]). The second order of accuracy is obtained with
the application of the MUSCL (monotonic upstream-centered scheme for conservation
laws)-Runge-Kutta scheme with essentially two-dimensional reconstruction.

For near wall region the non-equilibrium wall function approach is used. TKE pro-
duction limiter is used to provide proper dependence of the turbulent energy production
term on the mean strain in regions of high velocity gradient.

5 Results and discussion

At first we validated our numerical code by means of comparison of our computed results
of separated nozzle flows with experimental results by different authors. The first nozzle
is an 11.01° half angle plane convergent-divergent nozzle [9] with a throat width of
27.5 mm and an exit width of 42.2 mm corresponding to an expansion ratio of 1.797,
for a total length of 115.6 mm. The inlet temperature is 293°K, the ambient pressure
is po = 102387.14 Pa, the ambient temperature is 293°K. The nozzle pressure ratio
n = po/p, was varied in the experiment from 1.8 to 8.95.
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Fig. 1. Wall pressure data for plane nozzle [9]
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Fig. 2. Wall pressure data for conical nozzle [10]
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Fig. 3. Numerical Schlieren images of the flow field in the conical nozzle
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Fig. 4. Numerical Schlieren images of the flow field in the conical nozzle with one slot
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Fig. 5. Numerical Schlieren images of the flow field in the conical nozzle with two slots

Fig. 1 shows computed and measured [9] wall pressure distributions for different
nozzle pressure ratios n. The solid, dashed and dash—doted lines correspond to the non-
equilibrium modifications (3), (4) and (2), respectively. The dilatation model (1) is used.
It can be seen that all three models allow to obtain a separation point position and a
recovery pressure level in a recirculation zone after separation point with reasonable ac-
curacy. We might observe in passing that the solution for n = 1.255 is unsteady regardless
of used model and the shown curve corresponds to arbitrary time.

It is well known that k£ — ¢ model predicts plane flows considerably better than axi-
symmetric. Therefore the second nozzle used for the validation is an 22.5° half angle
conical convergent—divergent nozzle [10] with a throat radius of 5 mm and an exit radius
of 16 mm corresponding to an expansion ratio of 10.24, for a conical part length of
26.52 mm. The inlet temperature is 293°K, the inlet pressure is pg = 36 atm, the ambient
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temperature is 293°K. Three nozzle pressure ratios n were used in the experiment: 4.4,
5.88 and 8.74.

Fig. 2 shows computed and measured [10] wall pressure distributions for different
nozzle pressure ratios n. The solid, dashed and dash—doted lines correspond to the non-
equilibrium modifications (3), (4) and (2), respectively. The dilatation model (1) is used.
As in the plane case accuracy of separation point and pressure recovery prediction is rea-
sonable. Some discrepancy between measured and computed pressure before separation
point can be explained by insufficient nozzle description in [10].

Results of numerical simulation of turbulent nozzle flow are shown on Fig. 3 for a
smooth conical nozzle, on Fig. 4 for the same nozzle with one slot, and on Fig. 5 for the
same nozzle with two slots. An half-angle of the conical nozzle supersonic part is 20°,
a throat diameter is 10 mm, a slot width is 1 mm. The inlet temperature is 293°K, the
ambient pressure is 101250 Pa, the ambient temperature is 293°K. The nozzle pressure
ratio n is 40. The overexpanded flow regime with separation is realized under such con-
ditions in the smooth nozzle (see Fig. 3). In the nozzle with single slot the separation
occurs earlier (for smaller ) than in the smooth nozzle Fig. 4. The overexpanded flow
zone decreases providing an increase in static thrust efficiency. In the nozzle with two
slots the earliest separation occurs 5 and the overexpanded flow zone is smallest. Further
numerical simulation shows that under high—altitude conditions the impulse loss due to
a working fluid leakage through the circular slot is small and does not have a pronounced
effect on thrust efficiency.

Acknowledgement. The presented research work was supported by the International Science
Technical Center (ISTC) within the frames of the ISTC Project 2598.
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Numerical simulation of transient supersonic nozzle
flows
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Summary. The starting process of supersonic nozzles has been investigated numerically. The
objective of this study is to identify the origin of side-loads during start-up and shutdown
phases of rocket nozzles. A complex flow structure with significant separated boundary layer
and intense moving shocks has been observed. Special attention has been paid to the early
phase of the starting process and to the appearance of a strong secondary shock wave due
to the change in nozzle area. Shock intensities and velocities are obtained and analysed. The
computational results are compared with the experimental data for validation. The flow evolution
is proved to be more complex in the presence of turbulence due to a large separation and a strong
shock/boundary-layer interaction. In particular, when the recirculation bubble created by the
separation shock reaches the nozzle lip, a sudden transition from restricted-shock separation
(RRS) to free-shock separation (FSS) patterns is observed. This phenomenon is considered to
be one of the basic characteristics of side-loads generation during transient of supersonic nozzles.

1 Introduction

Flow separation control in rocket nozzles is a challenging problem in aerospace science,
not only for current engines confronted with problems of thermo-mechanical loads, but
also for future engines which could work with very wide separation zones. This phe-
nomenon is related to an usually unstable type of flow occurring in large expansion
nozzle and producing unstable forces known as side-loads. Theses forces are prejudicial
to the mechanical structure of the nozzle and can cause damages. Basically, the physical

Fig. 1. Starting process in a planar supersonic nozzle [1].

problem met in those configurations is essentially due to the boundary layer separation
during nozzle startup process, caused by the ambient high pressure gradient, result-
ing in a complex phenomenon with shock/shock and shock/boundary layer interactions
(see Fig.1). Several complex phenomena, such as boundary layers with adverse pressure
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gradients, shocks, induced separation, recirculation bubbles, shear layers can occur in
nozzles and may strongly affect the rocket engine’s performance.

Transient nozzle flow which exists during engine start-up has been investigated by
only a few people. Some experimental work has been performed by Smith [2], Amann [3],
Saito et al. [4]. Amann [3], for instance, studied the influence of several parameters (nozzle
half-angle, throat width and nozzle inlet radius) on the starting process in supersonic
nozzles driven by a shock tube. Besides, special interest has been paid to the duration of
the starting process, since it decreases the useful testing time of short-duration facilities.
However, the evolution of a complex wave structure has also been shown.

From a numerical point of view, some studies were undertaken to simulate nozzle flow
transients. Most of the simulations performed were two-dimensional plane or axisymmet-
ric owing to the large amount of computational time required for three-dimensional ones.
From previous studies [5,6], it may be concluded from these studies that inviscid compu-
tations satisfactorily predict the main flow features (namely the primary and secondary
shock waves, multiple shock wave reflections and slip surfaces). Concerning rocket nozzles,
Chen and Chakravarty [7] examined the flow structures of the start-up and shut-down
processes using a Navier-Stokes solver. The configuration they studied was a sub-scale
nozzle of a J-2S rocket engine (i.e. a precursor of the American Space Shuttle main en-
gine). In a recent work, Mouronval et al. [8,9] studied numerically the early transient
flow induced in an expanding nozzle by an inflow preceded by an incident planar shock
wave using high-order numerical methods. Special attention has been paid to the early
phase of the starting process and to the appearance of a strong secondary shock wave.
A detailed analysis of the wave structure was given and the mechanism of formation of
vortices on the contact surface has been clearly shown as a result of the high accuracy
of the simulations.

In this paper, we report recent progress on computations of transient supersonic
nozzle flows using both Euler and Navier-Stokes codes. Owing to the large amount of
computational time required for a 3D computation, only 2D axisymmetric convergent-
divergent nozzles are considered in this study.

2 Inviscid computations

The first part of this paper concerns the transient flow developing in the Vulcain nozzle
(designed for the European rocket Ariane V) during the engine start-up. After burning
in the combustion chamber, the exhaust gases are expanded in the nozzle to deliver an
optimal thrust to the launcher. The starting process begins with the primary shock (blast
wave) entering the nozzle and ends when a quasi-steady flow has been achieved. In the
simulation, the flow starts at ¢ = 0 after the rupture of a diaphragm located at the nozzle
inlet that separates two regions of quiescent air. The high-pressure region is at reservoir
conditions, pressure P.=110 bar and temperature T,.=2500 K, whereas the low pressure
is at atmospheric conditions, P,=1 bar and T,=298 K.

As a first step, viscous effects were neglected during the transient phase in order to
focus mainly on the evolution of the rapidly moving shock wave structures which might
later interact with viscous effects.

Initially, a strong incident shock moves rapidly through the stagnant low-pressure
medium. When the shock enters the divergent part of the nozzle, because the area in-
creases, the flow undergoes an expansion and a contact discontinuity is formed. This



Transient Nozzle Flows 981

discontinuity quickly becomes distorted owing to a Richtmyer-Meshkov type instability.
In addition, a left-running (with respect to the fluid) secondary shock appears and is
carried to the right because of the supersonic carrier flow. This shock wave links the high
Mach number, low pressure flow, downstream of the throat, with the lower velocity high
pressure gas behind the primary shock. The computed flow-field at time ~ 2ms is shown
by schlieren picture (figure 2 - left). The mean flow features (namely the primary and
the secondary shock waves, multiple shock wave reflections and slip surfaces) are well
reproduced by the simulation. Also figure 2 displays additional details on the multiple
wave reflection system (triple points, recompression shocks) formed by the bifurcation
of the shocks near the wall as well as the important role played by the internal shock
occurring at the nozzle throat.
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Fig. 2. Comparison of shock-waves trajectories on the axis. All length scales are normalized by
the throat height h. = 6.15mm and the elapsed dimensionless time is defined as t* = tao/he
where ag is the speed of sound of the gas initially at rest (ao ~ 343m.s™'). The origin of
time is chosen in such a way that the primary shock reaches the nozzle throat at t* = 0 (left).
Normalized wall pressure distributions for the TIC nozzle (right).

It should be recalled that the experimental analysis of the transient flow in full scale
rocket nozzles is very difficult and expensive, because it would need flow visualizations
and measurements inside the divergent section in the few milliseconds of the crucial part
of the transient. Therefore, no measurements are available for the Vulcain nozzle.

However, in order to compare our numerical simulations with experiments, we have
computed a small scale laboratory nozzle studied experimentally by Amann [3]. The
test case consists of a constant-area tube terminated by a 15° plane nozzle whose in-
let is rounded. This nozzle is located at the end wall of a shock tube. The general
evolution of the wave system in Amman’s nozzle is analysed. Good qualitative agree-
ment between numerical and experimental results is obtained (results not shown for
concision). Quantitative assessment of the prediction can be achieved by analyzing the
movement of the shock fronts. The computed locations of the primary and secondary
shocks in the central part of the nozzle are plotted in figure 3 and compared with the
experimental results. The agreement is excellent for the primary shock as well as for the
secondary one.
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3 Turbulent computations

For the second part of this study, we have used a mixed finite-volume / finite element in-
dustrial code (N3S-Natur, supported by SNECMA-Motor) based on a multi-dimensional
compressible Navier-Stokes solver with an explicit-implicit second order TVD scheme on
an unstructured grid. A two-equation k — w SST model is used to describe the turbu-
lence. The computations were performed on parallel IBM SP4 machine using 10 ~ 20
Processors.

The test-case considered here is an overexpanded sub-scale rocket-nozzle having a
Truncated Ideal Contour (TIC), studied experimentally at ONERA [10]. This nozzle has
no internal shock and produces a nearly uniform flow at the exit. For highly overexpanded
regimes, i.e. when the exit pressure is much lower than the ambient pressure, a separated
flow occurs inside the nozzle and evolves as a free jet. An open recirculation zone exists
which matches the ambient free-stream to the supersonic carrier flow.

Fig. 3. Steady state solution of the TIC nozzle flowfield at NPR=40. Numerical Schlieren
picture (left). Enlargement of the nozzle lip and the Mach disc regions (right).

The computations were carried out using three different Nozzle Pressure Ratios (NPR
= P./P, = 30, 40 and 65, where P, and P, are the chamber and the ambient pressures,
respectively). A typical flow separation is shown in Fig. 3. The numerical simulation
reveals the existence of a small recirculation bubble trapped between the wall (at the
nozzle lip) and the main recirculation zone. It has been shown [11] that this small vortex
may play an important role in the amplification of the flow oscillations especially at the
end effect regime.

The central part of the jet is characterized by a strong shock waves interaction lead-
ing to a curved Mach disc structure with a triple point configuration and a downstream
recirculation zone (see Fig. 3 - right). This vortex has been observed in several com-
putations. For instance, Nasuti et al. [12] show that the appearance of this vortex is
strongly correlated with the upstream non-uniformities of the flow. As expected, in fully
expanded steady state flow, no perfect restricted shock separation (RSS) exists in TIC
nozzles but an “RSS-like” structure is observed with a cap-shock pattern and a free sep-
aration. The corresponding wall pressure distributions are shown in Fig. 2 (right) where
the computational results are compared with the experimental data. Excellent agreement
is obtained.

To complete this study a transient flow simulation at a very low regime (NPR=5)
is investigated. The objective of such investigation is to understand the origin of side-



Transient Nozzle Flows 983

loads amplification observed during transients in the experiment of a TIC nozzle done
by Kwan and Stark [13]. Fig. 4 shows a sequence of numerical pictures, where it is pos-
sible to identify different flow structures. In particular, the formation of the secondary
shock is clearly visible at the early stage of the start-up process. This strong shock
interacts with the boundary layer and large separation occurs. Since the jet plume is
not sufficiently formed, the supersonic flow reattached further downstream, leading to a
formation of a high-pressure region with a recirculation bubble. A restricted-shock sepa-
ration (RSS) configuration is then formed, while the major structures of the internal jet
remained similar during the transient process. The separated-reattached flow structure
moves downstream and gradually discharges from the nozzle exit until a sudden transi-
tion from restricted-shock separation (RSS) to free-shock separation (FSS) configuration
appears. During a very short time, a high pressure peak was found. The occurrence of
the side-loads has been reported when the transition from FSS to RSS occurred during
the start-up transient of TOC (Thrust Optimized Contour) nozzles [14], however this
phenomenon still yet to be understood in TIC nozzles.
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Fig. 4. Formation of shock waves, contact discontinuities and boundary layer separation during
the start-up of a Truncated Ideal Contoured (TIC) nozzle (numerical schlieren pictures). TIC
nozzle at NPR=10.
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Summary. Numerical investigations of fluidic thrust vectoring system using secondary jet in-
jected into the main nozzle flow are carried out. Two dimensional Navier-Stokes equations with
Spalart-Allmaras turbulence model are used and the numerical results are compared with ex-
perimental data obtained by Waithe et al. It is demonstrated that usage of an appropriate
turbulence model is essential for studying details of fluidic thrust vectoring system as well as
general supersonic nozzle flows.

1 Introduction

Supersonic nozzle flows have been extensively investigated, especially in aerospace and
industrial fields for many years. Quasi-one-dimensional theory gives simple and clear
solutions of the problem. The actual flows, however, involve complex interactions between
shock waves and boundary layers, showing structures sometime quite different from those
predicted by the simple theory. Numerical simulations of nozzle flow require great care in
preparing proper numerical grids and in choosing appropriate physical and mathematical
models for obtaining reasonable solutions. For example, it is not an easy task to simulate
non-stationary nozzle starting process even in a very simple two dimensional nozzle [6].
It is found that boundary layer separation on the nozzle side walls plays an important
role and must be properly simulated. It then indicated that an appropriate turbulence
model is required in order to predict correct boundary layer separation point.

A two dimensional numerical code is developed and tested for its applications to
supersonic nozzle flows. After preliminary testing, the numerical code is applied to the
experimental work of fluidic thrust vectoring reported by Waithe and Deere [10]. Fluidic
thrust vectoring (FTV) is a technique to vary the thrust orientation of nozzle exhaust
without resorting to mechanically moving parts and several different methods are pro-
posed [5]. In this paper, we will investigate the so-called shock-vector-type FTV, in that
a secondary jet is injected into the supersonic main flow from the nozzle side wall. The
main challenges for developing FTV are to find efficient configurations and to achieve
linear response. Numerical results are compared with Weithe’s data and discussed.

2 Basic equations and numerical methods

Two dimensional Navier-Stokes equations and the conservation laws of mass and energy
are numerically integrated [1]. The equation of state for ideal gases is used for closing
the system of equations. The numerical scheme WAF (Weighted Average Flux method)
developed by Toro [8] is used to solve the convection (or inviscid) part of the basic
equations. The scheme is one of higher order extensions of the Godunov scheme and has
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the second order accuracies both in space and time. The numerical flux is evaluated from
the HLLC approximate Riemann solver [9]. The viscous terms are calculated by using
either central differencing or least square method to evaluate the first and second order
velocity gradients.

Three turbulence models of Baldwin-Lomax, k-¢ and Spalart-Allmaras [2,3,7] are
implemented. Each turbulence model has its own advantages and disadvantages. In this
study, since it has successfully been applied to many supersonic flows with boundary
layer separations and vortices, Spalart-Allmaras turbulence model is extensively used.
The turbulence model is implemented based on Wang [11] with modifications presented
by Lei [4]. The modification of Lei increased the robustness of the computations by
suppressing the eddy viscosity to an appropriate amount.

3 Numerical grids and code evaluation

Computations of boundary layer developed on a flat plate are carried out as code vali-
dation. The results also provide information regarding the necessary space resolution of
numerical grids. A flat plate is placed at the bottom of computational domain. Initial con-
ditions of the pressure, density and flow velocity parallel to the plate are 1.013 x 10° Pa,
1.225 kg/m? and 500 m/s, respectively. Computations with four numerical grids with

Table 1. Space resolutions of numerical grids next to flat plate

Grid Aywan (rm) yt

Grid 1 2.0 0.84
Grid 2 3.0 1.25
Grid 3 4.0 1.67
Grid 4 5.0 1.84

different space resolutions are carried out in order to determine appropriate grid size
next to the solid plate. The grid sizes of the four different grid types next to the plate
surface are listed in Tab. 1. The y* values of the first grid point, which is defined by the
friction velocity u. and the kinetic viscosity v as y™ = (yu.)/v, are also shown in the
table. Figure 1 shows profiles of x-component velocity at a down stream location from the
leading edge of the plate. The Reynolds number of the location is defined by the distance
from the leading edge and is calculated to be 3.5 x 106, This is sufficiently higher than the
critical Reynolds number and the boundary layer is expected to be turbulent. Following
the convention of boundary layer studies, the velocity in the ordinate is normalized by
the friction velocity and y™ is taken as the abscissa. The solution of the law of the wall
that consists of viscous sublayer and the inner layer is also shown in the figure by a solid
line. The following formulae for the velocity distribution in the viscous sublayer and the
log law are used:

Yooyt (1)

Y =56 logy™ +4.9. (2)

*
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Fig. 1. Velocity distribution of boundary layer on flat plate with Spalart-Allmaras turbulence
model

It is found that the numerical code provides solutions that agree well with the law of the
wall with all numerical grids except Grid 4. In the outer layer (y* > 500), the numerical
results deviate from the solid line as they should. Although the results from Grid 1 to
Grid 3 overlap each other, the solution obtained with Grid 4 deviates significantly from
others and oscillates. Grid 4 has the minimum space at the wall Ay, of 5.0 pm and the
value of 4y is 1.84, which is still well within the viscous sublayer. From these observations
in the preliminary computations, we determined that the grid size must be less than 4.0
pm in order to carry out computations with the Spalart Allmaras turbulence model in
the current numerical code. Similar tests are also carried out with the k-e¢ turbulence
model for the sake of comparison. It is found that the k-e model requires 3.0 pm as the
minimum grid size. Although it is not a significant difference, this indicates that the
Spalart Allmaras model is more stable than the k-e model.

4 Computations of FTV performance

The specifications of the nozzle are listed in Tab. 2. The secondary jet is injected through
2.03 x 1073 m wide narrow slit open to the upper nozzle wall. The number of numerical

Table 2. Nozzle specifications from Waithe [10]

Throat area (cm?) Exit area (cm?) Area ratio Design pressure ratio Design Mach number

27.92 50.16 1.85 8.78 2.07

grid points is about 720,000 and the code is executed in parallel with multiple processor
elements (PEs) of the Cray XD1 computer system. The MPI parallel libraries are used
and the typical wall clock time is about 20 hours using 10 PEs. Comparisons are made
on two FTV parameters, (1) the thrust ratio TR and (2) the thrust vector pitch angle
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0p. The thrust ratio TR is defined as the ratio of the numerically obtained thrust F and
the primary flow isentropic thrust Fj, i.e. TR = |F|/F;. The numerical thrust vector F
is derived from the formula:

F =3 [pU(U - n) + (p. — poc)n]A4, (3)

here the summation is taken over the numerical cells at the nozzle exit plane. The symbols
U, n, AA, ps, peo are the velocity vector, unit vector in the x direction, projection of each
numerical cell area in the x direction, static pressure and ambient pressure, respectively.
While the following analytic formula is used for evaluating the ideal thrust:

- ) } (@)

where p;, Ty, v and R are the total pressure and temperature, specific heat ratio and the
gas constant, resptectively. The mass flow rate w; is calculated as:

y+1
Y 2 \omY
i = A 5
v \/R <7+1) VT ®)

where A; is the nozzle throat area. The pitch thrust vector angle d, is defined by the z
and y components of F(F,, F,) as

2’yR

F, = Ty

(6)

5 Numerical results and discussion

Table 3. Specifications of secondary jet for three series of computations

Flow NPR Pressure Density

Mach No. [Pa] [kg/ms}
Case 1 1.0 3.2 2.02x10° 2.33
44 2.70%x10° 3.11
5.9 3.56x10° 4.16
Case 2 0.5 3.2 2.68x10° 4.66
4.4 3.57x10° 6.21
5.9 4.73x10° 8.33
Case 3 0.3 3.2 2.94x10° 7.76
44 3.92x10° 10.4
5.9 5.20x10° 13.9

Numerical calculations of FTV performance with the secondary jet injection are car-
ried out. The aerodynamic conditions of the secondary jet are determined from the
experimental conditions: (1) the total pressure of the secondary jet is the same as that
of main nozzle flow, (2) the mass flow rate of the secondary jet is 6% of that of main
exhausting flow [10]. With the conditions and the known jet slit width, three sets of
gasdynamic parameters for the secondary jet are determined for simulations and listed
in Tab. 3.
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A typical temporal flow field of Case 1 with Spalart Allmaras turbulent model is shown
in Fig. 2. When the turbulence model is included, the flow field becomes smooth and
stable due to the eddy viscosity. As expected, the boundary layer separation delays with
the turbulence model and the separation point is shifted to the down stream directions.
Thrust vector pitch angles and the thrust ratios of Case 1, 2 and 3 are plotted in Fig. 3.
It is shown that the dependency on the nozzle pressure ratio NPR is well reproduced in
all series of Cases 1 to 3. The thrust vector pitch angle becomes smaller with increasing
NPR while the thrust ratio increases with NPR. The results of Case 3 best agree with
the experimental data. Although we could not figure out what are the exact experimental
conditions of the secondary jet from the published reference paper, it is reasonable to
say that the secondary jet in the experiments had conditions close to Case 3. It is also
found out that the thrust vector pitch angel ¢, is almost linear with the secondary jet
Mach number. It is expected that, with the current nozzle configuration, the maximum
pitch angle of 15 degrees can be obtained if the secondary jet is in the conditions of Case
1, i.e. choked flow.

Fig. 2. Flow field with secondary jet with Spalart Allmaras turbulence model: Case 1 with
NPR=4.4
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Fig. 3. FTV performance fir Case 1 with NPR=4.4: pitch angle (left); Thrust ratio TR (right)
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6 Summary

Numerical code is developed for investigating nozzle flows and applied to simulate FTV
operations. The numerical code is based on Navier-Stokes equations with three different
turbulence models of Baldwin-Lomax, k-¢, and Spalart Allmaras.

Within the range of parameters used in this study, the thrust vector pitch angel is
almost linear with the secondary jet velocity. Although the number of simulations is
limited in the current study, it is well demonstrated that the numerical method such as
the one presented in this paper is useful to establish database for designing and developing
the practical hydrodynamic devices such as FTV.

Conducting both experimental and numerical investigations is preferable since any
details of them are available for evaluations of numerical code. Details of experiments are
also important for tuning a code with turbulence model. We are preparing experimental
investigations so that the experimental data can be used for studies of supersonic nozzle
flows.
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Rectangular underexpanded gas jets: Effect of
pressure ratio, aspect ratio and Mach number
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Summary. A numerical and experimental study of the influence of pressure ratio, aspect ratio
and Mach number on the underxpanded jet flow from a rectangular nozzle has been carried
out. The shock cell length non dimensionalised by the nozzle width has seen to be reducing in
magnitude in a linear manner with increasing aspect ratio. The non-dimensionalised Mach stem
height increases for small pressure ratios and reduces for larger pressure ratios

1 Introduction

There is limited literature on the detailed structure of the wave system in the near field
of an underexpanded rectangular jet. Raman [1] and Alkislar [2] have investigated the
shock structure toward developing an understanding of the screech tones emanating from
the interaction of the compression waves within the underexpanded jet with the free jet
shear layer. Zaman [3] showed that the spreading characteristics of asymmetric jets were
not significantly different to that of axisymmetric jets, especially in the cases where the
nozzle aspect ratio was close to unity. Mohamed et al., [4] performed an experimental
investigation on supersonic jets from rectangular nozzles of aspect ratio 5:1, and char-
acterised the flow regimes and the shock structure for jets in a quiescent atmosphere.
Gutmark et al., [5] investigated the spreading characteristics and the flapping modes
associated with rectangular underexpanded jets issuing from a nozzle of aspect ratio 3:1
between Mach numbers of 1 and 2.4. A significant variation of the supersonic underex-
panded jet was observed from near sonic velocity to higher Mach numbers. Teshima [6]
performed experiments on underexpanded air jets exhausting into ambient conditions
from rectangular orifices having aspect ratios of 2, 3, 4, 5 and 62 at pressure ratios of up
to 500. The jet structure was visualised by using the laser induced florescence method.
A hysteresis of shock reflection was observed and reported on. Loh et al., [7] performed
computational studies of an underexpanded rectangular jet utilising an unstructured
space marching Euler method and was able to obtain reasonable agreement with the
experimental findings by Raman [1]. A detailed computational study on the structure
of an underexpanded jet from a rectangular nozzle was performed by Rao and Abdol-
Hamid [8]. Menon and Skews [9] using the Laser Vapour Screen (LVS) flow visualisation
technique were able to capture ’slices’ of the flowfield of an underexpanded jet issuing
from a square nozzle. They were able to establish that the jet appeared to be behaving
as an over expanded jet along the diagonal plane. The origin of the incident shock wave
along the central planes of the jet was observed to occur a distance downstream of the
nozzle exit. Along the diagonal plane of the nozzle the incident shock wave originated
from the corners of the nozzle exit. Numerical studies on underexpanded jet issuing from
square and rectangular nozzles (Aspect ratio of 2) showed that the the flow field could
be predicted accurately [10].
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2 Experimental set-up

The experimental set-up consists of a settling chamber (internal diameter of 120mm)
that is supplied with high pressure gas at 15bar from a reciprocating compressor. A sonic
nozzle having a square exit profile (10mm x 10mm) is attached to the end of the settling
chamber. The flow through the nozzle and settling chamber arrangement is controlled
by a throttling valve upstream of the settling chamber. The valve allows for the pressure
in the settling chamber to be regulated, and this allows for the underexpansion ratio of
the jet to be set as desired. Flow visualisation is achieved through a shadowgraph set up
with the image of the flow field being captured onto ISO 400 black and white film.

3 Numerical set-up

The numerical simulation of the underexpanded jet impingement flow was carried out
using the commercially available code Fluent 6. The flow was modeled as a viscous flow,
with the one equation Spallart-Allmaras turbulence model for closure of the Reynolds
Averaged Navier-Stokes equations. The simulation was performed as a steady state so-
lution and convergence was monitored by the log of the residuals of the equations and
using a mass flux balance across the inlet and the outlet boundaries of the model.
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4 Results and Discussion

Fig. 1. Experimental shadowgraph and numerical Schlieren images of the flow field on the major
axis of an underexpanded jet issuing from a rectangular sonic nozzle at PR = 3; (A) Square
nozzle (B) AR =2 (C) AR =4

Experimental comparison of the flow fields were obtained for the jet flows issuing
from sonic nozzles from various aspect ratio rectangular nozzles. The simulated flow field
closely resembles the experimentally observed flow field as can be seen in figure 2. The
shock cell length and the height of the Mach stem; non-dimensionalsed with the length
of the major axis; have been plotted in figures 2 and 3. There is a steady decrease in the
non-dimensional shock cell length for pressure ratios of 2 and 3 as the aspect ratio of the
nozzle is increased. The simulation consistently over predicts the non-dimensional length
of the shock cell as can be seen in figure 2.
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The non-dimensional shock cell length follows a linearly decreasing trend as the aspect
ratio of the nozzle is increased (see figure 2). The non-dimensionalised Mach stem height
does not follow the same trend as the shock cell length depicted in figure 2. The non-
dimensional Mach stem height increases with increasing aspect ratio for the lower pressure
ratio of 2, while decreasing with increasing aspect ratio for the higher pressure ratio of
3. For the non-dimensional Mach stem heights the simulation under predicts for the case
of the lower pressure ratio, while over predicting for the larger pressure ratio.
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Fig. 2. Non-dimensionalised shock cell length along the major axis of the jet flow
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Fig. 3. Non-dimensionalised Mach stem heights on the major axis plane of the jet flow

4.1 General description of the flow field

The flow field of a gas jet issuing from a rectangular nozzle is greatly influenced by the
presence of the sharp nozzle corners. Along the major and minor axis of the nozzle the
characteristic pattern of expansion wave formation at the nozzle exit followed by the
reflection of the expansion fan at the jet boundary as a compression wave can be clearly
seen. The compression wave forms into a shockwave that undergoes a regular or Mach
reflection based on the underexpansion of the jet.

Along the diagonal of the jet the shock structure is markedly different with the shock
wave originating at the nozzle exit, unlike the case along the major and minor axis
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>< " 3
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Fig. 4. Flow field along the (A)Major axis (B)Minor axis and (C)Diagonal axis of a rectangular
nozzle having an AR = 2

where the incident shock wave originates as the compression waves reflected from the jet
boundary, coalesce. The reason for the formation of the shock at the corner of the nozzle
can be explained through the cross-sectional slices of the flow field shown in figure 5.
The expansion fans originating from the four sides of the nozzle exit lower the pressure
of the gas to ambient pressure and cross at the corners of the nozzle, resulting resulting
in a pressure drop over the jet boundary lower than the ambient pressure. A shock hence
develops at the corner migrating inwards with the expansion fan (as can be seen in the
cross- sectional slices in Fig. 5) to equalize the pressure between the ambient medium
and the flow within the jet.

i

(@) (b) (©)

(d) (€ )

Fig. 5. Cross-sectional slices of the flow field of an underexpanded jet (M = 2, AR = 2, PR =
3) (a)lmm (b)5mm (c)10mm (d)20mm (e)40mm (f)50mm from the exit plane of the nozzle

There is also a marked effect on the shape of the jet boundary as a result of the
corners in the nozzle exit. The formation of the incident shock at the corners results in
the jet boundary being drawn inwards to the centreline of the jet as the cross sectional
slices downstream of the nozzle exit are examined in figure 5. This is consistent with the
hypothetical three-dimensional model of the flow field that was developed by Menon and
Skews [9].
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4.2 Effect of Pressure Ratio

The pressure at the exit plane of the nozzle is greater than the ambient pressure. This
results in the jet expanding out of the nozzle. The greater the ratio between the exit
plane pressure of the nozzle and the ambient pressure, the greater the expansion of the
jet. Increasing the pressure ratio results in transition from regular to Mach reflection
for a given exit Mach number and nozzle aspect ratio. The phenomenon is reflected in
figure 6 where as the pressure ratio of the jet is increased the transition from regular to
Mach reflection occurs.
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Fig. 6. Flow field along the major axis of a jet issuing from an AR = 1.5 nozzle, M = 1 (A)PR
=2and (B)PR =3

4.3 Effect of Aspect Ratio

(A) (B) (@)

Fig. 7. Crosssectional shapes of the Mach reflection as seen along the axis of the jet M = 1,
PR=3(A) AR=1(B)AR=2(C)AR =14

The effect of the increasing aspect ratio is shown in figure 7 It can be seen that
the effect of increasing the aspect ratio on the jet caused a greater distortion of the jet
boundary. The Mach stem for a square nozzle has an octagonal shape, while the Mach
stem for an underexpanded jet from a nozzle of AR = 2, has a hexagonal shape; the
increasing Mach number seemingly working to decrease the facets on the Mach stem. As
the aspect ratio is further increased the Mach reflection becomes less complex, appearing
to have four sides and aligned to the nozzle exit.
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4.4 Effect of Mach number
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Fig. 8. Flow field along the major axis of a jet issuing from a square nozzle, PR = 3 (A)M =
1BM=2(CM=3

Increasing the Mach number causes the shock cell length to increase. The Mach
reflection is reduced to a regular reflection at a Mach number of 3 for the case of the
square nozzle as can be seen in figure 8. A complex system of compression waves can
be seen behind the reflection point of figure 8(B) and (C). This phenomenon is being
investigated further.

5 Conclusions

A numerical and experimental study of the influence of pressure ratio, aspect ratio and
Mach number on the underxpanded jet flow from a rectangular nozzle has been carried
out. The results have shown good agreement between the numerical predictions and the
experimental observations.
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A cartesian grid finite-volume method for the
simulation of gasdynamic flows about geometrically
complex objects

A. Klomfass

Fraunhofer Ernst-Mach-Institut, Eckerstr.4, 79104 Freiburg, Germany

1 Introduction

The most frequently used concept for the treatment of complex geometries in compu-
tational fluid dynamics are certainly unstructured body-fitted grids. An important al-
ternative to unstructured grids are Cartesian grids into which geometrical objects are
embedded, especially if compressible inviscid flows are concerned. Methods based on
Cartesian grids are computationally efficient, relatively easy to implement and favorable
for automatic mesh refinement. Furthermore they are often the best choice for the simula-
tion of flows about moving and deforming objects in fluid-structure interaction. Because
of these properties there is a sustained interest in Cartesian grid methods, c.f. [1], [2].

The embedding of a geometrical object into a computational grid leads to three types
of grid cells. These are pure fluid cells, cells that are totally masked by the objects,
and cells which are intersected (cut) by the object surface. Accordingly, the treatment
of embedded objects in a finite-volume scheme requires appropriate methods for the
identification of cell types, the determination of geometrical properties of cut cells, and
an accurate and stable integration scheme for cut cells. These methods rely on a suitable
mathematical representation of the object surface.

The method presented in this paper is based on a discrete point-set representation
of embedded surfaces. This representation consists of coordinates and normal vectors
for discrete surface points and can be easily derived e.g. from finite-element models of a
surface. The discrete point-set provides the identification of all cut cells and allows the
calculation of residual cell volumes and residual cell interfaces available to the fluid. A
special feature of the scheme is the application of approximate relations for the deter-
mination of the residual volumes and cell face areas of cut cells. This makes the scheme
very fast, even for cases with moving objects where the evaluations are required in every
time step. The method thus provides a very suitable basis for Euler-Lagrange coupled
simulations of fluid-structure interactions, c.f. [3].

The paper describes the relevant details of the method and presents results from grid
convergence studies for a sphere and a pointed cone. In these studies the geometrical
properties of the embedded objects and the transient drag forces generated by a shock
induced flow about the objects were evaluated. Furthermore the shock induced flow
through a stack of spheres adjacent to a wall is included as an example for complex flow
geometries.

2 Basic Finite-Volume Method

The newly developed method has been implemented into the APOLLO code of the Ernst-
Mach-Institut, [3]. This code includes a standard finite-volume approximation of the



1000  A. Klomfass

conservation equations for inviscid, non heat-conducting fluids in Eulerian formulation.
For the present purpose, the basic set of finite-volume equations can be written in the
following semi-discrete form.

du,
Va dt = Z (FnA)l (1)
1=1,6

Here u = (p, pv, pet°")T denotes the conservative variables in a cartesian grid cell n
with volume V. F, A and n are the fluxes, the surface areas, and surface normal vectors
associated with the six cell faces [ of a grid cell, respectively. In our implementation,
we use a one-step explicit time integration, together with a HLLC-type flux solver and a
MUSCL-type reconstruction based on conservative variables for higher order of accuracy.
Some further details are found e.g. in [3].

3 Concepts and Algorithms for embedded Objects

The treatment of embedded objects within the framework of the finite volume method
concerns three major issues:

— the identification of cut and masked cells,

— the determination of geometric properties of cut cells, such a residual volume, residual
cell face areas, and orientation and size of the embedded surface(s), and

— the time integration of cut cells, including a treatment for cells with small residual
volume

In the current work it is assumed, that one or more spatially separated objects are
embedded, each of which has a closed surface that is wetted by the fluid on one side
only. Furthermore it is assumed that the surface of each object is provided as a finite-
element grid, e.g. by a coupled CSD code. Then, for each FE grid a discrete point-set is
interpolated, such that each point has a neighboring point at a distance d < A , where A
is the minimum cell length of the fluid grid. Using this point-set as a representation of the
embedded surface, it is guaranteed, that each cut cell contains at least one such surface
point. Associated with each surface point are — beside the position — a normal vector
and a velocity, which are also determined from the FE grid. Given the surface point
coordinates, the identification of cut cells is a trivial algebraic procedure if Cartesian
grids are used. Upon determination of all cut cells, the masked cells are identified. First,
some masked cells adjacent to cut cells are determined through evaluation of the surface
normal vectors. The identification of the remaining masked cells is then achieved by
exploitation of the fact, that the neighbor of a masked cell is either a cut cell or another
masked cell — a direct (face to face) neighborhood of fluid cells and masked cells does
not exist in this scheme. Nevertheless can a fluid cell and a masked cell have a common
edge or node.

In the next step, the geometrical properties of the cut cells are evaluated. Typically,
there are a few surface points within a cut cell. The position, the normal vector and
the velocity of these points are then averaged, if they belong to the same object. The
averaging effectively defines a single planar embedded surface for each object within a
cut cell. Using these averaged values the fraction f of the cell volume occupied by the
object is obtained from the following empirical relation.
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In this relation 7; € [—1, 1] denotes the relative position of a point within a grid cell with
respect to the grid direction ¢ = 1,3(= z,y, z) (on the edges r; = —1 or r; = 1, at the
center r; = 0). Furthermore is n the unit normal vector pointing from the embedded
surface into the fluid and A; is the cell size with respect to directions i = 1,3. Once
the values of f are known, the fractions h of the cell-face areas blocked by the object
are calculated from the blocked volume fractions of the two adjacent cells (denoted by
subscripts 1 and 2 in the following relation).

f= o (Ut sin(sm/2), (2)
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Both approximate relations (2) and (3) have been derived from a large number of exact
geometrical evaluations, where planar embedded surfaces were considered. The exponent
¢ has been determined to ¢ =2.1 in this process.

As the residual volume of the cell must have a closed surface the resulting orientation
n.s and area A, of each embedded surface within a cut cell can be obtained from the
relation

NesiAes = — Y (nihA),, i=1,3 (4)
k=1,6
Finally, the residual fractions of volume and cell face area available to the fluid, f* and
h*, are obtained by superposition of all objects present within a cut cell.

f* =max(0,1. — Z:f)7 h* = max(0 Zh (5)

obj obj

Using the quantities as described above the time integration of cut cells is achieved
through the modified finite-volume balance equation

Vif: CZ;Z =Y (Fnan), + Y (Fna), (6)

k=1,6 obj

The flux F.s at an embedded surface is calculated as for any other moving wall boundary.
In the present implementation, the fluxes at embedded surfaces are however calculated
only with first order of accuracy.

The reduction of the stable time step for a cut cell is estimated from the residual
volume fraction. In order to avoid a severe reduction of the time-step size, cut cells with
residual volume fractions less than a selected threshold (typically 0.3-0.5) are blended
with suitable neighboring cells by conservative averaging. The selection is guided by the
direction of the normal vector of the embedded surface.

4 Numerical Tests

In order to test the accuracy of the method a number of different bodies have been
embedded into grids of different resolution. Below are presented the results for a sphere
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(D=1cm) and a pointed cone (D=1cm, L=1cm) for grids with cell sizes between 0.1cm
and 0.0lcm. It can be seen in figure 1 that the surface and volume values reconstructed
from the embedded surfaces are for all grids very close to the exact values in case of
the sphere. This is certainly due to the smoothness of the sphere surface. The results for
the cone clearly differ from the latter, due to the presence of the tip and the sharp edge at
the circumference of the base. The obtained values however exhibit a straight convergence
to the exact values. In a further test series, the embedded bodies were placed in a large
number of randomly chosen positions within the grid. It was found that the statistical
scatter of the resulting geometrical properties in any case was clearly less than one percent
for the cone and 0.1 percent for the sphere. Next, the two bodies were subjected to a
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Fig. 1. Grid dependency of geometric properties of the embedded surfaces for sphere (left) and
cone (right)
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Fig. 2. Instantaneous pressure distribution in the symmetry plane during the refraction of a
shock wave about the embedded bodies

shock induced flow of an ideal gas with y=1.4. Starting from ambient conditions py=1
bar, po=1.187 kg/m? a shock wave with shock Mach number 1.5 is refracted around the
bodies and induces a homogeneous constant flow with the behind-shock conditions ps
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=2.45 bar, v5,=238 m/s, p,=2.2 kg/m? (flow Mach number = 0.6). Figure 3 shows the
time dependent drag coefficient (Cp = 8 F / ps v2 © D?) evaluated for different grids.
During the refraction phase the drag coefficient reaches a much higher value than in the
subsequently reached steady flow phase (note, that for later times the flow past the cone
exhibits periodic oscillations). During the refraction phase the computed drag coefficients
show a remarkable insensitivity against the grid resolution, while in the steady flow phase
the influence of the grid resolution is clearly stronger.
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Fig. 3. Transient drag coefficient obtained with different grids

An example for a gasdynamic problem with complex geometry is the shock refraction
through a stack of spheres placed onto a rigid surface. Such a configuration might be
considered a measure for the protection of shock loaded surfaces. The investigated stack
consists of three layers of spheres with diameters 0.433 cm, which are arranged in a
regular matrix of cell length 0.5 cm. The middle layer is in a staggered position, such
that each sphere of the middle layer is in contact with four spheres of each adjacent layer,
see figure 4. The incident shock wave is parallel to the rigid wall and 2 cm away from the
wall at t=0. The shock wave has the same conditions as in the examples above. In the
simulation a symmetric elementary cross section with lateral dimensions lcm x 1em and
longitudinal extension of 4cm is modelled. The grid resolution was 0.013 cm. Each layer
of spheres was considered an individual embedded object. Figure 5 shows the transient
force component normal to the wall on the embedded objects and the wall. Also included
is the sum of these forces and the constant force value which would be caused by a normal
reflection of the shock wave at the wall without the stack of spheres. It can be seen, that
the sum of forces equals the ideal reflection force quite well. This summed force would
be applied onto the wall if the spheres were fixed with rigid supports against the wall.
The only effect of the stack of spheres is thus the modulation of the force in time.

5 Conclusions

The presented method provides a very flexible, efficient and relatively simple scheme for
the simulation of gasdynamic flows about arbitrary geometries. The further development
will focus on the treatment of objects which do not posses closed surfaces. Such structures
typically feature doubly wetted surfaces, which cannot be handled by the current method
yet.
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Fig. 4. Instantaneous pressure distribution after the transmission of the shock wave through
the stack of spheres and the reflection from the rigid wall
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Fig. 5. Normalized force components normal to the wall acting on the individual layers and the
wall in comparison with the force for an ideal reflection without the stack of spheres
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1 Introduction

The discontinuous Galerkin methods [1] (DGM) have recently become popular for the
solution of systems of conservation laws to arbitrary order of accuracy. The DGM com-
bine two advantageous features commonly associated to finite element and finite volume
methods. As in classical finite element methods, accuracy is obtained by means of high-
order polynomial approximation within an element rather than by wide stencils as in the
case of finite volume methods. The physics of wave propagation is, however, accounted
for by solving the Riemann problems that arise from the discontinuous representation of
the solution at element interfaces.

In the traditional DG methods either standard Lagrange or hierarchical node-based
finite element basis functions are used to represent numerical polynomial solutions in
each element. As a result, the unknowns to be solved are the variables at the nodes
and the polynomial solutions are dependent on the shape of elements. In this work, a
DG formulation based a Taylor basis is presented for the solution of the compressible
Euler equations on arbitrary grids, where the numerical polynomial solutions are repre-
sented using a Taylor series expansion at the centroid of the cell. The unknown variables
to be solved in this formulation are the cell-averaged variables and their derivatives at
the center of the cells, regardless of element shapes. Consequently, this formulation is
able to offer the insight why the DG methods are a better approach than the finite vol-
ume methods based on either TVD/MUSCL reconstruction or essentially non-oscillatory
(ENO)/weighted essentially non-oscillatory (WENO) reconstruction, and has a number
of distinct, desirable, and attractive features. The developed method is used to compute
a variety of shock wave problems on arbitrary grids. The numerical results obtained
demonstrated the superior accuracy of this DG method in comparison with a second
order finite volume method and a third order WENO method, indicating its promise and
potential to become not just a competitive but simply a superior approach than its finite
volume and ENO/WENO counterparts for computing shock waves of of scientific and
industrial interest.

2 Numerical Method

The Euler equations governing unsteady compressible inviscid flows can be expressed in
conservative form as

oU(x,t)  OF;(U(x,t)) .
ot + oz =0, in 2 (1)
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where, £2 is a bounded connected domain in R%, d is the number of spatial dimension,
and conservative state vector U and inviscid flux vectors F are defined by

p pu;
U= | pui | ,F;=| puu; +pd; |, (2)
pe uj(pe +p)

where the summation convention has been used and p, p, and e denote the density, pres-
sure, and specific total energy of the fluid, respectively, and wu; is the velocity of the flow
in the coordinate direction ;. To formulate the DG method, we first introduce the fol-
lowing weak formulation of (1), which is obtained by multiplying (1) by a test function
W, integrating over the domain (2, and performing an integration by parts:

ou OW

d!? =

Wds2 +/ Fin,WdI" — /
r

where I'(= 042) denotes the boundary of {2, and n; the unit outward normal vector to the

boundary. Assume that the domain (2 is subdivided into a collection of non-overlapping

elements (2., which can be triangles, quadrilaterals, polygons, or their combinations in

2D and tetrahedral, prism, pyramid, and hexahedral or their combinations in 3D. We

introduce the following broken Sobolev space VP

Vhp = {'Uh € [Lg(.Q)]m L Up ‘Qee [Vp’"’W(Ze S .Q}, (4)

which consists of discontinuous vector-valued polynomial functions of degree p < 0, and
where m is the dimension of conservative state vector and

d
me_span{Hm?":O<ai<p,0<i<d}, (5)

i=1

where a denotes a multi-index. Then, we can obtain the following semi-discrete form by
applying weak formulation on each element (2.

ﬁnd Uy € V)P such as
dt f(z U, Wydf2 + fr Uh)n Wydl™ — f_Q Uh) awh g = YW, € fo, (6)

where I'.(= 0(2.) denotes the boundary of (2., Uy and W}, represent the finite element
approximations to the analytical solution U and the test function W, respectively, and
both belong to the finite element space V. Assume that B; is the basis of polynomial
function of degrees p, this is then equivalent to the following system of N equations,

Fj(Uh)njBidr—/ Fj(Uh)aBid_Q: 1<i<N, (7)
2

83:]-

U, B;df?
dt Jo, i +/

Ie

where N is the dimension of the polynomial space. In the traditional DGM, numerical
polynomial solutions U in each element are represented using either standard Lagrange
finite element or hierarchical node-based basis as following

U, = ZUi (t)Bi(x). (8)
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Fig. 1. Representation of polynomial solutions using finite element shape functions (two on the
left) and a Taylor series expansion (one on the right)

As a result, the unknowns to be solved are the variables at the nodes Uj;, as illustrated in
Fig. 1 for linear and quadratic polynomial approximations. On each cell, a system of NxN
has to be solved, where polynomial solutions are dependent on the shape of elements.
For example, for a linear polynomial approximation in 2D as shown in Fig.1, a linear
polynomial is used for triangular elements and the unknowns to be solved are the variables
at the three vertices and a bi-linear polynomial is used for quadrilateral elements and
the unknowns to be solved are the variables at the four vertices. However, the numerical
polynomial solutions U can be expressed in other forms as well. In the present work,
the numerical polynomial solutions are represented using a Taylor series expansion at
the centroid of the cell, where the quadratic polynomial solutions, for example, can be
expressed as following

ou ou
o |c (73 - -TC) + Ay |c (y - yc)

U, (x—z.)? 0*U, (y—y.)? 0°U
oz |C ) + ayg ‘C 9 + amay |C (wfxc)(y*yc): (9)

U, =U.+

Jr

which can be further expressed as cell-averaged values and their derivatives at the centroid
of the cell:

ou

00642 o0+ 2 g
NG
+ %?j (v —2yc)2 _ é@ /Q (y 2yc) i0)
i gjgy e (= 2e)y = e) - é o, (& —ze)(y — ye)ds2) (10)

where U is the mean value of U in this cell. The unknowns to be solved in this formulation
are the cell-averaged variables and their derivatives at the center of the cells, regardless
of element shapes, as shown in Fig. 1. In this case, the dimension of the polynomial space
is six and the six basis functions are

_ 62 1 _ c2
Bi=1, Bo—a—2e By—y—ye Bi= & %) _ /(‘” o) 40
2.

2 2, 2
_ (y - yc)2 1 / (y - yc)2
Bs =", 2 Jo, 2 di2,
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1
Bs=(z—zc)ly—ve) = (, | (z—we)ly —yc)ds2 (11)
e J.
and the discontinuous Galerkin formulation (7) then leads to the following six equations

d/ fjd9+/ F;(Up)n;dl =0 i=1, (12)
dt -Qe Fe

ou |

oz ¢

ou |

o il o OB

2 .

Z/ BiB;d$2 23 lc +/ Fj(Uh)njBidr—/ Fj(Uh)axfdQ:o 2<i<6,

j=2 2. 92U ‘ I 2 J
6y2 &
a%u
oxzdy ¢

e e

(13)
Note that in this formulation, the cell-averaged variable equations are decoupled from
the equations of their derivatives due to our judicial choice of the basis functions in our
formulation and the fact

/ BiBid2 =0, 2<i<6. (14)
2.

Using this formulation, the similarity and difference between DG and FV methods be-
come clear, and the advantage of the DGM is especially evident in comparison with
the FV methods. In fact, the discretized governing equations for cell-averaged variables
(12) and the assumption of polynomial solutions on each cell (10) are exactly the same
for both methods. The DG(pg) method, i.e., the DG method using piecewise constant
polynomials, exactly corresponds to the first order cell-centered finite volume scheme.
The only difference between them is the way how they obtain the high-order polynomial
solutions (> 1). In the finite volume methods, the polynomial solutions of degree p are
reconstructed using cell-averaged variables from neighboring cells, which can be obtained
using either TVD/MUSCL or ENO/WENO reconstruction schemes. Unfortunately, the
multi-dimensional TVD/MUSCL reconstruction schemes of arbitrary order based on the
extension of one-dimensional MUSCL approach, which are praised to achieve high-order
accuracy for multi-dimensional problems, suffer from two shortcomings in the context of
unstructured grids: 1) uncertainty and arbitrariness in choosing the stencils and meth-
ods to compute the gradients; This explains why a nominally second-order finite volume
scheme is hardly able to deliver a formal solution of second order accuracy in practice for
unstructured grids, 2) extended stencils required for the reconstruction of higher-order
(> 1%%) polynomial solutions. This is exactly the reason why the current finite-volume
methods using the TVD/MUSCL reconstruction are not practical at higher order and
have remained second-order on unstructured grids. When the ENO/WENO reconstruc-
tion schemes are used for the construction of a polynomial of degree p on unstructured
grids, the dimension of the polynomial space, N = N(p,d) depends on the degree of the
polynomials of the expansion p, and the number of spatial dimensions d. One must have
three, six, and ten cells in 2D and four, ten, and twenty cells in 3D for the construction
of a linear, quadratic, and cubic Lagrange polynomial, respectively. Undoubtedly, it is
an overwhelmingly challenging, if not practically impossible, task to judiciously choose a
set of admissible and proper stencils that have such a large number of cells on unstruc-
tured grids especially for higher order polynomials and higher dimensions. This explains
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why the application of higher-order ENO/WENO methods hardly exist on unstructured
grids, in spite of their tremendous success on structured grids and their superior perfor-
mance over the MUSCL/TVD methods. Unlike the FV methods, where the derivatives
are reconstructed using the mean values of the neighboring cells, the present DG method
computes the derivatives in a manner similar to the mean variables. which is natural,
unique, compact, rigorous, and elegant mathematically in contrast with arbitrariness
characterizing the reconstruction schemes used in the FV methods with respect how to
compute the derivatives and how to choose the stencils. This formulation has a number
of distinct, desirable, and attractive features and advantages in the context of DG meth-
ods. First, the same numerical polynomial solutions are used for any shapes of elements,
which can be triangle, quadrilateral, and polygon in 2D, and tetrahedron, pyramid, prism,
and hexahedron in 3D. Using this formulation, DG method can be easily implemented
on arbitrary meshes. The numerical method based on this formulation has the ability to
compute 1D, 2D, and 3D problems using the very same code, which greatly alleviates the
need and pain for code maintenance and upgrade. Secondly, cell-averaged variables and
their derivatives are handily available in this formulation. This makes implementation of
WENO limiter straightforward and efficient [2], which is required to eliminate nonphysical
oscillations in the vicinity of discontinuities. Thirdly, the basis functions are hierarchic.
This greatly facilitates implementation of p-multigrid methods [3,4] and p-refinement.
Last, cell-averaged variable equations are decoupled from their derivatives equations in
this formulation. This makes development of fast, low-storage implicit methods possible.

3 Numerical examples

Due to page limitation, only a few illustrative examples are presented in this section
to demonstrate the accuracy, robustness, and versatility of this DG method. Hancock
scheme is used to advance the solution in time in order to achieve the efficiency for time
accurate problems and a p-multigrid method [4] is used to accelerate the convergence
of the Euler equations to a steady state solution. A WENO-based limiter [2] is used to
eliminate nonphysical oscillations in the vicinity of discontinuities.

Example 1: Subsonic flow past a cylinder

This test case is chosen to numerically compare accuracy between DG and FV meth-
ods, where a grid convergence study has been conducted for subsonic flow past a circular
cylinder at a Mach number of 0.38, and the numerical results are presented in Fig. 2.
One can see that the second order DG(P1) solutions on an given meshes are more accu-
rate than the second order finite volume solutions FV(P1) on the globally refine meshes,
clearly demonstrating the high accuracy of the DG method.

Example 2: A Mach 3 wind tunnel with a Step

The test case is a classical example for testing the accuracy of numerical schemes for
computing unsteady shock waves. The problem under consideration is a Mach 3 flow in
a wind tunnel with a step. Fig. 3 shows the computed density contours obtained by the
DG method and a third order WENO method, respectively. Note that the same mesh
resolution is used for both computations. One can see that the shock resolution of the
3rd order WENO scheme is slightly more diffusive than the present second DG scheme,
and the slip line coming from the lambda shock is also more visible in the 2nd DG
solution than 3rd order WENO solution, qualitatively demonstrating that the present
second order DG solution is as accurate as, if not more accurate than, the third order
WENO solution.
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Fig. 2. Computed Mach number contours in the flow field obtained using FV(P1) solution on
the 126x33 grid (left), and DG(P1) solution on the 64x17 grid (middle), and the behavior of
the error norms with grid refinement for FV(P1), DG(P1), and DG(P2) for subsonic flow past
a circular cylinder.

Fig. 3. Computed density contours in the flow field obtained using the 3rd WENO solution
(left) and 2nd DG(P1) solution (right)

4 Conclusion

A DG method based a Taylor basis has been presented for the solution of the compress-
ible Euler equations on arbitrary grids. The developed method has been used to compute
a variety of time-accurate flow problems on arbitrary grids. The numerical results demon-
strated the superior accuracy of this DG method in comparison with a second order finite
volume method and a third order WENO method, indicating its promise and potential to
become not just a competitive but simply a superior approach than its finite volume and
ENO/WENO counterparts for solving flow problems of scientific and industrial interest.
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Summary. A multi-dimensional front tracking concept for Finite-Volume methodd on unstruc-
tured grids is presented for solving flow problems with embedded discontinuous solutions. The
tracking method is based on the level-set approach on a narrow band in the vicinity of the
fronts. The combined finite-volume and tracking method is able to deal with different types of
discontinuities in compressible or incompressible fluid flows, as e.g. interfaces or shocks. The
flexibility of the tracking method is demonstrated by a number of different flow problems with
discontinuities.

1 Introduction

Discontinuous flow features, as material interfaces, shocks or detonations, occur in many
flow problems. Such flow features are resolved numerically in the most of cases by cap-
turing methods. However captured discontinuities become smeared out by artificial in-
termediate states and can therefore falsify the solution. Grid adaption is a practical way
in capturing methods to reduce the effects of artificial intermediate states. But a more
rigorous and correct way is to treat discontinuities also numerically as discontinuities
by shock fitting or front tracking methods. However tracking algorithms, embedded in
capturing methods, increase the algorithmic complexity and require additional computa-
tional effort. Nevertheless attempts to fitting or tracking were already proposed in early
CFD-times, as e.g. in papers by Richtmyer and Morton, 1967, [1] or Moretti, 1987, [2].
One newer promising concept is the level-set method [3,4], used in the present paper.

The level-set method which is inserted in a finite-volume method is presented in this
contribution for tracking of different types of discontinuities on arbitrary, unstructured
grids. The method is demonstrated by a number of flow simulations with embedded
discontinuities, as interfaces or shocks.

2 Numerical Concept
2.1 Basic Finite-Volume Method

The system of conservation laws for mass, momentum and energy of a general fluid reads:

ddtV/QdV+Z{H-ndA—V/SdV (1)

where @, H and S represent the conservative variables, the fluxes and the source terms.
The equations (1) are solved numerically on arbitrary grids by employing a nodal finite
volume method. This method reads for a control volume V; as sketched in Fig. 1, left:
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AQ R 0 ith R Ly H;n; AA 2

At Vd+ €SAVd = w1 eSAVd = Vira ; in; i (2)
where Vd is a control volume with the size V4 4. The sum is carried out over all bounding
segments. Fluxes are discretized with flux-vector splitting for inviscid contributions and
centrally for viscous terms. Artificial compressibility is introduced for low Mach number
and incompressible flows. Time integration is performed with an explicit Runge-Kutta
time stepping scheme. The whole solution method is integrated in the object-oriented
Finite-Volume solution package MOUSE [5], developed at the institute of the authors.

Fig. 1. Grid concept with node centered control volume (left) and grid structure with neigh-
borhood definitions of nodes and edges around a tracked front (middle) and flux separation in
cells cut by a front (right)

2.2 Modeling of discontinuities

Discontinuous solutions are mathematically weak solutions of nonlinear, hyperbolic par-
tial differential equations. A typical set of such equations are the Euler equations of
compressible, inviscid flows, which may be described in conservative form by Eq. (1).
The weak solution of an embedded discontinuity is reads then

H-csQJ; ng=0 (3)

where [X]F = X — X[, defines the jump of left and right variables X over the discontinu-
ity and ¢4 is the velocity and ng the unit normal vector at the front of the discontinuity.
Analyzing Eq. (3) one finds two types of discontinuities, which we call passive and active
discontinuities.
Passive or passively transported fronts are material interfaces, contact discontinuities or
shear layers, which are transported by the carrier fluid with the flow speed v, i.e. it is
cq-ng = v -ng. From the point of view of front tracking the treatment is easier, since
the transport velocity v is available around the front.
Active fronts are shocks or detonation waves. The speed of the front ¢4 is usually larger
than the velocity v of the underlying fluid flow, i.e. it is ¢4 - ng # v - ngy. Its value is ruled
by additional physical relations, derived from Eq. (3), known as the Rankine Hugoniot
relation in the case of Euler equations. Thus the front velocity cg4 is known only on the
front itself, which leads to a more complex formulation of tracking algorithms.

A scalar level-set function G(x,t) is used to describe the geometry and the
transport of the front of a discontinuity. The front itself is defined by a constant value
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G(x,t) = Gy = const., typically chosen to Go(x,t) = 0. Then both sides of the level-set
Gy are distinguishable by the different sign of the level-set function G. The transport of
a level-set moving with a propagation speed c(x,t) reads in the Eulerian frame:

aG
oy i VG =0 (4)

In principle, only the level Gy(x,t) = 0 is of interest for tracking the front. However,
values of neighboring levels of G are still required to evaluate metric coefficients as e.g. the
normal vector ng(G) at the front. Therefore the level-set function is usually normalized
away from the level Gy = 0 to satisfy a slope condition

VG [ =1. (5)

The function G is then a measure of the distance normal to the front, which makes the
geometrical exploration of the level-set more accurate. Thus the solution procedure for
the level-set function consists of two steps, the transport step, solving Eq. (4), and the
normalization step, satisfying Eq. (5) away from G = 0. In addition, the local propagation
speed of front ¢4 has to be determined for active discontinuities (e.g. shocks) by exploring
the weak solution.

2.3 Numerical Level-Set Approach

The level-set function is required in the neighborhood of the front only, therefore its
definition range is locally restricted to a few number of grid levels around the front
(narrow band), sketched in the middle of Fig. 1. Points and edges are marked with P
and K respectively and the number index refers to the neighborship level. Edges of type
Ky refer to those hitting the front and the exact front position is described by the value
G = 0 on these edges upon linear reconstruction. The discrete definition range is dynamic
and must be adjusted, if nodes are overrun by the front. If multiple fronts are tracked, the
narrow band formulation applies to each of the fronts independently and their discrete
definition ranges may overlap in arbitrary ways without restriction.
The propagation step of the front is carried out by an explicit time discretization
of equation 4 in the form
G =G" —cq- VG™ At (6)

The spatial derivatives of G are constructed by least square approaches. This equation
is solved under the assumption of known, frozen velocity ¢4 during a time step At.

The normalization procedure involves iterations (index k) by pointwise least
square approaches and proceeds in two steps. The first step is used to compute the direc-
tion of the gradients VG* within the narrow band. The functional value of G**! is set to
satisfy the slope condition Eq. (5) in the second step. Unfortunately the normalization
procedure alters slightly the front position, determined before by a linear interpolation
for G = 0. Additional corrections are still necessary to preserve the exact front posi-
tion. The normalization procedure is in general the most expensive part of the tracking
method, but necessary to preserve sufficient accuracy on an unstructured mesh. More
details are found in [6,7].

The dynamic part of the front tracking method represents the physics of the under-
lying problem. It has to take into account the jump conditions over the front, it enables
the determination of the propagation speed and it couples the states ”left” and ”right”
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to the front with the surrounding solution. The physics can roughly be expressed by
the two different types of discontinuities, as classified previously in passive (e.g. material
interfaces) and active discontinuities (e.g. shock waves).

The passive discontinuities describe the interface between immiscible fluids which
move with the fluid velocity, i.e. ¢4 = v. The jump conditions Eq. (3) yield the following
conditions at the interface, which couple the left and right states:

ving = VRNy and PL = PR

The condition of equal pressure p;, = pr over the front can be substituted by the pressure
jump pr, — pr = o/R in the presence of surface tension o. The other quantities, as the
tangential velocity vy at the front, the inner energy e or the density p are independent
each from the other side of the front and are reconstructed by one-sided approximations.
Examples for free surfaces are given in [9].

Active discontinuities, like shocks or detonation waves move relative to the
carrier fluid v with the propagation speed ¢, = c4-ng4. The speed ¢,, depends on the left
and right values Q1 and Qg at the front, and is calculated from the Rankine-Hugoniot
conditions. Typically for shock front calculations is, that supersonic values and one value
from the other (subsonic) side, usually the pressure, are prescribed to calculate the shock
Mach number Mag in the frame moving with the shock. The propagation speed ¢, is
then determined from Mag.

Finite Volume Implementation of the jump conditions is realized for unstruc-

tured meshes by the concept of flux separation, formulated first in [8]. All control volumes
in Fig. 1, which are cut by the discontinuity, contain now the two states Qr and Qg,
with their amounts proportional to the partial volumes AVy and AVg. The geometri-
cal determination of these partial volumes is however rather tedious for arbitrary grids,
therefore an alternative way is introduced here, called flux separation. It is assumed that
a computational cell belongs completely to the state defined by the node in the cell cen-
ter, as sketched in Fig. 1, right. The fluxes on edges, cut by the front, are then double
defined, belonging either to the left or the right cell. The flux difference on such an edge
satisfies the jump conditions, since the values @1, and Qg satisfy these conditions. If a
node gets overrun by the discontinuity, then the corresponding cell is redefined to the
new state. In this case the variable set for this node is overwritten by extrapolated values
from the corresponding side. In the present version, the time step is restricted to allow
at most one neighborhood level to be overrun at once.
The flux separation approach is consistent with the finite volume concept and can be
employed to any grid structure. The original control volumes of the mesh are preserved
and the need for a sub-cell resolution, rather complex on grids of arbitrary structure, is
avoided.

3 Some Applications

A relatively easy problem for front tracking is the formation of a bow shock in front of
blunt bodies. The inviscid flow at Mas, = 2 past a sphere is computed on a tetrahedral
grid and shown in Fig. 2. The left picture shows the initialization of the shock front as
a planar surface in front of the sphere and the right one the final tracked position of the
shock. Broken partitions of the definition range of the level-set and iso-colors of pressure
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Fig. 2. Inviscid, 3-D flow at Mao = 2 over sphere with initial state (left) and final state (right)
of the tracked shock front. Shown are the narrow band of subset grid around level-set and colors
of isobars.

on a cut plane are shown in both figures. The bow shock around such simple body is a
differentiable surface and is therefore represented very well by a single level-set.

The use of level-sets for non-differentiable and multiple front curves is more problematic.
An example of the first kind is presented in Fig. 3 for the supersonic flow at Ma = 3 past
a set of three cylinders. The front shock is tracked by a single level-set, starting from an
initial straight shock as in the previous example. The left figure represents obviously the
bow shocks and intersecting points well, but a look in more detail at the zoom in the
left picture reveals that existing intersection points of the front are smeared out and are
rounded depending on the mesh density.

Fig. 3. Inviscid, 2-D flow at Mass = 3 over three cylinders with single tracked shock wave,
colors of isobars (left) and zoom of shock crossing area between both lower cylinders with details
of pressure values, front level-set, subset mesh and velocity vectors

The smoothing of non-differentiable front curves can be avoided, if additional level-
sets are used for each additional discontinuities at intersecting points. First results are
achieved for the simpler problem of a regular shock reflection. Another problem are
non-closed discontinuities. For example, shocks can degenerate to compression waves or,
completely different, a twine in spinnery is moved by the fluid. The authors have proposed
here the use of master-slave combinations of level-sets for such non-closed discontinuities.
More details are presented in [6,7].

One example of interface tracking is given in Fig. 4 for the problem of interaction
between a helium bubble in nitrogen with a shock wave. The interface between helium
and nitrogen is tracked here by using the level-set formulation while the shock wave is
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w
f

g
4. Simulation of interaction between helium bubble and shock wave in nitrogen (left)
comparison of the density fields at different times with experiment Haas, Sturtevant,

vl

JFM,181,(1987)(right). Material interface is tracked by a level-set while the shock is captured

captured. The colors of constant density are in qualitative agreement with those visualized
in the experiment by Haas, Sturtevant, JFM,181,(1987). It is to remark that the level-set
tracking concept for material interfaces is intensively employed at present to free surfaces

and waves in simulations of ship hydrodynamics, [10].
References

1. R. Richtmyer, K. Morton: Difference Methods for Initial value Problems. Interscience, New
York, (1967).

2. G. Moretti: A Technique for Integrating T'wo-Dimensional Euler Equations. Computers and
Fluids, vol. 15, pp 59-75, (1987).

3. A. Kerstein, W. Ashurst, F. Williams: Field Equation for Interface Propagating in an
Unsteady Homogeneous Flow Field. Phys. Rev. A, vol. 37, pp 2728-2731, (1988).

4. A.J. Sethian: Level Set Methods and Fast Marching Methods: Evolving Interfaces in Com-
putational Geometry, Fluid Mechanics. Computer Vision and Materials Science Cambridge,
Cambridge University Press, (1999).

5. O. Gloth, R. Vilsmeier, D. Hénel: Object-oriented programming platform ”"Mouse”, Insti-
tute of Combustion and Gasdynamics, Univ. of Duisburg-Essen, http://www.uni-due.de/ivg
(periodically updated)

6. F. Volker: Verfolgung fluiddynamischer Diskontinuitéten mittels Level-Set-Funktion. Dis-
sertation an der Fakultdt fiir Ingenieurwissenschaften der Universitdt Duisburg-Essen,
(2005).

7. F. Vélker, R. Vilsmeier, D. Hénel: A Local Level-Set Method under Involvement of Topo-
logical Aspects. In: G. Warnecke (Ed.): Analysis and Numerics for Conservation Laws, p.
233-256, Springer-Verlag Berlin, Heidelberg New York, (2005).

8. O. Gloth, D. Hénel, L. Tran, R. Vilsmeier: A Front Tracking Method on Unstructured
Grids. Computer and Fluids, vol. 32, pp 547-570, (2003).

9. F. Bet, D. Hénel, S. Sharma: Numerical Simulation of Ship Flow by a Method of Arti-
ficial Compressibility. Twenty-Second-Symposium on Naval Hydrodynamics, pp 522-531,
National Academy Press, Washington, (1999).

10. N. Stuntz: Numerische Simulation der Schiffsumstréomung mit Beriicksichtigung des

Propellersogs. Dissertation an der Fakultdt fiir Ingenieurwissenschaften der Universitét
Duisburg-Essen, (2006).



Behaviour of a bucky-ball under extreme internal and
external pressures

. Kaur“*, S. Gupta'°, K. aramvir', an K. Jinda
N. Kaur!2, S. G L3 K. Dh ir! d V.K. Jindal!

L' Department of Physics, Centre of Advanced Study in Physics, Panjab University,
Chandigarh-160 014, India

2 Chandigarh College of Engineering and Technology, Chandigarh, India

3 University Institute of Engineering and Technology, Panjab University, Chandigarh, India

1 Introduction

In a bucky ball, the atoms are all interconnected with each other through sp? bonding,
thus resulting in exceptional strength. Apart from its hardness, the important fact is
that for nanotechnology, useful dopant atoms can be placed inside the hollow fullerene
ball. In order to utilize such properties and the strength of this molecule, it is of interest
to study its stability under internal and external pressure. Therefore, in this paper, we
made an attempt to study the stability of this molecule based on its binding strength.
We have used the Tersoff [1,2] as well as Brenner potential [3] for the intramolecular
interactions between the carbon atoms of a bucky ball and compared the two.

There are a number of theoretical and experimental studies available for the phonon
modes in Cgy molecule. Experimental data from Raman scattering [4], Infrared [4, 5]
and neutron inelastic measurements [6]provide an overview of the vibrational modes of
the Cgo molecule. Similarly, several calculations of the vibrational frequencies of the
Cso molecule, using various classical and quantum mechanical theories [7-10], have been
performed. In addition, a number of force constant models have been used to calculate
the phonon frequencies [11,12]. For calculating the phonon frequencies, they had first
fitted the Raman data to obtain the force constants and then various phonon frequencies
had been calculated using these force constants. In order to show the validity of the
potential model used by us, we have obtained the stretching force constant of a Cgg
molecule, which would shown to be in good agreement with the theoretical work done
by Jishi et al. [11] and hence with the experimental observations.

In order to utilize the hardness of a Cgy molecule as molecular bearings etc., its Bulk
Modulus needs to be evaluated. Ruoff and Ruoff [13]estimated the bulk modulus of Cgg
from simple elasticity theory as 843 GPa and, using the Tight Binding method, Woo et
al. [14] found its value to be 717 GPa. These values have been calculated around zero
pressure. In this paper, Bulk Modulus for the Cgp molecule has been estimated for higher
pressures as well. In section 2 we present the theoretical model used to obtain equilibrium
structure of a bucky ball. The numerical method and results have been presented in
section 3. Section 4 contains discussions and conclusions.

2 Theoretical model

We have used a theoretical model in which the interaction between bonded carbon atoms
is governed by (i) Tersoff potential [1,2] and (i¢) Brenner potential [3]. These potentials
have been extensively used to interpret properties of several carbon based systems like
carbon nanotubes [15], graphite [1-3], diamond [1-3]and fullerenes [16]. A comparison
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of results of structure and bulk modulus under high pressures from these two potentials
helps us explore their applicability in high pressure regime.

2.1 Tersoff potential

The form of this potential is expressed as potential energy between any two carbon atoms
on Csp , say i and j, separated by a distance r;; as

Vij = ferij(Ae™79 — b Be™ "), 1)

is a function used to smooth the cutoff distance taken as 2.1A. The state of the bonding
is expressed through the term b;; as the function of angle between bond i — j and each
neighboring bond 7 — k. The parameters used in this potential have already been given
by Tersoff [2]. However some of them have been modified by us (as discussed in section
3.1, para 2) and have been tabulated in table 1.

A(eV) B(eV) M A2 A3
Original 1393.6 346.7 3.4879 2.2119 0
Modified 1380.0 349.49 3.5679 2.2564 0,2.2564

Table 1. The original and modified parameters of the Tersoff potential.

2.2 Brenner potential

The potential energy between any two carbon atoms on Cgg , say ¢ and j, separated by
a distance 7;; is given as
Vij = Vr(rij) — BijVa(rij) (2)

Vr and V4 are the repulsive and attractive potential energy terms, respectively, which
together form a sort of modified Morse potential. In addition, the Brenner potential
takes bonding topology into account with the empirical bond order function B;;, whose
exact form has been taken from Ref. [3]. Brenner has defined two sets of parameters,
henceforth defined as set-1 and set-2, for this potential for carbon systems [3], which
have been taken as given in Ref. [3]. Using these potentials, composite energy of all the
atoms of the system, given by E is written as

E=%i;Vij (3)

where the sum over ¢ and j in Eq. 3 includes all the 60 atoms in the Cgy molecule.

3 Numerical method and Results

We discuss here the details of numerical methodology and results. We give the essential
ingredients and then describe effects of pressure on the molecule.
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3.1 Structure and Potential parameters

Two types of bond lengths determine the coordinates of 60 carbon atoms in Cgg molecule.
Single bond by, joins a hexagon and a pentagon. The double bond bs, joins two hexagons
and is shorter. These have been measured using nuclear magnetic resonance, and are
found to be having lengths 1.46Aand 1.40A [17] respectively. By using the parameters
given by Tersoff, binding energy of the molecule was allowed to minimize using the
potential model as given in the earlier section 2.1. To do this the atomic positions of all
the 60 atoms were varied to obtain minimum energy configuration. At zero pressure, by
and by were obtained to be 1.46Aand 1.42Awith binding energy 6.72eV /atom as given in
table 2. In order to reproduce the bond lengths and the binding energy of Cgy molecule
in closer agreement with the experimental results, the potential parameters given by
Tersoff [2]had to be modified. Tersoff has taken A3 equal to zero, however in order to
see its effect, we have also used a finite value of A3. It has been found that the effect
of change in A3 becomes evident only at high pressures. In table 1, we have tabulated
the modified as well as the original potential Parameters [2]. The new bond lengths and
energies have been given in tabel 2.

Calculated Experimental
Tersoff potential Brenner potential
parameters original ~ modified set-1 set-2 (17]
2] by us 3] 3]
Binding energy (eV/atom) -6.73 -7.17 -7.04 -6.99 -7.04

Bond lengths (A) (1.46,1.42) (1.45,1.41) (1.45,1.42) (1.48,1.45) (1.45,1.40)

Table 2. Comparison between the calculated and experimental Binding energy and bond lengths
of a Csp molecule with original and modified parameters.

Similarly, energy minimization has been done with Brenner potential using both set-1
and set-2 parameters and the binding energy/atom and bond lengths so obtained for the
minimized structures have been tabulated in table 2.

3.2 Pressure effects

To compress or dilate the molecule we multiply each coordinate of 60 atoms by a constant
factor C < 1 for compression and C' > 1 for dilation. Each C' value determines a +ve
(external) or a -ve (internal) pressure. By changing C, we get a new diameter d, (hence
a new volume V') and a new binding energy E as shown in figure 1. Thus we get E as a
function of V' and we get E(P).

We have made the assumption that the shape of the molecule does not change with
pressure. This must be true when one deforms the regular Cgy hydrostatically. Theo-
retically, this can easily be done by first converting Cartesian coordinates (z,y, z) of 60
atoms into polar coordinates (7,6, ¢) and then minimizing the structure allowing only
and ¢ to change at a fixed radius r of Cgp molecule.

At zero pressure, each carbon atom in Cgg has coordination number N as 3 i.e. there
are three nearest neighbors within the range of the potential. At some pressure, N changes
from 3 to 5 as two more atoms come inside the range of the potential. The value of this
pressure is dictated by the potential model.
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Fig. 1. Binding energy, E, of a relaxed Cso molecule at different diameters under Tersoff (a),
Brenner set-1 (b) and set-2 (c) potentials.

a) Critical diameters: The molecule can withstand internal and external pressure upto
a certain extent. To have a knowledge of these limits, a plot between binding energy /atom,
E(P) and diameter of the ball, d as in figure 1 is used. We have been able to minimize the
energy of the Cgo molecule having diameter within certain range, depending upon the
potential used, but outside this range minimum energy configuration was not obtained
even after a very large number of cycles of iteration as shown in figure 2.

Fig. 2. Molecular structure at critical diameters. The structures 'a’, b’ and '¢’ correspond to
extreme external, zero and extreme internal pressures respectively.

b) Force constant Double derivative of the binding energy of the molecule with respect
to its bond length give the value of force constant. In table 3, we compare the value of
bond stretching force constant with other similar work.

¢) Bulk modulus Second derivative of the binding energy of the molecule with respect
to its volume gives us the bulk modulus and is shown in figure 4. A comparison of various
calculations has also been made in table 4.
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Fig. 3. Binding Energy/bond of Cso molecule with varying single bond lengths.

Tersoff Brenner Brenner Jishi et al. Ruoff and Ruoff graphite Feldman et al. Cyvin et al.
set-1  set-2 [11] [13] [17] [12] (18]
5.6 3.55 6.51 4.0 6.62 3.5 44 4.7

Table 3. Force constants of bond stretching of a Co molecule (mdyne/A)

Reference Ruoff et al. Woo et. al Tersoff Brenner set-1 Brenner set-2
Bulk modulus (GPa) 843 717 674 370 694

Table 4. Bulk modulus of a Csp molecule according to various calculations.
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Fig. 4. Variation of bulk modulus with pressure.

4 Discussion

In this paper, we attempt to calculate pressure effects on a Cgo molecule using Tersoff
as well as the Brenner potential for the inter-atomic interactions. With this pressure
study, we have been able to calculate the critical diameters, stretching force constant,
and Bulk Modulus of a Cgg molecule at wide ranging pressure values. Although Tersoff
potential reproduces the experimental results around zero pressure but at high pressures,
as the coordination number increases, the bulk modulus show discontinuity in its value.
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This effect gets marginalized by altering the parameterAs to a non zero value which has
usually been taken to be zero for carbon systems. We have recalculated the results by
taking A3 = Ao which has already been used to explain the silicon system successfully and
figure 4 shows that the discontinuity in the bulk modulus gets diminished by choosing
this value. There is a scope for further improvement in the value of this parameter.
Usage of Brenner potential does not show such discontinuity. It is quite unexpected that
a molecule becomes suddenly so hard. Therefore Tersoff potential is not suitable above
approximately 400GPa. However the molecule’s behaviour at high pressures may become
physically acceptable by choosing appropriate value of parameter A3 if we insist on using
this potential. The critical pressures corresponding to maximum compression or dilation
are about 922Gpa and -134Gpa respectively with Tersoff potential, 535Gpa and -116GPa
respectively with Brenner set-1 potential, and 322Gpa and -131Gpa respectively with
Brenner set-2 potential. The reliability of these potentials at these extreme pressures is
the relevant question here. One has to resort to ab-initio calculations to get exact values,
though the estimates provided here using Brenner set-1, can be considered to be quite
reliable, as this has provided good estimate of binding energy and bond lengths of Cgg
molecule. We believe that the estimates of critical positive and negative pressures can
be useful for planning practical applications related to either high pressure absorption
or doping of atoms or molecules in the cage. The results of bulk moduli provide enough
motivation for further measurements on this molecule under high pressures.
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Summary. We simulate transmission of a small-amplitude disturbance wave through a shock
wave. Results of our numerical experiments performed with different high-order shock-capturing
schemes show that the capability of a scheme to correctly predict the amplification of the
disturbances crucially depends on the Riemann solver used in evaluation of numerical fluxes.
Incorrectly high amplification rates are produced by the solvers resolving shock waves sharply,
with no interior points in numerical profiles of steady shock waves. In particular, both the
exact Riemann solver and the popular Roe flux difference splitting demonstrate such unphysical
behavior. A possible explanation of such behavior is proposed. More dissipative flow solvers, such
as the global Lax—Friedrichs splitting, produce transmission coefficients close to the predictions
of linear theory.

1 Introduction

Interaction between shock waves and flow turbulence is an essential feature of many high-speed
flows of practical interest. It is well known that the shock wave interactions with boundary
layers and free shear flows result in a significant increase in turbulence intensity. Effects of
flow disturbances are also important in regular/Mach reflection transition in the dual solution
domain, where both types of steady reflections are possible.

When the flow disturbance amplitude is small, linear interaction analysis (LIA), which has
been contributed by many authors, most noticeably by [1], can be used to predict the amplifica-
tion rate. For larger amplitudes, one should rely on direct numerical simulation. The numerical
solvers used for this purpose are required to be highly accurate and capture flow discontinuities
robustly.

In the last decades a number of sophisticated shock-capturing schemes have been developed
for numerical solution of Euler equations. These schemes typically use the high-order TVD (total
variation diminishing) or ENO (essentially non-oscillatory) reconstruction of the flow variables,
and solve the Riemann problem between two states to obtain the numerical flux on the cell
interface.

The purpose of the present study is to investigate capabilities of the different numerical
schemes to correctly predict the properties of the disturbance wave transmitted through the
shock wave in a few simple model configurations, where the LIA can be applied.

2 Numerical methods

In this study we solve numerically 1D and 2D Euler equations with two different numerical
methods. The first method is the finite-volume MUSCL TVD algorithm which utilizes 4th order
MUSCL reconstruction of [2] in conjunction with the “minmod” slope limiter. The Riemann
solvers used in our numerical experiments are the exact iterative Riemann solver, the Roe flux
difference splitting with entropy fix and the van Leer flux vector splitting.
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Another class of upwind schemes, which is more attractive to simulate transition and turbu-
lence in high-speed flows, is the ENO (essentially non-oscillatory) and WENO (weighted ENO)
schemes. The ENO schemes use an adaptive “smoothest” substencil chosen within a larger, fixed
stencil to construct high-order approximation of the solution avoiding the interpolation across
discontinuities and preserving uniformly high-order accuracy everywhere where the solution is
smooth. The main idea of the WENO schemes is to use a superposition of several substencils
with adaptive coefficients to increase the order of approximation even more. In this paper we em-
ploy the finite-difference, flux-based, fifth order WENO scheme [3]. The Riemann solvers tested
with this numerical algorithm are the Roe flux difference splitting, and more dissipative Lax—
Friedrichs flux splitting [3]. In this study we use two different formulations of the Lax—Friedrichs
flux splitting: local Lax—Friedrichs (LLF) and global Lax—Friedrichs (GLF). The difference be-
tween the two is that the former use local maxima of the eigenvalues as the Lax—Friedrichs
coefficients, whereas the latter searches for maxima over the entire range of eigenvalues. The
GLF is more dissipative and robust at strong shocks.

Time integration is performed with a 4th order explicit Runge-Kutta scheme.

3 Results and discussion

To investigate capabilities of different shock-capturing schemes to predict amplification of the
disturbance wave passing through a shock wave we performed numerical simulations for the
one-dimensional problem. We consider the interaction of a fast acoustic wave with an amplitude
dp = 1x10~* impinging on a steady normal shock. Linear solution for this problem was obtained
by Blokhintsev (1945) [4] and Burgers (1946) [5], and can be found in [6].

The flow Mach number is varied between M = 2 and M = 10. The perfect gas with v = 1.4
is considered. The length of the computational domain was 5 wavelengths A of the oncoming
disturbance, and the shock was located at /A = 1. The grid was uniform with 200 cells per .

Figure 1 presents steady pressure profiles across the shock obtained with different solvers at
M = 8. The exact Riemann and Roe solvers yield the exact pressure jump with no intermediate
points, whereas more diffusive van Leer and global Lax—Friedrichs splittings produce smeared
shock wave with two and four intermediate points, respectively.

In Fig. 2 we plotted the amplification coefficient of the pressure amplitude dps/dp1 and the
entropy wave generation coefficient p2ds2/cpdp1 versus oncoming flow Mach number M obtained
with different schemes. It is clear that the capability of a numerical scheme to predict correctly
the amplification of disturbances depends crucially on the Riemann solver used. Incorrectly high
amplification rates have been found for the solvers resolving shock waves sharply, with no interior
points in numerical profiles of steady shock waves. In particular, both the exact Riemann solver
and the popular Roe flux difference splitting demonstrate such unphysical behavior. For example,
in the one-dimensional problem both schemes coupled with the MUSCL TVD reconstruction of
the 4th order yield the amplification rates of acoustic disturbances close to 300 instead of the
theoretical value of 39.2 for a Mach 8 shock wave.

It is a surprising result since the less dissipative approximate Riemann solver of Roe is
widely accepted as the most appropriate for simulation of wave-dominated flows encountered
in aeroacoustics, boundary layer transition, etc. Such unphysical amplification rates may be
connected to the numerical generation of long wavelength noise downstream of a slowly moving
shock wave, which was observed in some numerical works (see, e.g. [7]). This phenomenon is
caused by periodic increase and decrease in the thickness of shock wave transition while the
shock wave oscillates around the stationary position changing its location with respect to grid
cell faces and cell centers. In our simulations the shock wave may slowly change its position due
to small fluctuations induced in the oncoming flow by the propagating disturbance wave.

On the other side, more diffusive Riemann solvers, which produce shock wave profiles smeared
over 3—4 grid cells, predict the amplification rate of small disturbances much better. The van
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Fig. 1. Steady M = 8 shock wave profiles obtained with different schemes

Analytical
100p P 100 ] 57 Rea muscra oo
- i - 7 van Leer, MUSCL-4
90 - i Analytical 90 - £ GLF, WENO-5
F H Y= Exact Riemann, MUSCL-4 - <} LLF, WENO-5
F i A Roe, MUSCL-4. F & Roe, WENO-5
c 80fF TR s 80|
o F 4 G- LLF, WENO-5 c F
= F &~ Roe, WENO-5 o F
8 70F - = 70F
E o g F
‘E'- 60 S 60fF
© F g F A
Q 50f > S50F
© o g F
2 oF Z wf
e F Q F >
2 30F g 0k 7.
173 F = F
2 F w
o 20F 20F
ok SRR TR PUE T FURES SUNTT FENES PR ok e AU THRER PENEE TRUET FUNNE FY |
i 2 3 4 5 6 7 8 9 10 1 4 5 6 7 8 9 10
Mach number Mach number
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Leer flux vector splitting amplification rates are close to the theoretical curves at low Mach
numbers, but tend to deviate as the Mach number grows. Note the sharp change of the slope of
the van Leer amplification curves at M = 8. The LLF solver produces almost perfect pressure
wave amplification, but its entropy generation is unfortunately much higher than the theoretical
curve. We found that close agreement with LIA predictions has been obtained using the 5th order
WENO scheme with the global Lax-Friedrichs splitting. The results of these computations are
presented in Fig. 3, where the pressure amplitude of the acoustic disturbance interacting with
the Mach 8 shock is plotted. It is clear that the transmitted wave amplitude is close to the
LIA prediction of 39.2 for the pressure wave amplification. Some high-frequency oscillations are
visible in the right plot of Fig. 3 just behind the shock wave located at /A = 1. Although
these oscillations are apparently confined within a half-wavelength of the transmitted wave
downstream of the shock wave, they may be the reason of slightly lower amplitude of the
transmitted pressure wave.

Our two-dimensional computations were performed with an acoustic wave interacting with
an oblique shock wave. A comparison of theoretical amplification rates with those obtained using
WENO-5 GLF is given in Fig. 4, where the ratio of the pressure disturbance amplitudes behind
and ahead of an oblique shock wave is shown as a function of the disturbance incidence angle.
The computations are performed for the acoustic waves of amplitude dp; = 10~% propagating
in a supersonic Mach 8 airflow and interacting with a shock inclined at the angle @ = 35° to
the oncoming flow. LIA transmission coefficients corresponding to this case were obtained using
the analytical formulation given in [8]. The angle of the propagation of the acoustic wave was
varied in the different computations. It is clear that the amplification rate is close to the linear
theory prediction though deviation of the numerically computed amplifications is observed at
some angles of incidence.

1.0E-04 4.0E-03

5.0E-05 20803 §

0.0E+00 0.0E+00

-5.0E-05 -2.0E-03

-1 .OE-04(-> -4.0E-03

Fig. 3. Pressure amplitude of an acoustic wave interacting with a Mach 8 shock wave obtained
with WENO-5 GLF scheme. Shock wave position is /A = 1. Dashed lines correspond to the
amplification rate 39.2 predicted by the LIA.

4 Conclusions

Our numerical experiments performed with different high-order shock-capturing flow solvers
suggest that the choice of Riemann solver used in evaluating numerical fluxes is extremely im-
portant for correct simulation of the transmission of the small-amplitude acoustic disturbance
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Fig. 4. Pressure amplification rates of an acoustic wave interacting with an oblique shock wave
with angle 35° in Mach 8 flow for different angles of incidence of the disturbance wave. Solid
line corresponds to the LIA prediction.

wave through a shock. Both the exact Riemann solver and the Roe flux splitting produce ampli-
fication rates that are much higher than those predicted by the linear interaction analysis. This
discrepancy tends to grow with increasing the Mach number. More diffusive Riemann solvers
give amplification rates in much closer agreement with the theory. We found that the global
Lax—Friedrichs flux splitting is especially reliable in solving such problems, which was also con-
firmed in our two-dimensional simulations. A drawback of the global Lax—Friedrichs solver is
that its amplification rates are slightly lower than theoretical.

The observed deficiency of the less dissipative Riemann solvers requires thorough investiga-
tion. A possible reason for the non-physical amplification of the disturbance wave may be the
noise generation mechanism in slowly moving shocks reported in previous studies [7].

5 Future work

‘We plan to employ the results of this study in investigation of the effects of flow disturbances on
regular/Mach reflection transition. It is well known that inside the dual solution domain (DSD)
both types of reflection, regular (RR) and Mach (MR) are possible at the same parameters
and can be obtained in the numerical simulations. In the wind tunnel experiments the Mach
reflection is the preferable shock configuration, which is usually explained by the influence of the
wind tunnel disturbances that promote transition from RR to MR at the DSD flow parameters.
There is experimental evidence [9] that in low-turbulence facilities both types of reflection are
possible in the DSD, and the RR-MR hysteresis is observed at variation of the shock wave angle.
However, it is completely unknown what kind of disturbances can cause the RR-MR transition
in the DSD in the “noisy” wind tunnels.

We performed some computations with disturbances impinging on the regular shock configu-
ration, but have not yet found any mechanism capable of inducing the forced RR-MR transition.
Fig. 5 illustrates the interaction of a planar pressure wave with the RR configuration obtained
with the WENO-5 GLF flow solver at M = 8. The amplitude of the pressure disturbance is
0.01. The incident shock angle 35°, which is inside the DSD. The disturbance wave interacts
with the incident shocks, transmits through the shocks with amplification, and also generate
entropy and vorticity disturbances that travel downstream. Reflections of the acoustic waves
between the shocks and the channel walls produce a complex interference pattern. All these
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disturbances are then transmitted through the reflected shock waves. The right plot in Fig. 5
shows pressure oscillations behind the reflected shock waves with the amplitude 3040 times
larger of the original pressure wave. These large-amplitude pressure oscillations, however, are
insufficient to induce an RR-MR transition in this case.
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yiw
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o

-0z
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0E
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0.4 0.3 0.2 -0.1
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Fig. 5. Interaction of an acoustic wave with regular shock wave reflection in a channel at
M = 8. Left figure is the field of total enthalpy; right figure shows the pressure amplitude along
the centerline.
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Novel LBM Scheme for Euler Equations
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Summary. Lattice Boltzmann Method (LBM) as a relatively new numerical method has re-
cently achieved considerable success in simulating compressible fluid flows. A hybrid method,
which is a combination of the usual Finite Volume Method (FVM) and the LBM, is proposed
here to solve the Euler Equations. The inter-cell parameters are obtained by solving the local
Riemann problem for each inter-cell using LBM. LBM is a non-iterative process and is thus
numerically inexpensive as compared to the Godunov scheme. The proposed scheme is bench-
marked for several 1-D problems such as the shock tube problem, the Roe test and the Riemann
problem. The results obtained using this hybrid method are compared with those obtained using
the Godunov scheme.

1 Introduction

Lattice Boltzmann Method (LBM) has developed as an alternative and promising numer-
ical technique for simulating fluid flows, e.g., [1], [2], [3]. Boltzmann equation is solved to
simulate the fluid flow using collision models such as the Bhatnagar-Gross-Krook (BGK)
model [4]. The method is computationally less expensive and the boundary conditions
can be easily implemented to get high accuracy [5]. It is very effective even with complex
boundaries [6] and can also simulate steep shock and contact discontinuity profiles. One
of the biggest disadvantages of LBM is that it cannot be used with a non-uniform mesh.
FVM along with the use of the Godunov scheme to obtain the interface parameters has
been widely used to simulate Euler equations [7]. The key ingredient of this scheme is
the solution of a Riemann problem. There is no closed-form solution to the Riemann
problem and iterative methods such as the Newton Raphson method are used to obtain
the solution. FVM can be used with non-uniform mesh but the use of iterative schemes to
obtain the solution of Riemann problem makes the method computationally expensive.

The proposed hybrid method in the present work solves the Euler equations using
FVM with the solution to the Riemann problem being obtained by LBM. We employ the
compressible perfect gas LB model proposed by Kataoka and Tsutahara [8]. This model
allows for the free choice of specific heat ratio. LBM is a non-iterative solver for the
Riemann problem and is therefore expected to be more efficient than Godunov scheme.
Thus the hybrid method is expectecd to incorporate the advantages of both FVM and
LBM.

2 Non-dimensional form of the Euler equations

All variables and equations are expressed in their non-dimensional form for the conve-
nience of numerical calculations and analysis. Let L, pro, and Tro respectively be the
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reference length, density and temperature. Then the other non-dimensional variables are
defined as

i 2 g
t= L=, y= 1
L/vRTro AR (1)

p Uy iy T P
= S Uy = Uy = , T = , = . 2
P= pre T VRTRy " T VRTro Tro' ¥~ proRTro @)

The symbol () indicates a parameter in its dimensional form.

The two-dimensional time-dependent Euler equations in differential form are
Ui + F(U), + G(U), =0, 3)

where U, F(U) and G(U) are the vectors of conserved variables and fluxes given by

p /;ux Py
Pz puz +p Pz ly
U= , F(U) = , GU) = . 4
Py @) Pz Uy @) Pui +p “)
E ux(E +p) uy(E +p)

E (total internal energy per unit volume) is given by
E = pl0.5(ul + ul) + €. (5)

Equation of state is given by
p=pT. (6)

A conservative scheme for Eq. 3 is of the form

" At At
U(Tﬁ)l =UgG ) + Az (Fic172 — Fipay2] + Ay [Gim1/2 = Gizv1y2], (7
where U (’; j denotes the parameters at the node (4, j) and at time interval n. The inter-cell
numerical fluxes F' and G are computed using the solution of local Riemann problem.
Instead of solving the local Riemann problem in an iterative manner, the LBM scheme
is used to calculate inter-cell parameters.

3 LBM scheme for compressible Euler equations

LBM proposed by Kataoka and Tsutahara is used to simulate the inter-cell parameters
at the new time step from the known cell and inter-cell parameters at the earlier time
step. The solution procedure is non-iterative and is expected to be more efficient than the
Godunov scheme where the analytical solution of the local Riemann problem is obtained
by iterative procedure.

We now present a synopsis of the LB model developed by Kataoka and Tsutahara. In
the Lattice Boltzmann model, the macroscopic variables density, velocity and tempera-
ture are defined in terms of a particle velocity distribution function (f;) as:
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p= 1<i<I fi7
puy = 1§Zi§1 fiCai,

puy = 1§21:S1 ficyia

plbT + u2 + ul] = 1322':31 fileZi + 2 + 7l

Here, c;; and cy; are the molecular velocities of the particle moving in ith direction (i

=12, ..., 1 =9) and n; is another variable which has been introduced to control the
specific heat ratio. b is a constant which is expressed in terms of specific heat ratio () as
2
b= . 9
o (9)

The kinetic equation of the non-dimensional form is

af’i 8fl 8fl _ fieq(p7uw7uy7T)_fi
ot —+ Cpi O +Cy1 ay = € ) (10)

where € is the Knudsen number and the distribution function at the old time step is
obtained from the equilibrium distribution function, i.e.,

£ = F00° ug uy, T°). (11)

[ y Yy Yy

The two-dimensional Lattice Boltzmann Model is now presented:
(0,0) (i=1)
(Coireyi) = § 01 (cos 5 sin ) (i=2,3,4,5) (12)
vy (cos ”“’;5) ,sin “(i;5)) (1=6,7,8,9)
and
0 (i=2,3,..9)
where v1, v2 (v1 # v2) and 7y are non-zero constants.

The local equilibrium velocity distribution function is defined as

Fi% = p(Ai + Bi(uaai + tycyi) + Diuacei + uycyi)®) (i =1,2,3,...9) (14)

where
bn—;T (i=1)
A — U=z (0-2)"% +2) 7+ 2 (u2 +u2)| (i =2,3,4,5)
i 4(vZ—v2) 2 na v\ Y A (15)

v} v? .
sty [ (0= +2) T+ @2 + )] (1= 6,7.8,9)
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—v3+(b+2)T+ul+u? .
’ 20% (vi—v3) \ (Z =2,3,4, 5)
B; = (16)
—v? 242 .
T (1=6,7,8,9)
aoi (1=2,3,4,5)
D; = (17)
211]4 (Z = 61 7a 87 9)
2

The parameters in Eq. 12 and Eq. 13 are chosen to be v; = 1, vo = 3, 19 = 2. Discretized
form of Eq. 10 is used to determine the new inter-cell parameters from the old node
and inter-cell parameters in a single time step. In the present work the discretization
employed is first order forward in time and first order upwind in space.

4 Results

The hybrid method has been numerically benchmarked against several test cases. These
include several one-dimensional initial value problems (IVP) in gas dynamics, demon-
strating the generation and propagation of shock waves, rarefaction waves and contact
discontinuity waves. Specific heat ratio of the gas in all cases is 1.4 (or b = 5) and the
time step is set at At = e/4. All results from this hybrid scheme have been compared
with the exact solutions and the results obtained from Godunov scheme.

4.1 The shock tube problem

The rupture of a diaphragm which separates two stationary gases generates a wave system
that typically consists of a rarefaction wave, a contact discontinuity and a shock wave.
The initial variables of shock tube problem are given by

(pLauLvTL) = (1,07 1) (x < 0)7

(pR,uR,TR) = (5,0, 1) (I >O)
The pressure and the density profiles within the shock tube at a non-dimensionalized
time, ¢ = 1, are shown in Fig. 1. It can be noted that the hybrid method is able to
capture the wave structure more accurately as compared with the FVM with Godunov
scheme.

4.2 The Riemann problem

The Riemann problem is a slight generalization of the shock tube problem in the sense
that the two gases on either side of the diaphragm may not be stationary. The given
initial conditions generates a centered wave function which consists of two shock waves.
The initial variables of Riemann problem are given by

(pLauLvTL) = (17 17 1) (.T < 0)7

(pR,uR,TR): (1,—1,1) (I>O)
The pressure and the density profiles within the one-dimensional domain at a non-
dimensionalized time, ¢ = 1, are shown in Fig. 2. It can again be noted that the hybrid
method is able to capture the wave structure more accurately as compared with the FVM
with Godunov scheme.
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Fig. 1. Shock tube problem: pressure and density profile at t =1 (Az = 0.02 ; ¢ = 0.001)
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Fig. 2. Riemann problem: pressure and density profile at t =1 (Az = 0.02 ; ¢ = 0.001)

4.3 The Roe test

The given initial condition generates a centered wave function which consists of rarefac-
tion waves. The initial variables of Roe test are given by

(pr,ur,Tr) = (1,-1,18) (z<0),

(pR7uR,TR) = (1, 1, 18) (’E > 0)

The pressure and density profiles within the one-dimensional domain at a non-dimension-
alized time, t = 0.2, are shown in Fig. 3. Once again it is seen that the hybrid method
is able to capture the wave structure more accurately as compared with the FVM with
Godunov scheme.

5 Conclusion

A hybrid method which is a combination of FVM and LBM is presented. The bench-
marking tests show that the hybrid FVM-LBM method simulates the shock and contact
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Fig. 3. Roe test: pressure and density profile at ¢ = 0.2 (Az = 0.02 ; e = 0.001)

discontinuity profile more accurately as compared to the profiles simulated by the Go-
dunov scheme. The new method is computationally very efficient and this is clearly
indicated by the reduced processing times as shown in the Table 1. In order to clearly
determine the computational efficiency and accuracy, the hybrid method is required to
be employed to simulate multidimensional problems; such efforts are underway.

Table 1. Comparison of processing times for the FVM-LBM scheme and the Godunov scheme

Benchmarking tests FVM-LBM hybrid scheme Godunov scheme
Shock tube problem 33.63 seconds 45.71 seconds

Riemann problem 34.78 seconds 46.44 seconds
Roe test (time = 0.2) 7.19 seconds 8.50 seconds
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Summary. A new floating shock-fitting technique featuring the explicit computation of shocks
by means of the Rankine-Hugoniot relations has been implemented in an unstructured solver.
This paper briefly illustrates the algorithmic features of this orginal technique and the results
obtained in the computation of the hypersonic flow past a circular cylinder.

1 Introduction

The computation of flows with shocks by means of the shock-fitting (S-F) technique was
proposed by Moretti since the late sixties [1] and adopted by several groups of researchers
in the seventies and eighties. Nevertheless, in the nineties the increased computing power
along with the availabilty of modern general-purpose codes based on the integral conser-
vation equations produced a loss of interest in the shock fitting techniques.

The complex and difficult implementation of the floating shock-fitting technique in
structured-grid solvers has largely contributed to discourage the interest in this type
of technique. Indeed, the motion of the shocks throughout the flow-field is obtained by
means of floating shock gridpoints which can appear and disappear. This requires the
implementation of algorithms which are un-natural in a structured grid setting. As a
matter of principle, the management of shock points appears to be simpler within an
unstructured grid context. Indeed, the addition, motion and cancellation of shock points
and the mesh modifications which are necessary in the neighborhood of the shock front
are operations which are less problematic inside an unstructured solver rather than in a
structured one.

In the present work, a new floating shock-fitting technique featuring the explicit
computation of shocks by means of the Rankine-Hugoniot relations has been implemented
in an unstructured solver [2] based on Roe’s fluctuation splitting schemes [3].

2 Shock fitting algorithm

The present shock-fitting algorithm is able to compute single shocks occurring within a
two-dimensional flow field discretized by an unstructured mesh made of triangles. In its
current version, the algorithm does not include any procedure for shock detection and
shock interaction. Therefore, the fitted shocks must be present within the flow domain
at the beginning of the simulation and no shock interactions between the fitted shocks
are presently allowed.

In order to illustrate the algorithmic features of the proposed methodology, let us
consider a two-dimensional domain and a shock front crossing this domain at time level ¢
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(see Fig. 1a). The shock front is shown in bold by a polyline whose endpoints are the shock
points, marked by squares. A background triangular mesh, whose nodes are denoted by
circles, covers the entire computational domain and the position of the shock points is
completely independent of the location of the nodes of the background grid. While each
node of the background mesh is characterized by a single set of state variables, two sets
of values, corresponding to the upstream and downstream states, are assigned to each
shock point.

We assume that at time ¢ the solution is known in all grid and shock points. The
computation of the subsequent time level ¢t + At can be split into several steps that will
be described in detail in the following sub-sections.

Q e O Q

Downstream x

Fig. 1. a) shock front moving over the background triangular mesh at time ¢: dashed lines mark
the cells to be removed; dashed circles denote the phantom nodes; b) the triangulation around
the shock has been rebuild

2.1 Cell removal around the shock front

The first step consists in removing the cells around the shock front. More precisely, all
cells of the background mesh that are crossed by the shock line are removed along with the
mesh points which are located too close to the shock front. These nodes are declared as
“phantom” nodes and all cells having at least one phantom node among their vertices are
also removed from the background triangulation (see dashed circles and cells in Fig. 1a).

2.2 Local re-meshing around the shock front

Following the cell removal step, the remaining part of the background mesh is split into
two regions separated by a hole (or a stripe, if the shock front reaches the outer compu-
tational boundary) containing the shock. The hole is then re-meshed using a constrained
Delaunay triangulation (CDT): both the shock segments and the edges belonging to the
boundary of the hole are constrained to be part of the final triangulation (see Fig. 1b).
No further mesh point is added during this triangulation process. At this stage, the com-
putational domain is discretized by a modified mesh in which the shock points and the
shock edges are part of the triangulation. This mesh differs from the background mesh
only in the neighbourhood of the shock front.
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2.3 Computation of the tangent and normal unit vectors

The tangent and normal unit vectors along the shock front have to be computed in each
shock point since this is required to properly compute the jump relations (see Fig. 1b).
The computation of these vectors in a generic shock point is carried out through specific
finite-difference formulas which involve the coordinates of the shock point itself and of
its neighbouring shock points that belong to its domain of dependence.

2.4 Solution update using the capturing code

The solution is updated at time level ¢+ At using the unstructured, shock-capturing code
and the modified mesh as input. The modified mesh is split into two non-communicating
parts by the shock front which is treated by the code as if it were an internal boundary
(see Fig. 2a). This is achieved by replacing each shock point by two superimposed mesh
points: one belonging to the downstream region and the other to the upstream region.
The downstream and upstream states are correspondingly assigned to each pair of shock
nodes. A single time step calculation is performed by the unstructured solver which
provides updated nodal values within all grid and shock points at time level ¢ + At.
However, the downstream state of the shock points has not been correctly computed
except for the following combination of variables:

t+At _ t+At , T 1 t+At
R =a "+ o UM (1)
where n is the shock normal, affAt and uf;'At are the values of the acoustic and flow

velocity of the downstream state of the shock nodes computed by the unstructured solver.

Cell containg o
the phantom node | /-

NG A— . -

a) b)

Fig. 2. a) the shock is treated as an internal boundary; b) interpolation of the phantom nodes

2.5 Shock calculation

Each shock point is characterized by an upstream state, a downstream state and a shock
speed (w). The upstream state has been updated at time level ¢+ At in the previous step
2.4. Concerning the downstream state, only the quantity Ry has been correctly updated.
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The complete downstream state and the shock speed are computed through a system of
five algebraic equations where four equations are the Rankine-Hugoniot relations written
with respect to the shock point moving at the unknown speed w. Finally, the last equation
of the system is the variable combination of Eq.1 where the value R4 has been computed
in the previous step 2.4.

2.6 Interpolation of the phantom nodes

In the previous steps all nodes of the modified mesh have been updated at time level
t + At. Nevertheless the phantom nodes, which belong to the background mesh but had
been excluded from the modified mesh, have not been updated (see Fig. 2b).

The update of the phantom nodes is performed by first locating each of these within
the modified mesh (a search operation which can be efficiently performed on a Delaunay
mesh) and then using linear interpolation.

2.7 Shock displacement

The new position of each shock point at time ¢ + At is computed using the shock speed
calculated in the previous step 2.5 by the following first order integration formula:

PiHAt _ pt gt Aty Ay (2)

The new position of the shock line is obtained (see Fig. 3) by displacing all shock points
according to Eq. 2.

2.8 Interpolation of the jumped nodes

During the shock displacement step described in section 2.7, it may occur that the shock
passes over several nodes of the background mesh. For instance, in Figure 3 a mesh
node whose position at time level ¢ was located in the upstream region, is jumped by
the shock, so that its position at time t + At is in the downstream region. The state of
these “jumped” nodes has to be correctly re-computed. This is achieved through linear
interpolation. More precisely, the interpolation uses the states of the two shock points
belonging to the shock edge jumping the mesh point. In the case shown in the Fig. 3,
the jumped node is re-computed by interpolating between the downstream states of the
shock points 4 and 7 4+ 1 (marked in red).

I it
C - O

N\, l+l~
1

Fig. 3. Mesh points jumped by the shock and their re-computation.
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3 Blunt body computation

The test case considers the high speed flow past a circular cylinder at free-stream Mach
number, M., = 20. The flow is assumed to be inviscid and the solution is computed on a
computational domain which surrounds half cylinder. The solution is computed using a
very coarse background mesh made of 351 nodes and 29 shock points. Figure 4 displays
the background mesh and the modified mesh used during the last iteration. The box
on the right, which shows an enlargement of the near shock region, allows to compare
these two meshes. It can be observed that these are superimposed everywhere except in
the region adjacent to the shock, where the differences between the background (dashed
lines) and the modified mesh (continuous lines) are due to the addition of the shock

points and edges.
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Fig. 4. Comparison between the background and modified mesh of the last time-iteration.

Figure 5 shows the comparison between the solutions computed by the same unstruc-
tured code working in shock-capturing and shock-fitting mode. Figure 5 also includes a
detailed view of the stagnation point region showing the modifications introduced by the
S-F algorithm to the background mesh in order to accomodate the shock line.

The improvements in solution quality due to the shock-fitting technique are evident.
In particular, the shock-capturing solution is characterized by a very large shock thickness
and by strong spurious disturbances affecting the shock layer region. These disturbances
originate from the shock and are caused by the mis-alignment between the edges of
the mesh and the shock. On the contrary, the shock-fitted solution shows a very clean

field.
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2D flow around a circular cylinder at M_=20
pressure isolines (Coarse mesh)

it
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Fig. 5. Coarse grid solutions: comparison between the shock-capturing and shock-fitting solu-
tions

4 Conclusion

The present shock-fitting technique has provided encouraging results and it appears to
have a wide developing potential. Concerning the advantages of the proposed imple-
mentation of the shock-fitting technique with respect to one adopted in the past in
structured-grid solvers, this preliminary work suggests that an important advantage is
represented by the easy implementation. Indeed, unstructured solvers easily allow to add
and/or remove mesh points and to change the mesh connectivity during the simulation
by means of simple operations on the data. Using this capability, it is possible to im-
plement the shock-fitting technique without modifying the computational kernel of the
unstructured solver. This reduces the coding effort and it allows to easily couple the
proposed shock-fitting technique with other unstructured-grid codes.
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Molecular dynamics study of vibrational
nonequilibrium and chemical reactions in shock waves

A.L. Smirnov and A.N. Dremin

Institute of Problems of Chemical Physics of Russian Academy of Sciences,
Chernogolovka, 142432, Russia

Summary. Energy transfer mechanisms to internal molecular degrees of freedom in shock waves
in polyatomic liquids are investigated. The proposed approach uses a new version of the method
of nonequilibrium molecular dynamics based on the simplest model potential energy surfaces of
reacting polyatomic molecules. The main feature is adaptation of some results and approaches
of gas theory to liquids. It is shown that vibrational nonequilibrium is produced by shock com-
pression and influences on chemical reactions. So, the structure of shock waves depends strongly
on the peculiarities of vibrational spectra and the structure of normal modes of compounds.
The results of numerical simulations demonstrate different shock wave chemistry for substances
of almost identical behaviour at static conditions.

1 Introduction

Most liquid explosives consist of polyatomic molecules of complicated structure (ten or
more atoms and various bond types). They have high vibrational heat capacity, so that
vibrational energy transfer process is of great importance and can influence on the struc-
ture of shock and detonation wave in such substances. Available experimental data testify
in favour of this opportunity [1]. For example, under shock wave conditions aromatic and
aliphatic compounds behave differently, the shock destruction process for aromatic com-
pounds differing from that observed in thermal equilibrium. This was supposed to be
connected with the difference in vibrational relaxation times of that compounds.

2 Molecular dynamics

Shock waves in liquids can be simulated by the method of nonequilibrium molecular
dynamics [2] based on numerical solution of equations of motion of a large number of
atoms. The direct way to account internal degrees of freedom of molecules is to consider
the motion of separate atoms on a total potential energy surface (PES). At present
numerical simulations of steady state shock waves are carried out usually on empirical
PESs. Dynamics of small groups of molecules can be investigated by means of ab initio
calculations. Such results involve many details specific to real molecular systems, but
it is very difficult to extract any information about individual processes. Besides, both
simple ab initio and empirical PESs do not meet precision and reliability requirements.
Moreover, they are rather complicated and should be thoroughly examined before used.

In the present work, model PESs are constructed and used as in the previous study
[3,4]. They do not describe rigorously actual molecular systems. However, such PESs
have a very simple adjustable structure. Their parameters can be estimated by ab ini-
tio calculations for several molecular configurations or can be taken from experiments
performed at static conditions.
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3 Vibrational energy transfer

Vibrational relaxation theory in gases is well developed at present [5]. It is based on the
assumption that intramolecular interactions are much stronger than intermolecular ones.
So that corresponding motions are separated in zeroth approximation. Energy exchange
processes can be modelled without a detailed dynamical description, i.e. without atomic
trajectories based on all atom-atom interactions. The usual way is to put into the Hamil-
tonian only the terms responsible for the process under investigation. The main result is
that the relaxation of mean vibrational energy to its equilibrium value is defined by the
Landau-Teller equation
dE/dt = —(E — Ey)/T

where the characteristic time is strongly dependent on temperature and vibrational fre-
quency,

1)1~ '/f (t) - exp (iwt) dt| ~ X? sinh ™2 (x€)

& = w/av - adiabatic parameter, v - the velocity of molecular collision, o = [(OV/dr)/V|
- hardness of intermolecular potential,

oV ov )\aV
f= oz’ dxz " OR
The parameters ¢ and A determine both rate and special features of vibrational-
translational energy exchange in the case of diatomic molecules. These results have been
generalized to the case of polyatomic molecules. The parameters A; are defined mainly
by a structure of normal modes (or by mass ratio in the case of diatomics). They can
be determined from the Hessian eigenvectors in some assumptions, but they are treated
as independently varying parameters in the current paper. Vibrational-translational ex-
change rate is proportional to A at A < 1. Some nonlinear effects can take place in the
case of strong interactions, but they do not affect the dependence of the rate on vibra-
tional excitation of molecules. Some other results and approaches of gas theory have been
used as well. Many assumptions are valid for liquids and easily fusible solids. The main
difference between gas and liquid is the relative motion of molecules and is taken into
account by the simplest variant of molecular dynamics for structureless particles [2].

4 Problem statement

In the absence of chemical reactions, molecules have been simulated by multimode os-
cillators which interact with each other via isotropic intermolecular potential depending
on vibrational coordinates [3]. The Hamiltonian of the system of N molecules:

H= Z (p7/2m; + Hyini) + Z Vij
i iidi

here indexes of molecules 7,7 < N, indexes of normal modes k < K < Km, Ny ~10,
K., =3Ng — 6, N ~ 10% — 10°
The intermolecular potential is taken in the Lennard-Jones form,

Vo(r) =4e ((ro/r)12 — (ro/r)ﬁ)
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Vij = Vo(lri — ;) - (1 + Z)\ikﬂﬁik + Z)\jkxjk>
% k

and corresponds to the model of “breathing spheres” [5].
The other way to introduce dependency on vibrational coordinates into a simple
intermolecular potential is [4]:

Vij = Vo(lri —rj]), v} = i + Z)\ikl‘ik
k

This formula is more suitable to model chemical reactions due to unlimited vibrational
motion. It accounts for a single atom-atom interaction from N2, possible ones. Such
interactions are almost equivalent from the viewpoint of energy exchange. Simplified
forms of intermolecular potential may be used because our goal is not to calculate atomic
trajectories. Both techniques permit the splitting into translational and vibrational ones,
that are independent on a time step. Thus, conventional monoatomic molecular dynamics
is combined with the complicated internal part via a single parameter per each molecule.
Pairs of molecules are looked over instead of pairs of atoms, that reduces dramatically
calculation expenses from ~ N4 N? to =~ (N2 + NK)

5 Internal Hamiltonian

The internal Hamiltonian corresponds to the sum of harmonic oscillators terms:

2
Hyip = (11/2) Z Zy +Uq
k

Ua = (1/2) Y wiah,
k

To take into account unimolecular chemical reactions, the internal part of PES should
be changed. In the space of vibrational coordinates of molecules, the simplest PES looks
like two minimums with smooth passage through a saddle-point between them. The usual
practice is to build such PES from zeroth approximation terms U, and U, and interaction
Uy (term’s splitting):

U=(1/2) ((Ua +Up) = ((Ua = Up)* + U3)1/2) :

Uy = —Q + (1/2) Y wiy (i — w)*
k

The vibrational frequencies in the minimums correspond to normal modes of initial
and final molecular states (reagents and products), the level’s difference gives a reaction
heat effect @), and the height of the barrier gives an activation energy F 4 , that can be
adjusted by changing xpr. RRKM theory treats the unimolecular reaction mechanism
as separated into two parts, the collisional activation and deactivation process and the
microscopic reaction at constant energy. It should be noted that the above information
about the PES used here is sufficient to define the chemical system evolution in frames
of conventional transition state theory for the case of thermal equilibrium.
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6 Results

Numerical calculations have been carried out for different model systems. The cases of
both narrow and wide spectra of low frequency vibrations (like benzene and hexane
respectively) were considered carefully:

() wy, = 100, 150, 200, 300, 400, K =5,

(I1) wr = 320, 340, 360, 380, 400, K =5.
Vibrational heat capacity tends to zero at low temperatures due to quantum effects:

ho

Cuiv — 0 at 0= kT =

So, some high frequency modes can not be treated by classical mechanics and they should
be excluded. Vibrations can absorb energy at T < 1000 K only if wy < 700cm?, so that
a very small number of modes should be taken into account in this molecules.

The results of calculations (Figure 1) display that shock wave in a liquid starts with
a relatively narrow zone of translational nonequilibrium (shock front). In the case of
polyatomic molecules, the front is followed by a relaxation zone in which traslational
energy is transferred to internal degrees of freedom of the molecules. In the relaxation
zone’s head the total energy is allocated on translational, rotational and low frequency
vibrational degrees of freedom, so that their mean energies exceed the equilibrium values
defined by the temperature far behind the front. The case of wide vibrational spectrum
(I) is presented in Figure 1.

Low frequency vibrations are overheated due to exponential term. In absence of low
frequency vibrations (Figure 2, II) traslational energy exceeds the equilibrium values for
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Fig. 1. Pressure P and energies, kinetic F,

vibrational E1 and Es, and total vibrational Fig. 2. Energies, kinetic Ej, vibrational E
potential energy E, versus distance along shock and Ej, versus time. System (I) and (II).
wave propagation, x. System (I).
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longer period. In the case of narrow spectrum the difference in A, can result in vibrational
nonequilibrium. If a substance has a large vibrational heat capacity, the overheat can be
quite significant and influence chemical reactions in the relaxation zone.

7 Shock wave chemistry

Shock waves are usually simulated by molecular dynamics in very large systems with
walls in x dimension and with periodic boundary conditions in y and z dimensions [2].
This is the technique used in current work. The main action of a shock wave is supposed
to produce translational nonequilibrium. Some techniques were tested to simulate the
shock action in small systems. The most suitable results have been achieved by changing
the x size in time, while periodic boundaries in x direction have been used also to exclude
near-wall effects. This method is used to compare static and shock wave chemistry in
the case of slow reactions. Examples of such calculations are presented in Figure 3 and
Figure 4.

a b b t
t., psi [ - PS
P [_IKoam & 10 4 L
A L
v
v, -~
14 - - s

LA : 147 A -

T T T T T T T T T T T T T T

750 700 650 600 550 500 450 T, K 750 700 650 600 550 500 450 T, K

Fig. 3. Chemical reaction time versus tempera- Fig. 4. Chemical reaction time versus temper-
ture. Systems (a) and (b) without heat release. ature. Systems (a) and (b) with heat release
Small volume shock compressed (ts, ts0) and (Q=10000 K). Small volume shock compressed
preheated (t) in the same final volume. (ts, tso) and preheated (ty).

Values (ts), and ty are measured from the start and finish of compression. Final
volumes are the same for all data points. Compression rate is constant and varies from
one point to another. All systems have a narrow spectrum (II), and different sets of \.
Both systems presented in Figure 3 permit chemical reaction with an activation energy
E4=3000 K and without heat effect, @=0. Reaction mode (k=5) of system (a) relaxes
faster than other modes (1-4) due to the difference in Ak, so that it takes more energy
than in equilibrium. Reaction rate depends mainly on the mean vibrational energy of
the reaction mode and raises compared to thermal conditions. In the case of system (b),
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the passive modes (1-4) relax slightly faster than active one. The reaction rate tends to
an equilibrium value. Straight line (t;) approximates the reaction time in system (a) at
thermal conditions. It roughly corresponds to both thermal (¢;) and shock compressed
(ts) data for system (b) also. These results demonstrate different shock wave chemistry
for substances of almost identical behaviour at static conditions.

The systems presented in Figure 4 permit chemical reaction with an activation energy
FE4=4000 K and with heat effect, @ =10000 K. The results and explanation are similar
to the previous case (Q=0). However, chemical kinetics in the exothermic case (Q=10000
K) corresponds to a thermal explosion, i.e. the dependence of n on time has accelerated
growth, and the process has noticeable ignition delay. While there is decreasing growth
without any delay in the isothermic case (Q=0). So, these are quite different processes.

8 Conclusion

The advantages of the model proposed are the following: (i) low calculation expenses, (ii)
the simplest way to exclude high frequency vibrations, and (iii) small number of physi-
cally significant parameters, that can vary independently. Its basic application seems to
estimate some fast transient effects in polyatomic liquids and also to produce input data
for problems formulated within the framework of kinetic or phenomenological approaches.

The calculations have shown that vibrational nonequilibrium is produced by shock
compression and influences chemical reactions. So, the structure of shock waves depends
strongly on the peculiarities of vibrational spectra and the structure of normal modes of
compounds.
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Summary. A parallel algorithm which has sufficient scalability for time accurate solution of a
propagating detonation wavefront is developed. The emphasis is placed on reduction of compu-
tational time without compromising accuracy. The flow was assumed to be unsteady, inviscid
and non-heat-conducting and coupled with finite-rate chemistry. A finite volume formulation
was employed to ensure conservation and proper handling of discontinuities. A Runge-Kutta
second order scheme was utilized for a time accurate solution, with Roe second order flux split-
ting scheme for spatial solution. For additional higher order spatial accuracy, van Leer MUSCL
technique was employed. Equation stiffness was overcome by point implicit treatment of the
source terms. The parallel algortihm was developed using Message Passing Interface standard.

1 Introduction

Detonation phenomena have been systematically examined theoretically, experimentally
and computationally for over a century, beginning with a one-dimensional propagating
detonation front as a discontinuity according to the Chapman-Jouguet (CJ) theory [1,2]
and the theory of Zel’dovich, Von Neumann and Déring, which has come to be known
collectively as the ZND detonation model [3-5]. The development of numerical techniques
for solving high temperature, non-equilibrium flow was pivotal in leading the effort in
detonation wavefront simulation. An accurate simulation of the detonation wavefront is a
great challenge on computational resources, forcing the use of simplistic approaches which
compromises the accuracy of the solution. To overcome these limitations, the solution was
initially to employ supercomputers, which in the long run had many inherent difficulties
such as their monolithic nature, cooling, bandwidth/latency problems and limited data
transmission [6]. In recent years, with the advent of high-performance cluster computing,
most of the challenges associated with monolithic supercomputers have been met and
addressed.

The development of a parallel algorithm for time accurate solution of a detonation
wavefront is reported [7]. The parallel algorithm was developed using the Message Passing
Interface standard developed by the Argonne National Laboratory [8] for the purposes
of solving the governing equations in a distributed environment.

2 Governing Equations

The time-dependent conservation equations are those for an inviscid, non-heat-con-
ducting, reacting gas flow in which thermal nonequilibrium is modeled with a two-
temperature approximation. The conservation equations for the individual species are
derived first, and then these are combined to yield the complete set of equations. For
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brevity the procedure is summarized here: details can be found in [7]. A simplification
comes from the assumption that molecular diffusion is not significant and can be safely
neglected when the chemical reactions and the corresponding energy release occur rapidly
as in a detonation process. A general representation of species internal energy includes a
portion of the internal energy in thermodynamic equilibrium and the remaining portion
in a nonequilibrium state. The equilibrium portion of the internal energy is the contribu-
tion due to translational and internal modes that can be assumed to be in equilibrium at
the translational temperature 7. The remaining nonequilibrium portion is the contribu-
tion due to internal modes that are not in equilibrium at the translational temperature 7',
but may be assumed to satisfy a Boltzmann distribution at a different temperature. For
the temperature range of interest in the present study, the rotational mode is assumed to
be fully excited and in equilibrium with translational temperature 7', while the electronic
excitation and free electrons modes can be safely ignored.

High temperature flows typically involve some chemical reactions, and the time scale
in which chemical reactions take place is important in the estimation of flow field proper-
ties. For accurate modeling of a detonation wave, especially in the detonation front where
rapid chemical reactions take place in the shock compressed region, species continuity
equations based on the chemical kinetics should be solved together with fluid dynamic
equations to account for possible chemical nonequilibrium. According to Landau-Teller
formulation [10], it is reasonable to assume that the vibrational level of a molecule can
change only by one quantum level at a time. This approximation not only reduces the
number of species dependent parameters but also simplifies the evaluation of the vibra-
tional relaxation term multiplied by the difference in the translational and vibrational
temperature. So, when a point implicit formulation is used on the source terms in the
numerical algorithm, the above approximation greatly simplifies an implicit treatment of
the temperature difference which drives the relaxation process.

3 Numerical and Parallel Algorithm Formulation

A discretized set of equations has been derived from the governing equations using finite
volume approach due to its conservative property. Nonequilibrium flows involving finte-
rate chemistry and thermal energy relaxation can be difficult to solve due to stiffness
issues associated with varying orders of characteristic time-scales. To overcome this, the
point implicit formulation evaluating the source terms at time level n + 1 has been an
effective method used to numerically integrate stiff systems by effectively rescaling all
characteristic times in the flow fields into the same order of the magnitude [11]. An
extension of Roe scheme to a thermo-chemical nonequilibrium gas has been used for
second order accuracy [12] and higher order approximation using MUSCL approach for
added spatial accuracy, has been adapted for this work. A modified Newton-Raphson
scheme has been used to calculate temperature at each iteration level. For temporal
accuracy, a two-step Runge-Kutta scheme has been implemented.

To adapt the numerical solution to a computer cluster, a parallel algorithm has been
designed with the primary objectives being scalability and portability. MPI (Message
Passing Interface) has been selected due to its inherent advantages of portability acrss
different machine architectures, smooth operation in heterogeneous systems, and to allow
efficient implementations across machines of differing characteristics [8]. Figure 1 gives a
schematic representation of an instance of data transfer in each iteration. The algorithm
implemented has an advantage wherein all the values needed from a neighbor are brought
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Process 0 Process 1 Process 2
0 M+1 0 M+1 0 M+1

N+1

n n n

Fig. 1. Block partitioning with overlap and communication pattern

in one message. Coalescing of communications in this manner reduces the number of
messages and improves performance.

4 Results

A 50 cm long and 10 cm high channel is used for the detonation channel and the compu-
tational domain is discretized into 100 x 150 grid cells. The grids are clustered near the
walls to capture the boundary layer. Adiabatic wall boundary conditions are imposed on
the upper and lower sides of the computational domain whereas supersonic inflow and
outflow were imposed on the left and right side respectively, with an ambient pressure of
1 atm imposed at the outlet of the channel. Pre-mixed hydrogen-air gas at an ambient
pressure of 2 atm and temperature of 500 K is set to flow into the channel with a incom-
ing Mach number of 2. The mixture is ignited by a localized hot-spot at approximately
0.1 m into the channel from the left end. The hot spot is 1 mm long and 5 mm high
with a pressure of 30 atm and a temperature of 3000 K. Detonation waves are immedi-
ately generated and the initiation and propagation are shown in pressure contour plots
in figure 2.

The parallel algorithm was tested on the LoneStar cluster in the Texas Advanced
Computing Center, a part of the national TeraGrid project, for benchmarking as well
as scalability purposes. Figure 3 illustrated the scalability obtained from the parallel
algorithm over a range of processors and increasing iterations. It is observed that with
the present algorithm, maximum scalability was obtained when more iterations were
computed, which indicates the good performance of the MPI parallel subroutines. As
with any parallel algorithm, there would be a point where scalability reduces and the
ensuing communications bottleneck would actually increase computation time. Figure 4
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illustrates the issue of blockage and communication meltdown arising due to increasing
communication messages with more number of processors. Figure 5 shows the memory
usage of the process threads vary linearly with increasing processors indicating that the

P. Ravindran, F.K. Lu
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Fig. 2. Pressure contours for a detonation wave propagation in a channel

algorithm performs effective memory distribution.

The implemented algorithm has proven to be highly efficient and reliable in terms
of accuracy and reduces computation time due to good scalability. A detailed study
involving computation timelines has been performed and found out to be reasonable

within bounds at evidenced by the results.
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1 Introduction

Discontinuous Galerkin (DG) schemes are a combination of finite volume (FV) and finite
element (FE) schemes. While the approximate solution is a continuous polynomial in
every grid cell, discontinuities at the grid cell interfaces are allowed which enables the
resolution of strong gradients. How to calculate the fluxes between the grid cells and to
take into account the jumps is well-known from the finite volume community. Due to
their interior grid cell resolution with high order polynomials the DG schemes may use
very coarse grids. In this approach the cumbersome reconstruction step of finite volume
schemes is avoided, but for every degree of freedom a variational equation has to be
solved. The main advantage of DG schemes is that the high order accuracy is preserved
even on distorted and irregular grids. In the following we present a DG scheme based on
a space-time expansion (STE-DG), which was proposed in [4]. Our scheme features time
consistent local time-stepping, where every grid cell runs with its optimal time step.

An open issue for DG schemes in general is an efficient shock-capturing strategy.
The very successful FV shock-capturing consists of a TVD or WENO reconstruction
which is non-oscillatory. In combination with local grid refinement a narrow transition
zone at the shock wave is obtained within ~ 4 grid cells. This can also be extended to
DG schemes in a way such that the trial function is locally replaced by a reconstructed
polynomial. As the efficiency of our STE-DG scheme relies on the locality of the spatial
discretization, the use of this shock-capturing technique is cumbersome, especially for
high order. Another approach which is more convenient for DG schemes is to keep the
large grid cell and to resolve the shock within the grid cell by a narrow viscous profile by
locally adding some sort of artificial viscosity. This was recently proposed by Persson and
Peraire [5]. Their approach is quite contradictory to FV shock-capturing, since here the
order of accuracy is kept high or is even increased locally. Persson and Peraire showed
that this strategy captures the shock within a transition zone the size of 6 = p‘ffl where p
denotes the degree of the polynomial approximation. In this case the shock profile can be
sharpened by increasing the degree of the trial function (p-adaptation). While Persson
and Peraire applied this shock-capturing by p-refinement within an implicit scheme, we
combine it with an explicit scheme which leads to an anisotropic time step distribution
due to the stability restriction. But, due to our local time-stepping feature the efficiency
is well preserved.
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2 The STE-DG scheme for the Euler equations
2.1 The equations and the semi-discrete variational formulation

The Euler equations in two space dimensions read as

U, +F(U), +G(U), =0 (1)
with
P pU pY
U= pu F— pu2 +p G— p2uv 2)
pv |’ puv ’ pv-+p |’
pe pu(e + p) pv(e +p)

where p,u,v,p, and e denote the density, x- and y-velocity, pressure, and specific total
energy, respectively. We consider the equation of state of a perfect gas with

P u? + 02
p=pRT =(y—1)pe and e (v—1)p + 9 3)
where € denotes the specific internal energy, v is the isentropic exponent, and R is the
gas constant.
The spatial discretization is based on the weak formulation of equation (1). We mul-
tiply the Euler equations with an arbitrary test function ®(x), integrate over the grid
cell @; and use integration by parts for the flux terms to get

/Ut~‘1)dx+/F,L~<I>d5—/(F-<I>x+G-<I>y)dI:O, (4)
Qi 0Qi Qi

where 9Q); denotes the surface of the grid cell and F,, is normal component of the flux.
To get the semi-discrete DG scheme we introduce a piecewise polynomial approxima-
tion Up(x,t), which is defined as

N(p)

Ui, 1) == 3 0(t) i) (5)
=1

in every grid cell @;. Using a trial space of piecewise polynomials with a degree < p, we
can introduce an orthonormal basis {gp}f\i(lp)? where N(p) = (p+1)(p+2)/2 in two space
dimensions. We choose as test functions the basis functions and get the following N (p)
ordinary differential equations for the N(p) unknowns

(Uf)t = — / H:pds+ /F (p1)s + G- (p1)ydr =0, l=1,..,N(p). (6)
9Q; Qi

As numerical flux we use the HLLC flux (see, e.g., [1]) named H.

2.2 The space-time expansion approach with local time-stepping

For the STE-approach the semi discrete scheme (6) is simply integrated in time. Due to
the local time stepping, we give up the assumption that all grid cells run with the same
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time step and therefore we do not have any longer a common time level. Let us denote

the actual local time level in grid cell Q); by ¢7'. The degrees of freedom Ijlw represent
the solution at ¢’ in this grid cell. Furthermore, each cell may evolve in time with its
local time step At? which has to satisfy the local stability restriction, which depends on
the grid cell diameter as well as on the order p+ 1, see [4]. With At?, the next local time
level in @; is given as

= A (7)

The evolution equations for the degrees of freedom read as

Ot =0~ [ Hegudst [ B+ G (p)ydo =0, 1=1, NG, (8)
0Q; Qi

To evaluate the right hand side of the evolution equations the space-time integrals are
approximated by proper Gaussian integration rules. The difficulty is, that the values at
the space-time Gauss points are not known. In the STE-approach a space-time Taylor
expansion of the approximation U; at the grid cell barycenter x; at time level ¢,

Ui, t) =Y _((t=17) 9 + (x = %) V) U, 1) |, 1, 9)
=0

is used to get an high order approximation at every space-time Gauss point. While the
space derivatives are already available within the DG approach, the mixed space-time
derivatives are approximated using the (CK-) Cauchy-Kovalevskaya procedure. To re-
place the time and mixed space-time derivatives the evolution equation is applied several
times, see [4] for more details.

As the evaluation of the fluxes between the grid cells on the right hand side relies on
neighbor data as well, the local time-stepping algorithm is based on the following evolve
condition: The evolution of the DOF are performed, if

tyt < min {71 V0 QN Qi # 0 (10)

is satisfied. This means that an element can only be updated in time, if all neighboring
elements’ j prospective time level is bigger than the one from element ¢ in concern. This
guarantees that the approximate space-time values of the neighbor cells are available.
In this manner, the algorithm continues by searching for elements satisfying the evolve
condition (10). So all elements are evolved in a suitable order by evaluating the different
terms of the right hand side of equation (8) for each element in an effective order. At
each time, the interface fluxes are defined uniquely for both adjacent elements, making
the scheme exactly conservative, for more details see [2].

3 Sub-Cell Shock Capturing for DG methods

The first step is to detect grid cells in which a strong gradient is approximated and which
will lead to spurious oscillations in the approximative piecewise polynomial. In order to
determine a suitable sensor for under-resolved parts, we make use of the fact that the
solution within each element is represented in terms of an orthogonal basis
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N(p) Ny
Uiz, tn) = Y U, ¥, (11)
=1

If the underlying exact solution is smooth, we expect the coefficients of the approximation
to decay fast. E.g., using the density p from the set of conservative variables we apply as
proposed in [5] a smoothness sensor in the form

I=N(p—1)+1

5= N
lZ (P0)?
=1

(12)

This expression measures the rate of the decay of the magnitude of the coefficients If
this rate is low then we have identified a strong gradient which is not well resolved by
the local polynomial, e.g. a shock wave. Once the shock has been sensed, we modify the
equation locally in this grid cell by introducing an artificial viscosity of the form

U, +F(U), + G(U), = V- (sVU). (13)

The piecewise constant viscosity ¢ is chosen as a function of the value S; of the discon-
tinuity sensor and proportional to the available resolution ~ p‘l_ill within the grid cell,
see [5] for details. The discretization of the viscous terms is based on exact diffusive

Riemann solutions for parabolic equations, see [2] and [3] for details.

4 Results

This section contains results of one- and two-dimensional test cases to show the properties
of the STE-DG scheme with this shock-capturing technique.

4.1 Shock Capturing

To demonstrate the capabilities of the shock capturing method we performed a simple
test using a Mach 10 shock moving through the computational domain. In addition to
our scheme, we performed for comparison the calculation also with a 4" order WENO
reconstructed Finite Volume scheme and a 3"% order DG scheme with HWENO limiting.
The shock profiles in density together with the grid sizes after ¢ = 0.16 are plotted in
figure 1.

The 37¢ order DG scheme and the 4** order rec. FV scheme both ran on 100 cells,
while for the O5 STE-DG scheme only 25 cells were used. One notices that all profiles
look rather similar. As expected the DG HWENO and the rec. FV scheme both smeared
the shock over 3 cells as usual for these limiting strategies and schemes, respectively. In
contrast, the artificial viscosity limiter was able to capture the profile within one cell
with almost the same resolution, but using only 1/4 of the HWENO-DG cells.

If this calculation were performed on the same grid, the artificial viscosity method
would produce an even sharper shock profile, and would still be able to resolve the shock
within just one cell.
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————— DG - 3rd Order - HWENO
DG - 5th Order - Artificial Viscosity
FV - 4th Order - WENO
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Fig. 1. Comparison of shock capturing properties. Plot of a 3rd order DG scheme, a
4" order WENO reconstructed FV scheme and the 5% order STE-DG scheme with artificial
viscosity

4.2 The Double Mach reflection test-case

The Double Mach reflection (DMR) test-case can be considered as a challenging problem
for numerical schemes because of different flow phenomena that are lying side by side:

When a Mach 10 shock hits a wedge, a triple-point is formed consisting of two shocks
and a slightly unstable contact discontinuity that rolls up at the wedge boundary. To
recover the vortex roll-up, the shock capturing has to be performed in a very local way,
not affecting the vortices.

Figure 2 shows a density plot of a 6! order calculation as well as a close-up of the
triple-point region including some gridcells. One can see that both the shock as well as
the vortex are clearly dissolved and - in addition - that the shock profile is captured
within only one cell.
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Fig. 2. The double mach reflection problem. Density plot at ¢ = 0.2 of the computational
domain (left) as well as a zoomed cutout including gridcells (right)
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The previously described smoothness sensor and the added viscosity are plotted in
figure 3. One can clearly see that viscosity was added only to the strong Mach 10 shock
and therefore did not affect the rest of the solution in a bad way.
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Fig. 3. The double mach reflection problem. Plot of the smoothness sensor (left) and
artificial viscosity distribution (right)

5 Conclusion and Outlook

In this paper we combined an explicit space-time DG scheme with the shock-capturing
approach of Persson and Peraire [5]. The idea to keep a high order approximation and
to add locally artificial viscosity for the subgrid resolution of the shock works also very
well also for unsteady problems. To preserve efficiency in the explicit unsteady approach
it is essential to use the local time stepping framework.
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Summary. In this work, the modified Ghost Fluid Method (MGFM) is applied to simulate
compressible fluid coupled to deformable structure in the presence of both shock and cavitation.
Numerical results show that the MGFM for treatment of the fluid-deformable structure coupling
works efficiently in all pressure ranges and is capable of simulating both shock loading and
cavitation reloading.

1 Introduction

The ghost fluid method (GFM) [1,2] provides a simple and flexible way of treating the
moving material interface in multi-medium flows. On the other hand, it has been found
that those GFM-based algorithms of directly using the real fluid pressure and/or velocity
to define the ghost fluid status can lead to inaccuracy or even incorrect solution when
applied to problems of involving strong shock or jet impact on the material interface [3,4].
As such, utilising the two non-linear characteristic equations intersecting at the interface
to predict the ghost fluid status, a modified GFM (MGFM) [3] was developed and found
to be robust for gas-gas and gas-water flows. The recent mathematical analysis also
affirms that the MGFM is second order accurate in the sense of approximating the exact
Riemann problem solution at the interface, while the original GFM [1] has generally
no order of accuracy [9]. The intention of this work is to apply the modified ghost fluid
method to treat the compressible fluid-compressible structure coupling under strong fluid
or shock impact in the presence of cavitation. As we are aware, numerical instability
occurring in the vicinity of fluid-structure interface is one of the notorious difficulties in
simulating such problems. The appearance of fluid cavitation and cavitation collapse in
the later stage of fluid-structure interaction causes even great challenging in the numerical
simulation. We will show that these difficulties are overcome well using the modified ghost
fluid method to treat the interface.

2 The MGFM for Treating Fluid-Structure Interface

Governing Equations.

The Euler equations for inviscid compressible gases, compressible water, compressible
solid or compressible cavitating flow can be written in a consistent form as

U OF(U) , 9G(U) , OH(U)

ot O Ay 9z (1)
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T T

U = [p, pu, pv, pw, E]" F(U) = [pu, pu® + p, puv, puw, (E + p)u]",

T
]

G(U) = [pv, puv, pv* + p, pow, (E + p)v|”, HU) = [pw, puw, pow, pw?* + p, (E + p)u]" .

Here, p = p(p,e). p is the flow density, (u,v,w) are the flow velocity components in
the z—, y—, and z—directions, respectively, p is the flow pressure, E is the total energy
given by E = pe + 0.5p(u? + v2 + w?) with e as the internal energy per unit mass. Once
the equation of state (EOS) is given, the above system is closed for the pure gases and
liquid. For gas flow, the EOS is the perfect gas law. For compressible water, the Tait
EOS is employed. For compressible solid, the hydro-elastic-plastic EOS [5] is employed.
When liquid flow (water) experiences cavitation, we use the isentropic one-fluid cavitation
model to constitute cavitating mixture [6].

The Modified Ghost Fluid Method

In an MGFM-based algorithm, the level set technique is usually employed to capture the
moving interface. A band of 3 to 5 grid points as ghost cells is defined in the vicinity of
the interface. At the ghost cells, ghost fluid and real fluid co-exist. Once the ghost fluid
nodes and ghost fluid status are defined for each medium, one employs one’s favorite
pure/single medium numerical scheme/solver to solve for each medium covering both
the real fluid and ghost fluid grid nodes. By combining the solution for each medium
according to the new interface location, one obtains the overall solution valid for the
whole computational domain at the new time step. The MGFM (3,4] has been shown to
be very robust when applied to compressible gas-gas or gas-liquid flow. In the MGFM,
the ghost fluid states are defined using predicted interfacial states, which are obtained
via solving a defined multi-medium Riemann problem along the normal direction of the
interface using the two non-linear characteristic equations intersecting at the material
interface. The two nonlinear characteristics intersecting at the interface can be written
in association with system (1) along the normal direction of the interface as

d, du dr

Z;Jr + prrerr c;tH = Sr4, along gtpr =Unpr +CIL- (2)
dpr— d nl— d ni—

Zé — PIRCIR udtI =5, along Td; = UnI — CIR- (3)

where subscripts I, IL and IR refer to the interface, the left and right sides of the
interface, respectively. The subscripts + and — indicate that the derivatives are evaluated
and approach from the left and right sides of the interface, respectively. prr. (prr) and
crr (crr) are the density and sound speed on the left (right) side of the interface; Sy
and Sy_ are the remaining terms associated with system (1), which are explicitly treated;

U,y and pr are the normal velocity and pressure at the interface. r, = 7 -7, u, = V-7

and W = V¢/| v ¢|, where T is the position vector and ¢ is the level set function.
System (2) and (3) have to be specially solved in order to take into account the shock

wave structure interaction and structure elastic-plastic deformation as follows

Pr — PR2
Wir

Pr —PIL
Wi

pbr —PpiL Pr —PRr2
Wir = , Wip = . 5
" \/1/PIL —1/pi(p1) e \/1/PR2 —1/pr(pr) 5)

—l—(ul—un“;) :At51+7 —(UI—URQ) :AtS[,. (4)
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Here, the solid is assumed located on the right side of the interface. ugrs, pre and ppro
are the solid status after the elastic shock wave when the solid is under elastic and
plastic deformation, otherwise, they are taken to be u,rr, prr and prg, respectively.
The detailed derivation of system (4) can be found in [7,8].

Cavitation frequently occurs due to fluid-structure interaction. Once cavitation ap-
pears next to the structure, tension waves (negative stress) may exist next to the interface
in the structure. As a result, a negative p;r may be erroneously obtained, leading to a neg-
ative interfacial pressure calculated using (4). The interfacial pressure, however, should
never be negative physically due to the presence of flow cavitation. Special treatment
to the interface in such situations, thus, has to be introduced. Because the pressure in
the cavitation region is below the saturated vapor pressure, which is very low (can be
very close to zero), the pressure change across the interface is small. Furthermore, due to
the physical fact that a solid medium is relatively extremely incompressible, the acoustic
impedance (prrerr) of solid is very large with a magnitude usually and typically above
O(108)kgm/s. As a result, the magnitude of dp;_/(prrcrr) becomes negligibly small
(usually less than 1.07°m/s). Consequently, equation (3) can reasonably be reduced to

dTn[,

dt

dun[,

dt = UnJ — CIR- (6)

=S;_/(pircir), along
Because the structural stress is not involved in (6), the involvement of negative pypg is
avoided when tension waves appear next to the interface inside the structure. A simple
yet efficient way to numerically solve (2) and (6) is to assume prrcrg as locally constant.
As such, the interface pressure and normal velocity can be directly obtained as follows

pr =prr+ procrnfunin — ur) + AtSry,  ur = Unrr — AtS1—/(prrCIR)- (7)

Once the interfacial pressure and normal velocity are obtained, one can follow the way
described in [7] to obtain the interfacial density and tangential velocity. The predicted
interfacial states are then employed to define the ghost fluid states at the ghost fluid
points.

3 Applications:Underwater Explosion near a Structure

The MGFM for treating the fluid-structure interface has been extensively tested in [7].
Recently mathematical analysis has further shown that the MGFM applied to treat
the fluid-structure coupling reaches higher order accuracy with well-limited conservation
errors even if the structure is under elastic-plastic deformation [8]. Here, we apply the
MGFM to simulate an underwater explosion near a structure.

The structure is assumed to be a steel wall (deformable). The initial conditions are
given as follows. An air cylinder of unit radius is located at the origin (0.0, 0.0) in water
and the initial flow parameters inside the air bubble are pe.;, = 1770kg/m?, Pexp =
20000bar, Vegp = 0 and 7vepp = 2. The initial flow parameters for water are p; =
1000kg/m3, p; = 1bar and V; = 0. The computational domain is a rectangular region
with z X y € [—6,6] x [—6,6] and the planer wall is located at the straight line y = 3.
The water-structure interface is treated using the MGFM developed in this work. The
liquid-bubble interface is also handled using the MGFM [3,4].

Once the explosion is initiated, a strong underwater shock is generated and it impacts
the wall soon. As a result, part of the shock will be transmitted inside the flexible wall
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transmitted shock

main shock

main shock

Fig. 1. pressure contours at t=1.5ms (left) and t=2.0ms (right)

and part of the shock is reflected back into the water (see the left figure in Figure 1).
As the sound speed of the structure is faster than that of water, the transmitted shock
wave inside the structure is propagating ahead of the incident shock in water, resulting
in a precursive wave propagating along the structure surface and soon out of the com-
putational domain (see the right figure in Figure 1). The reflected shock wave interacts
with the air bubble, leading to a strong reflected rarefaction wave moving towards the
wall. After this rarefaction wave reaches and reflects from the wall, cavitation occurs
near the wall. As the flow moves back to compress the cavitation, the cavitation will
collapse towards the wall; a pressure surge is then generated. Figure 2 show the pressure
contours at t = 3.75ms and ¢t = 4.25ms. Figure 3 shows the corresponding void fraction

Fig. 2. pressure contours at t=3.75ms (left) and t=4.25ms (right)
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Fig. 3. void fraction contours at t=3.75ms (left) and t=4.25ms (right)

contours in the respective time moments. At the time of 3.75ms, the cavitation has been
generated and is expanding (see the left figure in Figure 3), while it is shrinking at the
time of 4.25ms (see the right figure in Figure 3). The cavitation collapse causes a water
jet towards the structure, leading to the generation of pressure surge. Such a pressure
surge results in the second impact towards the structure. To better observe the process
of cavitation creation and collapse and the effect of structure flexibility on the cavitation
collapse, the pressure history at the centre of planar wall is recorded (see Figure 4). In
Figure 4, the recorded first pressure peak is due to the underwater shock impact, while
the second pressure peak is due to cavitation collapse.
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Fig. 4. Recorded pressure history at the center of the wall surface
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4 Conclusions

In this work, the modified Ghost Fluid Method (MGFM) was applied to treat the com-
pressible fluid coupled to deformable structure under strong shock impact in the presence
of cavitation. To define the ghost fluid states when the structure is under plastic deforma-
tion, an approximate Riemann problem solver (ARPS), which is able to take into account
the structure plastic deformation, has been developed. To handle and simulate cavitation
structure interaction, the non-linear characteristics intersecting at the material interface
has been specially solved in order to obtain a physically reasonable interface state and
thus define the ghost fluid states in such situations. Numerical results showed that the
MGFM indeed works efficiently under such extreme environments.
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1 Introduction

In the study of forces acting on an aerofoil nearly all past work was conducted on objects
moving at constant speed through the fluid. This has seldom been extended to acceler-
ating bodies, even though objects experience acceleration and /or retardation in most
practical applications.

As an example, when graphs of the variation of lift or drag versus Mach number were
plotted for an aerofoil, these were based on steady state flight [1]. In other words sufficient
time was allowed to lapse at each specific Mach number for acrodynamic equilibrium to be
reached, before the lift or drag forces were determined. However, in accelerated motion
there is no time for equilibrium to be reached at each Mach number. An example of
this for the simple case of a particle moving through speed of sound is given by Lilley
and Yates [2]. Therefore the graph of lift or drag versus Mach number for an accelerating
object should differ from the steady state scenario as given, for example, by Whitcomb [3].

The main reason for the limited study of accelerated motion in compressible fluids
was that computational techniques were not sufficiently developed in the past. However,
recent developments in Computational Fluid Dynamics have made it possible to model
such problems.

2 Modelling Techniques

2.1 Steady state

In order to model an object moving with constant velocity through a compressible fluid
two techniques can be used. The first is to move the reference frame of the object at the
desired velocity. This technique moves the object and the meshed domain simultaneously
at the required velocity while the far field fluid remains stationary.

The second technique requires the use of pressure far-field boundary conditions. These
are used in Fluent to model free stream conditions at infinity, with free stream Mach
number and static conditions being specified. Although this technique only specifies the
velocity at the far-field, sufficient time is allowed in steady state simulations for the
system to reach equilibrium. This will result in the entire flow field to be moved at
the required velocity and the reference frame of the object to be kept stationary, hence
producing results identical to the case of the moving reference frame described above.

2.2 Accelerating objects

Fluent does not have the facility for the linear acceleration of the reference frame of
an object. The moving reference frame technique can only solve problems with constant
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velocity as described above. Therefore, in order to deal with acceleration using Fluent,
the reference frame of the object must be kept stationary and the entire flow field must
be accelerated.

It is important to note that accelerating the entire flow field cannot be achieved merely
by accelerating the velocity at the far field. Any change at the far-field will propagate
through the medium at the speed of sound and will be experienced by an object and
by the fluid surrounding the object only some time after the change has taken place. In
contrast, when an object is physically accelerated through a particular fluid, the changes
in the velocity of that object are experienced instantaneously by the fluid immediately
surrounding the object and are propagated outwards.

In order to successfully model the case of an accelerating object by moving the flow
field, the fluid at far field and the fluid inside the boundaries of the meshed domain must
be accelerated simultaneously with equal acceleration. The far field is accelerated by a
user-defined function, which determines the changing value of the input velocity at a given
time. The fluid inside the boundaries must be accelerated using momentum and energy
source terms. These are derived from the momentum and energy equations, which are
built into the Fluent source code. They are also introduced with the help of a user-defined
function. This technique was recommended by Fluent for the linear acceleration of an
object in compressible fluids in external aerodynamic problems. Accelerating the entire
flow field and keeping an object stationary is equivalent to accelerating the reference
frame of the object in the opposite direction and keeping the fluid stationary.

3 Comparison of the Aerodynamic Effects Experienced by
Aerofoils at Constant Velocity and in Accelerated Motion

Four aerofoils with cord lengths of 1m were used in this investigation. The first was a sub-
sonic symmetrical aerofoil, NACA 0012, which provided a good starting point for testing
the effects of acceleration. The second was a subsonic asymmetrical aerofoil, NACA 2412.
This was used to confirm the findings from the first aerofoil, but also provided the oppor-
tunity to compare the effects of acceleration on different aerofoil profiles. Two supersonic
aerofoils were also used. These were a diamond shaped aerofoil and a biconvex aerofoil,
each with a cord length of 1m and a maximum thickness of 0.1m. A particularly high
acceleration was chosen to enhance the differences between the steady and accelerating
scenarios. All aerofoils were subjected to the following conditions:

Free stream temperature = 300 K

Atmospheric pressure = 101325 Pa
Acceleration = 1041 m/s?
Range of Mach numbers = 0.1 to 1.3
Angle of attack = 4 degrees

Initially steady state simulations were conducted for each aerofoil, at Mach numbers
ranging from 0.1 to 1.3. Then each aerofoil was subjected to an acceleration of 1041
m/s? through the same range of Mach numbers. Graphs of lift drag, and pitching mo-
ment versus Mach number were plotted for the aerofoils. For comparison the steady and
the unsteady graphs were plotted on the same set of axes. Aerodynamic coefficients were
not used because there is no reference density and velocity.



Transient aerodynamic forces experienced by aerofoils in accelerated motion 1067

Figures 1 and 2 show the steady and unsteady drag variations for the aerofoils over
the entire range of Mach numbers (0.1 to 1.3).
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Fig. 1. Steady and unsteady drag variation with Mach number for the symmetrical (NACA

0012) (left) and asymmetrical (NACA2412) (right) aerofoils. Acceleration = 1041 m/s* (106g)
for the unsteady state.
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Fig. 2. Steady and unsteady drag variation with Mach number for the biconvex (left) and the
diamond shaped (right) aerofoils. Acceleration = 1041 m/s® (106g) for the unsteady state.

In figure 3 the subsonic portion of the graph for the symmetrical aerofoil (NACA0012)
is plotted in order to improve clarity. This shows that, for these Mach numbers, the
unsteady drag is higher than the steady state drag. The same was found to be true for
all the other aerofoils. However in the transonic and supersonic regions this situation
reverses back and forth several times.

Figures 4 and 5 show the steady and unsteady lift variations with Mach number. In
the subsonic region the unsteady lift is lower than the steady state values. However in
the transonic region, due to separation occurring on the upper surface of the aerofoils
a sudden drop in the lift forces are observed. This is due to the fact that in the areas
where separation occurs the pressure rises substantially due to appearance of the tran-
sonic shock, thus reducing the pressure differential between the bottom surface and the
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Fig. 3. Steady and unsteady drag variation with subsonic Mach numbers for the symmetrical
aerofoil (NACA 0012). Acceleration = 1041 m/s? (106g) for the unsteady state.
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top surface of the aerofoil. As a result sudden changes take place in lift in this region,
resulting in very significant differences between the steady and unsteady scenarios. In
the supersonic region the unsteady lift values fluctuate above and below the steady state
values.

Graphs of the steady and unsteady pitching moment versus Mach number are shown
in figures 6 and 7. In the subsonic region, for these aerofoils, the difference between the
steady and the unsteady values are less significant than the transonic and supersonic
regions. In the supersonic region the unsteady moment fluctuates above and below the
steady values, as was the case with lift and drag. However, the greatest difference between
the steady and unsteady pitching moments is observed in the transonic range of Mach
numbers.
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Fig. 6. Steady and unsteady moment variation with Mach number for the symmetrical (NACA
0012) (left) and asymmetrical (NACA2412) (right) aerofoils. Acceleration = 1041 m/s* (106g)
for the unsteady state.
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Fig. 7. Steady and unsteady moment variation with Mach number for the biconvex (left) and
diamond shaped (right) aerofoils. Acceleration = 1041 m/s? (106g) for the unsteady state.

In order to explain some of the effects observed, it is important to note that when an
object is accelerated in a compressible fluid, the unsteady flow field generated is not
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allowed sufficient time to reach equilibrium and the flow pattern at a specific Mach
number is therefore quite different to the steady state flow pattern at that same Mach
number. As a result, the unsteady lift, drag and pitching moment at any given Mach
number should also be different to the steady state values.

In the transonic region these effects are more pronounced because of the movement
of shock induced point of separation, on the upper surface of the aerofoils, with changing
Mach number. This can drastically affect the lift and moment even when the change in
Mach number is small. Therefore, when accelerating through transonic Mach numbers,
the unsteady condition of the flow field has a more pronounced effect on the aerodynamic
forces and moments. The graphical representation of the results, confirm this explanation.

A more detailed explanation, regarding the different effects of acceleration, requires
more investigation. Acceleration effects could be dependant on body shape, angle of
attack of the aerofoil and other factors such as atmospheric conditions. For the moment
it is sufficient to note that, acceleration changes the flow field around an object and
consequently the aerodynamic forces and moments on that object, for a given Mach
number.

4 Conclusions

— In comparison with the steady state values, in the subsonic region, acceleration pro-
duced a reduction in lift and an increase in drag. However, the pitching moment
values changed less significantly in the subsonic region.

— In the transonic and supersonic regions, the differences between the steady and un-
steady values fluctuated, with the largest differences observed in the transonic region.

— Acceleration had a similar effect on the lift, drag and pitching moment of these
aerofoils. However, changes in these effects as a result of changing aerofoil profile, were
observed specially in the transonic region. Additional investigation is required in order
to determine the ideal aerofoil profile, which would be used to reduce acceleration
effects.
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1 Introduction

Porous media have large and increasing number of applications in Inertial Confinement
Fusion, high energy densities physics, Warm Dense Matter research and so on. In many
of the applications the media is subjected to the intense volume energy deposition [1,2].
While the properties of the porous matter under shock loading are well known for many
substances, the behavior of the media under intense pulsed volume heating remains the
topic of the research interest.

Currently the heating of the porous matter is assumed as direct and momentary
transition from the heterogenous porous media into the uniform plasma. Actually it’s
the transition from the solid matter of the pore walls into homogenous plasma. We
suggest to pay more attention to the homogenization stage [3,4]. The duration of the
stage can be comparable to the time of irradiation for the novel facilities.

Fig. 1. Aerogel sample (0.15g/cm® SiOs) expansion after irradiation. Left-to-right: before ir-
radiation; 50 ns after beginning of irradiation; 300 us after irradiation

Porous medium under high-rate energy deposition (in our case irradiation) turns into
homogeneous plasma by means of complex hydrodynamic and radiation processes (see
Fig.1). Three images of the Fig. 1 represent the successive stages of the porous media
irradiation. On the middle image the energy deposition zone being transformed into
plasma and the still intact non-irradiated part of the sample are shown. The right image
demonstrates the complete destruction of the specimen with its splinters intermixed with
the expanding plasma.
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Despite the lowered average density of the porous material it has generally the same
microscopic density of the matrix as the continuous material does. Hence the decreased
values of volume energy density should not be mistakenly taken for the real thermody-
namical state of the material being heated.

The collapse of the expanding pore wall material inside the pore void could lead
to the energy compression and create hot spots throughout the media. In this case a
relatively small portion of the matter has dramatically elevated temperature, pressure
and ionization in comparison with the average values. Such hot spots can produce higher
energy radiation and even damage the fuel capsule wall in some ICF target designs.

Our approach is to create the thermodynamical model of the porous media behavior
applicable to various sorts of porous materials (e.g. organic foams, metal foams, aerogels
etc.). In order to achieve this, we are using the numerical modelling of the experimental
irradiation scheme as well as analytical model of the pore material expansion.

2 Experimental setup

50 2
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Fig. 2. Experimental setup and streak camera record. 1 - pulsed electron beam, 2 - Al foils,
3 - camera, 4 - beam power profile. Arrow shows the time of collision. Dashed lines are the initial
foil position, dotted lines represent the estimated expansion paths of the average velocity (10
km/s).

Because the pores in the real porous media are too small and irregularly shaped
to be studied directly we propose the physical modelling scheme. The porous media is
substituted with the set of the two or more thin parallel foils (see Figure 3). The foils are
irradiated with the powerful pulsed energy flux. We've used the electron beam with the
following properties: electron energy 0.3 MeV, beam current 10-30 kA, duration 100 ns
FWHM as the energy source. Foil thickness was considerably smaller than the electron
stopping range so the foil heating was almost spatially uniform. Mostly the aluminum
foils were used because the equation-of-state of aluminum is well developed for the wide
range of energies. Distance between the foils (5-10 mm) was smaller than the beam radius
so the collision can be considered one-dimensional near the beam axis. The beam pulse
time was considerably longer than the acoustic relaxation time for the foils, so their
heating was almost isobaric.

The phenomena of foil heating, expansion and collision were studied with streak and
frame cameras. Because the frame cameras could record only two images we used exper-
imental setups involving several foils with different spacing so they represented various
stages of the collision process on the same image. Spatial beam profile was measured
with pin-hole camera. The beam voltage and current profiles were also recorded.
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3 Experimental results

Figure 3 represents the frame camera images of the above mentioned multi-foil setup.
Images (a) and (b) represent the successive stages of the aluminum foil interaction while
image c shows the possibility to use this method to study dielectric media. But we haven’t
modelled the data obtained for mica yet due to more complicated equation-of-state in
comparison with aluminum.

(a) (b) ()

Fig. 3. One-dimensional collapse of thin films (initial positions are shown with dashed lines).
Left-to-right: 10 um Al, 80ns after irradiation; the same sample 150 ns after irradiation; 14 pym
mica, 150 ns after irradiation. The pulsed electron beam has propagated upwards.

It’s hard to derive numeric values from the frame images. Nonetheless they demon-
strate very good flatness of collision near the beam axis, allowing us to use less involved
1D model. The accurate measurements of expansion velocity were performed with streak
camera.

The typical streak camera recording is shown at Fig.2. The both foils demonstrate
considerable heating and light radiation during the time of irradiation. After the end of
pulse the expanding foil material gradually cools down and dims. Later the streams from
the both foils collide in the void between them creating bright flash inside the interaction
zone.

Because the movement of the most rarefied outer layer of the expanding foil could not
be directly traced by the direct means we have taken its average expansion velocity as the
ratio between the half interfoil distance and the time interval between energy deposition
and the very beginning of collision. The experimental measurements of expansion velocity
are shown at Fig. 4.

4 Analytic model

The presented analytic model follows closely the model presented in [5]. We solve the
basic system of hydrodynamics equations:

9p  O(pv) _
f)tJr ox =0

8v+ ov 7_8P @)
P\ot "0z ) = on
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Fig. 4. Velocity of expanding 10 ym Al foil vs. specific deposited energy. Circles — experimental
results, triangles — numerical simulation, dashed line — analytical solution.
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where H is the specific energy deposition. The value of H was calculated from the recorded
beam current and voltage using the semi-empirical algorithm of electron energy deposi-
tion [6]. The model of ideal gas was used as the equation-of-state. The results are shown
at Fig.4 as the dashed line. The velocities given there correspond to sufficiently rarefied

steady flows studied at the experiments. That’s why the curve is essentially even simpler
self-similar solution for the centered rarefication wave:

2C

U:’yfl’

(4)
where C' is the sound velocity, ¥ = Cp/Cy is the adiabatic exponent. Time history of
the analytic solution was used to check the numerical model given below.

5 Numeric simulation

The simulation of electron stopping was carried out by Monte-Carlo technique using
ENDF/B-1V libraries. Target expansion was described by the system of one-dimensional
radiation hydrodynamics equations in Lagrange coordinates [7] in the approximation of
two-temperature [8] single-velocity [9,10] approximation. Numerical estimates for solid
and liquid phases were based on Mie-Gruneisen equation. Plasma phase was simulated
within the approximation of the local applicability of Saha equation. Considering that the
viscous heating occurs for the ion component only [11] and the energy transfer between
the components is much slower process, the electron gas is compressed adiabatically with
the electric forces. Considering this within the context of quasineutral plasma we have
the electron density n. correlate with the ion density n; by the average ion charge ¢
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ne = (n; (5)
The following equation is used for the heat flux due to thermal conductivity:

orT
2 =—appr’
Qm PT am (6)

there a,, is the thermal conductivity coefficient considered constant for the given media,
p is the media density.
To compute the change of the electron component energy due to atom or ion ionization

the following formula was used:
Nyl 0¢
= 7
Qr ( Ha > ot @)

there I is the current atom ionization potential, N4 is the Avogadro number, p, is the
atomic mass.

In so doing the degree of ionization ¢ (average ion charge) and the value of I are
computed in approximation of local applicability of Saha equation depending on the
electron temperature T.,.

The values of I and ¢ are derived from the following equation (for the single chemical
element):

I(¢C+0.5) = kT, In ( (8)

ng

ACTC):;/Q

there Ac = (471'mek13’/h2)3/27 kp is the Boltzmann constant, n; = pNa/p, is the ion
density.

To describe the thermal radiation transfer and its influence on the energy deposition
in target the conjugation of volumetric radiation for the optically thin target layers and
radiation heat conductivity for the inner optically thick layers were used.

The results of expansion simulation for various deposited energy @ are given at Fig. 4.

One-dimensional modelling shows what for collapse of the expanding streams at
12.2km/s the initial temperature inside the collision zone is 5-6 times fold higher than
the maximum temperature inside the foil bulk during irradiation.

6 Conclusion

The method of the detailed investigation of the porous medium homogenization and
relaxation under fast energy deposition was proposed. The velocity of expansion of 10 ym
Al foils as function of deposited energy was measured. Numerical and analytical models
were used to interpret the obtained results.
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Summary. Discontinuity breakdown conditions were realized experimentally by instant ho-
mogenous energy input in front of shock wave. Energy deposition was conducted using nanosec-
ond gas discharges in spatial and surface area. A shock tube and special type of nanosecond
electric discharge with plasma electrodes were used for this research. One and two-dimensional
numerical simulation under experimental conditions has been undertaken. Pressure, density,
temperature and velocity fields have been examined. Comparison of numerical data and schleiren
images of shock wave after its interaction with discharge area was conducted. The configuration
of disturbed shock wave was found to be in a good correspondence with one from numerical
calculations. Numerical results showed possibility to achieve Richtmyer-Meshkov type instability
without membrane.

1 Introduction

It is well known fact that high capacity electric discharges may cause sufficient pertur-
bations in gas flows. Discharges are also known as a tool for visualization of gas flow
discontinuities [1]. During the last decades there is a growth of interest directed to the
possibility of flow control by using plasma technologies. A number of the publications
devoted to this subject are overviewed in [2]. The majority of the published data deal
with research in the field of interaction between the supersonic gas flow and low temper-
ature plasma area formed by electric discharge. Most of the research groups examine the
quite long-termed quasi-stationary or high-frequency electric discharges. In this paper we
consider nanosecond transversal spatial and surface discharges realized experimentally in
supersonic flow with a shock wave. Research conducted in field of plasma physics espe-
cially for such type of electric discharge [3] showed that sufficient part of electric energy
goes directly in translational degrees of freedom. In the other words, applied discharges
provide a rapid heating of local gas area. Numerical simulations under experimental
conditions are also presented.

2 Experimental technique

Experimental setup was built for the purposes of studying the non-stationary processes
of interaction between the subsonic and supersonic gas flows with/without discontinues
and spatial or surface short-termed electric discharge. In this context “short-termed”
means that discharge current duration (~200 ns), is much lower than characteristic time
of gasodynamic processes realized in the setup (~10 us). So, the impact of the discharge
could be considered as instant from the gasodynamical point of view. The setup config-
uration for the given problem is shown on the figure 1 (left). The two main parts were
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shock tube and electric discharge chamber. Shock tube had a channel (low pressure sec-
tion) with the rectangular profile 24 x 48 mm. It allowed to generate shock waves with
Mach numbers M = 1 = 6, using helium as a driver gas and the air as a driven one.
The discharge chamber was mounted with the shock tube’s channel and it has the same
profile. Top and bottom walls of the chamber were plasma electrodes which produced the
ultraviolet glow for the pre-ionization of spatial discharge area. The surface discharge of
plasma electrodes was also used as the independent source of energy impact in a special
series of experiments. The sidewalls were made of quartz glass to make the discharge
glow and shock formations visible by the optical means, or using shadow and schlieren
technique. The length of the discharge section was equaled 100 mm. Special scheme was
created to make the discharge initiation on the different stages of shock wave moving
through the discharge chamber.

Fig. 1. Left: experimental setup. Right: discharge glow images in motionless gas (top) and
in the case when shock wave is in discharge camber (bottom). 1- high pressure section, 2-
membrane section, 3- flow channel, 4- discharge section, 5- high pressure helium accumulator,
6- flow parameters control, 7- high voltage setup, 8- discharge glow control, 9- vacuum pump

3 Analysis of discharge’s glow

Spatial discharge. As it was mention above, the discharge current time interval was about
200 ns. So from the gasodynamical point of view discharge can be considered as instant
and shock wave was nearly motionless during the energy input time. It was possible to
record the integral (in respect to time) discharge glow redistribution by photo cameras
(figure 1 (right)). As it can be seen from the figure 1 (right) if there is no flow in dis-
charge area, glow is quite homogenous all over discharge section. But if the discharge
was initiated at the moment when shock wave front situated in the discharge section,
the glow concentrates in the low pressure area in front of shock wave. The phenomenon
of discharge “self localization” in front of shock wave was observed for all the variety
of shock wave positions in discharge section. Accumulation of the discharge glow in the
low pressure area is caused by the following phenomena. The local conductivity of the
air is the very sensitive function of Townsend parameter E/N (where E is the electric
field strength and N is concentration of neutral particles in discharge plasma). As the
E/N changes by the orders of magnitude over the shock front, local conductivity in low
pressure area is much higher than beyond the shock. So we conclude the dominant part
of experiment plasma flux localizes in front of shock wave. The indirect confirmation
of this thesis is in the dependance of local flow intensity I on distance x [cm], which
was covered by shock wave along the discharge section before the moment of discharge
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initiation. This dependance is well approximated by the function I(z) = 10Ip/(10 — z),
x € [0;9.5], where I is local glow intensity in motionless gas. Kinetic calculations in [3]
confirm this conclusion directly.

Sliding discharge. The experiments with sliding discharges without spatial phase
showed that its glow has nearly similar properties. It is quite homogenous in motion-
less gas and has the dimensions of 100 x 35 x 0.5 mm. It concentrates in low pressure
area when plane shock wave is in discharge chamber. In the other words, in last case we
experimentally realized “instant” ionization of low pressure areas of plasma sheets which
were placed at the opposite walls of flow channel. Generally, glow intensity as a function
of = behave similarly to the spatial glow. At some conditions the special effects of glow
redistribution were observed (figure 2).

‘\ ‘
Glow behind SW

Fig. 2. Left: glow behind SW M = 2; x = 9.4 cm; P, = 25 torr Right: spatial glow M = 2.6;
x = 8.5 cm; Py = 25 torr

At some parameters, there was an additional surface glow behind the shock wave
front. It was observed at low Mach numbers M ~ 2 — 3, quite low initial pressures
Py ~ 25 torr and x > 7 cm. At Mach numbers M ~ 4 — 5, more lower initial pressure
Py ~ 4 — 7 torr we could observe the development of surface discharge into the spatial
glow in the low pressure area in front of shock wave at x € [5;10]. So, we can evaluate
the maximum density of energy deposition according to shock wave position and glow
intensity. Maximal energy magnitude was 10 eV /particle (or 0.2 J/cm?).

4 Discharge as a source of instant heating

It was shown theoretically [3], that about 50% of discharge’s energy goes directly to
the gas heating. VT relaxation time for the other part of discharge’s energy is quite
long, so under the experimental conditions setup we may consider only instant part of
energy release. Thus discontinuity breakdown conditions were realized experimentally.
For sliding discharge of plasma electrodes this fact was confirmed experimentally [4]. It
is shown [3], that energy input goes in the gas area in front of shock wave and its density
equals ¢ = qoVo/V. In this formula ¢ is energy input density when there is no shock
wave in the discharge chamber, Vj is volume of discharge section, V is volume of the
discharge section area that is in front of shock wave. So the conditions, realized in the
setup were used as the boundary and initial conditions for numerical simulation of the
processes arising after instant energy release. The surface discharge of plasma sheets,
which also concentrates in front of shock wave, was also accounted in 2D numerical
simulations.
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5 Numerical simulation of flow under the experimental
conditions

Spatial energy input. Numerical simulation was conducted within the mathematical model
of 2D time-dependent Euler equations. The generalized Godunov finite-difference scheme
with piecewise linear representation of gas dynamical fields was used. This approach
provides a second order space and time approximation for sufficiently smooth solutions.
The problem statement is presented on left part of figure 3. At the initial time moment
a plane shock front moving with M = 3 from left to right is located at x = 0. According
to the experimental conditions the energy input which was going to the volumetric part
of the discharge 0 < z < 1.5, |y| < 1.1 (domain 2 on figure 3) equaled 0.83 J. Each
of the plasma sheets (electrodes) 1.1 < |y| < 1.2 (domains 3 on figure 3) provided the
energy inputs of 0.11J. According to the previous investigations [4] it was assumed that
50% of energy goes to the instant heating (to transnational degrees of freedom). In the
case considered the volumetric energy input density is 16.75% with respect to the total
energy behind the shock. So, there are 5 domains with constant flow values at the initial
moment. On each boundary of these domains the discontinuity breakdown takes place.
The subsequent flow is characterized by the complicated 2D process of interaction and
evolution of these secondary discontinuities.
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Fig. 3. Left: initial pressure distribution for 2D numerical simulation. Right: density gradient
isolines after 0.15 dimensionless time units

Due to the flow symmetry the 2D calculations were held using the grid with 1280x256
cells in half plane y > 0. Near the walls in the “hot” regions the shock waves I 1,
C1C, G1G and tangential discontinuities H1H, D1 D (figure 3 (right)) move faster then
on the symmetry plane y = 0. Furthermore, the discontinuities formed on the plasma
sheets boundaries spread and interacts in perpendicular direction. The line of tangential
discontinuity D; D which initially coincides with the boundary of energy input domain
twists rapidly due to accelerated motion near the walls. That stage is shown on figure
first two pictures of figure 4.

At some time moment shock wave G1 G, which is also twisted, reaches tangential dis-
continuity Dy D. As the result of their interaction we have two shock waves: reflected and
passing. The amplitude of tangential discontinuity D1 D perturbations grow intensely (fig-
ure 4). Such flow properties could be considered as a special case of Richtmyer-Meshkov
instability [5] (figure 4).

Numerical calculations conducted for experimental conditions distinctly reflect non-
linear and transitional phases of Richtmyer-Meshkov instability development (formation
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Fig. 4. Density gradient at the consequent time moments

of light gas bubbles which penetrate in dense gas and mushroom-like structures devel-
opment). They presented on last four pictures of figure 4. Numerical study of turbulent
stage requires more complicated mathematical model which account viscosity and involve
higher order numerical schemes and grids with much higher spatial resolution.Adequacy
of calculations is supported by experimental shadow image of the flow area after energy
input (see figure 5 (left)). Time-dependent behavior of Fourier-modes of tangential gap
curve is presented on figure 5 (right). These data were obtained by means of discontinuity-
fitting method.

Fourier coefficients

0,0 0,2 0,4 0,6 0,8
Dimensionless time

Fig. 5. Left: flow structure near passed shock wave. Right: fourier modes of permutated tan-
gential gap vs dimensionless time

Surface energy input. For simulation of instant surface energy input of plasma sheet
areas in front of shock wave we used CFD model based on 2D unsteady Navier-
Stokes equations. The parameters of instant energy input correspond experimental ones
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(figure 6 (left)). Evolution and stability of shock wave after pulse ionization of channel
walls surface was studied. Shock wave interaction with pulse surface discharge includes
shock-shock interaction (with transversal shock wave caused by quick energy surface in-
put) and shock interaction with non-equilibrium non-stationary nearwall layer is shown
on figure 6 (right). CFD simulation results were found to be in correspondance experi-
maneal images.

Fig. 6. Left: initial conditions M = 2.2; = 90 mm; W = 0.2 J/cm?. Right: density isosurfaces
at 15 us

6 Conclusion

Possibility of experimental realization of discontinuity breakdown conditions by instant
energy release in localized area of the gas flow was shown. That type of energy input
leads to formation of new discontinuities that can be used in flow control technologies. Re-
sults of numerical simulation show the possibility of Richtmyer-Meshkov type instability
realization without using additional membranes in flow channel.
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Summary. An arc heating performance of an arc heated wind tunnel is studied to apply for
thermal protection technology of reentry flow of earth type planets in hypersonic flight envi-
ronments and for disposal of industrial and medical waste in the environmental problem. The
purpose of the present work is to study basic problems of an arc heating performance of a Huels
type arc heater to obtain temperatures from emission spectra profiles in the plenum region. The
increase of discharge current are decreasing 7T, of the nitrogen molecule, while 7}, of the ionized
nitrogen molecule changes non-monotonically by effect of arc heating in the plenum region. Ro-
tational temperatures 7, of N5 is measured to be in between 3800 to 3500K for R(8) — R(30)
of the rotational quantum number, respectively.

1 Introduction

Electric arc heaters have been used for aeronautical testing of thermal protective ma-
terials for hypersonic fright [5,10] and disposal of toxic wastes after high temperature
burning. Hollow type arc heated wind tunnels are constructed for high enthalpy hyper-
sonic flow [1], of with segmented constrictor type, Huels type or Hybrid type. These
arc heated wind tunnels have different experimental ranges of gas enthalpy, stagnation
temperature and stagnation pressure. Characteristic performance of an arc heated wind
tunnel is an important for thermal protection technology of reentry flow into the earth
and the other planets, and high temperature property(3000K~) and to get an accurate
estimation of necessary conditions for the power source of the arc heater. Hollow type arc
heated high enthalpy wind tunnels are developed and operated such as Huels type [9],
Hybrid type [8] or Segmented-constrictor type designs [3,13].

The purpose of the present work is to study an arc heating performance of a Huels
type arc heater including mass flow rate, discharge current and discharge voltage of hot
gas, and to obtain temperatures from emission spectra profiles of molecular bands using
pure nitrogen and Air as the working gas.

2 Experimental facility and apparatus

2.1 Huels(Hiils) type Arc heater

Huels type DC-arc heater is designed and constructed in Aichi Institute of Technology,
and shown schematically in Fig. 1. Huels type arc heater has series of hollow type cathode
and anode electrodes, connected to the supersonic nozzle and low density tank with 1m
in diameter and 2m in length. Measured quantities are the mass flow rate m(g/sec) and
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the temperature Tp; before heating, the discharge voltage V(V), the discharge current
I(A) of the plasma arc, and the pressure p,, of the arc heated tube wall at location B
in the plenum region [8][9]. Each component of the arc heater and the supersonic nozzle
are independently cooled by cooling water. The inner diameter d and outer diameter d,
of the cathode and anode are 12 and 18mm, respectively. The throat diameter d; and
exit diameter d. of the supersonic nozzle are 3.5 and 10.5mm, respectively, and Mach
number M is about 3.0. The unit consists of two coaxial tubular electrodes separated
by an insulator(Teflon) in the plenum chamber. Working gases are injected tangentially
into the plenum chamber to make swirl for arc stabilization. Both cathode and anode
are made of oxygen free copper. To avoid any undesirable concentrated current spot of
discharge at some fixed position of the heating tube surface, a magnetic coil system is
attached to the cathode side of arc heater coaxially to the tube axis. This B, rotate the
current spot in the tube by the Lorentz force, and thus avoiding the heated up damage
by concentrated spot. The pressure in the low density tank is kept at 13.3Pa(0.1torr)
and the stagnation pressure at location B is at 0.1213MPa. The discharge currents are
at 80, 100 and 120A, respectively. The mass flow rate depends on the discharge current
and stagnation pressure. Test gases used are pure nitrogen, air and carbon dioxide.
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Fig. 2. The optical arrangement of the spec-
Fig. 1. Schematic view of Huels type arc troscopic measurement system.
heater.

2.2 Spectroscopic measurement apparatus

The high resolution spectroscopic measurement [2,11,12,14] of the radiation yields a
direct evaluation of the vibrational and rotational temperature in the plenum region of
arc heater. The optical arrangement of the spectroscopic measurement system is shown
in Fig. 2 [8,9]. The emission spectra profiles from hot gas in the plenum region of
arc heated wind tunnel are spectroscopically measured at 78(location A in Fig. 1) and
36mm(location B in Fig. 1) upstream of sonic throat in an arc heater. The monochroma-
tor with the focal length of 500mm (Jasco Inc., CT-50CS), uses high resolution grating
systems (3600grooves/mm and/or 1200grooves/mm on 240nm blaze). The entrance and
exit slit widths are from 0.02 to 0.04mm. The scanning speed of monochromator is
about from 1.7 to 5.0nm/min, giving high spectrum resolution. The intensity of spectral
light is measured using the photomultiplier tube(PMT, Hamamatsu Photonics R7057
and/or R376) powered by a high voltage power supply(Hamamatsu Photonics C3350).
For the emission experiments, the PMT are connected to a lock-in amplifier (NF Co. Ltd.,
L15640) whose output are recorded with a digital oscilloscope (Yokogawa Electric Co.
Ltd., DL716). Wavelength is calibrated by using gas discharge lamp (Hg), which radiates
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well known spectrum. Typically, averages of 300 individual spectra are recorded and the
error of temperature measurements amount +(200 ~ 400)K of vibrational temperatures
T, and £(300 ~ 600)K of rotational ones 7)., respectively.

3 Results and Discussion

3.1 The 1D stagnation temperature

1D (one dimensional) stagnation temperature Tp is defined as the one deduced from one
dimensional nozzle flow relation, assuming that the heated reactive gas [4] is in thermo-
dynamic equilibrium from the heating tube end down to the choked sonic throat of the
supersonic nozzle. 1D nozzle flow theory shows that the ratio (po — pw)/po, the differ-
ence between stagnation pressure pg and pressure p,, divided by pg, corresponding to the
present area ratio A/A; (A:sectional area of the tube, A;:throat area of the supersonic
nozzle) amounts about 0.001%, and p,, can be approximated by py within about 0.1% of
error. Figs. 3 and 4 show the 1D stagnation temperature Ty plotted against stagnation
pressure pg under discharge currents for pure Nitrogen, Air and carbon dioxide, respec-
tively. In these figures, the 1D stagnation temperature T, increase as the stagnation
pressure goes up (pp=0.05~0.25MPa). The 1D stagnation temperatures Ty are evaluated
to be in between 1300K to 2300K for pure nitrogen and air, while its 7y in between
1300K to 2000K for carbon dioxide. These differences of temperature ranges Ty can be
possible, which is coming from the difference of specific heat ratio of heated reactive gas.
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Fig. 3. Ty — po relations at several current conditions, for pure N2 and Air.

3.2 Spectroscopic measurement of plasma arc

A typical scan of spectra profiles at location B for Ny and Air plasma arc are shown
in Figs. 5 and 6, respectively. The emission spectra are obtained by scanning over the
desired wavelength range in 5min of arc heater running time. The identified transitions are
attributed to N 1-, N 2+ and CNV band systems. In Figs. 5 and 6, the vibrational level
spectra for ionized nitrogen molecule and molecular clearly show the alternating intensity
due to the nuclear spin of one for the nitrogen. In Fig. 6, the spectral lines of CNV
have strong signal intensity that exist contamination of arc heated flow by ablation of
electrode or insulator of arc heater. The emission spectra profiles can be used to evaluate
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Fig. 7. Measured vibrational and rotational
emission spectra showing N, 1- band system
at location B in the plenum region.

Fig. 6. Measured emission spectra of arc
heated air flow in the plenum region.
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the local gas temperatures that exist in an ionized molecular, molecular and atomic gas
flow by exploiting the dependences of signal intensity on the temperature dependent
population distributions. Vibrational temperatures T, for plasma arc are determined
from Boltzmann plot method by using the ratio of band heads from different vibrational
levels of same species. Figure 8 shows the Boltzmann plot [6,7] of vibrational level at
both location in the plenum region. Circles and squares denote at location A and B in
the plenum region, respectively. The solid line corresponds to data group with circles
location B, and the dotted line to that with squares at location A in the plenum region.
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Vibrational temperature 7, for N plasma arc obtained from average inclination line
close to (0,0)-(1,1)-(2,2) in N, 1-, are determined to be about 3140K at location A,
and about 3700K at location B, showing that T, increases due to arc heating in plenum
region. Averaged values of vibrational temperature at location B are shown in Fig. 9
as a function of discharge current. Blue squares with solid line correspond to label N2+
1- for Ny plasma arc, squares with solid line to label Ny 2+ for N, plasma arc and
red circles with solid line to label No 2+ for Air plasma arc. The scatter of vibrational
temperature measurements for N 1- and Ny 2+ are £(200 ~ 300)K and (200 ~ 400)K
respectively under the discharge current range. Vibrational temperatures of N~ and Ny
are measured to be in between 3600 to 5300K and in between 2600 to 3900K, respectively.
Results for Ny plasma arc show that the vibrational temperature T, for ionized N; 1-
are greater than that for Ny 24, corresponding to the ionized nitrogen molecule increase
with decreasing the nitrogen molecule. Discharge current increases with decreasing T, of
the nitrogen molecule, while T, of the ionized nitrogen molecule change non-monotonic
with increasing discharge current. For Air plasma arc, the discharge current increase
with increasing T, of the nitrogen molecule, which is lower than measured vibrational
temperature values for Ny plasma arc.

Rotationally resolved emission scans are performed by slowly scanning the monochro-
mator from the N5~ 1-(0,0) band head at 391.14nm through 380nm, as shown in Fig. 7.
The rotational level spectra clearly show the alternating intensity due to the nuclear
spin of ionized nitrogen molecule. The P-branch emission lines overlap with R-branch
at 391.14nm through 390nm. Neglecting Boltzmann plot of P-branch lines, the first line
is used for temperature measurements from R(8) for N~ 1-. The Boltzmann plot of
R-branch emission lines trace for R(8) — R(28) of N, with even rotational quantum
number. Averaged values of rotational temperature as a function of discharge current at
location B, are shown in Fig. 9. Triangles with solid line indicate by the label N2+ 1-.
The scatter of the rotational temperature measurements for N, 1- are (300 ~ 500)K
under the discharge current range. Rotational temperatures T, of N; are measured to
be in between 3800 to 3500K for R(8) — R(26) of the rotational quantum number. The
discharge current increase with decreasing T,. of the ionized nitrogen molecule, which are
lower than measured vibrational temperature values. These indicate that the thermal
equilibrium is not reached at location B in the plenum region of present Huels type arc
heater.

4 Conclusion

The present research is to study an arc heating performance of high efficiency arc heated
wind tunnel and database of spectra profiles in plasma flow. In order to experimentally
investigate these problems, arc heated wind tunnel is traditionally used, which provide
an insight to establish analytical modeling of an arc heated flow.

A method of estimating 1D stagnation temperatures is proposed from the measured
stagnation pressure and mass flow rate, with the aid of a high temperature gas table.
The 1D stagnation temperature T increase as the stagnation pressure goes up. Ty are
evaluated to be in between 1300K to 2300K for pure Nitrogen and Air, and in between
1300K to 2000K for carbon dioxide, respectively. Spectral profiles in an arc heated flow
of pure nitrogen are obtained to estimate the vibrational and rotational temperatures
from N; 1- and Ny 2+ bands in the plenum region of the Huels type arc heater.
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The vibrational-rotational spectra profiles can be separated using a high resolution
grating system and a quick response PMT of the spectroscopic measurement system.
Vibrational temperatures of NQJr 1- and N 2+ for Ny plasma arc are measured to be
in between 3600 to 5300K and in between 2600 to 3900K, respectively. The increase of
discharge current are decreasing T, of the nitrogen molecule, while T,, of the ionized
nitrogen molecule changes non-monotonically by effect of arc heating in the plenum
region. Rotational temperatures in R-branch (AJ = +1) of NJ 1- for N, plasma arc
is measured to be in between 3800 to 3500K. Difference of T, and T, shows that the
thermal equilibrium is not reached at location B in the plenum region of present Huels
type arc heater.
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A model to predict the Mach reflection of
the separation shock in rocket nozzles
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Summary. In case of high overexpansion, the exhaust jet of the supersonic nozzle of rocket
engines separates from nozzle wall because of the large adverse pressure gradient. At the same
time, to match the pressure of the separated flow region, an oblique shock is generated which
evolves through the supersonic jet starting approximately from the separation point. This shock
reflects on the nozzle axis with a Mach reflection. Thus a peculiar Mach reflection takes place
whose features depend on the upstream flow conditions, which are usually not uniform. A sim-
plified model is presented which is a first step to predict the expected features of Mach reflection
depending on the nozzle shape and on the position of the separation point along the divergent
section of the nozzle.

1 Introduction

Large liquid rocket engines experience during their startup a relatively long time of
overexpanded operation, with high side loads which may affect the structural integrity
of nozzles [1]. This phase lasts a time of the order of the second, that is much larger than
characteristic time-scales of the flow. Therefore, it is possible to analyze the phenomenon
by steady-state solutions at different ratios between chamber and ambient pressure (that
is at different degrees of overexpansion).

The operating condition at pressure ratio (PR, the ratio of chamber to ambient pres-
sure) much lower than the design value, which is only reached at the end of the startup
transient, yields a separation of the boundary layer. The flow separation in a supersonic
stream is associated with the generation of an oblique shock wave, the separation shock
wave, allowing also the supersonic stream to recover the ambient pressure value (see
Fig. 1). This shock reflects on the nozzle axis with a Mach reflection. The characteristics

— — — Shocks
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T = Triple Point Separation” T= Triple Point Separation”
S = Separation Point S= Separation Point
R = Reflection Point R= Reflection Point
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Fig. 1. Separation shock Mach reflection with- Fig. 2. Separation shock Mach reflection with
out flow reattachment. flow reattachment.

of the separation shock and of its reflection on the symmetry axis have a decisive influ-
ence on the evolution of the flow, including the possible flow reattachment following flow
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separation, which has been considered of crucial importance to determine the strength of
the above mentioned side loads [1-3]. A typical configuration of separation-shock reflec-
tion presenting flow reattachment is shown in Fig. 2. In that case the flow non-uniformity
ahead of the shock is such to generate a vortex in the core of nozzle flow and to move
the supersonic jet behind the oblique shock towards the wall.

On the basis of published numerical and experimental studies of the phenomenon [4,5],
the present study aims to discuss a simplified model to predict the expected kind of
Mach reflection of the separation shock and thus the possible consequences in terms of
generation of side loads.

2 Separation shock Mach reflection

To study a model for the separation-shock Mach reflection in a supersonic nozzle, is
necessary to recall simpler flow structures, for which models have been published in the
literature. The basis of the following discussion is the model introduced by Li and Ben-
Dor [6]. This model deals with the Mach reflection generated by a finite-length planar
wedge placed in a uniform supersonic stream and is able to predict the Mach stem height
and position by the analysis of the interaction between the supersonic expansion fan
at the end of the wedge and the subsonic converging stream-tube generated behind the
Mach stem. It is based on a well-defined structure for the Mach reflection, which needs
a number of conditions to be satisfied. For instance, if a pressure ratio through the
separation shock of 4.0 is considered, the upstream Mach number has to be in the range
2.15 — 3.17 (ratio of specific heats v = 1.4).

2.1 Oblique shock in a planar uniform flow

Among the possible cases studied in [6], the case with the reflected shock impinging
exactly on the corner of the wedge is examined here. In fact, as shown by the schematic

Separated Flow

Fig. 3. Special case of Li and Ben-Dor model for the analysis of separation-shock reflection in
nozzles. Left: schematic of shock pattern in overexpanded nozzles; right: schematic of Li and
Ben-Dor model shock pattern when the reflected shock impinges on the wedge corner.

of Fig. 3, the basic separation-shock reflection in overexpanded nozzles (Fig. 1), is quite
similar to that particular case of wedge generated shock reflection. According to the
model of [6], among the possible positions of T along the separation shock starting in S,
the correct position must be such that the area ratio CD/TR is the sonic one, on the



Mach reflection of rocket-nozzles separation-shock 1095

basis of the average subsonic Mach number evaluated behind the shock TR. Beside that,
to close the problem, the position of the point C has to be determined with respect to S,
T, and A. The point C is defined as the point on the contact discontinuity TBC where
the flow becomes again horizontal. Thus AC is taken as the Mach line corresponding to
horizontal flow (Prandtl-Meyer expansion between the Mach lines AB and AC changing
the flow direction from TB to horizontal). The length of AC, and thus the position of C,
is then easily computed by a mass balance between ST and AC.

The model implemented for the uniform planar flow shows a good agreement with
numerical results confirming the findings of [6]. For example, a comparison with numerical
results is shown in Figure 4a for the case with upstream Mach number M = 2.7 and
pressure ratio through the separation shock p,/ps = 4.0.

- -0 - Model o - 4O~ - Model

——— Sonic line

——— Sonic line

(a) planar flow (b) axisymmetric flow

Fig. 4. Comparison of CFD (Mach number contour lines) and model results for the case of
uniform flow with M = 2.7 and pressure increase through the separation shock p,/ps = 4.0.

2.2 Oblique shock in an axisymmetric uniform flow

While in case of planar flow either regular or Mach reflection can occur depending on up-
stream flow conditions and separation-shock pressure ratio, in the axisymmetric case only
the Mach reflection is possible. In fact, the flow turning downstream of the separation-
shock yields a pressure increase which eventually leads to an increase of the shock strength
and thus of the shock slope. In the present study it will be assumed that the downstream
pressure and shock-slope growth along the separation shock ST, which is caused by the
axisymmetric channel narrowing behind it, is a secondary effect and thus it will be ne-
glected. It could be introduced as an improvement of the present model in future studies.
The further hypothesis is made that the supersonic stream between the incident and the
reflected shock (region STA in Fig. 3) and between the reflected shock and the slipstream
discontinuity evolving downstream of the triple point (region ATBC in Fig. 3) behaves
like in the planar case. Note that in this case it is assumed again that the Mach line
AC is straight, but the position of C is now evaluated by the axisymmetric mass balance
between ST and AC. Finally, the computation of the position of the triple point T is
made considering the axisymmetric area ratio between the circles with radii TR and CD.
Because of the larger number of simplifying assumptions, the agreement with numerical
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results is less precise than in the planar case. Nevertheless, considering the simplicity of
the model, the results show a good agreement (Figure 4b).

2.3 Nonuniform flow

In the study of Mach reflection of the separation shock in overexpanded nozzles it has
to be considered that the axisymmetric flow upstream of the separation shock is neither
horizontal nor uniform. Rather, the flow direction and Mach number show radial and axial
gradients, whereas the assumption of isentropic flow ahead of the shocks can still be made.
The first problem to face in modeling Mach reflection for nonuniform upstream flows is

Fig. 5. Schematic of nonuniform flow model for Mach reflection.

to model the region STA (Figure 5). As a first attempt, in the present study, constant
pressure is assumed in this region. This assumption neglects axisymmetric effects as made
in the foregoing section, moreover it neglects the role that gradients of flow Mach number
and direction have on the pressure evolution. However, because the upstream pressure
and flow direction are not uniform, the constant downstream pressure value can only
be obtained through a curved shock ST of varying intensity. To compute the separation
shock, the present model therefore proceeds as follows. Starting from S an elementary
part ST is built on the basis of flow conditions upstream of S. The next elementary part
of ST (that is T1Ts) is calculated from the upstream flow conditions in T;, and so on
up to a point T” where the shock becomes a strong shock (subsonic flow behind it). The
triple point T must belong to the line ST’ and its position can be found by an iterative
process which searches for the supersonic flow evolution in TAC and the subsonic flow
evolution in RTCD that lead to the same point C, as done in the foregoing sections.
For each iteration, a position of T is assumed, and a triple point three-shocks solution
is computed. The strong shock solution is used, as done in the foregoing sections, to
determine the subsonic flow Mach number behind TR. However, differently than in 2.1-
2.2, in this case there is neither a single Mach number nor a single flow direction value,
both ahead of the shock TA and in the region TAC: the reflected shock solution in T is
then assumed as a uniform flow solution in the region TAC. Taking these uniform values
of pressure, Mach number and flow direction, a straight reflected shock is built and the
position of the point A is obtained from the mass-flow-rate balance between ST and TA.
At this point a uniform flow is avaliable downstream of the reflected shock representing
the supersonic flow conditions, as well as the average subsonic Mach number behind the
Mach stem. Thus the model can find the final position of T by analyzing the area ratio
between the circles of radii TR and CD. If the area ratio is the sonic one the iteration
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process ends, else a new position of T is selected and a new iteration is made. The present
model can be used to study the evolution of the separation shock for varying PR in a
nozzle, once a Euler solution is computed by CFD. For instance, the separation point
and the value of pressure in the separated flow region can be obtained by using the wall
pressure computed by CFD and a separation criterion. Then the separation shock ST
can be computed taking from the CFD solution the properties of the nonuniform flow
upstream. At this point it is possible to use the above described model as all information
needed is available. Typical results obtained with the present approach for the truncated
ideal contour nozzle discussed in [7] are displayed in Figure 6. These results have been
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Fig. 6. Triple point position: comparison of present model results and experimental data.

obtained by taking the separation location from the experimental data rather than also
introducing the uncertainty coming from the separation criterion. It is interesting to
note that a good agreement of the position of the triple point with experimental data is
obtained, although the comparison with CFD results shows some differences in the flow
structure downstream.

2.4 Nonuniform flow with inviscid separation

The model presented in the foregoing section can be applied to the case of overexpanded
nozzle, provided that the flow conditions are such that the hypotheses of the model of [6]
are valid. In this sense, it should be noted that, the range of validity of the model is
in principle very narrow: the upstream Mach numbers must be in the range 1.7 — 3.2
(values relevant to flows with ratio of specific heats v = 1.4) if the separation pressure
ratio is in the range of 2.5 — 4.0. However, the flow pressure upstream of the separation
shock usually decreases and the flow Mach number increases moving from S to T and
thus a pressure ratio larger than the separation one and a larger Mach number are found
ahead of the triple point. This property enlarges the range of validity of the model for
overexpanded nozzles. Nevertheless, it must be remembered that the model has been
introduced for uniform flow and thus the results can only be considered reliable in case
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of slight radial nonuniformities. In the other cases, a limitation for the application of the
model is due to the shape of the Mach disk (TR). In fact, the model described above
assumes that a converging channel takes place behind TR, but this is not always the
case in overexpanded nozzles. To better understand this limitation it can be useful to
analyze the evolution of the Mach stem starting from the axis (that is going from R to
T), and assuming constant pressure downstream (Fig. 7). The figure shows that there

Fig. 7. Mach stem of the separation shock reflection assuming constant pressure downstream
in an ideal nozzle.

is a region where strong radial gradients take place. When the Mach stem lies in these
regions it can be expected that it bends downstream, rather than upstream, and thus a
triple point with a “diverging” channel will take place, rather than a “converging” one.

3 Conclusion

A first step in the development of a model for the study of the Mach reflection of the
separation shock in overexpanded rocket nozzles has been presented. The model only
addresses the case of nozzles with slight radial gradients, for which it shows a good
agreement with experimental data. The next step of the study will be the extension of
the model to the cases leading to the “inviscid separation”.
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1 Introduction

Within the frame of the Research Training Group “Aerothermodynamic Design of a
Scramjet Demonstrator for Future Space Transportation Systems” a combined numerical
as well as experimental analysis of hypersonic inlet flows has been initiated. For an air
breathing hypersonic propulsion system, the engine inlet consists of a series of exterior
compression ramps and a subsequent interior isolator/diffusor assembly. Compression of
the incoming flow is thereby achieved through oblique shock waves. Two phenomena
characterize the technological problems of the engine: on the one hand, the interaction of
strong shock waves with thick hypersonic boundary layers causes large separation zones
that reduce the captured mass flow and thus the engine performance. On the other hand,
the high total enthalpy of the flow leads to severe aerodynamic heating, further enhanced
by turbulent heat fluxes.

Bow Shock

Reattachment
Shock Wave

Boundary Layer

Separation
Shock Wave

Entropy Layer

R, =178 mm I,= 239 mm

Fig. 1. Shock / boundary layer interaction schematic on a blunt double wedge configuration

To improve the accuracy of numerically simulating the exterior inlet compression,
the computation of the double wedge configuration shown in Fig. 1 has been initiated
in correspondence to a recent experimental study [1] investigating the effect of different
wall temperatures (Tyw = 300K, 600K, and 760K) as well as different leading edge radii
(R = sharp, 0.5 mm, and 1 mm) on the flow separation. A preliminary quasi-steady 2D
analysis [2] showed the flow to be transitional. In the current paper, the effect of different
turbulence models on the size of the separation and on the peak values for pressure and
surface heat flux are investigated.
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2 Numerical Method

2.1 Navier—Stokes Solver FLOWer

The FLOWer code [3] is applied, which solves the unsteady compressible Navier—Stokes
equations using a cell-centered finite volume method on block—structured grids. An ad-
vection upstream splitting method (AUSM) Flux Vector splitting is used for the inviscid
fluxes and second order accuracy in space is achieved by means of a monotonic upstream
scheme for conservation laws (MUSCL) extrapolation where a van Leer limiter function
is used to guarantee the total variation diminishing (TVD) property of the scheme. The
diffusive fluxes are discretized by central differences. Time integration is performed by
a five-step Runge-Kutta method. To enhance convergence, a multigrid method, implicit
residual smoothing, and local time stepping for steady-state computations are applied.

2.2 Turbulence Modeling

In case of turbulent flow, a wide variety of compressible low Reynolds number turbu-
lence models based on the Reynolds averaged Navier—Stokes equations are available in
FLOWer. Already well proven are the eddy viscosity models where a linear dependence of
the Reynolds stress tensor on the strain rate tensor is assumed. Depending on the model,
different numbers of transport equations for some turbulent quantities are solved which
are then used to compute the eddy viscosity. Here, the one-equation Spalard—Allmaras
(SA) and the Strain-Adaptive Linear Spalard—Allmaras (SALSA) model [4] as well as
the two-equations k-w model of Wilcox [5] are applied. Also tested is the more recently
developed Shear Stress Transport (SST) k-w model of Menter [6] which is a combination
of the Wilcox model close to wall with the k-e model further off.

However, for wall dominated flows with thick boundary-layers, strong shock /
boundary—layer interaction and with separation, as they are of interest here, the assump-
tion of a linear dependence between the Reynolds stress tensor and the strain rate tensor
is not always valid. Therefore, two relatively newly implemented differential Reynolds
stress models (RSM) [7,8] are also tested in the double-wedge simulations. Those models
solve transport equations for each component of the Reynolds stress tensor as well as
for an additional length scale. Thus, they are computationally expensive. Furthermore,
they decrease the stability of the numerical scheme. Hoewever, RSM computations show
promising results, especially for separated flows. The first model applied is the Wilcox
stress-w model (Wilcox RSM) [8] which is a combination of a simplified version of the
Launder-Reece-Rodi (LRR) model where Wilcox w-equation is used for supplying the
length scale to close the system. The second model uses the modified LRR model by
Wilcox close to the wall, the Speziale-Sarkar-Gatski (SSG) in the farfield and Menter’s
w-equation for closure. Accordingly, that model is called SSG/LRR~w model [7].

Like the flow equations, the spatial discretization of the turbulent transport equations
is performed using an AUSM upwind scheme with van Leer limiter for the convective and
central discretization for the diffusive terms. In addition to the stability problems inherent
in the differential Reynolds stress models, the low Reynolds number damping terms as
well as the high grid aspect ratio near the wall make the system of turbulence equations
of all models stiff. To increase the numerical stability of turbulent flow simulations, the
time integration of the turbulence equations is decoupled from the mean flow equations,
and the turbulence equations are solved using a diagonal dominant alternating direction
implicit (DDADI) scheme [9].
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2.3 Boundary Conditions

At the inflow boundary, the freestream conditions of the experimental investigation listed
in Table 1 are prescribed. The turbulent values are determined by the specified freesteam
turbulence intensity of T = 0.5: koo = 1.5(TUeoUoo)? and weo = koo /(0.001 x ). For
the supersonic outflow, the variables are extrapolated from the interior. At solid walls, the
no-slip condition is enforced by setting the velocity components, the turbulent kinetic
energy and the normal pressure gradient to zero. The specific dissipation rate is set
proportionally to the wall shear stress and the surface roughness. The energy boundary
condition is directly applied by prescribing the wall temperature when calculating the
viscous contribution of wall faces. Three different wall temperatures are simulated: Ty =
300 K, 600 K and 760K. In case of two—dimensional computations, the FLOWer code is
run in a special mode for plane flow.

Table 1. Test conditions
Mo Rew [1/m] Ty [K] T [K]
83  3.76 x10° 1420 102

Because there is no transition model available in FLOWer, the transition process
is modeled by switching on the respective turbulence model at a certain streamwise
location. For all transitional computations shown in this paper, the first wedge has been
computed laminar and a turbulence model has been used for the flow computation on
the second wegde. Thus, the hinge line represents the chosen point of transition.

2.4 Computations

The FLOWer computations are performed on the SunFire SMP—cluster of RWTH Aachen
university as well as on an IBM p690 cluster of Research Centre Jiilich. The parallelization
is jointly based on FLOWer’s block—based MPI (message passing interface) formulation
as well as on an OpenMP shared memory parallelization. A complete validation of the
FLOWer code has been performed by the DLR prior to its release [3] and continued
validation is achieved by the analyses documented in subsequent publications [10,11]. The
accuracy of the current investigation is evaluated by comparison with the experimental
results.

3 Results

The computation of the double wedge configuration shown in Fig. 1 has been initiated
in correspondence to a recent experimental study [1] investigating the effect of different
wall temperatures (Tw = 300K, 600K, and 760K) as well as different leading edge radii
(R = sharp, 0.5 mm, and 1 mm) on the flow separation. Figure 2 shows the computed
Mach number distribution for a cold model with a slightly blunted leading edge and a
large separation. Detail A shows the detached bow shock in front of the leading edge
which converges towards an oblique first ramp shock. The separation shock meets the
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bow shock at the first triple point (TP1) forming a combined shock which again meets
the reattachment shock at the second triple point (TP2). Streamlines are included in
Detail B to show the size of the separation zone and the shear layer above. To model the
transitional flow behavior, the flow on the first wedge has been computed laminar but
an SSG/LLR-w turbulence model was used on the second wedge.

|- T ) T T | 0.2

-1 -0.5 0 0.5 1

x/L
Fig. 2. Mach number distribution of double wedge model for transitional simulation with the
SSG/LLR-w turbulence model. (R= 0.5 mm, Tw= 300 K, TP=triple point). Details of bow
shock (A) and separation region (B, incl. streamlines)

Figure 3.a shows the Stanton number distributions for laminar, turbulent and transi-
tional simulations in comparison to experimental and theoretical results. The transitional
analysis was initiated because on the one hand pure laminar computations overpredict the
size of the separation and at the same time underpredict the peak heating near reattach-
ment by about one order of magnitude. On the other hand, in pure turbulent simulations
the flow does not separate at all which is shown exemplary for an SSG/LLR-w model in
Fig. 3.a. Comparison of the experimental data with the results of a self similar theory [12]
indicate that at least the incoming flow prior to separation seems to be laminar. Since
the shear layer above the separation is the most unstable region in the flow, the shear
layer Reynolds number based on the definition of Birch and Keyes [13] is used to analyze
the state of the flow. The plotted data in Fig. 3.b. represent the Reynolds number based
on the high-speed flow above the layer and on the distance along the shear layer from
the point of separation. According to Birch and Keyes, transition in a free shear layer
formed by shock interactions occurs at shear layer Reynolds numbers between 30,000 to
65,000. Thus, the Reynolds number values of Fig. 3.b indicate a certain degree of tur-
bulence in the shear layer right after the boundary layer separates. Because the point of
separation is not known a priori and depends on the turbulence model used, the hinge
line between the first and the second wedge is chosen as point of transition. In Fig. 3.a,
the results of a transitional analysis also applying the SSG/LLR-w model show that the
overall agreement with the experimental data is improved. The size of the separation is
now slightly underpredicted, causing the recompression shock wave to be steeper than
in the measurements. However, because the last two heat flux sensors were not working
during the tests on the blunted model, the measurements may miss the actual Stanton
number peak downstream of reattachment.
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Fig. 3. Stanton number distributions and shear layer Reynolds number based on Birch and
Keyes definition [13] for different simulations. Comparing results of laminar, turbulent and
transitional computations with experimental data taken from Neuenhahn et al. [1]

Figure 4 compares the results of transitional simulations using different turbulence
models and showing a noteworthy influence of the turbulence model on the flow solu-
tion. The SSG/LLR~w model best predicts the size of the separation and only slightly
underpredicts the pressure peak. However, it does not meet the distribution of the Stan-
ton number on the second wedge. This is best represented by the Wilcox stress-w model
which otherwise overpredicts the separation region. The two two-equations models lie
somewhat in between the two Reynolds stress models and seem to give a good but not
exact estimation of the wall distributions of heat flux and pressure. Currently, the effect
of moving the point of transition upstream is investigated. This analysis might improve
the agreement between CFD and experiment further.
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Fig. 4. Stanton number distributions and pressure coefficient distributions for different simula-
tions. Comparing results of laminar and different transitional computations with experimental
data taken from Neuenhahn et al. [1]

4 Conclusions

In oder to improve the predictability of supersonic inlet flows, detailed numerical sim-
ulations are performed for an experimental double wedge test case. Comparison of the
measured Stanton number distribution with laminar and turbulent results indicates that
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the double wedge flow is transitional. Further analysis of the shear layer Reynolds number
shows that the flow downstream of separation is already turbulent. Different turbulence
models have been applied to this test case showing a noteworthy influence on the results.
Currently, the effect of the point of transition is investigated.

Acknowledgement. This work has been financially supported by the Deutsche Forschungsge-
meinschaft (DFG) within the frame of the Research Training Group GRK 1095/1 “Aero-
thermodynamic Design of a Scramjet Propulsion System”. Appreciation is expressed to the
Shock Wave Laboratory of the RWTH Aachen University for the supply of the measurement
data.

References

10.

11.

12.
13.

. T. Neuenhahn and H. Olivier: Influence of the wall temperature and the entropy layer effects
on double wedge shock boundary layer interactions, ATAA Paper 2006-8136 (2006)

B.U. Reinartz, J. Ballmann, and R.R. Boyce: Numerical Investigation of Wall Temperature
and Entropy Layer Effects on Double Wedge Shock / Boundary Layer Interactions, ATAA
Paper 06-8137 (2006)

N. Kroll, C.-C. Rossow, K. Becker, and F. Thiele: The MEGAFLOW Project, Aerospace
Science and Technology 4, 4, pp 223-237 (2000)

P.R. Spalart and S.R. Allmaras: A One-Equation Turbulence Model for Aerodynamic Flows,
ATAA Paper 92-0439 (1992)

D.C. Wilcox: Turbulence Energy Equation Models, Turbulence Modeling for CFD 1, 2nd
ed, pp 71-170, DCW Industries, Inc., La Canada, CA (1994)

F.R. Menter: Two-Equation Eddy-Viscosity Turbulence Models for Engineering Applica-
tions, ATAA Journal 32, 8, pp 1598-1605 (1994)

B. Eisfeld and O. Brodersen: Advanced Turbulence Modelling and Stress Analysis for the
DLR-F6 Configuration, ATAA Paper 2005-4727 (2005)

B. Eisfeld: Implementation of Reynolds stress models into the DLR-FLOWer code, DLR,
Institute of Aerodynamics and Flow Technology, IB 124-2004/31 (2004)

J.E. Bardina, P.G. Huang, and T.J. Coakley: Turbulence Modeling Validation, Testing, and
Development, NASA Technical Memorandum 110446 (1997)

T.A. Coratekin, J. van Keuk, and J. Ballmann: On the Performance of Upwind Schemes
and Turbulence Models in Hypersonic Flows, ATAA Journal 42, 5, pp 945-957 (2004)
B.U. Reinartz, J. Ballmann, C. Herrmann, and W. Koschel: Aerodynamic Performance
Analysis of a Hypersonic Inlet Isolator using Computation and Ezxperiment, AIAA Journal
of Propulsion and Power 19, 5, pp 868-875 (2003)

J. Anderson: Hypersonic and High Temperature Gas Dynamics, MacGraw—Hill (1989)
S.F. Birch and J.W. Keyes: Transition in Compressible Free Shear Layers, Journal of Space-
craft and Rockets 9, 8, pp 623-624 (1972)



Disintegration of hydrocarbon jets behind reflected
shock waves

I. Stotz!, G. Lamanna', B. Weigand!, and J. Steelant?

L Institut fiir Thermodynamik der Luft- und Raumfahrt, Universitit Stuttgart
Pfaffenwaldring 81, 70569 Stuttgart (Germany)

2 Propulsion and Aerothermodynamics Division, ESTEC-ESA
Keplerlaan 1, 2200 AG Noordwijk (The Netherlands)

Summary. A shock tube facility to generate a high pressure and temperature test environment
has been built and characterised. Shock tube experiments were performed to study the disinte-
gration of liquid hydrocarbon jets at elevated pressures and temperatures. Shadowgraph images
of the spray were acquired and analysed. The objective of this paper is to show the feasibility of
a shock tube to investigate hydrocarbon spray injection and disintegration processes performed
at conditions relevant to different propulsion systems. First results using shadowgraph imaging
are presented and compared to literature data.

1 Introduction

Thorough understanding of the injection, disintegration and combustion processes of lig-
uid jets is of particular importance with respect to many propulsion systems (rocket
engine, gas turbines, direct injection engines). Shock tubes have been used for gas-phase,
multiphase flow and combustion studies for many years as they can produce high pres-
sures and temperatures in a controlled environment and in a highly repeatable manner.
A comprehensive review on the application of shock tubes to heterogenous flow, mixing
and combustion studies is provided by Petersen [1]. In the present application a shock
tube is used to provide basic information on the injection and disintegration processes of
hydrocarbon (n-dodecane) jets at temperatures and pressures typical for many propul-
sion systems. A description of the design and performance of the facility used in this
study is given in [2], thus only a brief overview is presented here.

The break-up of (liquid) jets is influenced by several interacting forces with varying
importance depending on the disintegration mode [3,4]. The mechanism of disintegra-
tion can be divided into two macroscopic zones, the primary and the secondary break-up
region. The primary jet break-up modes can be divided into different regimes (see Fig-
ure 1(a)) depending on the injection velocity, the injection pressure, and the ambient
conditions. The experiments performed in the course of this study can all be assigned to
the atomisation regime.

The macroscopic dispersion, jet spreading angle and liquid/dense core length, are
important parameters to describe spray disintegration (see Figure 1(b)). The spreading
angle 6 is directly related to the amount of surrounding gas introduced into the jet
(entrainment) and is influenced by the forces acting on the jet at the nozzle exit. The
parameter most frequently used to classify the spreading angle is the ratio of the test
gas density to the density of the injected fluid (pg/py) [5,6]. In the present study, the
spreading angle is defined at = 60D. The liquid or dense core length Lcgre of a jet
is a measure for the axial penetration depth into the test environment. The liquid core
can be either specified as the intact core (“connected liquid”) or as the dense core (high
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Fig. 1. (a) Jet disintegration regimes, increasing (relative) injection velocity /pressure from left
to right. (b) Definition of the nozzle geometry and the macroscopic jet parameters.

liquid/gas density ratio). It is very difficult to precisely measure the dense core length by
optical means as the core is surrounded by a dense cloud of droplets. Hence the results
from this study show only a qualitative trend for different operating conditions. The
quantitative results are fairly high and are thus reckoned to overestimate the actual core
length (represented here by the 5%-intensity contour in the shadowgraph images).

2 Test facility

2.1 Shock Tube Design

The double-diaphragm shock tube (DDST) consists of a 3.0 m long driver section followed
by a short buffer section with a length of 60 mm. The driven section is approximately
8.4m long. All these components have circular cross-sections with internal diameters
of 72mm. A special feature of the DDST is the transition to the square test section
(50mmx 50 mm) by the introduction of a skimmer. The skimmer and the test section
are 1.0m long in total leading to an overall facility length of about 12.4m. A sketch of
the facility is given in Figure 2. Optical access to the region of interest is provided by
flat UV-grade fused-silica windows encompassing the last 60 mm of the test section and
its full duct height.
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Fig. 2. Schematic of the Double-Diaphragm Shock Tube.

Pressure profiles are measured at several locations in axial direction with fast-response
piezoelectric pressure transducers. Typical reflected shock pressures vary from 10 to
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50 bar, temperatures typically range from 800 to 2000 K with a maximum test time
of about 5ms. In the endwall of the test-section a fast-response fuel injector is flush-
mounted. The fuel back-pressure can be varied from 100bar to 1400 bar. The injector
used in this study has an internal diameter of D =150 pm and a length to diameter ratio
of L/D=71.

2.2 Performance and Test Conditions

The shock tube was characterised using different mixtures of helium and argon as the
driver gas and argon and nitrogen as the bath gas in the driven section. In the present
application a mixture of 80% helium and 20% argon as the driver gas and pure argon
as the test gas are used throughout all experiments. The experiments were performed
at equal driver to driven pressure ratios ps/p1 = 18 resulting in similar initial shock
Mach numbers of about Mg = 1.9 and reflected shock temperatures of approximately
T5,0 =910 K with pressures ranging from ps o = 10 — 38 bar. Due to non-ideal effects,
the conditions behind the reflected shock wave are not constant and both pressure and
temperature experience a linear increase with time. The increase in pressure and temper-
ature can be quantified by calculating their slopes (dps*/dt) and (d7s* /dt). These values
are normalised by their initial post-shock values (ps* = ps/ps.0; Ts* = T5/T5,0), yielding
for experiments performed at py/p1 = 18: (dps*/dt) = 63571 and (dT5*/dt) = 24s7L.
The operating conditions of the present study are given in Table 1.

Condition No. Ms [-] ps,0 [bar] Ts,0 [K] ps [bar] Ts [K]
I 1.89 +0.007 10.38 £0.13 899 £ 8 11.15 £ 0.02 935 £8
11 1.90 £ 0.005 15.86 £ 0.13 911+ 7 16.84 £ 0.07 941 £ 7
111 1.88 £0.008 18.34 £ 0.27 891 + 6 19.53 +0.33 921 £ 8
v 1.90 £ 0.009 23.34 £0.37 914+ 6 2491 £0.21 952+ 6
\% 1.92 £ 0.006 30.56 £ 0.29 925+ 3 32.18 £0.28 960 £ 5
VI 1.90 +0.010 37.93 £0.91 910 £ 9 39.64 + 0.86 942 £11

Table 1. Experiments performed in the present study with the respective incident shock Mach
numbers and reflected and test pressures and temperatures

3 Spray Measurements

Figure 3(a) shows the chamber conditions and the injection process at different stages
before and after shock reflection, Figure 3(b) gives a sample false colour shadowgraph
image of the spray, acquired at Condition No. II. The test conditions for the injection
experiments are quoted as the mean values for the injection period. The beginning of
which coincides with the initiation of fuel injection while its end is marked by the point in
time when the shadowgraph image is acquired (i.e. quasi-steady injection is established).
The fuel (n-dodecane) was injected at constant differential pressures of Ap; = 200 bar
(fuel to chamber) and at temperatures Ty of about 293-298 K.

3.1 Time Dependence of the Injection Process

Test time limitations to about 4-5ms make it necessary to establish quasi-steady injec-
tion within a very short time. The injection system starts introducing fuel about 400 us
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Fig. 3. Fuel injection behind reflected shock wave (a) and typical false colour shadowgraph
image of the spray after conditioning (b).

after triggering and therefore fulfills the requirement of rapid injection. Furthermore the
fluid flow has to reach quasi-steady conditions within the test time. Therefore a series of
single shot images was acquired at different time steps after injection was initiated and
both the spreading angle § at x = 60D and the dense core length L¢,re were determined.
Figure 4 shows the results of the jet spreading angle § and the dense core length Lcore
acquired at different times for Condition No. IV. As both these properties stay fairly
constant after 800 us, it was concluded that quasi-steady injection can be assumed for
times greater 800 us. As a result of these observations it was decided to conduct instanta-
neous measurements at (1600 us) after fuel injection, as transitory effects have apparently
vanished and the jet has reached a quasi-steady state at this point in time.
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Fig. 4. Temporal evolution of jet spreading angle (a) and dense core length (b).

3.2 Spreading Angle

The jet spreading angle 6 in the close-up range of the nozzle defines the initial growth
rate of the spray. For the experiments performed, exclusively positive spreading angles
have been detected being an indication of the atomisation regime. They were determined
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at an axial distance x = 60D. The results of the analysis are presented in Figure 5(a)
plotted in a log-log-diagram together with results and correlations from other sources.
The tangent of the spreading angle (tan 6) is therein plotted versus the gas to injectant
density ratio (pg/pys), a curve fit to the experiments yields

6 =158 <o.o2+\/2;>. 1)

This equation is very similar to the theoretical equation proposed by Reitz and Bracco
[5] for steady-state diesel-like sprays with nozzle length to diameter ratios of L/D =
4. The slopes match very well, the absolute values are slightly higher which might by
caused by the position and the method of how the jet spreading angles were determined.
The curve-fitted equation by Naber and Siebers [7] overestimates the spreading angles,
especially for lower density ratios, its slope is considerably smaller than that of this study.
Naber and Siebers [7] conducted transient measurements of a liquid fuel jet injected into
a high-pressure environment with the same nozzle length-to-diameter ratio L/D = 4 as
Reitz and Bracco [5].

3.3 Dense Core Length

The results for the dense spray core length Lcor. are shown in the log-log-diagram
in Figure 5(b), which plots the dimensionless dense core length (Lcore/D) versus the
chamber to injectant density ratio. The slopes of the curves agree fairly well with that
of the upper and lower bound for diesel-like sprays by Chehroudi et al. [8] and that
obtained by Chehroudi et al. [9] for cryogenic nitrogen jets. The normalised dense core
length Leore/D can be approximated by the curve fit applied to the experimental data,

yielding
LCore < \/Pf >
=15(6.2+ . 2
D Py (2)

The very high values of the dense core length lead to the assumption that a consid-
erable part of it actually comprises very dense separated droplets and its absolute value
is thus overestimated. The overall trend however is captured fairly well.

—

/D) []

- o Experimental data, n-dodecane into Argon, L/D=7

——Curve fitto exp. data: 6 = 1.58 - (0.02 + (p, /p, )°%)
- - -Reitz & Bracco (Steady Diesel-Type Spray, L/D-85) | 1 - - ~Chel al. Spray Intact Core Measurement (lower bound)
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Fig. 5. Spreading angle (a) and dense core length (b) as a function of the gas to injectant
density ratio (pg/pf)-
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4 Conclusion

Liquid fuel jets were injected into the high pressure and temperature region behind
reflected shock waves. The experiments conducted show the feasibility to investigate
jet disintegration processes using a shock tube. Quasi-steady injection conditions were
reached within a fraction of the overall test time. The results of the measurements of
the jet spreading angle generally agree well with those found in literature, the dense
core lengths observed are considerably higher compared to other experiments. Further
experiments using additional measurement techniques are planned in order to get a better
understanding of the processes involved and to further increase the accuracy of the results.

Acknowledgement. This work was performed within the Long-Term Advanced Propulsion Con-
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1 Introduction

During inlet buzz, supersonic inlets exhibit considerable oscillation of the shock system
in front of the inlet and corresponding large pressure fluctuations downstream. Inlet
buzz is highly undesirable because of the decrease in efficiency or the total failure of the
engine operation resulting from large fluctuations. Therefore, the effort to understand
the nature and cause of this phenomenon is important in order that the starting of buzz
can be predicted and more effectively avoided without losing performance, which results
in many researches up to now. After Oswatitsch’s first observations, Ferri and Nucci [1],
in 1951 and Dailey [2], in 1954 carried out the two main experimental studies on the inlet
buzz, which allowed them to identify two different mechanisms that can trigger inlet buzz.
After that, although the inlet buzz phenomenon has long been studied, the understanding
of its mechanism remains incomplete. Moreover, the study of buzz phenomenon at the
external off-design conditions such as an angle of attack is not conducted so much. In
a this view, the scope of this study is to investigate the general characteristics of the
inlet buzz at the external design and off-design conditions. Experiments and numerical
simulations were conducted to obtain the effect of angle of attack on an inlet buzz.

2 Experimental and Numerical Method

The Wind Tunnel The experiment was conducted using free-jet type supersonic blow-
down wind tunnel in Seoul National University. The facility allows approximately 6~8
second of run time. The test section has a square shape of 10.9 by 10.9 Cm. The inflow
freestream Mach number was 2.5 and the upstream total pressure was 900kPa.

The Inlet Model The inlet model used in this experiment is a generic, axisymmetric,
external compression inlet, with a cowl lip diameter of 14mm, as shown in Fig. 1~2.
Corresponding to simplistic design, the model has a single compression surface on the
center-body, a fixed geometry, and no bleed system. The optimum half cone angle was
decided as 30° according to the Oswatitsch’s experimental results [3]. After that, inlet
throat height was determined so that the entrance flow is not choked at the throat using
simple Euler numerical analysis. The inlet throat height is 2.1mm; the total length is
about 170mm. The throat length is 5bmm to supply the uniform flow to downstream. The
angle of subsonic diffuser is designed 5° according to Ref. [4].

Pressure Measurement Wall static pressure measurement were obtained at 8 stations
on the inside of surface of the cowling, see Fig. 1. Pressures were measured on the
upper (station 1~4) and lower(station 5~8) surface each. During stable operations, the
pressure was measured by conventional strain gauge type. For the cases of unstable
operation, dynamic pressure sensor transducers were used and sampled at 10kHz.
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A : Supersonic diffuser B : Cowl lip C : Throat
D : Subsonic diffuser E : Plenum chamber

F : Plug to change back pressure

Fig. 1. Drawings of the Model Fig. 2. Inlet Model installed in Wind Tunnel

Shadowgraph Flow Visualization Shadowgraph flow visualization was used to cap-
ture the external shock formation in front of the inlet. The shadowgraph pictures were
taken using high resolution camera (EOS 20D, Cannon) which have 1/8000sec of the
shutter speed for the stable operation, and images were recorded for unstable operations
using a high speed camera (Ultima APX, Photoron) operating at 6000 frames per second.

Numerical Method 3D CFD analysis using Reynolds Averaged Navier-Stokes equation
was conducted to understand characteristics of the internal flow inside the inlet. The
inflow and outflow conditions was the same as experimental condition and used the
supersonic boundary condions. No-slip wall condition was used and Roe’s FDS with 3rd
order is used as a spatial discretization. Fully Implicit scheme for time integration and
Menter’s SST turbulent model was adapted with total grid number of 1 million.

3 Results and Discussion

The inlet operating conditions were varied by changing the position of the back plug
as shown Fig. 1, which controlled the exit jet area. The back plug position is identified
by the area ratio, AR, defined as the ratio of the geometrical exit jet area to the cross-
sectional area at the throat section. Experiments were conducted at AR 1.34~0.366. Also,
experiments for angle of attack, AOA, were conducted at 2° and 4° to obtain its effect on
the inlet flow characteristics. With the manually operated plug, each operating condition
is tested separately for each tunnel run. The wall static pressure, shadowgraphs, FFT
analysis were used to deduce information about the buzz cycle.

3.1 Operation with no Angle of Attack
Overall operations

The results of the wall static pressure measurements vs. AR are shown in Fig. 3 and
Fig. 4 is the shadowgraph visualization results. This figure shows the static pressure of
each measuring station plotted against the AR. The static pressure trends were divided
into 5 flow operating regimes, as follows.

Regime (1) : The external shock formation was invariant as supercritical mode. It can
be seen that the static pressure is rising with decreasing AR, when the exit jet flow is
closing down and the terminal shock, in fact intensified shock train is moved forward.

Regime (2): External shock formation is still invariant and plenum chamber pressure
is maximum condition called critical operation mode. It is supposed that the terminal
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shock exist on the cowl-lip in this condition. Operation at AR=0.9711 belongs to this
regime. The results of the visualization are shown in (a) of Fig. 4 for regime (1) and (2).
Regime (8): The cone separation, which is part of the subcritical shock, appears as
shown in (b) of Fig. 4. As further reduction in AR forces the cone separation to move
more forward, three shocks are seen in compression surface and the vortex sheet to move
outward to the cowling wall. Although it was not big, the terminal shock was moving near
the cowl continuously and slightly. Operations at AR=0.9332~0.9522 belong to here.
Regime (4): The inlet buzz takes place in this regime, as indicated by oscillation of
the shock wave and the large fluctuation of the static pressures. Two buzz modes was
observed, intermittent and continuous mode. During buzz operation, three shocks and
separation on the compression surface are shown in (c) of Fig. 4.

Regime (5): As shown in (d) of Fig. 4, the shock was detached from the inlet totally and
the inlet is unstarted. In this condition, all of regions of inlet are subsonic and pressures
of all stations are not different largely. AR= 0.3161 is the beginning of this regime.

Buzz with no Angle of Attack

Characteristics as AR In the regime (4) for the buzz operations in Fig. 3, we could
observe the two buzz modes, the intermittent and continuous buzz mode as AR. The
intermittent buzz was observed at the larger AR=0.8556~0.9044 relatively and the con-
tinuous buzz was observed at the low AR=0.3161~0.7552. During of the intermittent
buzz operation, shock stood on near the cowl-lip for a long time, 0.02~0.07sec. as like
subcritical mode and then the oscillation of shock system repeated 1~3 times. After that
subcritical mode was preserved again. During the continuous buzz mode, there was no
time that the shock system stood on near cowl-lip as subcritical mode and the shock
was oscillated continuously. The dynamic pressure profiles from the subcritical to con-
tinuous buzz mode during time of 60ms are shown in Fig. 5. The large fluctuations of
the pressure data were not observed in all stations for the subcritical mode. But as AR
decreases slightly, the buzz initiated intermittently and the large fluctuations of pressure
were seen. As AR decreases, the duration that the subcrtical mode preserves decreased
gradually. For this intermittent buzz mode, the frequency of buzz onset was not constant
but its onset frequency was increased as AR decreased. When AR was reduced below
AR=0.8059, the time that the inlet is operated at the subcritical mode was disappeared
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Fig. 5. Dynamic Pressures vs. AR during 60ms

totally and the buzz was initiated continuously as shown Fig. 5. The fundamental fre-
quency of inlet buzz was from 200Hz to 450Hz from the FFT results. The fundamental
frequencies for the buzz cycle were the same on the all stations at the same AR con-
dition. But the amplitude was largest at the plenum chamber. Also, the fundamental
frequency and amplitude of plenum chamber were increased as AR decreasing. However
the amplitude of all stations except the plenum chamber was not increased largely.

One Cycle Analysis about General Buzz

The general buzz cycle observed from results consists of 3 phases from Fig. 6.

(Phase 1) Subcritical: The shock is expelled upstream; the separation on the com-
pression surface grows up, and obstructs an inlet throat. Because of the obstruction the
entrance mass flow decreases and the chamber pressure decreases abruptly.

(Phase 2) Reattachment: The subcritical shock moves downstream back into the
inlet and cone separation disappeared; when the pressure downstream of the shock is
sufficiently low, the shock-induced separated flow area on the ramp disappears. The
terminal shock then bluntly moves downstream. As the separation zone disappears and
the entrance mass flow increases, the chamber pressure increases again.

(Phase 3) Restart: The inlet remains at the supercritical condition; the inlet en-
trance is not obstructed anymore and pressure of the chamber increase as the flow fills-up.
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Fig. 6. Pressure Signals during a Buzz cycle and Shadowgraph Visualization (AR=0.7036)
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The terminal shock moves forward and the flow become subcritical again; the terminal
shock is expelled because of the high pressure inside the inlet, and a new cycle may begin.

3.2 Operations with Angle of Attack

To investigate the effect of an AOA on the buzz, we conducted the experiments of AOA
2°, 4° at the same AR of AOA 0°. There are some characteristics when the inlet is
operated at a finite AOA for the stable operation conditions. The shadowgraphs and
numerical result at AOA 2°, 4° for the stable operation conditions are shown in Fig. 7.
When the free-stream is not parallel to the centerbody axis, the shock structures becomes
asymmetric with respect to the centerbody. As a result, a leading conical shock angle
increases and the shock becomes weaker on the leeward side compared to the AOA 0°,
and the vice versa on the windward side. This results in distortion of the reflecting shock
structure. Thus, the normal shock moves further upstream on the windward side and
is skewed at the subsonic diffuser. Vortex sheets originating from the shock intersection
point enter the inlet duct at the windward side. Due to this vortex sheet running into the
inlet the flow is separated on the cowl surface. When the inlet operates at a finite AOA,
owing to the different flow direction, it captures more air flow on the wind ward side than
on the leeward side. But the flow is more compressed on the windward side since the shock
originated on the compression surface is stronger on windward side. These characteristics
affect on that of buzz also. As the AOA increases, the locations of the normal shock on
both sides move upstream at the same AR. The pressure distribution as AOA at the
same AR=0.9991 is shown in Fig. 8. As mentioned above, the operation mode is changed
a series of process, supercritical, critical, subcritical, intermittent buzz, continuous buzz,
unstart as AR decreases. But when the inlet operates with a finite AOA, the AR which
changes the operation mode is larger. As shown in Fig. 8, the inlet model operated as
supercritical mode at the AR=0.9991 with no AOA, but did as intermittent buzz mode
at same AR when the inlet operated with AOA 4°. In addition, although the AR is the
same, the operation mode is changed from supercritical to buzz mode as AR increases,
which results in the decreasing of the plenum chamber pressure. The shadowgraph images
at AR=0.8059 with AOA 2° is shown in Fig. 9. When the inlet operates at AOA 2°, 4°,
the static pressure on the leeward was higher than that of on the windward although the
detached shock was observed. Therefore, as the terminal shock is moved upstream at the
buzz operation condition, the shock is moved more largely on the leeward side as shown
in Fig. 9. The separation size originated on the compression surface was larger on the
leeward surface and the buzz becomes asymmetric. However the procedure of one buzz
cycle was the same as that with no AOA.

(b) 3D Numerical Result at AOA 4° at
(a) External Shock Formation vs. AOA Supercritical Mode

Fig. 7. Shadowgraph Visualization vs. AOA and Numerical Result



1116  H.-J. Lee and I.-S. Jeung

ssop AOA 0° (AR=0.9991) 550 AOA 2° (AR=0.9991) 550
e e RIS 50, WA R SRS AN 500
A=A el

ey . e aso TNl i AN Papplisha s

y

AOA 4° (AR=0.9991)

WV‘W’W;W %\Mm“ WM“V
\

B\ N4y V\Mrw"/\./\/"'\“Jh\’”\"h"l\,\»wr”’\/wl\/"% " ‘} ” U /\nﬂ\ r"w" \!,mlﬂ NVN .ﬂuuu\ﬂl \ u‘[\\” Yl \ H ih \“‘ (

F 4350 | \
— Pl = I \ \( V
F  m 300 300 W& WWN “W(\M‘M MH\}"\&'\J\\ M Iu‘\

u ¥
s0f l;i 250 250 \N‘ ’ q}' ’\r w Y
\ \ \ \ ) \ \ \ , ' 200 i \ \ \ )
S R ¥ R ¥ T & 1 73 243 T34 346 348 s 2043 S3 o Sa_ 526 5% 33
Time[s] Time[s] “Time(s]

Fig. 8. Comparisons of Pressure Distribution as AR at the same AR

Fig. 9. Shadowgraph Visualization at AR =0.8059 with AOA 2 °

4 Conclusions

A supersonic inlet model was tested in the supersonic blowdown wind tunnel of SNU
at Mach number of 2.5. Experiments were conducted with various AR and AOA for the
generic, axisymmtric, single-surface external compression inlet model. The characteristics
of buzz were observed for the various AR and AOA from the experimental results.
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Experimental investigation of inlet injection in a
scramjet with rectangular to elliptical shape transition
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1 Introduction

REST Inlets

The scramjet used in this investigation employed a 3D inlet with a rectangular to elliptical
shape transition (REST). REST inlets developed by Smart [5] are of fixed geometry and
mixed compression. These inlets transition smoothly from a semi-rectangular capture
area with flat bottom and sides to an elliptical throat and isolator. The capture shape
allows for several REST modules to be mounted side by side on a compression forebody.
The inlets have curved leading edges and a highly swept cowl. This configuration gives
moderate internal contractions allowing the inlets to be self starting in flight, despite
their fixed geometry.

Radical farming

This investigation was concerned with a flight condition at enthalpies corresponding to
Mach 8 flight. Ignition of a fuel-air mixture in a scramjet operating at these relatively
low enthalpies and with limited compression can be problematic. Initial analysis of the
REST inlet showed a core-flow temperature at the isolator exit of 790K which is too low
for spontaneous ignition of a premixed hydrogen-air mixture. Radical farming offers an
alternative means of promoting ignition [4]. This technique relies on the 2D structure of
oblique shocks and expansions to generate high temperature regions in the combustor.
As the mixture passes though successive regions of high temperature, radicals necessary
for the chain-branching process are generated and then frozen in the flow. In this way
staged ignition can occur as the flow passes through successive high temperature regions.
Ignition can therefore be achieved in combustor flows of lower average temperature. Inlet
injection is necessary for this ignition method as it delivers premixed fuel-air to the sites
of elevated temperature.

Inlet injection

Inlet injection is the process of introducing fuel into the inlet airflow of a scramjet engine.
One of the chief benefits of inlet injection is a reduction in the length of the combustion
chamber required for efficient burning. A significant fraction of the total skin friction
drag on a scramjet is attributable to the high-density flow in the combustor [1].

2 Experiment

The T4 reflected shock tunnel was used to conduct an experimental campaign to in-
vestigate injection of hydrogen fuel in the inlet of a REST scramjet at a Mach 8 flight
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condition. In order to conduct the experiments a suitable operating condition was re-
quired for the shock tunnel. Mach 8 flight corresponds to a total enthalpy (H,) around
3MJ/kg, which is at the low end of the facility’s operating range. Although matching H,
is critical in combustion experiments, particular attention was also given to replicating
the static pressure, temperature and flow-speed of the flight condition.

A scramjet model was fabricated from a readily machinable polymer material. The
1280mm long model consisted of a short forebody plate, REST inlet, elliptical combustor
and elliptical expansion nozzle. The model was suspended from the roof of the shock
tunnel’s test section exposing the inlet to the core of the test flow (figure 1).

Inlet

— Test Section

g0 P PEg09o0 e e O‘
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e} | . .
T4 |° — E
Neozzle | _ —————T|

[a]

O

ooamooooooooooo‘

Fig. 1. Experimental model in T4 test section

The experiments were to asses the ability of inlet injection to facilitate ignition when
used in conjunction with radical farming. If radical farming was to occur the location of
ignition should correspond to a region of high temperature. Pressure rise due to com-
bustion was shown by comparison with shots where combustion is suppressed using a
nitrogen test gas. The point of the first pressure rise due to combustion can be readily
located, indicating the where ignition has occurred. A number of runs where conducted
over a range of equivalence ratios to map the performance of the engine.

2.1 Flight & Test Condition

The nominal trajectory of the flight was dictated by the competing requirements of
adequate combustion pressures and dynamic pressure limits for the vehicle. A flight
altitude of 30km was used to determine the required design parameters for the engine,
the corresponding dynamic pressure was 52kPa. The nominal flow properties for the flight
condition are shown in table 1.

Table 1. Nominal flight and test conditions

Mach p [kPa) T [K] H, [MJ/kg]
freestream 8.1 1.2 227 3.2
forebody 6.7 3.6 320 3.2
test condition® 6.7 3.0 333 3.1

@ T4 nozzle exit properties calculated using NENZF code. [3]
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Forebody angles less than 5° are structurally difficult to realise, while larger angles
lead to higher shock losses. The forebody of the vehicle was assumed to have a 6° deflec-
tion angle. A test condition was chosen to simulate the flow conditions on the forebody
of a flight vehicle. The nominal test condition for the experiments is shown in table 1.

The average total enthalpy of the condition achieved in the test facility was 3% lower
than the nominal forebody condition used to design the engine. During the test program
the total enthalpy ranged between 2.8 and 3.2 MJ/kg, corresponding to a flight Mach
numbers between 7.8 and 8.1.

Static pressures archived where 17% lower than required, leading to lower combustor
pressures than desired. This change in pressure corresponds to an altitude of just over
31km at the nominal flight speed.

2.2 Scramjet Model

Space constraints in the T4 test section meant a full 6° forebody could not be incor-
porated into the experimental model. Rather than simulating the freestream flow, T4
was configured to reproduce the flow conditions on the forebody. The model therefore
consisted of a shortened forebody aligned with the test flow and the REST scramjet
module.

The experimental model consisted of three components, a REST inlet, divergent el-
liptical combustor and elliptical nozzle. The REST inlet was designed to give a static
pressure of 50kPa at the start of the combustor, at the nominal flight condition. The
total geometric contraction ratio of the inlet was 5.68 of which 2.08 was internal. The
capture area of the REST inlet was approximately 74em?. The combustor has a area
ratio of 2, with a constant area section 3 times its throat height. The elliptical nozzle
was a ruled surface with a 10° expansion corner and area ratio of 5.

At the end of the inlet the flow was turned to align the combustor flow with the
freestream. As the forebody was assumed to be 6°, a bend of the same angle was required.
This was considered to be advantageous for radical farming as it introduced additional
non-uniformity into the combustor flow. The isolator length was carefully chosen to ensure
a shock impingement at this location, increasing the shock strength. Care was taken to
ensure that the pressure increase at this point would not exceed the Korkegi separation
limits [2].

Fuel injection was by means of portholes in the walls of the model at 45° to the local
flow direction. The injectors in the inlet consisted of three portholes of 2.2mm diame-
ter a distance of 460mm upstream of the combustor entrance. The combustor injectors
consisted of eight portholes of 1.5mm diameter around the perimeter at the start of the
combustor.

2.3 Instrumentation

The scramjet model was instrumented with transducers along upper (body-side) and
lower (cowl-side) surfaces in order record static pressures at the walls. These transducers
were of the Kulite XTEL-190 series.

As test times are only a few milliseconds the response time of the measurement
system must be adequate to accurately measure pressure changes. To achieve this the
transducers are mounted directly behind a 2mm deep pressure tap in the wall surface.
This requirement placed restrictions on the locations where measurements could be made
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due to the bulk of the transducers. This was a particular issue in the forward part of the
inlet, the locations of the transducers can bee seen in figure 2.

- Injector
@ 8 i/ 8

/

1 e5

Fig. 2. Transducer positions

An additional pressure transducer was mounted above the leading edge of the model
to obtain pitot pressure measurements. The pitot probe was fitted with a PCB pressure
transducer.

Signal conditioning consisted of amplification and anti-alias filtering of the pressure
signals followed by 4 into 1 multiplexing prior to recording. The data acquisition system
consisted of a single BCD transient recorder developed for the Center for Hypersonics. An
acquisition sample rate of lus was used giving a sample rate of 4us for each multiplexed
pressure signal.

3 Results and Discussion

A number of shots were conducted in order to acquire data needed to map the perfor-
mance of the scramjet model. A list of flow properties including equivalence ratio (¢) for
selected shots are provided in table 2. Ignition was achieved for all the equivalence ratios
tested. This was significant due to the low core flow temperature in the combustor. For
inlet injection above ¢=0.72 the model became choked due to boundary layer separation
in the combustor, leading to an engine unstart.

Table 2. Selected shots

Shot Test gas H, [MJ/kg] pe [kPa) Te K] Injection ¢
1 air 3.05 2.96 338 none 0.0
2 air 3.04 2.95 336 inlet 0.67
3 nitrogen 3.08 2.85 317 inlet 0.69
4 air 3.03 2.95 336 combustor 0.67
5 nitrogen 3.08 2.80 318 combustor 0.78

The flow through the engine is dominated by oblique shock and expansion waves, this
can be seen in the fuel off pressure distribution plot (figure 3). For clarity only body-side
data for shots listed in table 2 are presented in figure 3. Pressure data are corrected for
shot to shot variation by ps/ps' then normalised using the average static pressure of

1 p is the T4 stagnation pressure
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the test flow p.2. Wall pressures for nitrogen shots were combustion was suppressed are
plotted for comparison purposes.

The inlet injection case in figure 3 shows addition of fuel clearly increased the pressure
levels in the latter part of the inlet. The pressures in the inlet are essentially the same for
the suppressed and unsuppressed combustion cases. This is an indication that combustion
did not occur in the inlet despite the presence of fuel. No evidence of combustion on the
inlet was found for any inlet injection shots in the experiment. For the combusting case
the high pressure at 820mm was of particular interest as this corresponded to the second
high temperature region the flow encountered. Ignition was most likely to have occurred
at this point because of preexisting radicals in the flow and the prevailing conditions in the
combustor. The pressure rise due to combustion can be clearly seen in the combustor and
nozzle beyond 820mm. The first transducer indicating a pressure rise due to combustion
was at the location of the second high temperature region on the body-side of the engine.
There is no discernible ignition delay indicating that radical farming is promoting ignition
of the fuel mixture.
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Fig. 3. Body-side wall pressure distributions Fig. 4. Integrated inviscid thrust coefficients

The example of combustion chamber injection in figure 3 shows the pressure rise in
the combustor is lower than the inlet injection case for a similar equivalence ratio. No
significant combustion pressure rise was seen in the first half of the combustor, however
the presence of combustion is notable. It is believed that shock heating is the primary
ignition mechanism in this case. Reduced thrust when compared with inlet injection was
a result of the delayed ignition and poorer mixing.

Thrust was calculated by integrating pressures over incremental areas through the
inlet, combustor and nozzle of the model. These results are presented in figure 4 as thrust
coefficients. The thrust coefficients are calculated using freestream values for dynamic
pressure and full capture area (C'y = Tipne/ % Poo Ufc Aoo). The accuracy of the incremental
thrust calculation is dependent on the uniformity of the flow and the number of pressure
measurements in the model. As the flow through the experimental model was non-uniform
the calculated thrust coefficients are considered to be estimates only. Thrust coefficients

2 p. is equivalent to the forebody static pressure p;
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for the inlet and combustor injection are plotted against equivalence ratio, Both air and
nitrogen cases are given. The thrust produced by inlet injection was consistently higher
than that of the combustion chamber injection. The difference appeared more pronounced
as the equivalence ratios were increased.

Thrust coefficients for non-combusting nitrogen shots indicate that there was a sig-
nificant amount of thrust due to mass addition alone. Interestingly the nitrogen thrust
coefficients for inlet and combustor injection were similar in magnitude. This suggests
that the increase in drag due to inlet injection was not significant. The reason was that
the increase in inlet pressure due to injection was most pronounced in the isolator where
the contribution to inviscid drag was minimal.

4 Conclusions

Ignition occurred across the range of equivalence ratios at a nominal test enthalpy of
3.1MJ/kg, using both inlet injection and wall-based combustion chamber injection. The
significance of Radical farming on ignition is unclear although ignition appeared to be
initiated at a high temperature region.

Inlet injection shows an increase in pressures on the inlet. Comparisons with Nitrogen
shots, where combustion is suppressed, show that this is due to the mass addition alone.
No burning appears to be evident on the inlet across the range of equivalence ratios
tested.

The increase in pressures in the inlet result in a small drag penalty. This appears
not to be significant and is offset by the expansion of the additional mass through the
exhaust nozzle

Inlet injection produces higher incremental thrust than injection on the walls of the
combustion chamber. This difference is consistent across the range of equivalence ratios
tested, indicating that mixing is enhanced, leading to higher combustion efficiencies.
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1 Introduction

To guarantee good performances of airbreathing hypersonic vehicles, the air stream en-
tering the combustion chamber for a flight Mach number above 6 has to be supersonic [1].
As a consequence, the typical dwell time of the flow in the combustor (7z) is limited to
1 ms; within this time the processes of fuel injection, mixing and combustion have to be
completed.

The injection system should guarantee both a good macroscale mixing to obtain a
homogeneous mixture in the combustor and an efficient microscale mixing to promote
the reactions at the molecular level. Moreover, the injector should be designed to support
production of radicals and mixture ignition within the shortest ignition delay time (77)
possible, i.e. it should act as a flame holder. Finally, the disturbance induced to the main
flow and the associated losses should be minimized.

After some years of research on supersonic combustion with ramp injectors [2], the
work at the test facility of the Institute for Flight Propulsion (LFA) of the Technische
Universitit Miinchen was focused on a strut injector with a cylindrical flame holder
positioned in its wake [3-5].

The strut has recently been improved to reduce the pressure losses and to extend
the durability of the system. To increase the overall equivalence ratio, a second injection
stage consisting of an open cavity has been implemented further downstream.

This paper presents the experimental investigations on the strut as a single stage
injector and the first results obtained with the combination of strut and cavity for a
combustor entrance Mach number of 2.2 and a total temperature of the supplied airflow
ranging between 600 K and 1000 K.

2 Experimental Setup

2.1 Test facility

Air is supplied to the direct connected test facility at a pressure of 1 MPa and at a
maximum flow rate of 0.5 kg/s. An interchangeable Laval nozzle accelerates the flow to
supersonic speeds. For the present investigations the Mach number at the combustor
entrance has been set to a value of 2.2.

The airflow is continuously pre-heated by an electric heat exchanger and then vitiated
through catalytic pre-combustion of hydrogen on a Platinum-Palladium solid catalyst up
to a maximum of 1200 K. For the presented investigations the temperature is limited to
1000 K to extend the test time. Hydrogen is supplied both to the test section and to
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the catalyst, while methane is only supplied to the test section for the main supersonic
combustion. Oxygen is added to the supplied air upstream of the electric heater and
counterbalances the amount reacting on the catalyst.

To monitor the static pressure distribution in the combustor thirteen pressure taps
are implemented along the bottom wall. A total pressure probe and a total temperature
sensor measure the conditions at the combustor exit. A Schlieren optic setup is used to
determine the exit Mach number (Mcg).

2.2 Combustion chamber

The combustion chamber has a length of 360mm and an entry cross section of 25 x 27mm?
and consists of two modules. The strut injector is positioned in the first module, which
is 160 mm long and has a constant cross section. The cavity is placed in the second
module that diverges by 4° over 200 mm to counteract the pressure increase due to
combustion. Figure 1 shows the combustor in the configuration with staged injection;
the static pressure taps are visible on the wall. The walls are made of stainless steel and
have quartz windows to enable optical access for non-intrusive measurement techniques.
The combustion chamber is not cooled.

Fig. 1. Cut of the combustion chamber with strut injector and cavity.

2.3 Strut injector

The strut (detailed in Figure 2) is made of Alloy 800H and features an apex half-angle of
7.5°, 23mm length, 27 mm width and 2mm thickness, i.e. much smaller than the previous
versions [3-5], to reduce the aerodynamic losses. To obtain a more homogeneous fuel
distribution, the number of injection holes has been increased for both axial and normal
injection and the distance between the orifices has been reduced.

The goal is to exploit the subsonic wake of the strut and the vortices created at its
trailing edge to generate a recirculation zone with higher temperature in the middle of
the supersonic airflow. Hydrogen (Figure 2, holes B) and either air or oxygen (Figure 2,
holes C) at sonic speed and at a temperature of about 290 K are injected axially into
this region to vary the mixture ratio. A laser beam is focused into the mixing zone to
ignite the mixture. The dwell time of the radicals in the recirculation zone is long enough
to support propagation of the reaction after few laser pulses so that a pilot flame can be
stabilized. Methane is injected at approximately 570 K through the series of holes A on
both sides of the strut normally to the surface.
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Fig. 2. 3D view (left) and axial cut (right) of the strut.

2.4 Cavity injector

According to previous studies [1,6, 7], the cavity design has been a trade off between
enhancing the overall equivalence ratio and minimizing the drag associated with the use
of a cavity.

Fig. 3. 3D view (left) and cut (Tight) of the cavity.

The cavity (see Figure 3) has a 4 mm depth (D) and a 20 mm length (L) measured
from the front wall to the middle of the slanted rear wall (o = 20°). The injection holes
are fitted along the direction of the stream lines.

Because of its length-to-depth ratio (L/D) the cavity is classified as open [1,7], i.e. the
shear layer detaching at the front cavity lip will reattach at the cavity rear wall and not
on its floor. The choice of an open cavity has been made to limit drag and total pressure
losses [1]. The cavity drag coefficient also depends on the geometry of the back wall; for
the present investigations v has been set to 20° according to the results of Samimy [6].

2.5 Gas sampling probe

To complete the information on the combustion process and on the aerodynamics of the
flow exiting the combustor, a gas sampling probe has been designed based on the work
of Mitani et al. [8]. The probe is made of Alloy 800H and it is water cooled (open cycle).
The geometry of the probe tip allows sample collection under supersonic conditions to
prevent friction choking and heating up of the gas. This feature and the heat exchange
along the probe body support freezing of the reactions. The composition of the samples
is then determined by means of gas chromatographic analysis.



1126 S. Rocci Denis, D. Maier, H.-P. Kau
3 Results and Discussion

3.1 Results for the strut as a single injection stage

First tests aimed to study different pilot flames, i.e. lean to rich mixtures and using either
air or oxygen as additional oxidiser (Figure 2, line C). The wake of the strut is suitable
to stabilize both Hs-Oy and Hs-Air flames for different values of the equivalence ratio
(ER) and without the flame holder [3-5], which was the main source of total pressure
losses. Additionally, with the injector being shorter, the boundary layer grows slower on
the strut walls, hence reducing the friction losses.

In both cases the flame is stable over a broad operation range and the wall static
pressure distributions (pwqy) indicate similar combustion modalities. The maximum
pilot air massflow rate is limited due to testbed conditions, so that only a rich flame can
be stabilized. As long as air can be entrained into the pilot zone from the surrounding
supersonic flow, the flame burns stably, but ignition of the main methane combustion
leads to choking of the pilot flame because of a lack of oxidiser. On the contrary, the
oxygen massflow rate is not limited so that stoichiometric conditions could be tested as
well: in this case the pilot flame can sustain the main methane combustion. The mixture
ratio in the pilot zone turned out to be a key factor in the overall combustion stabilization
process: stoichiometric conditions are necessary to have stable combustion of pilot and
main flames. To guarantee ER = 1 for the Ha-Air case, a higher air massflow rate would
be needed, but due to the abovementioned testbed constraints further tests have been
carried out only with Hs-O5 pilot flames.

The next step has been a detailed investigation of the main methane combustion for
different values of the injected massflow rate (Figure 2, line A). Table 1 summarizes the
test conditions that are examined below, while Figure 4 shows the corresponding wall
pressure distribution in the combustor.

Table 1. Test conditions summarize

Condition H2 [mg/s] O2 [mg/s] CHA4 [g/s]

S1 FOFF 0 0 0

S1 COM PF 150 820 0
S1 COM CH4 4 150 820 1.5
S1 COM CH4 5 150 820 3
S1 COM CHA4 6 150 820 4.5

The overall static pressure distribution is first analysed based on the fuel-off case,
to provide an insight into the aerodynamic phenomena occurring in the combustor. The
first pway peak is caused by the shock at the strut leading edge, while the second and
third peaks by shock reflections. In the diverging module the supersonic flow expands and
pwan decreases, except for the taps 9 and 13, again due to shock reflections, although
the pway rise becomes lower as the shocks weaken.

The interaction of the aerodynamic phenomena with thermodynamic effects due to
combustion of both pilot and main flames is now discussed and the results are compared
with those of the corresponding cold tests (without combustion) to quantify the effective
combustion pressure rise. For the pilot flame the first sensors detect values matching those
of the fuel-off case, i.e. no thermal choking occurs in the combustor. The higher level of
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Fig. 4. Wall pressure distribution in the combustor.

p4 is due to combustion heat release: the cold test confirms only a 5% contribution of
fuel injection to the total Ap. The higher level of py; and its decrease in the diverging
section indicate supersonic conditions: the contribution of combustion heat release to
the overall Apg and Apy; is up to 96% and 95% respectively, and up to 74% for Ap;s.
Disappearance of the py . peaks at taps 9 and 13 points out that the combustion process
now controls the aerodynamic effects of shock reflections.

All curves relating to methane combustion show a higher p3 level due to mass injection
straight upstream of the pressure tap. The combustion heat release is shifted further
downstream (p4 is again lower and ps, ps and pr are only slightly different than in the
cold tests). This suggests that, although C'H, already reacts behind the strut, combustion
occurs in a weak regime and becomes stronger further downstream, preventing thermal
choking. Unlike for the pilot flame, combustion does not control the aerodynamics and
the pwau peaks are detected again, although shifted when compared to the fuel-off case.

The lower pressure increase for the richer CH, flame indicates weaker combustion.
For increasing fuel massflow rate the flame becomes shorter and analysis of the exhaust
gases shows that a higher amount of C H, remains unburned. The gas sampling probe has
been placed at different positions across the combustor exit cross section and the results
show that C'H4 remains confined in the middle of the supersonic stream. This indicates a
low mixing level between the fuel and the supersonic air and makes this injection system
unsuitable to reach adequate overall ER values. All experimental data (observation of
the flame structure, gas sampling results and total conditions at the combustor exit)
suggest a stratification of the combustor flow. In the central layer (in and close to the
strut wake) the fuel-air mixture is homogenous and the combustion rather strong; this
flow leaves the combustor at a Mach number ranging from 1.6 to 1.8, depending on the
equivalence ratio. At higher ER the flame is shorter and the flow behind it is easier
accelerated from the surrounding flow, which explains the higher M¢g. On the contrary,
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the next layer (basically air with less or no fuel) is slower at higher ER (Mcp =~ 1.6)
because of higher losses of kinetic energy associated to the entrainment of the central
layer. The most external stratum consists of the boundary layer flow.

3.2 Results for the combination of strut and cavity injection

First tests have been carried out to monitor the changes in the mixing and combustion
processes and in the wall pressure distribution while varying the amount of methane
injected through the strut and the cavity.

Because of the fuel injection in the diverging section, a first wall pressure peak appears
immediately downstream of the cavity and the value of the measured static pressure
increases with the amount of injected fuel. For higher amounts of CHy, a second peak
appears further downstream, indicating heat release through combustion. Nevertheless,
most of the CHy leaves the combustor unburned, as the available length is too short for
a sensible amount of fuel to react. This could be due to the temperature of the C'Hy
injected at this stage, which is about 260 K to provide some cooling of the combustor
wall. Further tests will be carried out with injection of pre-heated methane through the
cavity, to investigate the influence of the longer 77.

The experimental data suggest that the CHy jet does penetrate into the supersonic
flow, but it does not mix with the hot gases of the flame stabilized through the first
stage. The jet appears to modify the flame direction because of the different pressures
and temperatures of the gases and an additional layer of C'Hy-rich flow can be observed.
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1 Introduction

The supersonic combustion ramjet (scramjet) is expected to be the most effective propul-
sion system for space transportation and hypersonic transportation of the next gener-
ation. Japan Aerospace Exploration Agency, Kakuda Space Propulsion Center (JAXA-
KSPC) has been conducting firing tests of a variety of sub-scale scramjet engine models in
Mach 4, 6, 8 simulated flight conditions using Ramjet Engine Test Facility (RJTF). [1] At
each flight condition, the engines produced thrust greater than the engine drag. However,
under relatively low Mach number conditions such as Mach 4 and 6, the obtained thrusts
in these tests were insufficient because unstart transition occurred at fuel equivalence
ratios less than unity. A modified sidewall-compression-type scramjet engine (E2) was
fabricated to improve engine performance. It was designed to reduce distortions caused
by the swept angle in the frame and the airflow. For this purpose, the £2 model has no
swept angle on the sidewalls except in its inlet section. Starting in 1998, the £E2 model
was tested with several struts and ramp blocks under Mach 8 flight conditions. [2] In the
present study, we attempted to apply boundary-layer bleeding and multi-stage fuel injec-
tion schemes, such as strut first-stage injection and sidewall second-stage injections from
several streamwise locations, to the £2 model under Mach 6 flight conditions. [3] [4] [5]
Experimental results were compared with CFD analysis of the whole engine.

2 Experimental Apparatus

Combustion tests were carried out under Mach 6 simulated flight conditions using the
RJTF, which is a free-jet-type high enthalpy wind tunnel with a rectangle nozzle 510
mm x 510 mm. The engine entrance conditions assuming that the stream has passed
the forebody shock wave at Mach 6 are indicated in Table 1. To obtain a high total
temperature flow, a storage air heater was used. The velocity boundary-layer thickness
at the nozzle exit was evaluated from pitot pressure measurements. Figure 1 shows a
schematic view of the sub-scale engine model (E2) tested in this study. The engine had
a sidewall compression inlet with a swept angle of 45 degrees and a sidewall expansion
nozzle. The engine consisted of two sidewalls, a top wall and a cowl. The overall length,
height and width of the engine were 2198.4 mm, 250 mm and 200 mm, respectively.
A strut was installed between the sidewalls in the engine to enhance flow compression.
The geometrical contraction ratio of the inlet, which is the ratio of the area of the inlet
entrance to that of the inlet exit, was 5 with the strut.

The leading edge of the cowl was located at the inlet exit to allow spillage of the
incoming air to the external flow for better starting performance. The backward facing
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Mach number 5.3
Stagnation pressure (MPa) 4.8
Stagnation temperature (K) 1480

Boundary-layer thickness (mm) 50

Table 1. Test condition of Mach 6 at RJTF
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Fig. 1. Schmatic views of a scramjet engine model (E2)

steps of 4 mm in height on the sidewalls and strut at the junction of the isolator and
combustor were used for flame holding. The combustor consisted of a constant cross-
sectional area duct (C.C.) and a diverging one (D.C.). The main fuel injectors (MV'1
and SV'1) were located 16 mm downstream of the step in the C.C. section, and secondary
fuel injectors (M V3 and MV4), for the multi-stage fuel injection, were located 325 mm
and 450 mm downstream of the step in the D.C. section. The fuel mass flow rate (my) of
142 g/s corresponded to the bulk equivalence ratio (?) of unity assuming the air capture
ratio of 0.81 obtained by CFD. [6] A torch-igniter (T'T) [7] was installed on the top wall 20
mm upstream of the step to enable stable ignition under Mach 6 flight conditions, which
were near a lower limit of self-ignition. The boundary layer was bled through porous holes
on the top wall around the inlet exit at a mass flow rate of 60 g/s, which was about 1.2 %
of the total air flow. The thrust was measured by means of a force measurement system
(FMS). Its error was £+ 50 N. Wall temperature and pressure distributions, heat flux
distributions on the sidewall within the combustor section were measured. Gas sampling
was conducted at the engine exit using water-cooled sampling rakes to ensure reaction
quenching during the sampling process. [8]

3 Numerical techniques
The numerical method employed consisted of the full three-dimensional compressible

Reynolds-averaged Navier-Stokes equations with a finite rate chemistry. [9] The solution
algorithm [10] was based on a cell-vertex, upwind, finite-volume scheme for an arbitrarily
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shaped cell. The algorithm adopted the hydrogen-oxygen reaction which consisted of nine
species (Ha, O2, HyO, H, HO2, OH, O, H2O5 and N3) / seventeen elementary reactions.
Ny was assumed to be inert. The turbulent eddy viscosity was evaluated by the one-
equation turbulence model proposed by Goldberg and Ramakrishnan. [11] The turbulent
Prandtl number was 0.9 and the turbulent Schmidt number was 1.0. [12] The dynamic
pressure at the entrance of the inlet is 106 kPa. The Reynolds number (R.) based on
the engine height was 2.1x106. Its displacement thickness (6*) and momentum thickness
() were 20 mm and 2.9 mm, respectively. All solid walls were non-slip and isothermal,
wall temperature (T3,) of 300 K. For computations, the wall share stress (7,,) and the
heating rate on wall (¢,,) were calculated using the velocity and temperature gradient on
the walls. These gradients were evaluated by a method based on Gauss’ theorem.

4 Results and discussion

Figure 2 shows the thrust increment from the no fuel condition (AF) versus @. As for the
single-staged fuel injection from sidewall (MV1) and strut (SV1), AF stayed in low level
when @ was lower than 0.4, referred as “weak combustion”. [13] However, AF jumped
suddenly to a higher level at @ = 0.4, referred as “intensive combustion”. With further
increment of @, AF dropped drastically to a much lower level and the engine went into
un-start. Un-start transition occurred at ¢ = 0.7, and thus AF was limited to 1850 N.
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Fig. 2. Thrust increment from no fuel condition.

Figure 2 also shows AF versus the equivalence ratio (@) for the multi-staged fuel
injection. While first stage fuel injection was fixed to @ = 0.50, the second-stage fuel
injection was increased. Un-start transition did not occur with boundary layer bleeding
up to & = 1.45. As a result, we achieved the purposes of this study, i.e., by the multi-stage
injections and the boundary-layer bleeding, un-start transition was suppressed and AF
increased to 2880 N, which was about 1.5 times larger than the maximum achieved with
single-staged injection in the Mach 6 tests. The maximum net thrust (AF;,;) was 1850
N, with estimated internal drag (D;,; = 1030 N).
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To validate the CFD code, numerical results of wall pressure distributions were com-
pared with the experimental data. Figures 3 show the comparison of experimental and
CFD pressure distribution on the sidewall. Pressures are normalized by the total pressure
of the incoming free stream. The broken line and the open symbols denote the results for
the no fuel case, while the solid line and the solid symbols are those for the combustion
case. The abscissa is the distance from the leading edge of the top wall. The half flow path
on the horizontal plane is also shown at the top of each figure for the reference of the mea-
suring position. These numerical results showed good agreement with the experimental
data for no fuel case. However, numerical results showed higher pressure at D.C. region
in the combustion case. This result indicated that numerical analysis over-estimated the
combustion effect by the secondary fuel injection.
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Fig. 3. Comparison of the numerical and experimental pressure on the side wall: y/H = 0.5.

Figure 4 (a) shows heat flux distribution on the sidewall with the M V1 + MV3 and
SV1+ MV3 combinations. Difference of the heat flux between sidewall fuel injection
(MV1) and strut fuel injection (SV'1) indicated that combustion occurred mainly near
the injection wall due to insufficient penetration into the core flow. As the second-stage
fuel burnt in the SV1+ MV 3 combination, the heat flux on the sidewall increased dras-
tically in the downstream half of the D.C. section. Though the combusted gas near the
sidewall was more fuel-rich for the MV'1+ MV 3 combination, the resulting heat flux was
comparable to that with the SV1 4 MV3 combination. The experimental results of heat
flux were higher than the numerical results. One of the reasons of the difference is strong
distribution of heat flux at the combustor region. Figure 4 (b) shows numerical results
of adiabatic wall temperature on the sidewall with the MV'1+ MV 3 combination. CFD
result shows that the adiabatic wall temperature is kept a high value in the combustor
section.

Figure 5 show the fuel concentration at the engine exit with the MV1 + MV3
and SV1 + MV3 combination, respectively, at ¢15: = 0.36 and ¢a,q = 0.36 for both
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Fig. 4. Heat flux and adiabatic wall temperature on the side wall: y/H = 0.5

3.0 T T T 3.0 T T T
topwall side (CFD) topwall side (CFD)
—@— topwall side (experiment) —@— topwall side (experiment)
25 0 cowl side (CFD) ] 25 0 e cowl side (CFD) ]
—{O cowl side (experiment) —O cowl side (experiment)

Local equivalence ratio: ¢
Local equivalence ratio: ¢

L

L 0.0 L

00 1 1 1 1 1 1 1
-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

Spanwise distance: z(mm) Spanwise distance: z(mm)
(a) MV 1(¢=0.36)+MV3(¢=0.36) combination injection (b) SV1(¢=0.36)+MV3(¢=0.36) combination injection

Fig. 5. Local equivalence ratio at the nozzle exit of the engine.

combinations. Unfortunately, gas sampling could not be conducted at higher flow rates
(¢ of 1 or above), because the probe initiated combustion of the unburned fuel, which
led to a facility unstart due to thermal choking of the diffuser flow. Sampling and Pitot
pressure measurements were carried out along two horizontal lines, 63 mm from the top
wall (top wall side) and 66 mm from the cowl (cowl side). It should be noted that the half
spanwise region was used for gas sampling and the other half was used for Pitot pres-
sure measurement. Therefore, data points on the non-measured side were copied from
the measured side. With the SV'1 + MV3 combination injection, fuel distribution was
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more uniform (with a peak local equivalence ratio of about 1.2) compared with that of
the MV1 + MV 3 combination injection with a peak local equivalence ratio of above 2.
Experiments and CFD simulation agree well qualitatively.

5 Conclusion

Mach 6 tests of a scramjet engine model (E2) were carried out in RJTF and the effects
of the multi-staged fuel injection and the boundary-layer bleeding. The heat flux to the
engine wall was measured and compared with CFD analysis. The following results were
obtained.

By applying the multi-staged fuel injection and boundary-layer bleeding, the engine
operated without un-start transition around the fuel equivalence ratio (@) of 1 or
above. Especially for the strut injection (SV'1), the thrust increment from the no fuel
condition (AF) increased to 2880 N.

The CFD results show good agreement with the experimental data qualitatively.
However, CFD analysis over-estimated the combustion effect by the secondary fuel
injection.

References
1. Miyajima, H., et al., RJTF construction group, Ramjet Engine Test Facility, NAL TR-1347,
1998.
2. Hiraiwa, T., et al., Experiments on a Scramjet Engine with a Ramp-Compression Inlet at
Mach 8, Journal of Propulsion and Power, Vol.22, No.2, pp. 440-446, 2006.
3. Ueda, S., et al., Mach 6 Tests of a Scramjet Engin with Multi-Staged Fuel Injection, ATAA
Paper 2006-1027, 2006.
4. Ueda, S., et al., Performace Comparison of Combined Fuel Injection Methods in a Staged-
Combustion Scramjet Engine, Proc. 21th ISTS, pp. 121-126, 2006.
5. Ueda, S., et al., Evaluation of Heat-flux on Scramjet Engine Wall in Mach 6 Flight Condition,
TAC-06-C4.5.4, 2006.
6. Kouchi, T\, et al., Numerical Experiments of Scramjet Combustion with Boundary-Layer
Bleeding, AIAA Paper 2003-7038, 2003.
7. Kobayashi, K., et al., H2/02 Torch Igniter for Scramjet Engine Tests, ISTS 2004-a-20, 24th
ISTS, 2004.
8. Mitani, T., et al., Analysis and Application of Gas Sampling to Scramjet Engine Testing,
Journal of Propulsion and Power, Vol.15, No.4, pp.572-577, 1999.
9. Kouchi, T., et al., Heat Flux Prediction for Scramjet Engines, ISTS 2004-a-08, 2004.
10. Kodera, M., et al., Numerical Analysis of Scramjet Combusting Flows by Unstructured
Hybrid Grid Method, ATAA paper 2000-0886, January 2000.
11. Goldberg, U. C., and Ramakrishnan, S. V., A Pointwise Version of Baldwin-Barth Turbu-
lence Model, Comp. Fluid Dyn., Vol. 1, pp. 321-338, August 1993.
12. Kodera, M., et al., Scramjet Inlet Flow Computations by Hybrid Grid Method, AIAA paper
98-0962, January 1998.
13. Kanda, T., et al., Mach 6 Testing of a Scramjet Engine Model, Journal of Propulsion and

Power, Vol. 13, No. 4, pp. 543-551, 1997.



Radiatively cooled scramjet combustor
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1 Introduction

The construction of combustion chambers for scramjets that can survive the heating loads
and dissipate the energy of a flight effectively remains a great challenge. In addition to
surviving the conditions of supersonic combustion, the structure must be designed to
minimise weight to optimise the performance of the engine. Previous engines have only
sustained combustion for a short duration, in the order of seconds, hence the heating
problem has not been as severe as for longer duration flights. Future flight programs at
UQ and around the world are looking towards longer burn times in the order of minutes
which requires a combustor that can maintain structural integrity for the duration of
the flight whilst dissipating a significant amount of heat. An example of this is the X-1
engine, part of the X-51A program, which is currently slated for a 5 minute flight test in
2009 [1]. The use of composites offers a solution to many of these problems [2] and this
paper investigates the use of composite materials for a combustor, in conjunction with the
use of regenerative cooling and internal radiative heat transfer for thermal equilibration.

2 Conditions Analysed

Two different flight conditions have been considered for the analysis, a Mach 8 flight
at 27km altitude and a Mach 10 flight at 30km altitude. The inlets used were 4 shock
inlets (3 external, 1 internal) and have been designed such that the post inlet static
temperature and pressure were approximately 1000K and 1 atm pressure and for minimal
total pressure loss. The inlets were calculated on a 2D basis resulting in lengths of 4m
and 7m for the Mach 8 and Mach 10 cases respectively. This can be seen in Fig. 1.

Fig. 1. Schematic of Scramjet Inlet.

The combustor analysed was 1m in length. Although the analysis was purely 2D an
elliptical combustor shape was assumed to calculate the capture area. The major chord
has a length of 0.1m and the aspect ratio is 1.8. One side of the combustor was considered
to be exposed to the atmosphere allowing heat to be radiated out, while the other side



1136  R.G. Morgan, F. Zander

was surrounded by the fuel manifold as shown in Fig. 2. The combustor is manufactured
from a reinforced carbon-carbon (RCC) composite whose thickness is dependent on the
case being considered. The conductivity of the combustor material is a very important
property as the heat from the boundary layer needs to be conducted through the wall
to be removed from the combustor system. The thermal conductivity value of RCC used
was 5W/mK which was taken from Dowding [3]. This was the result of experimental
testing with RCC in the direction perpendicular to the fibres as would be the case for
a combustion chamber designed for hoop stress. The RCC is treated throughout as a
grey body radiator with an emissivity value of 0.9. The fuel manifold is manufactured
from inconel with assumed properties of a melting temperature in excess of 1600K and a
thermal conductivity of 20 W/mK [4]. The exact configuration of the fuel lines within the
manifold was not considered however a value of 3mm was used as the average distance
between the external surface of the manifold and the fuel. To ensure that the fuel manifold
does not reach the melting temperature of inconel and to set the heat transfer through
the manifold provision is made for graphite insulation to be inserted between the RCC
and the manifold. The thickness required is a function of the RCC temperature and
is stated in the results for each case. The fuel used for this analysis is octane with a
combustion heat release of 44MJ/kg. The equivalence ratio used is 0.67.

Fig. 2. Schematic of combustor cross section (not to scale)

3 Analysis Procedure

The analysis conducted was completed for steady state conditions with equilibrium en-
ergy balance and an approximate model to give a preliminary indication of whether the
concept is viable. Transient effects were not considered and will still require analysis at a
later time to allow for any additional effects not considered by the steady state calcula-
tions. The first stage of the analysis was to calculate an approximate inlet length to allow
for the different convective heating rates resulting from distance from the leading edge.
This calculation was done using a 2D approximation and resulted in lengths of 4m and
7m for the Mach 8 and Mach 10 cases respectively. These lengths are overestimations of
a 3D inlet length and the 3D compression effects will significantly reduce the length to
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reach the desired conditions of 1000K and approximately 100kPa. A quick calculation of
varying lengths showed that the convective heat transfer difference for 2m to 7m only
changed by approximately 0.1MW /m2. Although this is a significant amount of heat it
accounted for less than 12.5% of the heating rate at the inside wall. This variation re-
flects on the thermal design at different stations along the combustor. The results of the
current preliminary analysis show there is still heat dump reserve in the fuel which can
be utilised for a fully 3D analysis which will result in higher heating loads.

A simplified combustion model was used - 100% combustion efficiency was assumed
with total conversion of chemical energy to heat energy. NASA’s CEA program was
used to calculate the combustion temperature of 2500K assuming a constant pressure
throughout the process. This temperature is assumed to be constant down the entire
length of the chamber. The heating considered was the convective heat flux from the
flow, conduction to the fuel lines and the radiative heat flux between the walls and away
from the external surface. Radiation absorption of the gas was calcualted however it was
shown that the gas absorbed less than 1% of the total heat flux and thus was ignored
for further calculations. The fuel was calculated to provide a heat dump equivalent to
1MW /m? on the internal wall.

The calculation of the convective heat transfer was done using (1) from Stollery [5]
which is based on the Eckert reference enthalpy method. This analysis is for a flat plate,
accounting for changing pressures across shocks, in hypersonic flow and has been shown
in previous experimental testing to give reasonable agreement with overall heat flux
loads [6]. This shows that for this stage of analysis the 2D approximation is useful for
the preliminary design.

0.0296 PrUT | 1
fw = “ue(H, — Hy 5 1
q ppz P ( ) - ) (1)

The solution is computed using 1mm increments down the length of the combustor.
The conduction axially along the combustor is negligible in comparison to the convective
and radiative heat loads and has been left out of the analysis. At each point the inside
wall temperature is calculated for an equilibrium net flux where radiation between the
walls, convection from the flow and heat dump to the fuel was calculated. This is done ini-
tially for an assumed external wall temperature. After this the outside wall temperature
is calculated for equilibrium net flux including radiation between the walls, convection
from the flow and radiation into the atmosphere. Changing the external wall temper-
ature changes the radiation flux to the inside wall creating the iterative process which
is repeated until both walls are within 1kW/m? of equilibrium. Repeating this process
down the length of the combustion chamber enables a plot of the wall temperatures to
be created showing the equilibrium condition.

The outside wall of the combustor uses radiation to the atmosphere to dump most of
the heat. In calculating the equilibrium the convective heat transfer, radiation to or from
the inside wall and radiation to the atmosphere are considered. RCC wall thicknesses of
1mm and 3mm are used for the Mach 8 and Mach 10 cases. The conduction across the wall
is calculated to enable a realistic estimate of the radiation heat dump to be calculated.
The temperature drop reduces the radiation heat flux and must be considered when
designing the combustor. In both cases the outside wall temperature is greater than the
inside wall temperature meaning that there is radiation to the inside wall and the extra
heat is dumped into the fuel.

The inside wall has similar heat transfer terms as the outside wall. The convection
to the wall from the flow, radiation between the walls and the conduction through to
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the fuel. This is again solved for the equilibrium wall temperature. The heat dump to
the fuel is calculated using an inconel fuel manifold and octane heat sink data produced
by Huang [7]. Using inconel as the fuel manifold material allows the maximum possible
temperature of the manifold to be fixed at 1100K which is well below the melting point
and does not affect the structural integrity. With this knowledge and an assumed average
distance from the outside of the manifold to the fuel of 3mm the temperature of the fuel
lines can be calculated. The fuel lines were assumed to be 5mm diameter pipes covering
the entire internal surface of the combustion chamber wall. A rough estimate of the heat
flux convectively transferred to the fuel could then be calculated for the given conditions
from the mass flow rate, equivalence ratio and the energy of combustion. This resulted
in a value of approximately 1MW /m? and is adequate to vapourise and crack the fuel at
the given mass flow rate. This calculation required an iterative process as the amount of
heat sink provided by the fuel is dependent on the temperature that it can be raised to,
however this in turn is dependent on the heat flux into the fuel. A factor of 0.8 was used
in the calculation to allow for extra losses in the process.

4 Results

The results of the calculations show that the wall temperatures for the two cases only
vary by approximately 100K down the length of the combustion chamber. The plots in
Fig. 3 show the inside and outside wall temperature for the Mach 8 and Mach 10 cases.
The Mach 8 plot shows that the wall temperatures for this case are quite moderate with
the inside wall ranging from 1300-1400K and the outside wall ranging from 1700-1800K.
These temperatures are well within the operating limits of RCC. The results for the
Mach 10 case show the large increase in the heating problems. In this case the wall
temperatures are reaching approximately 2700K which produces much greater materials
selection problems for the combustion chamber. The small fluctuations seen in the plot
are due to the coarseness of the data in the look-up tables used.

M8: Axial postion vs. Combustor Wall Temperatures M10: Axial postion vs. Combustor Wall Temperatures
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Fig. 3. Internal and external wall temperatures for the M8 (left) and M10 (right) flight cases.

The analysis shows that equilibrium will be achieved at these wall temperatures with
approximate heat flux terms as shown in Table 1. A negative value of the ¢int.req term
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indicates radiation from the external wall to the internal wall. The values shown are at
a length of 0.5m from the end of the inlet. These will vary for different points along the
combustion chamber.

Table 1. Wall heat transfer values at the mid point of the combustor for M8 and M10

Mach No. Wall Wall Temp (jcnnv qint,rad qfucldump qewt.rad
(K] MW/m?]  [MW/m?] [MW/m?] [MW/m?]
8 internal 1331 0.70 -0.29 1.00 -
external 1724 0.67 -0.29 - 0.38
10 internal 2557 0.78 -0.22 1.00 -
10 external 2618 1.14 -0.22 - 0.92

From the calculation of the heat loads one important factor was the requirement of
a layer of graphite insulation to protect the fuel manifold. This is selected by setting
the temperature of the fuel manifold at the specified 1100K, knowing the wall temper-
ature and heat transfer rate from the previous calculations and then computing the re-
quired thickness using standard conduction theory. The Mach 8 case averaged a thickness
of approximately 0.lmm and the Mach 10 case required 1.5mm. The actual insulation
thickness values drop linearly down the length of the combustion chamber as the wall
temperature decreases. In the Mach 8 case the insulation can be disregarded as the fuel
manifold can withstand the slight increase in temperature that will result. The Mach 8
case represents a design that would be feasible for use in the near future using the RCC
as the structure for the combustion chamber. Previous studies [8] show that at these
temperatures the RCC will not undergo any ablation, the only major effect is that of
oxidation. This has also been shown on the space shuttle as the conditions are similar to
those experienced on the wing leading edges and nose. This will not present a problem
for the length of flights being considered here. For future applications with longer flight
paths this issue will need to be addressed with the use of oxidation resistant coatings such
as silica carbide. The Mach 10 case presents much higher heat flux rates and required
wall temperatures for the equilibrium case. With current materials this may be feasible
for a short duration flight (~seconds), however for a longer flight other new methods
will be required to either offer greater heat sinks or to enable the walls to withstand the
greater thermal loads. Ablation is one good option that the use of composite materials
enables. For a certain duration of flight ablation of the chamber walls can be used to
dissipate large amounts of heat, however further research is required into the effects of
the changing geometry on the combustion.

5 Discussion

As this is a preliminary analysis of the specified combustor configuration there are many
details that require further investigation. This investigation has shown that the use of
a composite combustor is potentially feasible for future flights and is an area of interest
that should be pursued further. One of the major factors of the design are the properties
of the RCC used for the combustion chamber. A review of the literature has shown that
there are many widely varying results for the RCC properties. The reason for this dis-
crepancy is that the properties are highly dependent on the manufacturing techniques.
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This justifies the use of the properties as chosen, however for further design some collab-
orative research must be undertaken in which the materials and design can be tailored
towards the same objectives. The second part that needs much further investigation is
the use of a hydrocarbon fuel, in this particular case octane, as an endothermic heat sink.
Further work would require design and testing of the method of heat transfer to the fuel.
The design of the fuel pipes to allow full heat transfer to the fuel and the values that can
be obtained with different pipe sizes and layouts would need investigation. Of particular
interest would be the convective heat transfer to the fuel running through the fuel pipes.

6 Conclusion

This preliminary study of the use of RCC as a combustor material for a scramjet shows
that the concept is viable. The high strength to weight ratio of RCC offers great advan-
tages for future designs. The equilibrium heat balance is satisfied with hot yet sustainable
wall temperatures which is good for the thermodynamic cycle as it allows regenerative
cooling to be used which heats and cracks the fuel enabling higher efficiency combustion.
The results show that the M8 flight would be easily achievable however the upper limit
is as yet unknown. This will depend on the material properties that can be achieved
and further design of the endothermic heat sink system. The results of this study justify
the further investigation into the concept which will be shown at the Australian Fluid
Mechanics Conference at the Gold Coast in December 2007. This work is supported by
the ARC Discovery Grant.
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Summary. A Numerical and modeling study has been accomplished to investigate the effects
of a secondary injection in an axisymmetrical, convergent-divergent nozzle for fluidic thrust
vectoring purpose. The annular secondary gas injection in the axisymmetrical nozzle causes
complex effects (boundary layer separation, shock wave interaction,...). The present paper fo-
cuses on the results of some computational and modeling investigations, where the influence of
some parameters (pressure ratios, injection slot size and location, injected mass flow rates...) are
studied. To perform this work, a 3D Navier-Stokes calculations, with several turbulence models
were used. Previously, a theoretical model of a secondary injection in a primary jet had been
constructed. To characterize the separation zone caused by the injection, different correlations
have been tested. The results indicate that fluidic annular injection in an axisymmetrical nozzle
can produce significant thrust-vector angles up to 16°. The nozzle pressure ratio and the mass
flow rate ratio were in the range of 2 to 10 and 2 to 7% respectively. Some results were validated
on NASA experiments in both 2D and axisymmetric tests.

1 Introduction

Fluid injection in the divergent of a supersonic nozzle is an attractive way to produce
vectored thrust since it can remove the need for complex mechanical devices. In the past
many works were devoted to the planar nozzle flow: Waithe et al. (2003) [1], Mangin et
al.(2006) [2]. Such concept of thrust vectoring is currently applied for some recent jet-
fighters with planar nozzles producing low nozzle exit Mach numbers. However, fluidic
thrust-vectoring may be interesting in the case of axisymmetrical nozzles as well. For
example for satellite attitude control system, thrust-vectoring may reduce the number of
supersonic fixed nozzles. One of the aims of this work is to investigate the influence of
numerous parameters which govern the behavior of the injection of a secondary jet flow
in a supersonic stream and its subsequent influence on the amount of thrust-vectored
angle, as it was done for planar nozzles.

The present paper shows that it is possible to construct a simple engineering model
to investigate those parameters. In the case of an axisymmetrical nozzle, the model
shows that additional parameters appear and must be taken into account. To validate
the analytical model, extensive numerical 3D calculations using a Navier-Stockes finite
volume solver have been carried out. The results were also compared to some of existing
experimental data from NASA both for 2D and 3D configurations which give a significant
confidence of the model.
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Nomenclature

Al A Exit and throat section

b Injector width

Comaz Pressure coefficient corresponding to the stagnation pressure
cd Discharge coefficient

F, . F, Axial and normal forces

h Step height

M, Mach number behind the shock wave
My, Py Mach and pressure before the shock
NPR Nozzle pressure ratio

P,; Total injection pressure

qo Dynamic pressure before the shock
SPR Secondary pressure ratio

X, Y Axial and normal direction

X Throat axial location

Yj Nozzle radius at injection plan

vy Specific heat ratio

0 Pitch thrust vector angle (vectorisation)

Injection angle

2 Analytical Model

As it was pointed out in some previous works Spaid et al.(1968) [3], the two dimensional
flow, resulting from gaseous secondary injection into a supersonic stream, is quite similar
to the supersonic flow passing over a forward-facing step. From this idea, an analytical
model of the flow field can be built. The main purpose is then to calculate an effective
step height h which can be used as a scale parameter for the entire flow field (three
dimensional effects are neglected in this case).

Different assumptions and simplification are proposed: No mixing occurs between the
secondary and primary flows, the interface between the two flows is a rounded forward-
facing step. The secondary gas expands isentropically to the free-stream static pressure
and then is turned parallel to the wall.

As for the 2D nozzle, in the case of an axisymmetrical flow, the application of the
momentum balance over the control volume, sketched in figure 1, leads to the following
equation for the penetration height h of the step:

1 —1
0= g Comaich =2y P )5 T 0= G )
This equation solved for h and combined with the separation criterion leads to the loca-
tion of the separation point using the same method as for 2D case, Mangin et al. [2].

The Campbell and Farley criterion, below, estimates the mach number ratio through
a separated shock wave. The criterion is evaluated for conical nozzle separation with
nozzle divergence half-angle up to 29° Campbell et al. [5]. The mach number ratio is
approximated by the following correlation.

My,

=0. 2
=076 2)
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Control Volume

1
1
Fm"upmsurf;k
+]
iy

Fig. 1. 2D injection modeling (left), Sketch for pressure integral derivation, 3D case (right)

The thrust vector angle § is calculated in the thrust-vector plane at which the resultant
thrust-vector is deflected from the nozzle axis from equation 3.

§ =tan" Y (F, /F,) (3)

In this work, the injection slot has the form of a slit-like annular orifice. The main
feature of the flow, in this case, is a separation line which occurs in front of the injector.
This zone extends towards and laterally on both sides of the injector, where the influence
of the injected gas becomes increasingly low. In this model, a constant separation line
is assumed in front of the injector, and the side separation lines are described by a
polynomial functions.

3 Computational method

Numerical method

The numerical study was performed using a finite volume code (CFD-FASTRAN) to solve
the steady three-dimensional Navier-Stokes equations with a time marching scheme. Time
integration is achieved using a fully implicit scheme. Local time stepping is also used to
accelerate convergence to steady state solution. Flux vectors are evaluated, at each time
step, using Roe’s upwind flux difference splitting, with a MINMODE flux limiter in order
to achieve a high-order spatial accuracy. The solution was allowed to converge until the
L2 norm of the density residual dropped at least by four orders of magnitude.

Computational grid and geometry

Finite volume grids were constructed using a cartesian grid generator. The computational
domain includes the convergent-divergent nozzle and the downstream zone. The total
number of cells is up to 47 000 for 2D Nozzle and 1 300 000 for 3D nozzle. The refinement
of the grids near the wall was such as the first cell-height was about y+=1 for the Spalart
and Baldwin-Lomax turbulence model and about y*=30 for k-¢.

The nozzle used in the 2D study was a non-axisymmetric convergent-divergent nozzle
with a design nozzle pressure ratio NPRp of 8.78, a nominal throat area of 0.0028 m?,
and a width of 0.10 m, section ratio A./A;=1.78 and exit mach M,=2.2. While the
axisymmetrical CD nozzle has a section ratio A./A;=1.75, NPRp=8.26 and M.=2
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4 Results

4.1 Planar nozzle

The figure 2 shows analytical, experimental and computational static wall pressures (up-
per and lower surface for computational results) for NPR= 4.6 and SPR=0.7 (4.4% of
primary mass flow rate). The injection port is located at X/X;=1.78. The model predicts
a static pressure along the wall (injection side) which correlates well with experimental
and numerical data. The plateau pressure and the origin of the interaction between the
primary and secondary flows are well evaluated by the calculations. As shown in figure 3,
the fluidic injection causes an oblique shock wave upstream of the injection port. The
CFD predicts the shock wave location at X/X;=1.56 on the upper surface compared to
the shock wave location at X/X;=1.53 in the experimental data for NPR=4.6. CFD also
predicts a slightly stronger shock wave on the upper surface compared with the exper-
imental data (the plateau pressure is greater). The results give a vectorisation angle of
7.5° for the model, 9.4° for CFD for k- turbulence model., while the experimental data
gives, 6=7°.

In this case, turbulence modeling was required to predict solutions for the flow field.
We used essentially the 2-equation k- turbulence model. The results for a wide range
of test cases show that this model produces very good agreement with experimental
data for flows with adverse pressure gradients, separation zones and shock-boundary
layer interactions. Figure 2 presents the distribution of pressure on the upper surface of
the nozzle for different turbulence models i.e. k-, Baldwin-Lomax and Spalart-Allmaras
models. The corresponding thrust - vector angles § are respectively: 9,45 , 9,04 and 9,76.

Model —=— CFD Inj. Wall Baldwin-Lomax —+— K-g ——
EXP —— CFD Other Wall —— Spalart-Allmaras EXP ——
0.6 0.6
0.5 0.5
0.4 0.4
CE % f & o3 7
Eob— g Y ° v/
0.2 \ Y 0.2 o b
0.1 0.1
0 [
1 1.2 1.4 1.6 1.8 2 1 1.2 1.4 1.6 1.8 2
XX, XX,

Fig. 2. Upper wall pressure from modeling, CFD and experiments (2D Nozzle)(left), Wall
pressures for several turbulence models (right)

Fig. 3. Mach number counters for computational injection in 2D Nozzle (left), 3D nozzle (right).
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4.2 Axisymmetrical nozzle

3D nozzle flow configurations have been investigated to highlight the influence of the
three main parameters NPR, SPR and ¢. In addition, a comparison between the model,
the numerical simulations results and experimental data was done for NPR ranging from
3 up to 12 while SPR was varied from 0.3 to 1.2 (SPR=1.0 corresponds to primary mass
flow rate of 7.2 % for the proposed geometry). We have used the K-¢ turbulence model
for the numerical simulation. Figure 4 shows the distribution of wall pressure for the
divergent part of the nozzle. A zone of plateau pressure in front of the injector and a
zone of pressure gradient on the two edges can be noted. The vertical force component of
the vectored thrust originates from the integrated effect of these pressure distributions. A
very strong pressure can be noticed just in front of the injector. This implies the presence
of a second oblique shock and a fluid recirculation.

The variation of the injection angle is presented on the figure 4, the vectorisation is
important for ¢=90°, the separation line is closer to the nozzle throat. The vectorisation
decreases for the low values (p <90°) because of weak aspect ratios (length/width) of
the orifice, which causes a very important friction in the orifice. While for the large
values, back-pressure starts to appear on the other half of the nozzle, a negative force
pushes the nozzle against direction of the injected gas. A vectorisation of 15.5° is obtained
numerically while the experiment gives 16° for the case of p=60°, Wing et al. [4].

Model —=— CFD —+— EXP 4

Injection port
Jection per 21
W 170e05 18
160E+05 S
1506405 15 C—— B —
1 40F+05 s
1 30E+05 =
1 Z0EA0S 12
110E+05 “w
1.00E+DE 9
9 COE+04
B00E+04 6
. N h 700EH04
. N B00E+04 3
Injector side sffocts ~
Plateau pressure zone 0
30 60 90 120 150 180

®

Fig. 4. Distributions of wall pressures in the axisymmetric nozzle wall for p=60°, NPR=3,
SPR=1 (left), Thrust vector angle versus injection angle for NPR=3, SPR=1 (right)

As a function of NPR, the results are shown on figure 5 at SPR=1 and ¢=60°. The
lower NPR represents a free separation in the divergent nozzle, and a maximum value
of the vectorisation. While one realists that the vectorisation decreased for the higher

Model —=— CFD —+— EXP Model —=— CFD —+— EXP —+—
21 21
18 18
Y
15 15
= %‘
12 ——— 12 =
w N~ . w —
9 S 9
6 6
3 3
0 0
2 4 6 8 10 12 02 04 06 08 1 12
NPR SPR

Fig. 5. Thrust angle versus NPR in the axisymmetric nozzle for =60, SPR=1 (left), Thrust
angle versus SPR for ¢=60°, NPR=3.0 (right)
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NPR. The maximum efficiency thrust is for NPRp (adapted nozzle value). Two points
present the experiments results, for NPR=3, 6=16° and for NPR=8.26, §=8.5°.

As seen in figure 5, the results of thrust angle as a function of secondary pressure
ratio SPR for NPR=3.0 and ¢=60° are presented. Lower SPR represents a low flux of
the momentum and a small value of equivalent step height.

5 Conclusion and further work

The objective of this study was to investigate fluid injection in a two-dimensional and
axisymmetrical CD supersonic nozzle for fluidic thrust vectoring through modeling and
computational means. A theoretical model based on the semi-empirical approach has
been constructed for this study. Several annular ports were tested in the 3D case without
increasing the secondary flow rate. Results of 2D study indicate a good agreement be-
tween the model calculations and the experimental and numerical results. Results of 3D
study indicate that the code is valid for predicting the internal performance quantities
of a 3D convergent divergent nozzle with annular injection port. Fluidic thrust vectoring
of the axisymmetric jet up to 16° was accomplished. Future studies will be dedicated
to different configurations with multiple injection ports and for different injection port
locations.

References

1. Kenrick A. Waithe and Karen A. Deere, Experimental and computational investigation
of multiple injection ports in a convergent-divergent nozzle for fluidic thrust vectoring.
ATA A-2003-3802

2. B. Mangin, A. Chpoun, L. Jacquin, Experimental and numerical study of the fluidic thrust
vectoring of a two-dimensional supersonic nozzle. Private communication.

3. F. W. Spaid, E. E. Zukoski, A study of the interaction of gaseous jets from transverse slots
with supersonic external flows. AIAA journal, Vol. 6, 1968

4. David J. Wing, Victor J. Giuliano, Fluidic Thrust Vectoring of an axisymmetric exhaust
nozzle at static conditions. FEDSM97-3228, 1997

5. C. Campbell, J. Farely, Performence of several conical convergent-divergent rocket-type
exhaust nozzles. NASA TN D-467, September 1960

6. G. Masuya, N. Chinzei and S. Ishii, Secondary gas injection into a supersonic conical nozzle
ATAA Journal, Vol. 15, March 1977

7. E. Erdem, K. Albayrak and H. T. Tinaztepe, Parametric study of secondary gas injection
into a conical rocket nozzle for thrust vectoring. ATAA 2006-4942



Part XVII

Rarefied Flow



On shock wave solution of the Boltmann equation
with a modified collision term

S. Takahashi and A. Sakurai

Tokyo Denki University, 101-8457 Tokyo, (JAPAN)

Summary. Although the existence problem of the shock wave solution for the Boltmann equa-
tion has bee much studied in many decades, this problem has been still open. Additionally
even for any approximated equation, e.g., BGK model, no satisfactory answer has obtained.
We consider the existence of shock wave solution for the Boltmann equation with a modified
collision term in which the distribution function is approximated by its 13 moments, originally
proposed by Oguchi. The model or O-model, unlike previous ones, expresses the collision term
in an explicit function of molecular velocity and this enables us to examine directly the singular
nature of the equation to have existence of shock wave solution.

1 Introduction

The problem of finding a shock wave solution of the Boltzmann equation has a long
history probably since R. Becker [1] commented that the Navier-Stokes system could be
inadequate for the shock structure problem especially for stronger shock cases and the
kinetic approach by the Boltzmann equation should be used for this. There have been
numerous studies on this subject especially because it has been utilized for a kind of
test problem for a new kinetic model with approximated equation. Most of these are
however, approximate solutions including numerical ones, and a very few of them are
exact to limited cases even for any approximate equation, e.g., BGK model as we can
see in Nikolaenko [2], Caflish and Nikolaenko [3], Bose, Iller and Ukai [4]. So we can say
that this problem is still open.

We consider the shock wave solution of the Boltzmann equation with a modified
collision term in which the distribution function is approximated by its 13 moments,
originally proposed by Oguchi [5] (O-model) as it is formulated in the following section
2. Approximate solution of this equation was sought in [6], which was constructed in
neglecting the singular nature near the uniform sub- and supersonic regions. Here we
investigate the problem in a way of showing the existence of a solution.

2 Shock structure problem of the Boltmann equation with a
modified collision term

We consider the shock structure problem for a steady planar shock wave whose front
is normal to the z-dimension and consider the molecular velocity distribution function
F(v,z) of the molecular velocity v = (v, vy, v.). We use the Boltmann equation with a
modified collision term, which is proposed by Oguchi [5]. It is derived from the original
collision expression by performing the integrals in assuming local Maxwellian for the
distribution function. It looks similar to BGK and Shakov [7] models but it is different in
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expressing the collision term in an explicite function of molecular velocity v. It becomes
to the present case of steady one-dimensional flow for the Maxwell molecular model in
dimensionless form based on the representative collision frequency v_, the temperature
T_, the pressure p_, and the density n_ as,

OF
z :H,
Y ox

o nv V2 pry 2 Vy2 + Vz2 quﬂ” 2Vz2 (1)
H:_(WT)3/26XP(_T) .{4pT [ tor Usp !

= Hlpzz + Hqu

where ) )
n(af)z/de7 u(x) = /Fvgcclv,T(x):3 /FV2dV,
n n
(2)
p=nT, pes (z) = Z/FVfdv —p, ¢ (z)= /FV2dev,
Here
V= (Vwavyvvz) :(Ux_uavyavz)- (3)

The distribution function F' becomes the Maxwell distribution function F. in the uniform
subsonic and supersonic regions as x — +o0o or

_ n+t V2
F(v,z) - Fy = (T )32 exp 1) 4)

as x — *oo where ny, T4 and u4 are the values for x — +oo.

3 Shock wave solution

3.1 Construction of moment equations

Although eq. (1) is still of integro-differential type as the original Boltzmann kinetic
equation, its collision term is expressed in an explicit function of V given by five moments,
n, u, p (or T'), pyx and ¢, in eq. (1) as functions of = only. Accordingly, we may derive
relations between these moments by integrating eq. (1) with certain weights, from which
we may determine these variables.

We first obtain three relations by integrating eq. (1) over v, using the weights 1, v,
and v? and utilizing the conservation laws of mass, momentum and energy as

1 5
nu = Cy,nu? + o (P+Pez) = Co,nu® + DU+ Upae + 6o = Cs (5)

1 5
p, Cs=nul+ pu =

1
where Cy =n_u_ =njuy, Co =n_u? + oP— = nJru?F + 9

3 O
niuy + 2p+u+.
We next consider two more moment integrals given as

oF I QOF &
O dv = (p.v.) / . dv, /V o dv = (p.v.) v Hdv. (6)
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We get from eq. (6) that

i (e Bufer-e(e- )

= Apys + Ba, )
dp 2[4 dn  nv (3 I 9
= T wa o (61— 1
dx 3{(u + )dx+p {SUP £+5q (€ )}}
= CPae + Do, ®)
where
0 2 2 oo i
Vrl(§) = (pﬂ-)/_oo exp <—‘;f) Vzd:)fu —9¢¢ /O exp (=) 5111117(72577) .
U (™
with & = = .
¢ v Ty

From above we obtain a first-order differential equation for p(n), n— <n < ngy,

dp  Cpazz + Dgy

_ , 9
dn Apez + By, ( )

with the condition p(ni) = p1. Eq. (9) becomes singular as 0/0 at two ends of n = ny
or (n,p) = (n—ny,p—ps), since both p,, and g, should vanish there, which correspond
to x = +00. We examine the nature of the solution there. This is a type of singular two
point boundary value problem of a first order differential equation, we have found that
the nature of the solution near n = n, is of node type while it is of saddle point type
near n = n_. Accordingly (i) we have two regular solution curves starting from (n_, p_)
of which one stretches towards to an area near (ny, p;) while (ii) any solution curve
near n = ny approaches to the point (n4, p4). (iii) Further, solution passing a point
(n,p) of ny <M <n_, p<p < py is regular and unique in n4 < n < n_ as far as the
magnitude of the parameter M_ is close to 1 or M_ — 1 is small enough. Combine all
three facts of (i), (ii), (iil) above, we can see that there exist a unique smooth solution
of eq. (9) starting from (p_, n_) and ending at (p+, ny).

3.2 Local solutions near the end points

We show the local existence for the equation of the form

dy _cr+dy+g(ry) _ Qz,y) (10)
dv " az+by+ fle,y)  Playy)’
with constant values a, b, ¢, d provided that = 0 is a saddle point or a nod and f /2
and g/z? are bounded near x = 0. Function v = y/z satisfies

v,_l c—|—dv_v +CC_Q_C—|—dv
r \a+bv TP a+4bu

The solution is of the form (v — p)*(v — ¢)Pz = V for integral constant V and a8 > 0
for saddle point type and a8 < 0 for nod type. It follows that
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v oV, oV
dx T Oz ov dx ¢
— V1B Y (v —p)s1 11
ViTPgs (U+b)(v pzﬁ o (11)
AV a RN |
B(Ve) =x¢ (v+b)(v p)” .

We construct a solution with lim, o v(z) = ¢. For e(x) = v(z) — g, it follows that
a o 1€

(U + b) (v=rp) T

< T N1|€|oo +N2

TOBHY) |(e+q—p)beta+bg+ L)

xr
@ < 57

(12)

with
f
22

N= 1ol | 5| +1d e

, Ngz\a+bq\’92) + |c + dq
00 I loco

Thus |e(2)] L (j0,20]) 18 bounded for sufficiently small zg, although Ny and Ny include e.
Since v = y/x and e(x) = v(z) — ¢, |y(z) — qz| < Lz for = € (0,20) with some L > 0.
Thus we can construct a local solution if f(x,y)/x? and g(z,y)/z? are bounded for (x,y)
with |y(z) — qz| < Lz and = € [0, z¢]. In our problem of eq. (9),

_ 1 nv\? 1 9 9 9
AD_BC__QOTu(p) 5{{(6{ —5)1° +2(=5£° 4+ 2)I + 4}

We see Dy > 0> D_ for M_ = /6/5.
Boundedness of f/x? and g/x? for f,g in eq. (10) provided that |y(z) — q| < Lz is

shown by
<=8 "\p b Yy +po)p- =)
fn—£E:O($), n:1a27377 (13)

(&) = 1(§-) = I'(€)(€ = &), o € (€-,9)

Using the p(n) function determined above, the functions n(x), p(z) (—oco0 < z <
o0) can be derived from egs. (7), (8) combined with boundary conditions of n(+oo) =
ni, p(oo) = p. It is possible as far as the upstream Mach number M_ is not so greater
than 1 as it was shown in its approximate solution [6], where it was M_ < 1.82.

3.3 Construction of distribution function F'

Now we determine the distribution function F. It is readily seen that once u, T are given
as functions of x as above. F' can be obtained simply by integrating both sides of eq. (1)
over x from x = —00 to x = oo to yield

Vo = v, F_ +/ Ildx

which can be transformed into a more convenient form. By egs. (7) and (8), the collision
term in eq. (1) turns to
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dp 1 ~dn
—BII, + Al AD — BC =11
( 1+ AlL) N ) g’

dn
I = [(Dﬂl CHQ)dZ‘ +
So that ffoo Idx = f:ﬁ IIdn and v, F = sz_JrfYZ IIdn. Notice that the above equation
satisfies the boundary condition automatically as far as the integral exists since its right
side term is to be given in a function of v and n(x) only.

We seek here an explicit expression of F' directly from eq. (1). We look for a solution
F of eq. (1) subject to the boundary conditions of eq. (3) provided that u and T are
given. We represent the solution by the Hermite expansion as done in [8] which is for the
original Boltzmann collision model, although it is misleading in mixing of using constant
and variable temparature T'. We determine the coefficient and consider its summability.

;d’ 1 n?
For the Hermite basis defined by H;(n) = (-1)° u}/w, w(n) = /o e” 2, (—oo<
T

dn
1 < 00) we represent F' = F(x, v, vy,v.) by a Hermite series expansion in the form of
2\ 2 >
F= <T> W) ;Oaijk(x)ﬂijk(vv), (14)
1,],R=

where we set
W W, W) = 20, 00,
QW) = w(W,)w(Wy)w(W.), (15)
Hiji(W) = Hy(Wy) H,; (W) Hi (W.).

Now we set by eq. (1)

ad
/Hijk 6{5 (’UZF)d’U = /Hijkﬂdv, (16)

to have equations for a;;;. We have

T/
il1k! {b;jk +u'bi—1 gk + 4 (bi—2,jk +bij—2k + bz‘,j,k—2)} = I (17)
for o
N AL . .

bijk = (\/2) {\/2 (Z + 1)661'4_17]',]@ + U5k + \/2 ai_lyjyk} (18)

Qijk = 0, for 1,7,k <0

and

Iiji = — 3vasoo [ 2H;j,(2H200 — Hozo — Hooz)dW

50 v{6azoo + 2(a120 + a102)} / 2H;51,(Hz00 + Hi2o0 + Hi02)dW,
Now we consider the general summability of series expansion. Letting

Ti+j+k
Cijk = \/2 Qjjk, SET1ES
S; = E bijIm d; = E Cijk
J.k J.k

satisfy
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T
S; = (’L + 1)di+1 +ud; + _di—1
T 2 (20)
Sz/ + u'Si,l + 4 (QSL + Si,Q) = M;

The summation S =, S; satisfies
S +u'S + iT’S =M,

for M =3 1 IT;. Since S is obtained by

i1k
_ 3 3
S=e (“+4T)/e“+4TMdac,

S < oo implies lim S; = 0. We see limd; = 0.
To consider the convergence of the right hand side of (14) as function of (x, vy, vy, v.),
we obtain that

00 Ti+j+k
> % aiji(x)| < oo (21)
i,5,k=0
for T'(z) < 2.

4 Conclusion

We consider the Boltzmann equation with a modified collision term in which the distribu-
tion function is approximated by its 13 moments, originally proposed by Oguchi [5]. We
establish first the solution of moment equations, and secondary determine the distribution
function itself from the moments provided above. We also construct the solution in the
Hermite polynomial expansion by utilizing the orthogonality of the Hermite polynomials
and obtain equations for the coefficients. We show a summability of the coefficients.
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Rotational-translational relaxation effects in
diatomic-gas flows

V.V. Riabov
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1 Introduction

The problem of deriving the nonequilibrium gas dynamic equations from the first prin-
ciples of the kinetic theory of gases was studied by Ferziger and Kaper [1] in the cases of
near-equilibrium and slow-relaxation processes of the energy exchange between internal
and translational degrees of molecular freedom. The case of the arbitrary energy exchange
ratio was analyzed in [2], [3], [4], [5] for polyatomic gas mixtures.

In the present study the problem of redistribution of translational and rotational en-
ergy has been solved for diatomic gases within the framework of the Chapman-Enskog
method [1], [5], [6] and the Parker model [7] in the general case of the arbitrary energy
exchange ratio. The gasdynamic equations, transport coefficients and relaxation time
have been found for nonequilibrium processes in diatomic gases [5], [6]. The calculations
of relaxation time, viscosity, thermal conductivity, and diffusion coefficients are carried
out in the temperature range from 200 K to 10,000 K for nitrogen by using the technique
of integral brackets [1], [4]. The calculated parameters are compared with the values
obtained by the approximate method [8] as well as data from experiments [9], [10] in
ultrasonic, shock-wave, and vacuum devices. The correlation of theoretical and exper-
imental data is satisfactory. The applicability of one- and two-temperature relaxation
models for para-hydrogen at the rotational temperature range from 0 to 1200 K is dis-
cussed. The numerical solutions of the Navier-Stokes equations are analyzed for spherical
expanding nitrogen flow and supersonic flow near a sphere.

2 Rotational relaxation time estimations

Two definitions of relaxation time are widely used. In the first case the expression for
the temperature dependence of the relaxation time, 7g1(7"), is obtained by using the
Chapman-Enskog iteration method of solving the Boltzmann equation for a gas of parti-
cles with internal degrees of freedom [1]. In the second case the relaxation time, Tro(7), is
found directly from the relaxation equation (see Eq. (17) from [6]) by calculating the rate
of increase of the internal energy of the molecules that originally were not excited [11].
In the present study parameters prr1(7") and prro(T) are calculated for nitrogen by
formulas (18)-(20) from [6]. Multifold integrals are calculated at 200 points over the range
200 K < T < 10,000 K, using the Monte-Carlo technique [5], with 4000 tests at each
point. The data for intermediate points are determined by using cubic splines [6]. The
estimated accuracy of the calculations is 1.5 percent. The higher orders of the theory of
perturbations [6] make a substantial contribution at 7' < 400 K, and the accuracy of the
calculations is lower under these conditions. The results of calculations prro and prgr;
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Fig. 1. Parameters prr2 (left) and prr1 (right) versus temperature T

are shown in Fig. 1 (solid lines). The experimental data (filled squares) were acquired
in [9], [10]. The calculations show that at 200 K < T' < 10,000 K, prgr; is 2 or 2.5 times
as large as prre. This difference is apparently due to the adiabatic nature of the energy
exchange between the highly excited rotational states of the molecules [5]. The effect of
the initial energy distribution at rotational levels was not considered in this comparison.
The quantity prr1(7') was used for interpreting the experimental data on the scattering
and absorption of ultrasound, where the effect of the ultrasound frequency on prg; was
disregarded [9]. The quantity prr2(T') was used for interpreting the data of experiments
in shock tubes. The available experimental data [9], [10], both on ultrasound and on
shock waves, differ from one another by 200-300 percent, which is approximately equal
to the difference between prr1 and prgro, as evident from Fig. 1.

3 The effect of initial rotational energy distribution

The effect of the initial energy distribution at rotational levels has been estimated in [5]
under the assumption that at initial time the distribution corresponds to the Boltzmann
distribution with rotational temperature T > 0. Therefore, the translational-rotational
relaxation time becomes a function of both T'and Ty (see Eq. (1.7) in [5]). The parameter
prr2(T, TR), calculated for nitrogen at T = 1000 K, decreases from 2.13x10~* kg/(m-s)
for TR = 0 K to 5.24x107° kg/(m-s) for Tr = 800 K.

The problem of a proper selection of the relaxation time [rg2(T") versus Tr2 (T, T )] for
a more accurate description of the manner in which the system approaches equilibrium is
studied for para-hydrogen. The solution of the kinetic equation in 7 approximation (see
Eq. (17) in [6]) was compared with the solution obtained by numerical integration of the
system of kinetic equations for the occupancies of the individual rotational levels [5]. In
these calculations, the constants of the rotational-transfer rates were estimated within
the framework of the effective-potential method [12]. The calculation results are shown
in Fig. 2 (left), where parameters prra2 (T, TR), estimated at constant temperature T =
400 K, (triangles) are compared with the results of numerical integration of the system of
kinetic equations (circles). The point T = 0 K of the first curve corresponds to prra (7).
A dependence of the relaxation time on Ty is observed. Therefore, the use of a function
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Fig. 2. The rotational relaxation parameters prr2(7T, Tr) in para-hydrogen at constant tem-
perature T' = 400K (left) and in nitrogen expanding into a vacuum (right)

prr2(T, Tr) significantly improves the approximate solution of the relaxation equation,
and the initial distribution of energy at rotational levels should be taken into account
within the framework of the 7 approximation.

4 Rotational relaxation in freely expanding gas flows

Studies [13], [14] of the rotational relaxation in expanding gas flows discovered a sig-
nificant decrease of the gas density downstream that leads to a decrease in the number
of molecular collisions. The departure of the gas rotational energy from the equilibrium
value was observed.

Lebed and Riabov [15], [16] studied another cause for the rotational energy departure.
At the decrease of kinetic temperature T, adiabatic collision conditions [17] should be
taken into account, and the relaxation time 7r increases due to the sharp decrease of
the rotational transfer probabilities. Using this method [15], the relaxation times were
calculated for nitrogen at stagnation temperature Ty = 295 K [see Fig. 2 (right )] under
the conditions of aerodynamic experiments in underexpanded jets [13], [14], [16]. The
calculations based on the classical concept [7] [see solid line in Fig. 2 (right)] do not
show a tendency of increasing prg with the decrease of T; under adiabatic rotational
energy exchange conditions. At temperatures Ty > 273 K, numerical results correlate
well with experimental data [9], [10]. In the expansion of nitrogen, starting at Ty =
300 K, the maximum population of molecules occurs at rotational levels J from 6 to
4 [15], [17]. The results of calculating prg for J = 6, 5, and 4 are shown in Fig. 2 (right)
(empty triangles, circles, and squares, correspondingly). The values of prg increase with
decrease of Ty. At Ty > 100 K, the adiabatic condition breaks down, and the parameter
prr could be estimated by the Parker’s model [7].

For qualitative estimations, the energy relaxation time is replaced by the relaxation
time of the level J. This approximate method [15] correctly represents the nature of the
R-T nonequilibrium process, i.e., an increase of prg with decreasing Ti. Figure 3 (left)
shows the distributions of rotational temperature Tr along the axis of nitrogen jet. The
result of using the classical mechanics concept [7] is shown there by diamonds. The curves
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Fig. 3. The rotational Tr and translational T temperatures in spherically expanding flow of
nitrogen (left) and at the stagnation streamline near a sphere (right)

marked by empty triangles, circles, and squares were obtained for values of prr at J =
6, 5, and 4, correspondingly. The calculations were made at K = pur/(prs) = 2730, por;
= 240 torr-mm and Ty = 295 K.

The experimental data ((filled squares) [13], (triangles) [14]) for Tr are upper and
lower bounds on the distribution of rotational energy along the nitrogen jet. Numerical
results, based on the quantum concept of rotational energy exchange, correlate well with
the experimental data [14]. The data contradicts the classical model predictions [7] of Tg.
The experimental and computational results demonstrate the necessity of considering the
quantum concept in describing R-T relaxation in underexpanded jets. This concept was
used in evaluating various relaxation models in expanding low-density nitrogen flows [18].

5 Transport coefficients in non-equilibrium diatomic gases

The analytic formulas for transport coefficients were found by Lebed and Riabov (see Eqs.
(21-29) in [6]): the coeflicients of shear viscosity corresponding to rotationally inelastic
and elastic collisions, n and 7g; the corresponding values of the thermal conductivity,
A and Ag; and the self-diffusion coefficient of the elastically colliding molecules, Dy.
The simplest approximations for the thermal conductivity coefficient A were analyzed
in [1], [5], [6], [8]. The first approximation [8] was based on the diffusive transfer, but it
disregarded the relaxation of the rotational energy. The relaxation was taken into account
partially in the next, second, approximation [8] for the thermal conductivity coefficient
Az2. Triangles and circles in Fig. 4 (left) show 7 and ng, correspondingly, as given by Egs.
(21-29) from [6], while the filled squares indicate the experimental data of Vargaftik [19].
The difference between 1 and 7o is evaluated as 5 percent in the low-temperature regime.
At temperature T' > 1000 K these values correlate well with each other. The parameter
pDo/no is approximately constant and equals to 1.20.

Triangles in Fig. 4 (right) show A, as given by Egs. (21-29) from [6]. Circles correspond
to the Mason and Monchick’s second approximation [8], A2. The filled squares indicate
the experimental data of Vargaftik [19]. The present analysis shows that the correlation
between the exact solution, the Mason and Monchick’s second approximation [8], and
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experimental data [19] is acceptable. The small discrepancy between the theoretical values
of n and A and the experimental data (see Fig. 4) can be eliminated by a proper choice
of the molecule collision potential at 7" < 1000 K.

6 Rotational relaxation in viscous gas flow near a sphere

The combined effect of the rotational-translational relaxation and the viscosity and ther-
mal conductivity processes is studied here by solving the full system of the Navier-Stokes
equations and the relaxation equation (see Eq. (42-46) from [6]) with the implicit nu-
merical technique [20]. The flow of molecular nitrogen was assumed to be undisturbed
on the outer boundary of the computational region. At the spherical surface the slip,
temperature and rotational energy jump conditions [20] were used.

The distributions of the nonequilibrium rotational (Tg, empty squares) and transla-
tional (T, triangles) temperatures are shown in Fig. 3 (right ) for flow at Knudsen number
Kn = 0.08 (or Reynolds number Rep = 16.86), Mach number M = 9, stagnation tem-
perature Ty = 298 K, and temperature factor t,, = 0.3. In the viscous shock layer near
a sphere, a significant difference between the translational and rotational temperatures
can be observed. The shock-layer becomes thicker under the nonequilibrium flow condi-
tions than in the case of equilibrium flow at T = T} [see circles in Fig. 3 (right)]. The
numerical results for Tx correlate well with the experimental data [21] [marked by filled
squares in Fig. 3 (right )], obtained in a wind tunnel by the electron-beam diagnostics.

7 Conclusion

The calculations of relaxation time, viscosity and thermal conductivity, and diffusion
coefficients were carried out by using the Monte-Carlo simulation technique for nitrogen
at 200 K < T'< 10,000 K . The calculations and available experimental data show that the
rotational relaxation time, Tr1, obtained by using the Chapman-Enskog iteration method,
is 2 or 2.5 times as large as the time 7o, which is found directly from the relaxation
equation. The difference is apparently due to the adiabatic nature of the energy exchange
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between the highly excited rotational states of the molecules. The quantity prr; is used

for

interpreting the experimental data on the scattering and absorption of ultrasound.

The quantity prro is used for interpreting the data of experiments in shock tubes. The
use of a function prra(T, Tr) significantly improves the approximate solution of the
relaxation equation, and the initial distribution of energy at rotational levels should be
taken into account within the framework of the 7 approximation.

Acknowledgement. The author expresses gratitude to I. V. Lebed for his participation in this

study.
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Shock wave solution of molecular kinetic equation for
source flow problem

M. Tsukamoto and A. Sakurai

Tokyo Denki University 101-8457 Tokyo, (JAPAN)

Summary. We compute shock wave solution for a 2D source flow problem of the Boltzmann
equation. Results are compared with the one by the Navier - Stokes system as well as an
experimental result observed in a steady radial flow between two flat plates.

1 Introduction

The purpose of this study is to find shock wave solution of the Boltzmann equation
for 2D source flow. The problem of steady radial flow is a setting where the velocity
is in radial direction and the flow quantities as velocity u , pressure p , density N and
temperature 1" are all functions of radius r only. In spit of this simple setting, the problem
is quite involved and was studied in some detail in the past based on various types of
fluid dynamics models ( [3], [2], [5], [6], [7]). But very nature of the mysterious features
to the solution of these equations has been remained unsolved. There has been also
some renewed interests on this problem in connection with various practical subjects
such as gas flow through an orifice (Yamane et al(1984), and a different approach by a
kinetic model ( [1]). We use the Boltzmann equation with BGK collision model for this
problem and compare the solution curves with those by the Navier-Stokes equations and
experimental result given in Yamane et al(1984).

2 Basic equations

We utilize the usual practice of time dependent approach to find the steady flow starting
from an appropriate initial state. We use time - dependent Boltzmann equation with
BGK collision model for the distribution function f(&, a, &, r, t) in cylindrical coordinates
system with radius r in non - dimensional form ( [4] , Doi & Ooshima (1998)). For the
actual calculation, we use the reduced distribution functions g, h, G, H as

g:/_Zfdgz,h:/_Z@?fdsz,G:/_O;ngz,H:/_Z§z2Fd£z. (1)

, where F' is the local Maxwellian. Then the Boltzmann equation with BGK model is
written for present problem of axial symmetry in a non - dimensional form as

giz +£Cowag _ &sina dg 1

or r da ZRSQN(G -9
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oh B EsinaOh 1

or r da 2R82N(H —h)

Oh + £ cosa
ot

N C? 1
G= 7TTexp (f T>,H: 2GT,C’2:§272u§cosa+u2,

N =N (rt)= /{gd§do¢,u =u(rt) = ;/fzgcosadﬁda,

2
T=T(rt) = o (/§(g2g+h) dgda—NuQ) ,p=NT,Rey = 9252"27

where R.2 expresses Reynolds number at r» = ry through Karmanfs relation

8
Ko Rey = \/ :MQ (2)

for Maxwell molecular model and the Knudsen number K,, = 522, where Mo, ls are re-

spectively the Mach number and the mean free path at » = ro. And

180

T

=8 +&,6 =Ecosa, &g =Esina,a=tan™! T, 0< <00, —r<a<m (3

We consider two bounding surfaces at » = r; and r = r and assign boundary values
for g,h and T, u, N there as

N. 2 1
g= sz exp (— 2;) Jh = 2GT2,U2 = mg(given)

at r = ro9 and

N- C? 1 s
g= ! exp | — yh = _GTy, Ty = given,uy = given, Ny = n
7T T 2 uir1
at r = r1. The initial condition for them is given as
_N c h*lTT*T =0,N = N
g_ﬂ‘Texp T ) _29 ) =1z, u=U, - 2
forr <r<mry
3 Results and discussion
For numerical integration, we set No = 15 = 1 , up = 0.1 at r = 7o = 1 , and use

u; = 0.80,1.0,1.4,1.6. We start the computation from the initial condition above with
one of the u; values above and an appropriately given T value, and perform computation
until we have steady flow, and then repeat the process by changing 77 values to have
a steady solution which is uniform near » = 1 . To the typical case of R.o = 100
or equivalently K,, = 0.017 we have T3 = 0.70,0.60,0.23 and 0.015 respectively for
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u; = 0.80,1.0,1.4 and 1.6. The result is shown in Fig.1, where the number density
N , the velocity u , the temperature T , the pressure p and the constant mass flow
ms to show the consistency of the computation are expressed. These curves show little
difference between them in their shock - wave like feature, except for the u; = 1.6 case
,to which velocity curve starts from its maximum limit and decreases monotonically to
zero. To this case, the temperature curve shows that it starts from the absolute zero and
monotonically increases to a uniform state as r — 1 . The pressure curve starts also
from zero to become uniform as r — 1 . Mass flow should remain constant. In Fig.2, the
velocity curves are compared with corresponding ones obtained by the Navier- Stokes
equations. The solution obtained here is in general similar to the one by the Navier -
Stokes system. The behavior of the velocity curve near the source seems to be more
natural than the one for the Navier- Stokes system, which reaches to its maximum limit
at the point far from the source indicating a nature of the singularity there. Shown in
Fig.3 is corresponding shock wave pattern appearing in an experiment by Yamane et
al(1984), which is observed in a steady radial flow between two flat plates.

Conclusion

Although the overall feature of the solution obtained here is similar to the one by the
Navier - Stokes solutions, the behavior of the velocity curve near the source is seems to be
more natural than the one by the Navier- Stokes system, which reaches to its maximum
limit at the point far from the source indicating a nature of the singularity there.
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Computations in 3D for shock-induced distortion
of a light spherical gas inhomogeneity
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Summary. Results are presented from a series of 3D numerical simulations for shock-bubble
interactions, for a spherical helium bubble in air or nitrogen initially at atmospheric pressure
(A~ —0.75), accelerated by a planar shock wave of Mach number M = 1.45, 2.08, or 2.95. The
simulations are carried out using a multifluid, adaptive Eulerian Godunov code at a fine-grid res-
olution of Rigo. The computed solutions clearly resolve well-known shock refraction and vortex
formation processes. Further, distinct, counter-rotating secondary vortex rings are observed to
form in the flowfield as a result of irregular shock refraction effects. The temporal development
of the the bubble’s streamwise dimension and the mixing of bubble and ambient fluid are shown
to collapse onto nearly self-similar trends on timescales based on a 1D gasdynamics analysis.

1 Introduction

A useful means of characterizing the development of an inhomogeneous medium under ac-
celeration by a shock wave is to consider shock-bubble interactions. These may be viewed
as a simplified form of shock-accelerated inhomogeneous flows found in, for example,
the interstellar medium [1] and inertial confinement fusion devices [2]. In shock-bubble
interactions, a shock wave propagates over a single discrete inhomogeneity of circular
cross-section. The bubble is compressed and deformed, and, in the case of a spherical
bubble, a vortex ring is produced in the post-shock flowfield.

The development of the flowfield in shock-bubble interactions is driven by three non-
linearly coupled and simultaneous physical processes: (1) shock compression of the in-
homogeneity; (2) reflection, refraction, and diffraction of the shock wave by the inho-
mogeneity [3]; and (3) vorticity generation. For spherical bubbles, baroclinic vorticity
generation (Vp x Vp # 0) results in the formation of a primary vortex ring, as well as
subsequent, smaller secondary vortex rings.

In the 1D analog to a shock-bubble interaction, a shock wave interacts with a gas
slab embedded in the medium. The slab gas state may be tracked during this interaction
by solving a system of equations based on the Rankine-Hugoniot conditions, with appro-
priate matching conditions at the interfaces. The resulting properties of the slab fluid
may be regarded as a baseline with which to compare the properties of a shocked bubble.
Such an approach has been used successfully by Giordano and Burtschell [4] to predict
the density of shocked bubbles. The one-dimensional analysis also yields characteristic
velocities useful in timescaling: the incident shock wave speed W;, the transmitted shock
wave speed (in the bubble) Wy, and the post-shock ambient flow speed uj.

Here, we consider a particular variety of shock-bubble interactions, where a planar
shock wave propagating in a gas medium interacts with a light spherical gas inhomo-
geneity. The bubble fluid is helium, and the ambient fluid is air or nitrogen. An Atwood
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number can be defined for these gas pairings as A = (p2 — p1)/(p2 + p1) = —0.75, where
p2 is the bubble fluid density, and p; is the ambient fluid density. Three scenarios are
considered, including shock wave Mach numbers M = 1.45, 2.08, and 2.95. These flows
are simulated using a multifluid Eulerian Godunov code in a quarter-symmetry geometry,
as shown in Figure 1(a). The simulated shock-induced bubble deformation and vortex
ring formation (reflected to all four quadrants) for M = 2.08 is shown in Figure 1(b).
Two integral diagnostics are applied to the resulting datasets in order to characterize the
temporal development of the shocked bubble dimensions and the extent of mixing.
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primary
. vortex
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L,V S - S S
« —
O ™5

Fig. 1. (a) Schematic view of three-dimensional Cartesian geometry used in the present simula-
tions (not drawn to scale.) “S” indicates symmetry boundary conditions; “O” indicates outflow
boundary conditions. (b) Simulated deformation of a helium bubble during and after interaction
with a M = 2.08 shock wave in air.

2 Setup of 3D simulations

Simulations are performed in 3D using an adaptive hydrodynamics code called Raptor,
which integrates the compressible Euler equations using an operator-split second-order
Godunov method (see Colella, 1985 [5]). Multifluid capturing capability is incorporated
by adopting a volume-of-fluid technique similar to that of Miller and Puckett (1996) [6].
The integration kernel is embedded within the block-structured adaptive mesh refinement
(AMR) framework of Berger and Oliger (1984) [7], to maximize spatial resolution and
accuracy for regions of interest that move across the Eulerian mesh.

The calculations using Raptor are set up in Cartesian mesh subtending a quadrant of
a typical shock tube flow field, including a quarter-spherical bubble of radius R = 1.905
cm. Refinement of the grid in the bubble region yields an effective spatial resolution of
A=191 pm, corresponding to approximately 100 highest-level grid points in a distance R.
In the initial condition, shown schematically in Figure 1, a planar shock wave propagates
in the +y-direction, approaching a quarter-spherical bubble of helium, embedded in an
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otherwise uniform air or nitrogen environment at atmospheric temperature and pressure.
A smooth interface is created in the initialization using a subgrid volume-of-fluid model
to suppress “stairstep” features. Boundary conditions indicated in Figure 1 are applied
to enforce symmetry and capture shock reflections at the sidewalls, but not the endwalls.

Gas M o1 c p
[g/mole] [m/s] kg/m?]
He 4.003 1.667 1007 0.1614
Ny 28.013 1.399 348.9 1.129
Air 28.967 1.399 343.0 1.168

Table 1. Initial properties of gases present in the current calculations, including the molar mass
M, the ratio of specific heats ~, the initial sound speed ¢, and the initial density p. The initial
pressure and temperature in the system are 98,217 Pa and 293 K, respectively.

The three scenarios considered here are intended to correspond to the scenarios con-
sidered in the experimental work of Ranjan et al. [8]. Properties of the gases included in
these simulations are shown in Table 1, and important parameters for each of the sce-
narios, including dimensionless parameters and various characteristic speeds, are listed
in Table 2. Although direct comparison of experimental and numerical results is beyond
the scope of the present study, the experimental data are also presented in this meeting,
and direct comparison will be made in future publications.

Scenario Gas pair M A W; uh W

# [m/s] [m/s] [m/s]
1 Air-He 1.45-0.757 497.4 217.4 1235
2 Air-He 2.08 -0.757 713.4 457.3 1529
3 Np-He 2.95-0.750 1029 759.2 1948

Table 2. Overview of flow parameters for three simulations, including the incident shock Mach
number M, the Atwood number A at the unshocked interface, and lab-frame speeds W, uf, and
Wy of the incident shock wave, shocked ambient gas, and transmitted shock wave, respectively.

3 Flow visualizations

Slices through simulated flowfields for the M = 2.95 air-helium scenario are shown in
Figures 2-3. In Figure 2, the density is shown on the left, and the vorticity magnitude w
on the right, where w =w -0, w = V x V, and 0 is the azimuthal unit vector. Contours
of the bubble fluid volume fraction f = 0.01 and f = 10~7 are overlaid on the density
plots. In Figure 3, f is plotted for later times on the left, on a logarithmic scale, with w
on the right. The slice is oriented at an angle of # = 7/6 to the = 0 plane, and shock
wave motion is downward. In these plots, the action of the processes described in Section
1 is depicted. The transit of the incident shock wave results in strong axial compression
of the bubble volume, seen in Figure 2(a). A complex pattern of discontinuities is set up
in the density field near the bubble surface as the shock wave passes over it, including
a Mach stem and triple point, visible in Figure 2(b-d). Baroclinicity gives rise to the
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development of sheets of vorticity enveloping the bubble. These sheets roll up later in
time to produce the distinct vortex rings seen in Figure 2(e-f) and in Figure 3.

triple
point

(d)

Fig. 2. Computed density (left) and vorticity magnitude (right) field for a M=2.95 air-He
shock-bubble interaction. Overlaid are contours of f = 0.01 (heavy line) and f = 1077 (light
line). Scaled times (tW;/R): (a) 0.7, (b) 2.2, (c) 4.1, (d) 6.3, (e) 12.5, (f) 18.8.

An important feature of the computed flowfields is the appearance of secondary and
tertiary vortex rings in the upstream region. These vortices rotate in the opposite direc-
tion as the primary vortex ring, and thus drive the late-time elongation of the shocked
bubble. They are initiated by the triple point, which forms as a result of irregular shock
refraction in the bubble. The triple point traces a slip surface in the flowfield, which rolls
up to form the secondary, counter-rotating vortex ring. The development of secondary
and tertiary vortex rings continues to late times, as shown in Figure 3.

4 Streamwise bubble dimension

As can be seen in Figures 2 and 3, the length of the mixing region grows steadily even
at late times in these scenarios. This length L is obtained from the computed data
here by measuring the distance along the y-axis between the upstream and downstream
extremities of the f = 0.01 contour. This is normalized by the initial bubble diameter
D = 2R = 3.81 cm and plotted in Figure 4(a). These data indicate the axial compression
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(a)

Fig. 3. Computed He volume fraction (left) and vorticity magnitude (right) field at late times
for a M=2.95 air-He shock-bubble interaction. Scaled times (tW;/R): (a) 24.1, (b) 33.5, (¢) 37.8.
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Fig. 4. Plots over dimensionless time of (a) the streamwise dimension of the shocked bubble,
and (b) the extent of bubble and ambient fluid intermingling.

of the bubble during initial shock passage (tW;/R < 2), followed by a period of nearly
constant streamwise growth, which continues through the duration of the simulations.
The data collapse nearly to a single trend on the dimensionless timescale tW; /R, although
the M = 1.45 growth becomes relatively slow after tW; /R ~ 12, perhaps due to weaker
secondary vortex ring development. The trends all reach a minimum around tW;/R = 2,
when the incident shock wave and triple point have overtaken the bubble completely.
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5 Fluid intermingling

As a bubble is compressed, deformed, and axially elongated in a shock-accelerated flow,
the bubble fluid mixes into the ambient medium. Although the present simulations in-
clude no explicit treatment of dissipative effects, and therefore cannot be expected to
capture the diffusive aspects of molecular mixing, the convective intermingling of fluids
in the simulations is an important and relevant feature. For the current simulations, this
intermingling is characterized by measuring the mean ambient-fluid volume fraction in
the bubble region. This quantity is obtained here as ¢ = 1 — [ fdV/ [, dV, where B
is the region where f > 0, and dV is a differential volume element. The parameter ¢
is plotted for each of the three scenarios in Figure 4(b) on the dimensionless timescale
tu}/R. The trends in ¢ collapse nearly to a single curve, particularly at early times, on a
timescale based on the post-shock ambient fluid speed u, rather than either the incident
or transmitted shock wave speeds. This reflects the fact that mixing of the bubble fluid
into the ambient medium is driven by velocity shear.

6 Conclusions

The current simulations provide a numerical counterpart to the shock tube experiments
of Ranjan et al. [8]. A series of integral diagnostics have been applied to the simulation
data in order to characterize two particular aspects of shock-bubble interactions, includ-
ing streamwise bubble deformation and mixing. We have seen that temporal trends in
different quantities characterizing these effects follow different timescales. However, in
general, characteristic velocities obtained from 1D gasdynamics are effective in collaps-
ing these data. In ongoing and future work, collapsed trends in these quantities from
experiments and simulations will be compared directly.
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Summary. Results are presented from experiments studying the interaction of a planar shock
wave of strength 1.4 < M < 3.0 with a spherical soap bubble composed of helium. Flow
visualizations are obtained using planar laser diagnostics. The imaging technique used here
takes advantage of the atomization of the liquid bubble film by the incident shock wave. The
early phase of the interaction is dominated by the phase reversal process and the formation of
a primary vortex ring. Further, at late times, the growth of counter-rotating secondary vortical
features are observed in the case of a high-Mach number experiment. The temporal development
of the shocked bubble dimensions are analyzed on a non-dimensional time scale for incident
shocks within a range of Mach numbers.

1 Introduction

The Richtmyer-Meshkov instability (RMI) occurs at an interface between two fluids when
the passage of a shock wave results in the baroclinic deposition of vorticity on the in-
terface due to the misalignment of local pressure and density gradient (Vp x Vp # 0).
The presence of non-linear acoustic effects (shock refraction, diffraction, and reflection)
along with interface instability, including non-linear growth and transition to turbulence,
makes the RMI one of the most challenging problems in fluid dynamics. The shock-bubble
interaction (SBI) is a fundamental configuration for studying shock-accelerated inhomo-
geneous flows (SAIF), i.e., an extension of the RMI.

The phenomenon of SAIF takes place in a wide variety of energy- and spatially-
scaled applications. It can be applied to study the fragmentation of gallstones or kidney
stones by shock waves [1] as well as to study the interaction of supernova remnants with
interstellar clouds [2]. It also finds application in atmospheric sonic boom propagation,
supersonic combustion, and shock mitigation in foams and bubbly liquids. In the case of
inertial confinement fusion (ICF), the turbulent mixing consequent to the RMI poses a
significant limitation in achieving thermonuclear ignition. The turbulent mixing between
the deuterium-tritium (DT) fuel and ablator material results in lowering the fusion yield.
The emergence of ICF as a potential power source in the late 1960s has been a significant
impetus for investigating shock-accelerated inhomogeneous flows.

Experimental investigations of the interaction of shock waves with curved interfaces
has been inspired by the research performed in early 1960s to characterize the interaction
of a shock wave with a flame front roughly spherical in shape. Curved flame fronts, when
accelerated by a shock wave, undergo heavy distortions such as phase reversal and spike
formations. The current experimental study is motivated by the seminal work of Haas and
Sturtevant [3] and the recent work of Layes et al. [4,5]. These previous experiments were
conducted in horizontal shock tubes with the bubble supported by a holder and subjected
to a M < 1.3 shock wave in air. The shadowgraph images suggested the presence of a
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vortex ring; however, due to the integral visualization technique employed, the detailed
structure of the vortex was not captured. The recent high-Mach number experiments
by Ranjan et al. [6] show the presence of secondary vortex rings at late times which
are absent in the case of low-Mach number experiments. In this paper we are reporting
results from experiments studying the interaction of a planar shock wave of strength
1.4 < M < 3.0 with a spherical soap bubble composed of helium.

flected !
Fluidl | Fluidl e ! P>P,
(Shocked)
p1
u Py P
p]' —>w

Fig. 1. Schematic diagram of shock reflection, transmission and vorticity distribution in the
early phase of a shock-bubble interaction for a light bubble: (a) pre-shock; (b) post-shock wave
pattern; (c) vorticity distribution.

Figure 1 shows the wave pattern and vorticity deposition during the early phase of a
shock-bubble interaction for a light bubble. At low angles of incidence, regular refraction
occurs where the transmitted wave and the incident wave intersect the interface at the
same point. At higher angles, various aspects of irregular refractions are observed where
usually the interaction of the transmitted wave with the interface runs ahead of the
incident wave or of a Mach stem, as shown in Figure 1(b). Figure 1(¢) shows the direction
of the vorticity vector(w) which corresponds to the sign of the Vp x Vp term in the

vorticity equation :
D
D"::(w-V)u—wV~u+vP:2Vp. (1)

2 Experiment Description

The shocked-bubble flow field is visualized experimentally using a specially-equipped
setup [6] installed in the Wisconsin Shock Tube Laboratory (WiSTL) at the University
of Wisconsin-Madison. The centerpiece of the WiSTL facility is a 9.2 m, vertical, closed
duct of 0.254 x 0.254 m square internal cross section, designed with an impulsive load
capability of 25 MPa to accommodate static and dynamic loads associated with strong
shocks. A downward-moving shock wave is released by discharging a boost tank, through
a fast-opening valve, into the driver section, pressurized to about 95% of the diaphragm
rupture pressure. In these experiments, the retractable injector system has been inverted
so that the bubble can rise freely once released from the injector, without hitting the
injector itself. The release and free rise of the bubble are recorded at 250 fps with a
CCD camera (DALSA CA-D1-0256A) and front lighting. This allows the capture of the
evolution of the bubble during its release from the holder and provides an initial condition
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image of the bubble prior to (within 10 ms) shock interaction. After release, the bubble
oscillates on a time scale of 100 ms, remaining nearly spherical. This setup results in
clean experiments and disruption to the planar shock wave is minimized.

The evolution of the flow structures is captured using planar laser imaging. The
flow is illuminated with a pulsed Nd:YAG laser (Continuum Surelite II) and a Lambda
Physik excimer laser (LPX210). The laser beam is formed into a plane and transmitted
through the center of the bottom of the shock tube. The Nd:Yag laser is capable of two
pulses separated by a minimum of 100 ns, with a pulse width of 10 ns duration. Three
1024x1024 pixel array Andor (model 434) CCD cameras are used to capture the Mie
scattered light resulting from the laser interaction with the soap film solution. As the
shock wave passes through the bubble, the film gets atomized. The size of the atomized
droplets is dependent on the shock wave strength [7] as shown in Figure 2. At lower Mach
number, it may be noted that, because of the lower energy deposited by the shock wave
on the bubble film, the atomization is less efficient.

2 3
Mach Number

Fig. 2. Average droplet size as a function of shock wave strength.

Scenario Bubble gas Ambient gas M A Wi uh Wy ui/eh

# [m/s]  [m/s] [m/s]

1 Helium Air 1.45 -0.757 503.8 220.0 1241 0.56
2 Helium Air 2.08 -0.757 722.7 462.7 1548 1.01
3 Helium Nitrogen 2.95-0.750 1040 767.0 1971 1.35

Table 1. Experimental study overview. M is the Mach number of the initial incident shock
wave; A is the pre-shock Atwood number at the bubble surface. W;, u}, W; and c; represent
the incident shock wave speed, flow speed of the shocked ambient gas, transmitted shock wave
speed in helium, and sound speed in the shocked ambient gas, respectively.

The shock strengths are chosen to investigate the distortion of the bubble in regimes
where the post-shock velocity in the ambient gas is less than, approximately equal to,
and greater than, the local sound speed. The experimental scenarios are presented in
Table 1. Numerical results [8] corresponding to these three scenarios are also presented
in this meeting. Several experiments have been conducted and reproducibility of the
initial condition between different experiments is quite good with bubble diameters in
the range D = 3.8 £ 0.2 cm.
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3 Flow visualizations

Experimental images representing light scattered from atomized film material present in
the bubble midplane for the M = 2.08 air-helium scenario are shown in Figure 3. The time
has been non-dimensionalized as 7 = 2tW;/D. The merits of different non-dimensional
time scales will be discussed later in Section 4. The initial stage of shock interaction with
the bubble results in the axial compression of the bubble as seen in Figure 3(a) where
the transmitted shock wave is still inside the bubble. Two faint outlines are visible at the
downstream side of the bubble. One can argue that one of them represents the bubble
surface while the second one represents the transmitted shock wave.

Secondary vortex ring

Primary vortex ring

(d)

Fig. 3. Experimental images of a shocked (M = 2.08) helium bubble in air: (a) 7 = 2.0, (b)
T=26.6, (c) T=379, (d) 7 =418, (e) T = 63.4.

Figure 3(b) shows the bubble after the incident shock wave has completely traversed
the bubble periphery. The maximum compression is seen at this time. During this period
of shock interaction, vorticity is deposited on the bubble interface which leads to the
formation of the primary vortex ring as seen in the Figure 3(c) at the downstream end
of the bubble. An axial velocity in the flow field induced by the primary vortex ring
appears to entrain fluid from the center portion of the bubble, swirling into the vortex
ring. The other notable feature seen in these experiments is the presence of the counter-
rotating secondary vortex ring in the upstream region of the bubble (see Figure 3(c-¢)).
Recently, the presence of a secondary vortex ring has been reported by Ranjan et al. [9]
for a M = 2.95-accelerated helium bubble in nitrogen. These features are generated
by complex shock refraction and reflection phenomena arising at high Mach numbers
outlined by Niederhaus et al. [8].

4 Results

In order to study the compression and unstable growth of the bubble, the axial
(“height,”h) and lateral (“width,” w, upstream as well as downstream) dimensions of
the shocked bubble are measured over time. The downstream width represents the width
of the distorted bubble across the primary vortex ring, whereas, the upstream width
represents the width across the helium lobes or the secondary vortex ring. In the anal-
ysis, the length scales are non-dimensionalized by the initial diameter (L, = h/D and
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L., = w/D). Figure 4 shows the evolution of the axial extent of the bubble for all the three
scenarios. The data have been plotted on three different non-dimensional time scales. The
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Fig. 4. Axial (height) extents of the bubble normalized by initial bubble diameter D, plotted
as a function of the dimensionless time 7: (a) 7 = 2tu}/D,(b) 7 = 2tW,/D, (c) T = 2tW,/D.

earliest post-shock image shows an initial compression of the bubble which can be seen
in Figure 4. In all the three cases, the growth of the bubble after compression is approx-
imately linear with time. Figure 4(c) shows that the non-dimensionalization based on
incident shock wave speed (W;) does the best job in collapsing the data to a single trend,
although, the M = 1.45 growth becomes slower at late times. The observed difference is
attributed to the formation of the counter-rotating strong secondary vortex ring in the
high-Mach number scenario which is absent in the case of low-Mach number experiments.
Figure 5 shows the lateral extents of the bubble for M = 1.45 and M = 2.08 scenarios.
At early times, the shock compression leads to the initial flattening of the bubble. In
both cases, the width reaches a plateau at late times. Similar trends for width have been
reported for the M = 2.95 scenario by Ranjan et al. [9] and the M = 1.24 scenario by
Layes et al. [5].

5 Conclusions

The present work represents a novel experimental approach which takes advantage of
planar imaging, higher shock strengths than previous experiments, and a flow that is un-
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Fig. 5. Lateral (width) extents of the bubble normalized by initial bubble diameter D, plotted
as a function of the dimensionless time 7 = 2tW;/D : (a) M = 1.45, (b) M = 2.08.

obstructed by bubble holders or injectors. The early time behavior of the shocked bubble
can be collapsed to a single trend using dimensionless timescale based on incident shock
wave speed. Growth rate for the high-Mach number scenario is significantly different than
the low-Mach number cases at late times.
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1 Introduction

This paper presents the works carried out at Université de Provence (IUSTT) [1] and [2]
and at the Commissariat 'Energie Atomique (CEA/DIF) [3] and [4] on the Richtmyer-
Meshkov instability (RMI) of gaseous interfaces in shock tubes and on the turbulent
mixing zones arising from it. The RMI occurs when a shock wave impulsively accelerates
an interface of gases of different densities which are initially separated by a very thin
membrane. On average, the shock and the interface are coplanar but any geometric
perturbations on the gaseous interface, either set initially or created at shock passage,
will lead to locally non parallel pressure and density gradients. This generates a sheet of
vorticity on the interface which deforms it and leads to a turbulent mixing layer. This
mixing layer can then be excited by subsequent waves, first and most strongly by the
transmitted shock after its reflection on the shock tube end wall. This planar shock-
interface interaction followed by re-shock excitation is analogous to the dynamics of the
interface between thermonuclear fuel and shell material occurring in inertial confinement
fusion targets with a spherical centripetal incident shock/compression and centrifugal
reflected shock. Since mixing may impede the fusion process, it is important to predict it
with modeling. Recently, at CEA/DIF, shock tube mixing experiments have been used
in order to help the research on turbulent mixing modeling [5] and direct numerical
simulation [6]. In the two last decades, we have jointly investigated this turbulent mixing
zone in shock tube by various techniques, schlieren and shadowgraph visualizations, x-
ray average density measurements, differential interferometry, laser-doppler velocimetry
(LDV) at CEA, schlieren and shadowgraph visualisations, average density measurements
by infrared laser emission and absorption and hot wires (CTHWA) at IUSTI.

2 Experiments

In the present experiments, the air/SFg interface is initially materialized by a thin ni-
trocellulose microfilm maintained next to a metallic wire mesh with a wire spacing of
1.8 mm. Thus the forcing wavelength of the RMI is 1.8 mm in both transverse directions
with an unknown initial amplitude estimated at 1-3 mm. The length of the SFg chamber
is 250 mm for the two common shock tube experiments (CTHWA, LDV and schlieren)
but lengths of 200 and 300 mm are also used at CEA/DIF for LDV and schlieren visu-
alization respectively. For this fast to slow case, the Mach 1.2 incident shock wave in air
is transmitted as a Mach 1.3 shock in SFg thus accelerating the flow to about 70 m/s.
After its reflection on the end plate, the interaction of the returning shock of Mach 1.3
reverses the flow to about -25 m/s. The subsequent interaction with the second reflected
wave, a rarefaction, brings the gases to a velocity of 10 m/s.
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2.1 Experimental set-up at ITUSTI

At TUSTI, the horizontal 85 mm by 85 mm shock tube is equipped with three hot wire
probes supported close to the test section center by prongs inserted from the end plate
as shown in Fig. 1. Each wire can be set at a different abscissa, thus each shock tube run
provides three heat transfer measurements. The CTHWA output voltage is a function of
local gas characteristics: velocity, density, temperature, viscosity and heat conductivity [1]
and [2]. Using Wilke and Vassilievski laws for the transport coefficients in the mix and the
simplifying hypothesis of a linear temperature variation in the mix, this voltage depends
on velocity and concentration only. For sampled instants we calculate all possible values
of hot wire signal for a logical range of velocity and concentration in the mix, then
match it to the experimental signal in order to obtain a probable pair of velocity and
concentration. We found that the evolution of the concentration profile is much less
sensitive to the range of velocity then the velocity profile. The CTHWA is a good mixing
zone detector. However, the intrusive nature of the probe makes it less useful for the re
shocked mixing zone because the reflected shock waves propagates along the prongs and
the wire is located in their wakes. At 80 kHz, the frequency response of the hot wire is
also too limited.

Trigger

t
'ndepe“de“
3N it “ne\s

Fig. 1. Observation section and hot wire anemometer setup on IUSTI shock tube.

3 Experimental set-up at CEA /DIF

As seen on Fig. 2, at CEA/DIF we use a two component LDV in a vertical 130x 130 mm?
shock tube to obtain axial and transversal velocity components at various abscissa along
the shock tube axis. Prior to the run, air and SFg are seeded with incense smoke and
olive oil droplets (um size) respectively. The LDV provides a velocity data point whenever
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Fig. 2. Observation section and laser doppler anemometer setup on CEA shock tube.

a particle crosses the measuring volume (intersection of two pairs of laser beams) and
the Doppler shifted light diffused from it reaches the receiving optics. We found that
the membrane fragments dramatically reduce the data rate in the mixing zone. Many
identical runs are thus needed at each location to obtain velocity profiles in the mix [3]
and [4].

3.1 Comparisons of preliminary CTHWA and LDV data

Figure 3 presents a superposition of CTHWA and LDV raw signals obtained, respectively,
on IUSTI and CEA/DIF shock tubes, for similar conditions, i.e., an air/SFg interface,
materialized by a 0.5 pum nitrocellulose microfilm, accelerated by a 1.2 shock wave Mach
number. Note that the SFg chamber is 250 mm in the case of the common experi-
ments while the shock tube cross sections is 85x85 mm? at IUSTI and 130x 130 mm? at
CEA/DIF. In the experiments by [3] at CEA/VM, a vertical shock tube (cross section
80x80 mm?) was used with an incident shock wave Mach number of 1.45 in SFg and a air
chamber 300 mm long. The comparison of the two diagnostics has been obtained for three
different locations (44 mm, 88 mm and 147 mm) from the initial position of the interface,
the last one corresponding, approximately, to the abscissa of re shock-interface interac-
tion. The gas flows at the two first measurement locations at 70 m/s between passage
of the incident and re shock and slows down to -20 m/s after re shock. Before reflected
shock (at 44 mm, 88 mm), the CTHWA detects the mixing zone as a clear drop of signal,
while the LDV indicates its passage by a relative rarity of velocity points. Although the
passage times of the different singularities of the flow are in approximate agreement, the
mixing zone passage occurs later at IUSTI than CEA/DIF, owing to small differences
in gas composition (higher leakage at IUSTI across the membrane prior to the run) and
sometimes weaker shock waves at IUSTI. Before the re shock, the CTHWA allows a clear
detection of the mix boundaries, while the LDV suffers from a dramatic reduction of
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Fig. 3. Comparison of CTHWA and LDV raw signals obtained for similar conditions (air/SFg,
M;e=1.2).

the acquisition rate, presumably because of the interception of the laser beams by the
membrane fragments. In order to still confront two experiments undertaken on different
apparatus we have compared the experimental x-t diagrams and mixing zone thickness
obtained from schlieren visualization at CEA and from CTHWA signals at ITUSTI in Fig-
ure 4. These two graphs confirms the good agreement of experiments of CEA and TUSTI
and allows us to think that the two techniques, although presenting each one advantages
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Fig. 4. Comparison of x-t diagrams and mixing zone thickness obtained from schlieren visual-
izations (CEA) and CTHWA signals (IUSTI) for similar conditions (air/SFs, M;s=1.2).
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and disadvantages, are complementary. We could conceptually combine the two diag-
nostics by using the range of velocities measured with the LDV in one experiment for
determining with the inverse method for CTHWA, the evolution of the concentration in
the other.

3.2 Insight into the more recent LDV results

For the subsequent LDV campaign at CEA /DIF, a wire mesh of spacing of 1 mm is added
below the microfilm in order to maintain it in a planar horizontal position below the upper
grid of spacing 1.8 mm. Many (up to 38) identical runs are needed at each location to
measure the velocity mean, variance (turbulent kinetic energy per unit mass) and rms
(root mean square of the velocity data) in the mix. Before re shock, the small scatter of
the velocity points is on the order of the noise in the pure gases. After re shock, their
much larger scatter confirms that the mix is turbulent. Schlieren visualization performed
for two lengths of SFg, 250 and 300 mm, indicated that the post re shock growth rate
is higher for the longer SFg section. This is confirmed by 3D simulation [6] whereas the
visualization results of [7] for shorter SFg lengths indicated nearly identical growth rates.
We compared the LDV results obtained for two lengths of SFg, 200 and 250 mm and
for slightly different incident shock wave Mach numbers in air, 1.18 and 1.21. The LDV
measurement positions at 105 and 135 mm for SFg lengths 200 and 250 mm respectively,
allowed probing the thin and fast mixing zone briefly before re shock and the thick and
stagnant mixing zone for a long time after re shock. The post re shock rms or variance is
significantly higher for 250 mm than for 200 mm, and slightly so for Mach 1.21 than Mach
1.18, i.e. for a longer delay between incident and reflected shock and for the slightly higher
incident shock Mach number. This confirms the trend observed with schlieren viualization
between 300 and 250 mm. More details on LDV results (amplification by the re shock
and anisotropy of the turbulent velocity field) will appear later in [4] but the comparison
between schlieren visualisation from the actual experiment and from the 3D numerical
simulation has recently been published in [6].

4 Summary

This work presents two methods for point measurements in mixing zones induced
by Richtmyer-Meshkov instability in shock tubes. The constant temperature hot-wire
anemometer exploited at IUSTI is an intrusive technique, but allows a clear detection
of the mixing zone boundaries before re shock. Concentration profiles can be obtained
by the inverse method in which concentration is allowed to vary between 0 and 1 and
the velocity between set values. The CTHWA method appears reasonably accurate be-
fore re shock for volume fraction estimates. The LDV technique provides only few data
points and is less useful before re shock. The use of LDV pioneered at CEA/VM [3] for
TMZ measurements can give precise information on velocity providing turbulent kinetic
evaluation but remains a very tedious work : several tens identical shock tube shots at
each locations are needed for statistical convergence. However, contrary to the CTHWA,
LDV is more useful for the measurement of velocity after reshock. Here, preliminary
LDV results are compared to hot wire results and show a good agreement with the two
techniques. So, we consider to really combine the diagnostics on the same shock tube
experiment by positioning next to each other the hot wire probe (2.5 mm long and 5 um
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in diameter) and the LDV measuring volume (0.2 mm wide and 1-5 mm long). Thus each
velocity data point from the LDV will remove this unknown from the CTHWA equation
to yield the concentration. This may be difficult as the hot wire might be coated by
the seeding droplets and often destroyed by the membrane fragments, but is worthwhile
experimenting with in future campaigns. In any case, it appears that the velocity data
from the LDV, however tediously gathered over dozens of runs are more readily adapt-
able to a direct comparison with modeling and simulation results. On the contrary, the
output of the CTHWA, a convolution of at least velocity, molar fraction and temperature
in the mix, are better suited to a convolution of simulation results: i.e. the use of these
three calculated values from the simulation in the heat transfer equation of the CTHWA.
This also means that the calibration parameters of the device are determined from the
known zones of this unsteady flow: for instance the hot wire signal from the pre- and
post-shocked pure gases, air and SFg. The IUSTI team was partially supported by sev-
eral grants from CEA /DIF. L. Schwaederlé also worked on visualization and preliminary
LDV results as postdoc at CEA /DIF. The staff members of CEA/DIF, D. Counilh, J.-F.
Haas, P. Montlaurent and A. Perez are very thankful to him and to the undergraduate
students A. Lassis, G. Seguin, R. Molle and N. Perrin.
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1 Introduction

The impulsive acceleration of a perturbated interface, separating two gases of different
densities, leads first to the growth of the initial perturbations then to the mixing of
the two fluids and finally, for long times, to the development of turbulent structures.
The mixing process is known as the Richtmyer-Meshkov instability ( [1], [2]) and is of
great interest in several fields of research (astrophysics, aeronautics,...) and especially
in Inertial Confinement Fusion to better understand the loss of energy which prevents
the spontaneous chain reactions. When a plane shock wave passes through a sinusoidal
gaseous interface, a deposition of vorticity occurs on the perturbations where gradients of
density and pressure are not colinear. Then, these initial interfacial perturbations evolve
through linear and non linear stages to form a mixing zone (MZ).

The following experimental work concerns the growth of macroscopic sinusoidal per-
turbations of a gaseous interface after an impulsive acceleration caused by a shock wave.
This study was performed in our T200 horizontal 20 cmx20 cm square cross section
shock tube. The high pressure, low pressure and experimental chambers are respectively
1.65 m, 5 m and 0.48 m long. T200 shock tube allows to generate shock waves which
Mach number ranges from 1.1 to 3. The diagnostic device is the laser sheet visualization
which gives a 50 frames film of a longitudinal section of the flow (frames are spaced by
500 ps to 20 us). It is composed with a pulsed copper vapor laser (pulse frequency ranges
from 2 to 50 kHz), an optical system to transform the laser beam in a laser sheet and a
high speed rotating drum camera (which turns up to 300 m/s). Dynamic PCB pressure
gauges give temporal evolution of the pressure and set off the measurements.

2 Experimental results

The aim of the present work is to follow the whole linear and the earliest non linear
stages of growth of macroscopic interfacial sinusoidal perturbations of small amplitudes.
The initial interface is materialized by a double layer nitrocellulosic film (1 pm thick)
put on a grid designed with computer and made by stereolithography. This technique
allows to obtain grids whose meshes form a perfect sinusoid of chosen and reproducible
dimensions. We use two different sinusoids to observe the evolution of the perturbations.
The first one (grid 1) is characterized by an initial amplitude of 3 mm and a wave length
of 80 mm. The second (grid 2) is characterized by an initial amplitude of 6 mm and a
wave length of 120 mm, as shown in figure 1.
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Fig. 1. Scheme, pictures and dimensions of the two used sinusoidal grids

Furthermore, two gas couples are used: an air/SF¢ interface to consider the case where
the incident shock wave passes from a light gas to a heavier one and an air /helium inter-
face to consider the opposite case. Each initial interface (i.e. each gas couple associated
with each grid) is accelerated by incident shock waves of two different intensities (about
1.15 and 1.4) in order to better understand the influence of the Mach number on the
growth of the sinusoids. The experimental conditions are given in table 1. As regards the

#Run Gas 1  Gas 2 #grid Wisw (m/s) Misw kno A" 1§ (mm) AUeqp(m/s)

T200#113 incensed air SFg 1 405 1.18 0.23 0.696 2.5 62
T200#114 incensed air SFg 1 400 1.17 0.23 0.693 2.5 68
T200#116 incensed air SFg 2 394 1.15 0.34 0.695 5.6 60
T2004#117 incensed air SF¢ 2 405 1.18 0.34 0.695 5.5 56
T200#118 incensed air air 2 392 1.14 023 ~0 2.2 105
T200#120 incensed air SFg 1 476 1.39 0.22 0.720 2.1 126
T2004#121 incensed air He 1 403 1.17 0.20-0.785 1.7 132
T200#123 incensed air He 1 466 1.36 0.22-0.800 1.0 240
T200#124 incensed air He 2 393 1.14 0.34-0.761 5.0 105
T2004#125 incensed air He 2 481 1.40 0.34-0.808 3.2 248
T200#126 incensed air SFg 2 490 1.43 0.35 0.723 5.0 135

Table 1. Summary of the experimental conditions. Wisw is the incident shock wave velocity,
M;sw is the incident shock wave Mach number, k is the wave number, 19 is the pre-shock
amplitude, A* is the post-shock Atwood number, g is the post-shocked amplitude and AU is
the post-shock velocity jump

other experimental parameters, we use a laser frequency of 10 kHz and a camera speed
of 180 m/s and we seed the air in the low pressure chamber with incense smoke during
15 minutes before running the experiment.

Figures 2 and 3 present exemples of laser sheet frames obtained respectively from
air/SFg and air/He single runs. The flow typologies are different for the two cases: in the
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Fig. 2. Laser sheet frames of two air/SFg experiments: (a) T200#120 - grid 1 - M;sw=1.39 —
(b) T20044126 - grid 2 - M sw=1.43

air/SFg¢ light /heavy gas configuration, the incident shock wave compresses the initial per-
turbations and accelerates them. They begin to grow directly in their initial orientation
until the come-back of the reflected shock wave that stops and reverses the growth. In
the air/He heavy/light gas configuration, initial perturbations reverse with the passage
of the shock and the reversal sinusoids grow in their new orientation. The reflected shock
wave more accelerates the phenomena. On these pictures appear the residual pieces of
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Fig. 3. Laser sheet frames of two air/He experiments: (a) T200#123 - grid 1 - M;sw=1.35 —
(b) T200#125 - grid 2 - M;sw=1.40

nitrocellulose membrane which more diffract the laser light. Their influence on the mix
process will be considerate further. The frames show also the destruction of the grid but
its influence on the mixing zone is negligible because it happens more tardily.

The peak to peak measurement of the amplitude of the perturbations allow to quan-
tify the growth. Its evolution according to time was the subject of many experimen-
tal( [3], [4], [5]) and theoretical studies ( [6], [7]). This evolution is represented in figures
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4 and 5 in a dimensionless axis system for both the light /heavy and the heavy/light con-
figurations. We also plotted the linear theory of Richtmyer and two non linear theories
(only available for light/heavy experiments); the one of Sadot et al. [6] and the other of
Zhang and Sohn [7]).

Richtmyer [1] integrated the governing equations of the flow at first order and gave by
this way a linear approach of the growth of the perturbations which applies only after
the compression phase (incompressible fluid) and for small amplitudes compared with
wave length. The amplitude according to time is given by: n(t) = n§ + kAU A*nit, where
1o is the amplitude after the compression, k = %7 is the wave number, AU is the velocity
jump after the first impulsive acceleration and A* is the post shock Atwood number.
Sadot et al. work on flow equations expanded to second order. Their model takes into
account the asymptotic behavior reached by the the growth velocity at advanced times
of mix and highlights a dissymmetric aspect of the evolution; the sinusoids that grow
from the light gas to the heavier one (bubbles) are slower than the ones that grow from
the heavy gas to the lighter one (spikes).

The model of Zhang and Sohn is a Padé approximation to third order solution of the
flow equations. It allows to describe very non linear evolutions of the perturbations.
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Fig. 4. Dimensionless peak to peak measurements of the amplitude of the sinusoidal perturba-
tions of light/heavy (air/SFg) interfaces

3 Discussion

The present experimental conditions (kng < 1) were chosen to follow the linear and the
earliest non linear stages of growth of the initial perturbations. Our results agree very
well with Richtmyer linear theory in the heavy/light (air/He) case, as can be clearly
seen in figure 5. However, in the ligth /heavy (air/SFg) experiments, the growth rates of
perturbations follow a unique trend, whatever the Mach number and the initial pertur-
bations are, which is much below the ones predicted by the theoretical models, even non
linear. At the present time, the difference between experiments and models is attributed
to the membrane particles which are more present near the interface in this gaseous
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Fig. 5. Dimensionless peak to peak measurements of the amplitude of the sinusoidal perturba-
tions of heavy /light (air/He) interfaces

configuration. Effectively, when we observe in details the air/SFg laser sheet sequences,
we can note that the presence of the membrane seems to prevent the interpenetration of
the two gases and makes difficult the measurement of the peak to peak amplitude and
particularly in the region of the spikes.
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Particle image velocimetry study of shock-induced
single mode Richtmyer-Meshkov instability
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1 Introduction

The Richtmyer-Meshkov (RM) instability occurs when a perturbed interface between
two gases of different densities is given an impulsive acceleration due to the passage of
a shock wave. The impulsive acceleration causes the initial perturbation to grow into
complex mushroom-like structures. The instability is closely related to the Rayleigh-
Taylor instability which exhibits similar behavior, but under the influence of constant
acceleration. The RM instability derives its name from the analytical and numerical work
of Richtmyer [1], which was later confirmed in shock tube experiments by Meshkov [2].
The instability is of great fundamental interest in fluid mechanics and physics. The
instability has been attributed as a source of significant mixing in supernovas [6] and
supersonic combustion [8], as well as one of the major obstacles in attaining positive-net-
yield inertial confinement fusion [7].

The mechanism primarily responsible for the instability is the deposition of baroclinic
vorticity according to the two-dimensional, compressible vorticity equation,

D (w 1
th<p)2p2vav @
The vorticity is produced by the misalignment of pressure and density gradients which
occurs when the shock (Vp) passes through the interface between the two different density
gases (Vp). But, additional vorticity can be generated in later stages. Shortly after the
shock passage the perturbation begins to increase in amplitude. The heavy gas penetrates
upward into the light gas forming what is termed the spike, while the light gas penetrates
down into the heavy gas forming the bubble. The vorticity on the interface is convected
toward the spike while the interface rolls up forming vortices. As the roll-up progresses
additional baroclinic vorticity is deposited on the interface near to the vortex cores.
At this point, the dominant pressure gradient is the one resulting from the centripetal
acceleration of the vortex. The deposited vorticity due to this pressure gradient is often
referred to as secondary vorticity.
Jacobs & Sheeley [3] showed that if one assumes the flow field to be that given by
linear stability theory, the circulation, calculated by integrating the vorticity over one-half
wavelength of the interface, is given by,

=4 2
; )
where k is the wave number and ag is the initial growth rate. If it is assumed that viscous

dissipation and the baroclinic generation of secondary vorticity is negligible, one would
expect the circulation to be constant during the evolution of the instability following
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the shock interaction. Peng et al. [9] have shown numerically that for cases with a large
density difference, the circulation is not constant, but increases in time. However, no
experimental measurements of vorticity and circulation for the RM instability currently
exist to verify this claim.

2 Experimental Set-up

Early shock tube experiments [2] [10] used a shaped membrane often supported by a
mesh of wires to define the initial perturbation. This technique has its advantage in
establishing a sharp, well defined and repeatable initial perturbation. The disadvantage
with this technique is that pieces of the membrane, which is shattered by the impinging
shock wave, are entrained in the flow. The pieces disturb the flow and the growth of the
instability and, in addition, impede the use of advanced visualization techniques such
as Planar Laser Induced Fluorescence (PLIF), Planar Rayleigh Scattering and Particle
Image Velocimetry (PIV).

Jones & Jacobs [4] developed a membraneless technique to generate the initial per-
turbation in RM shock tube experiments and used Mie scattering for visualizing the
flow. PLIF was later successfully implemented in this apparatus [5]. The diagnostics
implemented in these earlier studies yield limited quantitative information. In order to
obtain additional quantitative information, these earlier studies have been extended by
implementing PIV. Note that this is not the first application of PIV in this type of ex-
periment. Prestridge et al. used PIV in their study of shock accelerated gas curtains [11],
but because only one of the two gases is seeded the obtainable data is limited.

Fig. 1. Generation of inter-
face Fig. 2. Test section and instrumentation

The experimental set up used in the present experiments is an improved version of
the set up used by Jones & Jacobs [4], the main difference being a longer shock tube and
improved diagnostic. The set up consists of a 10 m long vertical shock tube. The shock
tube has a 3.7 m long driver, and a 6.3 m long driven section with a 88.9 mm square
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cross-section. The 2 m long test section has a transparent acrylic front face. A diffuse
interface is generated by two opposing gas flows meeting and exiting through two narrow
slots at the top of the test section as shown in figure 1. The light gas (air) enters through
a plenum at the top of the driven section. The heavy gas (SFg) enters trough a similar
plenum at the bottom of the test section. Both gases are seeded with 0.30um polystyrene
Latex spheres by atomizing a water suspension. The Atwood number in the experiment
is 0.66. The interface between the two gases is given an initial sinusoidal perturbation
by gently oscillating the driven section. A weak shock wave (M = 1.21) is generated by
puncturing the polypropylene diaphragm separating the driver and driven section. One
double exposed image per experiment is obtained by illuminating the seeded flow using
a dual cavity pulsed Nd:YAG laser. The laser beams are focused and expanded to a 1
mm thick light sheet using a system of spherical and cylindrical lenses, and enters the
shock tube through a window in the bottom of the test section. The image is captured
using a cooled CCD camera which is mounted on a vertical rail system aligned with the
test section. The test section and instrumentation is illustrated in figure 2. Analysis of
the PIV images is accomplished using DaVis FlowMaster software by LAVISION.

3 Experimental Results

Due to the nature of the experiment and the diagnostics used only one image per ex-
periment can be obtained. In order to study the development of the instability a large
number of single experiments must be performed. Due to slight variations in the initial
shock strength and perturbation amplitude, at least three experiments were performed
at each time increment. The initial pre-shock amplitude in these experiments was 3 mm.
Figure 3 shows a selection of images forming a time sequence obtained from these exper-
iments. The sequence consists of vorticity fields obtained from PIV compared to PLIF
images. Note that the PLIF images are only used to illustrate the approximate stage of
development and are not from the same experiment since the experimental set up is not
capable of simultaneous PIV and PLIF.

The results show that the shock interaction deposits a vorticity distribution on the
interface with maximum values at the points where the slope of the perturbation is the
largest and which decays to zero at the positions with minimum interface deflection.
The deposited vorticity causes the instability to grow and at later times form mushroom
structures as the vorticity distribution collapses to form vortices. At later stages a sec-
ondary instability develops on the arms of SF¢ spiraling inwards to the vortex cores. It
can be observed in this sequence that the half spike developing at the wall of the test
section is strongly influenced by the boundary layer. This can be observed in both the
PLIF and PIV images. Furthermore, the influence is more prominent at later times as
the thickness of the boundary layer grows.

An important factor in PIV is the resolution. The resolution is limited by the number
of pixels available on the CCD-chip and the size of the interrogation windows used in
the PIV algorithm. The resolution limitations are most prominent in the experiments
presented in figure 3 where the entire shock tube is imaged. Note that the vortex appears
as a solid core of vorticity of one sign. Some additional experiments were conducted with
the camera placed nearer the shock tube such that only the vortex core was imaged.
The result of one of these experiments is presented in figure 4. The increased resolution
in this smaller area now reveals that the vortex, in fact, consists of vortex sheets. In
addition, secondary vorticity of opposite sign (blue) can now be observed. Possibly more
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Fig. 3. A comparison of PLIF and PIV images in the 1 1/2 wavelength experiment.

Fig. 4. Improved resolution of small scales when only vortex core is imaged.
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interesting, are the small bumps in the vorticity distribution that can be observed in this
image. If compared to the PLIF image on the left it is apparent that the wavelength of
these bumps is of the same order as that of the secondary instability visible in the PLIF
experiment.

Circulation is an important quantity in this flow as it determines the growth rate
of the instability. Also important is the fact that because circulation is an integrated
measurement, it is insensitive to the resolution issues described above. The circulation
was extracted from the vorticity field measurements by integrating the vorticity over the
area of a rectangular box covering one half wavelength. The vertical sides of the box
were aligned with the center of the spike and the center of the bubble and the horizontal
sides were placed as far as possible away from the interface. Figure 5 shows the measured
circulation vs. time for an experimental series using a 2 1/2 wavelength (k = 176 m™—1!)
sinusoidal initial perturbation with a pre-shock amplitude of approximately 1.1 mm. The
circulation measurements in this plot are for the right half of the spike that is closest to the
center of the shock tube (i.e., the ce