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Abstract. Online learning and testing are important topics in information edu-
cation. Students can take online tests to assess their achievement of learning 
goals. However, the test results should assign student scores and assess their 
achievement of knowledge and cognition levels. Teachers currently need to 
spend considerable time on producing and maintaining on-line testing items. 
This study applied ontology, Chinese semantic database, artificial intelligence 
and Bloom's taxonomy to propose a CAGIS E-learning system architecture to 
assist teachers in creating test items. As the result, the computer assisted teach-
ers in producing a large number of test items quickly. These test items covered 
three types of knowledge and five dimensions of cognitive skills. The test items 
could meaningfully assess learning level meaningfully. 

Keywords: Online Test, Test Item Bank, Bloom’s Taxonomy, Ontology, Se-
mantic Web. 

1   Introduction and Related Works 

Online learning and subsequent testing have been important topics in information 
education. Because education is intended to change students behaviors, teachers must  
use tests well to assess student achievements. Computer-based testing has numerous 
benefits, including data-rich test results, immediate test feedback, convenient test 
times and locations, and so on. [1]. 

In designing test items, teaching goals should be considered when designing test 
items. According to education testing theory, educational goals can be classified into 
three different levels: cognition field, emotional field and movement ability [2]. Types 
of instruction assessment can be grounded in types of knowledge. Three distinct 
knowledge types require assessment: declarative (knowing what/knowing about), 
procedural (knowing how), and conditional (knowing why and when) [3]. Bloom 
identified six levels within the cognitive domain, including knowledge, comprehen-
sion, application, analysis, synthesis and evaluation [4]. Anderson and Krathwohl [5] 
revised the original taxonomy of Bloom by combining both the cognitive process and 
knowledge dimensions. The revised Bloom's taxonomy comprises a two-dimensional 
table. One dimension identifies the knowledge (the kind of knowledge to be learned), 
while the other identifies the cognitive process (the process used to learn). The 
knowledge dimension comprises four levels: factual, conceptual, procedural, and 
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meta-cognitive. The cognitive process dimension comprises six levels: remember, 
understand, apply, analyze, evaluate, and create. This new expanded taxonomy can 
help instructional designers and teachers set meaningful learning objective, and pro-
vide the measurement tool for thinking. 

Creating and maintaining the item bank is a time-consuming. When the item bank 
contains an insufficient number of items, the exposure frequencies of items may be 
too high and students may directly recall the answers [6]. Therefore, how to prepare 
sufficient items in the bank and efficiently generate items have become important 
research issues [7]. 

Deveszic [8] proposed developing Web-based educational applications with more 
theory and content-oriented intelligence. To increase the effectiveness of the testing 
system, numerous researchers have applied artificial intelligence, fuzzy theory and 
other techniques. If information techniques can be properly applied, numerous om-
plex issues can be solved, such as test item selection, item generation, scoring, expla-
nation, and test feedback to enhance education and learning [9-15]. 

This study claims that computers can assist in aiding item generation in e-learning 
environments, if the material can be first stored based on  knowledge ontological 
structure and semantic relation. An intelligent online learning system has been pro-
posed to resolve the above problems.  

2   Proposed System Architecture 

To propose a system architecture for computer-aided tem bank generation, this study 
followed the following steps: (1) Conducting a pilot study to explore the difficulty 
faced by teachers in manually creating items, and analyzing the item types; (2) De-
veloping course material knowledge and item structure ontologies, involving concept 
of Bloom’s taxonomy; (3) Creating a knowledge base related to online course materi-
als; (4) Developing a prototype for computer-aided generation of item system 
(CAGIS). 

2.1   A Pilot Study Exploring the Difficulty of Manual Item Creation 

Fifteen university teachers from 11 different universities - who had taught "manage-
ment information system" courses, participated in the pilot study. These teachers were 
given two weeks to create test items from specific chapters of a textbook. It was re-
quired that the test items should include four types: true-false, multiple-choice, multi-
ple-response, and fill-in-the-blank. No upper limited constrained the quantity of test 
items. Finally, the teachers produced 440 items manually, with the average time taken 
to complete the task being 4.3 hours. After deleting the duplicate items, there are 386 
items left and shown in Table 1. The knowledge types of those items included “fac-
tual, conceptual, procedural” knowledge, and their cognitive levels included: “re-
member, understand, analyze, and evaluate”. The specific chapters are no suitable 
knowledge content to generate the item of "apply" level. Some teachers indicated that 
it would be very difficult to generate the "create" level items using true-false, multi-
ple-choice, multiple-response, and fill-in-the-blank question type.  
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Table 1. Number of Items with Bloom's Taxonomy Produced by Teachers Manually 

Cognitive Process Dimension Knowledge 
Dimensions Remember Understand Apply Analyze Evaluate Total 

Factual 192 (49.7%) 25 (6.5%)  56 (14.5%) 3 (0.8%) 276 (71.5%) 
Conceptual 59 (15.3%) 27 (7.0%)  12 (3.1%) 0 (0%) 98 (25.4%) 

Procedural 9 ( 2.3%) 0 (0%)  3 (0.8%) 0 (0%) 12 ( 3.1%) 
Total 260 (67.3%) 52 (13.5%) 0 (0%) 73 (18.4%) 3 (0.8%) 386 (100%) 

2.2   Course Material Knowledge Ontology 

Since the meta-cognitive knowledge of Bloom's Taxonomy is not included in the 
regular teaching material or test [5,16], it was not considered in this study. To store 
knowledge content of course materials, and to consider the dimensions of Bloom's 
factual, conceptual, and procedural knowledge, this study developed a knowledge 
ontology, as shown in Fig. 1. This knowledge ontology was developed by content 
analysis of specific chapters from the above textbook, and includes the concepts of 
WordNet, revised Bloom's Taxonomy, Dublin Core, Semantic Header, and so on. 

Chapter &
Section

Knowledge
Topic

Domain
Topic

Material Knowledge Ontology

Chapter Section

Common
Feature

Difference

Formula

Rank

Comparison Condition Instance

TimeProcedure

Multimedia
Attachment

Figure/
Table

Image/Video/
Audio

SequenceCause/
Effect

Theory/
Model

Explanation

Semantic
Relation

HyponymyHypernymy
Challenge

WeaknessAdvantage

MeronymyHolonymy AntonymySynonymyNear Synonymy

General
Characteristics

Definition

Benefit

Author Publisher Knowledge 
Content

OtherPropertyDescription

Date Format Keyword LanguageRelation
With

 

Fig. 1. Course Material Knowledge Ontology 

Figure 1 uses the “Knowledge Content” to store the real course material content, 
and comprises 12 subclasses of knowledge, which are used to store knowledge con-
cepts such as “What”, “Why”, “When” and “How”. For example, sequence relation 
knowledge includes procedure (the procedural step, used to express the concept of 
“How”), time (the time sequence), rank (specific attribute rank). Hypernymy knowl-
edge records a relation similar to generalization, is-a relation, is-a-kind-of. Meronymy 
knowledge records a relation similar to component-of. 

The proposed course material knowledge ontology covers the knowledge dimen-
sion of Taxonomy of Bloom, as detailed below. 
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 Factual Knowledge: 

 Knowledge of terminology including technical vocabulary and musical 
symbols. In Fig. 1, such type of knowledge is stored through “Descrip-
tion” and “Multimedia Attachment”. 

 Knowledge of specific details and elements: major natural resources and 
reliable sources of information. In Fig. 1, such type of knowledge is 
stored through “Description”, “Property”, “Instance”, “Holonymy”, 
“Meronymy”, “Near Synonymy”, “Synonymy”, and “Antonymy”. 

 Conceptual Knowledge: 

 Knowledge of classifications and categories: geological time periods. In 
Fig. 1, it would be stored through “Hypernymy”, “Hyponymy”, “Time”, 
and  “Rank”. 

 Knowledge of principles and generalizations: In Fig. 1, it would be stored 
through “Hypernymy”, “Hyponymy”, “Comparison”, and “Multimedia 
Attachment”. 

 Knowledge of theories, models and structures: In Fig. 1, it would be 
stored through “Theory/Model”, “Cause/Effect”, and “Multimedia At-
tachment”. 

 Procedural Knowledge: 

 Knowledge of subject-specific skills and algorithms: In Fig. 1, it would be 
stored through “Formula”. 

 Knowledge of subject-specific techniques and methods: In Fig. 1, it 
would be stored through “Procedure”. 

 Knowledge of criteria for determining when to use appropriate proce-
dures: In Fig. 1, it will be stored through “Condition”. 

2.3   Test Item Structure Ontology 

The test item structure ontology includes an intelligent online test scoring mecha-
nism [28], which includes various parameters for dealing with fill-in-the-blank 
tests. In Fig. 2, the item structure ontology includes four question types: true-false, 
multiple-choice, multiple-response, and fill-in-the-blank. The ontology also in-
cludes original and variable item types. The question steam of original items can be 
generated based on primitive online material knowledge, in which case the structure 
of the question steam does not require any special changes. The original item is 
primarily used to assess the “remember” level of the cognition process. The struc-
ture of the question steam of variable items differs from that for online material 
knowledge. Furthermore, the variable item is used to assess the “understand, apply, 
analyze, and evaluate” levels of the cognition process. The variable items are di-
vided into structure variable items and operands variable items. The structure vari-
able items are generated by changing the structure, words of material knowledge. 
Moreover, the operands variable items are generated by calculation or formula in-
ference module.  
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Fig. 2. Test Item Structure Ontology 

2.4   CAGIS System Architecture  

This study designed a computer-aided generation of items prototype system (CAGIS) 
in a three-tier Client/Server architecture. The back-end database server was Microsoft 
SQL Server 2000, which was used to implement trigger procedures and store the 
items, material, student data, scores, and so on. The web server was the Internet In-
formation Server in Windows 2003. ASP language was adopted in the server-side. 
The architecture of the CAGIS E-learning system is shown in Fig. 3. The components 
are briefly described below. 

This structure includes two user interfaces, five subsystems and 18 relevant data-
bases. They are briefly described below. The Word Segment Process Subsystem seg-
ments the Chinese words in the primitive knowledge article, and stores the segmented 
results in the Expertise WS Knowledge Base. The Computer-Aided Generation of Ma-
terial & Presentation Subsystem retrieves the segmented material knowledge from Ex-
pertise WS Knowledge and uses it to generate an online material knowledge, and stores 
it in the Material Knowledge Base. It can also dynamically generate teaching material 
pages that students can learn online. The Computer-Aided Generation of Item Subsys-
tem, the focus of this study, can analyze the content of the Material Knowledge Base, 
generates various item types by referring to Item Structure Ontology and rules of item 
generation, and stores these items and standard answers in the Item Bank. The Online 
Test & Intelligent Scoring Subsystem manages testing and scoring. The Assisting 
Learning Tool Subsystem provides tools to assist learner leaning.  
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Fig. 3. CAGIS E-learning System Architecture 

2.5   Computer-Aided Generation of Item Subsystem  

Figure 4 shows he architecture of the Computer-Aided Item Generation Subsystem. 
From a 3*5 table of Bloom’s taxonomy (“factual, conceptual, procedural” knowledge, 
and cognitive levels of “remember, understand, apply, analyze, evaluate”), teachers 
could assign numbers of four types of automatically generated test items: true-false, 
multiple-choice, multiple-response, and fill-in-the-blank. The components are pre-
sented below: 

 Formula Schema Database: Storing the knowledge rule of mathematical formu-
lae, logic operations, or equations. 

 Knowledge Pattern Database: Storing the regular rules of Chinese grammar 
structure, semantic relations between words, and notation of word segments cor-
responding to Chinese sentences in general textbooks. 

 Material Knowledge Database: Storing the knowledge content of the material. 
The knowledge was stored based on Material Knowledge Ontology. Relevant 
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knowledge can be linked by semantic relations. It is a knowledge source for gener-
ating online material in the Computer-Aided Generation of Material Subsystem 
and generating items for the Computer-Aided Generation of Item Subsystem. 

 Module of Item Pattern: It provides a function for managing and maintaining 
the rules (characteristics) of item patterns, semantic relations, and question types 
for item generation. 

 Item Pattern Database: Storing the rules (characteristics) of item patterns, se-
mantic relation, and question type. 

 Module of Item Ontology: This module provides a function for managing the 
item structure ontology. 

 Item Ontology Database: Storing the item structure ontology. 
 Computer-Aided Generation of Item Module: It executes the tasks involved in 

item generation. The module takes the knowledge content newly entered from the 
Material Knowledge Base, seeks other correlated existing knowledge concepts 
and checks the rules governing the item pattern. If the check is passed, the com-
puter automatically generates the item and stores it in the item bank. 

 Item Bank: Storing the items generated by Computer-Aided Generation of the 
Item Module. Alternatively, items created manually by teachers can also be 
stored if necessary. 

 Semantic Relation Database: Storing the semantic relationships among words, 
including semantic words, correlation types (Near Synonymy, Synonymy, an-
tonymy, etc.), and correlation ratios. 
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Fig. 4. Architecture of Computer-Aided Generation of Item Subsystem 

2.6   Structure Rules of Knowledge Type and Item Generation Method 

The Computer-Aided Generation of Item subsystem generates ten types of knowl-
edge, Description, Property, Theory/Model, Cause/Effect, Sequence, Semantic Rela-
tion, Comparison, Formula, and Instance, and Others. The Formula Knowledge was 
created based on the formula schema set by teachers, the other nine knowledge types 
have their structure rules. These rules identify the knowledge type of original article 
contents, and store material knowledge that has been segmented to corresponding 
relation tables of the database. For illustration, some item generation methods are 
briefly described below. 
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 Original Items: The question steam structure refers to the same structure as the 
material knowledge base. For true-false questions, the answers are all true, which 
can be used to assess the ability of the “remember” process. The original items 
can generate items of other question types, e.g., fill-in-the-blank items, which can 
be used to “recall” ability. 

 Opposite Items: If certain words in the question steam have the antonym sets in 
the Semantic Relation Database, the computer replaces them to produce the oppo-
site items, which can assess the ability of confirmation in “remember” process 
level.  

 Grammar Inverting Items: The material knowledge includes positive and nega-
tive concept sentences. If the computer exchanges and inverts the knowledge 
grammar structure of sentences, the sentences become the grammar inverting 
items. The grammar inverting items can be used to assess the ability of “under-
stand” process. 

 Combined Same Subclass Knowledge of Single Concept Items: These items 
were generated by the computer and combined with a lot of the same subclass (or 
sub-subclass) knowledge content from the single topic concept of materials. 
These items could be used to assess the confirmation ability in “understand” and 
“analysis” process levels. For example, since the concept “Expert System” has 
the following some characteristics: “Inference ability”, “Explanation ability”, etc. 
in the sub-subclass knowledge “General Characteristics”, an item about “Expert 
System” concept can combine numerous “General Characteristics” knowledge. 

 Combined Same Subclass Knowledge of Multiple Concept Items: These items 
were generated by the computer and used to combine a lot of the same subclass 
knowledge content from the multiple meaning-related topic knowledge contents 
of materials. For example, the concepts “Decision Support System” and “Expert 
System” could be compared with the “General Characteristics”. 

 Combined Different Subclass Knowledge of Single Concept Items: These 
items were generated by the computer and used to combine a lot of the different 
subclass knowledge contents from a single topic concept. For example, since the 
concept “Expert System” involves some knowledge in “General Characteristics”, 
“Definition”, “Condition”, and “Meronymy”, an item about “Expert System” 
concept could combine a lot of different subclass knowledge. 

 Combined Original Items of Same Concept: These items were generated by the 
computer and combined a lot of original items of true-false of same topic knowl-
edge from existing item bank. These original items could be combined to gener-
ate multiple-choice or multiple-response items.  

3   Evaluation of System Effectiveness  

This study compares computer-aided generation and manual item generation by 
teachers. The CAGIS used the same materials as the teachers used in a pilot study for 
item generation. Counting the different forms of the question stems and contents, 
CAGIS generated 18621 items, as shown in Table 3. However, certain items involve 
the same item concepts and meanings, because they were generated by procedure of 
combination and permutation in CAGIS. As a result, the CAGIS generated 1567 item 
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groups with different assessment meanings (as listed in Table 4), which originated 
from 279 knowledge concepts of course materials. Each item thus can be replaced 
with an average of 11.466 (18621/1567) different forms of items. This study thus 
could solve the problems of shortages problem and excessive exposures of test items. 
In the pilot study, 15 teachers create 386 items in total. This CAGIS is more efficient 
than teachers on the quantity of items. 

Furthermore, this study compares the effectiveness as follows. (1) The items pro-
duced by CAGIS include the assessment information of the knowledge and cognitive 
process dimensions. Such information can be used to provide learning suggestions for 
learners, and can also be used for teaching. (2) Teachers have difficulty creating the 
item of higher cognitive process level. In CAGIS, the items cover three types of 
knowledge and five dimensions of cognitive skills. (3) Regarding the degree of objec-
tivity in selecting and generating items, teachers usually have personal subjectivity. 
However GAGIS follows the standard generation rules to select and produce items. 
(4) Regarding the effort spent on production and the quantity of items produced, 15 
teachers produced 440 items manually and the average consuming-time of the teach-
ers was 4.3 hours; CAGIS spent just 5 minutes producing the 1567 item group, and 
18621 items. (6) Finally, because not all teachers underwent  instructional strategy 
training, some items violated educational principles. However, these rules of prepar-
ing items are  built into the Module of Item Pattern of CAGIS. 

Table 3. Question Type of Items Generated by CAGIS 

Question Type True-False Multiple 
Choice 

Multiple 
Response 

Fill-in-
Blank 

Total 

Different Question stem 
and Answer Options 

6.19% 
(1153) 

35.51% 
(6612) 

57.24% 
(10659) 

1.06% 
(197) 

100% 
(18621) 

Different Assessment 
Meaning (Item Group) 

32.04% 
(502) 

20.49% 
(321) 

37.97% 
(595) 

9.51% 
(149) 

100% 
(1567) 

Table 4. Distribution of Items in Bloom's Taxonomy by CAGIS 

Cognitive Process Dimension Knowledge 
Dimensions Remember Understand Apply Analyze Evaluate Total 

Factual 555 (35.42%) 0 (0%)  245(15.63%) 0 (0%) 809(51.05%) 
Conceptual 137 (8.74%) 28 (1.79%)  108( 6.89%) 0 (0%) 273(17.42%) 
Procedural 17 (1.08%) 0 (0%) 2 (0.13%) 457( 29.16%) 18 (1.15%)  494(31.53%) 

Total 709(45.25%) 28 (1.79%) 2 (0.13%) 810(51.69%) 18 (1.15%) 1567(100%) 

4   Conclusions and Future Research  

Instructional designers and teachers have adopted Bloom’s taxonomy involved in all 
levels of education. This study applied ontology, Chinese semantic database, artificial 
intelligence, and Bloom's taxonomy, to propose a CAGIS E-learning system architec-
ture to assist teachers in creating test items. 
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Based on the results of this study, we recommend the following: (1) applying machine 
learning techniques and revising the item pattern rules to generate items for supporting 
higher level cognitive processes, (2) exploring the item difficulty  and item discrimination 
indexes, (3) executing empirical research to explore the learning effects of CAGIS. 
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