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Abstract. Though the regular and fixed structure of cellular automata
greatly contributes to their simplicity, it imposes a strict limitation on the
applications that can be modeled by them. This paper proposes swarm
networks, a model in which cells, unlike in cellular automata, have ir-
regular neighborhoods. Timed asynchronously, a cell in this model acts
like an agent that can dynamically interact with a varying set of other
cells under the control of transition rules. The configurations in which
cells are organized according to their neighborhoods can move around in
space, following simple mechanical laws. We prove computational univer-
sality of this model by simulating a circuit consisting of asynchronously
timed circuit modules. The proposed model may find applications in
nanorobotic systems and artifical biological systems.

1 Introduction

Nanorobots, Artificial Cells, Smart Dust—all these models have in common a
large number of distributed units that interact with each other to conduct cer-
tain tasks. Like in Cellular Automata (CA), the underlying units are relatively
simple—usually being nothing more than Finite State Machines—but unlike in
CA the units are more dynamic in the way they interact. They form swarms
of agents that communicate with each other through dynamic networks of in-
terconnections. How can we characterize the functionality of such swarms? Will
their less-rigid communication structures cause a loss of functionality relative
to CA models with comparable complexity? Or will swarm networks be more
powerful through their more flexible way of interaction?

A useful measure of power—useful at least in the world of computer scientists—
is whether a model is computationally universal. This measure basically sepa-
rates “interesting” models from the “uninteresting” omnes, forming the major
motivation in the last century to characterize models in terms of computability.
Universal Turing Machines [I] are well-known in this context, but other models
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have been proposed too [2]. In the context of CA, computational universality is
often proved by embedding logic circuits on cellular space. This requires a CA
to simulate a universal set of primitives, like the AND-gate and the NOT-gate,
as well as to simulate signals being propagated between these primitives. Some
well-known computationally universal CA are found in [BJ456] when the tim-
ing model is synchronous—implying the simultaneous update of all cells at each
step. In an asynchronous model, on the other hand, update of cells is randomly
timed. Universality of asynchronous CA is proven in a similar way as with syn-
chronous CA, i.e., by laying out circuits on cellular space, be it that different sets
of primitives are used to compensate for the lack of clock signals [7USIQITOITT].

Swarms have been researched in contexts varying from insects [12] to swarm
robotics [I3], and from distributed sensor networks [I4] to groupware systems
[15]. Stevens [16] has proposed a swarm-based system that is able to replicate
itself. Simulated on a computer, the agents in this model are divided in different
types, each with a different functionality. There are agents that conduct boolean
operations, but also agents that exert forces in certain directions, and so on, and
the agents move in 2-dimensional continuous space according to Newton-like
laws. Each agent has four terminals through which it can be connected to and
exchange integer values with other agents. Through these connections, agents
can be organized in certain configurations, that act like a kind of “organisms”,
which have more complicated functionalities than individual agents.

In this paper we present a swarm network model in which all agents are
identical, like the cells in CA but unlike in Stevens’ model. The functionalities
of the agents are determined by their states as well as by the patterns by which
they are mutually interconnected. Based on these agents, we construct two circuit
elements that form a universal set of primitives in the class of delay-insensitive
circuits [I7], i.e. circuits robust to delays in their wires and primitives. This result
implies that any arbitrary delay-insensitive circuit can be constructed from the
agents, proving the computational universality of the model.

This research promises applications in which simplicity of agents is important,
while the cooperative actions of the agents are sufficiently powerful to result in
interesting behavior. Nanorobotics is one particular application that comes to
mind: the tiny robots in such an application face severe restrictions in their
complexity; yet, combined in swarms of nanorobots, they should have a certain
minimal functionality to be of use. Sensor networks may be another application,
in which sensor agents derive added functionality from the mutual cooperation
in their sensing behavior, for example to measure gradients in certain physical
observables.

2 Computational Elements

A few decades ago Priese [I7] proposed circuit elements from which arbitrary delay-
insensitive circuits can be constructed. Called the E-element and K-element [17],
these elements—schematically shown in Figs. [l and Pl—are universal, forming a
base for the construction of a sequential automaton. The circuits constructed from
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Fig. 3. Operations of an E-element: (a) when in the ‘up’ state, (b) when in the ‘down’
state, and (c) changing state upon receiving an input signal on wire S. A token (blob)
on a wire denotes a signal.

E-elements and K-elements have in common that they employ only one signal at a
time. Though inefficient, this is sufficient to guarantee universality.

The K-element has two input wires and one output wire and it accepts a
signal coming from either input wire and outputs it to the output wire.

The E-element is an element with two input wires (S and T) and three output
wires (S, Ty, and Ty), as well as two internal states (‘up’ or ‘down’). Input from
wire T will be redirected to either of the output wires T, or T4, depending on
the internal state of the element: when this state is ‘up’ (resp. ‘down’), a signal
on the input wire T flows to the output wire T, (resp. T4) as in Fig.[B(a) (resp.
Fig. BI(b)). By accepting a signal from input wire S, an E-element changes its
internal state from ‘up’ to ‘down’ or from ‘down’ to ‘up’, after which it outputs
a signal to output wire S, as shown in Fig. Bl(c).

3 Model of the Agents

Contained in two-dimensional space, agents in the proposed swarm networks
model have a circular shape, the outside of which has six terminals attached
at identical distances from each other (Fig. M]). Agents are connected to each
other via these terminals, which are used to exchange input and output between
agents. The terminal colored black in Fig. dl indicates that it forms a connection
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with another agent. Each agent is assumed to be a Mealy-type finite automaton,
with an internal state denoted by a symbol in it (Fig. Hl). The functionality of an
agent is determined—apart from the agent’s state—Dby the connection pattern of
the agent to other agents. So, an agent being connected to two agents at opposite
terminals, for example, has a different functionality than an agent connected to
three agents via adjacent terminals.

An agent’s functionality is mostly expressed in terms of logical transitions,
but it may also contain a physical component. For certain patterns at which an
agent is connected to other agents, the agent may experience a force exerted
from a certain terminal, pulling it in a certain direction. The space containing
the agents satisfies simple mechanical laws. Apart from the abovementioned
forces, there are forces between terminals interconnected to each other. Modeled
as springs, the connections between terminals exert a repulsive force between
terminals very near to each other, and an attractive force between terminals
more remote from each other. So, connections are elastic. Communication is
not only limited to terminals connected to each other, but may also take place
between two terminals that are unconnected but very near to each other, to the
extent that the two terminals are at a distance that is less than the distance
between two adjacent terminals within an agent. The states and output of the
agent are determined by a transition function. This function has as its domain
the agent’s internal state, the input values from the I/O terminals, and the
connection pattern of the I/O terminals. The output domain of the transition
function covers the agent’s internal state, the output values to the I/O terminals,
and whether a force is exerted to the agent. Formally, the transition function f
is defined as:

fla,i,¢) = (¢',0,m) (1)

where ¢ and ¢ are the internal states before and after the transition, respec-
tively, 4 = {ig,---,i5} is the set of the input values on the I/O terminals,
o = {og,---,05} is the set of values output to the I/O terminals. The con-
nection pattern is denoted by ¢ = {cq, - -, ¢5}. The value of m in the output of
the transition function determines whether a force is exerted upon the agent. We
assume that the transition rules are rotation symmetric, i.e., one transition rule
exists in six varieties, which are rotated analogues of each other. An illustrative
transition rule is depicted in Fig. Bl where the direction of the exerted force is
indicated by the dotted arrow.

4 Building Circuits by Swarm Networks

To establish the computational universality of the model, we show how the K-
and E-elements can be constructed by groups of agents. An agent in the model
has one of two states (g1 or g2) and each of its I/O terminals inputs and outputs a
number from the set {1,2}. There is also another type of agent, called wall agent,
that is passive. Wall agents are lined up into structures that form boundaries
between which configurations of the normal agents may move around. Repre-
sented as black circles in the figures, wall agents constitute the isolating walls
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Fig. 6. Transition rules for a signal: rule 1 facilitates the movement of a signal, rule
2 provides a constant source of 1-values driving the processes in the signal, and rule
3 provides l-outputs at the tail of the signal to be sensed by the switching bar in the
E-element.

of the wires in the circuits to be constructed. Signals travel in the circuit along
these wires.

The behavior of agents is governed by transition rules, which are applied to
the agents according to an asynchronous updating mode (random timing). Fig.
shows three transition rules that are used in the operation of a signal, the con-
figuration of which is shown in Fig.[ll The symbol x in rule (1) denotes an input
and output value being either 1 or 2. When, for example, the input value at
terminal 3 of an agent is 1, the same value 1 is output at terminals 0, 1, and
5. This rule also facilitates the exertion of a force such that the agent moves to
the north. There is one agent in a signal that is governed by rule (1): it is at
the inner part of the signal, and denoted by the symbol (b) in the configura-
tion constituting the signal (Fig.[7]). Transition rule (2) applies to another agent
in the inner part of the signal, which is labeled by the symbol (a) in Fig. [1
This agent provides a constant stream of 1-values output to other agents in
the signal, such as the above agent labeled by (b). These 1-values being output
are also received by agents that behave according to rule (3), and these agents
respond with a 1-value output to their opposite terminal. This 1-value being
output will in its turn be transmitted to the E-element when the signal passes
through it, as a result of which the E-element’s state will be flipped, as we will
see later.

The turn of a wire resp. crossing of two wires can be implemented in a straight-
forward way, i.e., by appropriate configurations of wall agents, which guide the
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Fig.7. A configuration of a signal. The big arrow right of the configuration denotes
the direction of the signal.
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(b) Crossing element

Fig. 8. Configurations of circuit element by wall agents
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Fig. 9. Transition rules for operating an E-element

signals in accordance with the wall’s shape (Figs. B(a) resp. B(b)). The tempo-
rary absence of wall structures at the time of a signal’s crossing does not affect
the proper passing of the signal through the crossing, since the force exerted on
a signal pulls it across this momentary lapse of the walls. The K-element can be
constructed by wall agents in a similar way as the turn and crossing elements
(Fig.Bl(c)): a signal from either input wire will be guided to the output wire by
the wall agents.

For the construction of an E-element six more transition rules are required,
which are shown in Fig.[@ The agents to which rules (4), (5), (6), and (7) apply
all have the same connection patterns, but each of these rules applies to different
patterns of input and output values from other agents. The symbol 0 at terminal
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Fig. 11. Flow of a signal in an E-element in the state ‘up’
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Fig. 12. Switching of an E-element from the state ‘up’ to the state ‘down’ as the result
of a signal being input from terminal S

3 in rule (6) denotes the condition that no values from another agent are input
to this terminal.

Fig. [[0 shows a realization of an E-element by agents. Signals in this element
flow according to the direction of the arrows. The rotation bar in this configu-
ration, which hinges around a fixed post of wall agents, indicates the state of
the E-element by its position. In Fig. [[0 the state is ‘up’. A signal from input
wire T exits from either output wire T, or T, depending on the direction of
the rotation bar, without changing the state of the E-element. A signal input to
wire S also passes through the E-element and leaves from either output wire S}
or S}, before eventually being merged into one output wire S’. In this case, the
state of the E-element changes as the l-outputs emanating from a signal’s tail
result in the rotation bar being flipped.

Fig. [Tl shows a signal passing through an E-element in state ‘up’ in more
detail, with the directions of the forces exerted on the agents inside of the rotation
bar indicated by gray arrows. Though the signal passing through the E-element
touches the rotation bar, and thus exerts yet another force on it, the integrity
of the rotation bar (and thus its shape) is maintained as a result of the pulling
forces inside the bar. Switching of the E-element takes only place if the signal’s
tail touches the tip of the rotation bar, but in this case this will not happen,
since there is a wall in between to prevent this.

When a signal enters the E-element from input terminal S, like in Fig. [2]
its tail will touch the tip of the rotation bar on the signal’s exit. This results



58 T. Isokawa et al.

in the transmission of a 1-value from the signal to agent (C) in the bar’s tip in
Fig. The chain of reactions caused by this between agents in the rotation bar
will then effectuate state changes in some of these agents. Accompanying the
state changes is an increase in the number of agents on which downward forces
are exerted. To be exact, three agents will experience a downward force, and
these agents are indicated by the symbol (F) in Fig. The rotation bar will
then rotate downward as a result of these forces. The opposite of this process—
switching the E-element’s state back to state ‘up’—is accomplished in a similar
way, by inputing a signal to S, which will then pass S} in Fig. [0 in the process
touching the rotation bar’s tip. The opposite will then happen: the downward
forces will be switched off and the bar will move upwards again.

5 Conclusions and Discussion

This paper presents a model of swarm networks and shows how to conduct uni-
versal computation by groups of agents in these networks. An agent is a two-state
Mealy-type finite automaton with six input/output terminals, some of which are
connected to other agents’ terminals. The state of an agent, the output values
of its terminals, and the connectivity of each agent determine the functionality
of the agent; these variables are thus directly reflected by the transition rules in
the model. Agents are similar to cells in cellular automaton models, except that
the interconnection structure between agents is irregular. Universal computation
is achieved in this model by nine transition rules, through the simulation of the
asynchronously timed K and E circuit elements, as well as through the simulation
of signal propagation between these elements. Simulations on a computer reveal
that the proposed model behaves in a way that somehow resembles biological
phenomena. The elastic nature of the connections between the agents appears
an important ingredient in this context, as it results in an efficient distribution
of the pulling forces among agents connected to each other.

The proposed model may be useful for the realization of computational devices
based on biological mechanisms or other physical nanometer-scale interactions.
The agents could for example be implemented in terms of proteins. This includes
motor proteins, i.e., proteins that facilitate the transport of certain chemical
substances inside organisms. It is well-known that proteins can be bound to other
proteins, like with our agents, and that such bindings result in new properties
and behavior of the formed components [I8/I9]. A protein can be thought of as
being in a certain state through the addition of a phosphorus molecule: when
such a molecule is present, we speak of a phosphorylated protein, otherwise of a
dephosphorylated protein. The state of a protein can be influenced by the state
of other proteins in its vicinity, according to so-called domain-specific reactions,
a domain in a protein corresponding to a terminal in an agent. These reactions
tend to be strongly dependent on the bindings of the protein to other proteins,
in a similar way as the interconnection pattern of an agent with other agents
influences the agent’s functionality. Though space does not allow us to give
specific biological implementations of the agents, the richness of interactions
between proteins provide ample inspiration toward the realization of this.
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